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Preface 
 
 

This special issue contains selected papers from the 13th International Conference on 
Estuarine and Coastal Modeling (ECM13), held Nov 4-6, 2013. The conference brings 
modelers from academic institutions, government and private industry together to present and 
discuss the latest developments in the field of marine environmental modeling. Begun in 1989 
by Dr. Malcolm Spaulding, the conference is held every other year in a retreat-like setting 
with a maximum of about 125 people to encourage interaction and help strengthen ties 
between modeling communities. A wide range of modeling issues are encouraged, including 
advances in physical understanding, numerical algorithm development, model applications, 
and better tools. A wide range of modeling topics are encouraged as well, including storm 
surge, eutrophication, larval transport, search and rescue, oil spills, fisheries issues, coastal 
erosion and contaminated sediment transport. Many conferences also have special themes. 
The special theme of ECM13 was modeling related to Hurricane Sandy which in late October 
2012 devastated the Caribbean and the US East Coast, including record flooding in New York 
City. 
 
The 22 papers presented here cover a broad spectrum of topics, including simulations of 
cohesive sediment, inundation, effluent mixing, shoaling waves, and water quality and with 
modeling applications from Alaska to New Zealand. 
 
 

Richard Signell and Henry Bokuniewicz 
Guest Editors 
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A Hydrodynamic and Sediment Transport Model for the 
Waipaoa Shelf, New Zealand: Sensitivity of Fluxes to  
Spatially-Varying Erodibility and Model Nesting 

Julia M. Moriarty, Courtney K. Harris and Mark G. Hadfield 

Abstract: Numerical models can complement observations in investigations of marine sediment 
transport and depositional processes. A coupled hydrodynamic and sediment transport model was 
implemented for the Waipaoa River continental shelf offshore of the North Island of New Zealand, 
to complement a 13-month field campaign that collected seabed and hydrodynamic measurements. 
This paper described the formulations used within the model, and analyzed the sensitivity of sediment 
flux estimates to model nesting and seabed erodibility. Calculations were based on the Regional 
Ocean Modeling System—Community Sediment Transport Modeling System (ROMS-CSTMS),  
a primitive equation model using a finite difference solution to the equations for momentum and 
water mass conservation, and transport of salinity, temperature, and multiple classes of suspended 
sediment. The three-dimensional model resolved the complex bathymetry, bottom boundary layer, 
and river plume that impact sediment dispersal on this shelf, and accounted for processes including 
fluvial input, winds, waves, tides, and sediment resuspension. Nesting within a larger-scale, lower 
resolution hydrodynamic model stabilized model behavior during river floods and allowed  
large-scale shelf currents to impact sediment dispersal. To better represent observations showing 
that sediment erodibility decreased away from the river mouth, the seabed erosion rate parameter 
was reduced with water depth. This allowed the model to account for the observed spatial pattern 
of erodibility, though the model held the critical shear stress for erosion constant. Although the 
model neglected consolidation and swelling processes, use of a spatially-varying erodibility 
parameter significantly increased export of fluvial sediment from Poverty Bay to deeper areas of 
the shelf. 

Reprinted from J. Mar. Sci. Eng. Cite as: Moriarty, J.M.; Harris, C.K.; Hadfield, M.G.  
A Hydrodynamic and Sediment Transport Model for the Waipaoa Shelf, New Zealand: Sensitivity 
of Fluxes to Spatially-Varying Erodibility and Model Nesting. J. Mar. Sci. Eng. 2014, 2, 336-369. 

1. Background 

1.1. Sediment Transport Models 

Field experiments carry a high cost and are hampered by difficulties of observing water column 
sediment fluxes during energetic conditions such as floods and storms, except at discrete points 
served by deployed instruments. Numerical models based on the relevant processes for transport 
can be used to extrapolate point observations to continuous spatial scales, beyond the spatial and 
temporal coverage of field experiments. Here, we present a numerical model that complements a 
13-month field campaign on the Waipaoa shelf, New Zealand. 
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Three-dimensional circulation and sediment transport models, such as the Community Sediment 
Transport Modeling System (CSTMS; [1]) resolve horizontal and vertical gradients, all of which 
can be important in the coastal ocean. The CSTMS has been implemented within the numerical 
hydrodynamic model ROMS (the Regional Ocean Modeling System; [2–5]). Although increased 
model complexity and resolution carries a heavier computational load, a three dimensional model 
was necessary to represent the complex bathymetry, bottom boundary layer processes, and river 
plume dynamics on the Waipaoa River continental shelf, New Zealand.  

Many three-dimensional coastal sediment transport models have either neglected larger-scale 
currents or simplified them by using temporal and/or spatial averages to specify currents at the 
model’s boundary, e.g., [6–10]. For example, a numerical model for Poverty Bay, the coastal 
portion of the Waipaoa Sedimentary System, which accounted for wind, wave, tidal, and river 
plume processes was developed by [6]. At the open boundaries, [6] accounted for tides and allowed 
disturbances to propagate through the boundary by using Chapman [11], Flather [12], radiation [13], 
and no-gradient boundary conditions for the free surface, two and three dimensional currents, and 
tracers, respectively. Recently, however, numerical models of continental shelf sediment transport 
have specified conditions along open boundaries based on estimates of coastal currents, 
temperature, and salinity from larger-scale, lower resolution models [14,15]. Like these examples, 
we build on previous efforts by nesting a finer-scale grid within a larger-scale hydrodynamic 
model, thereby accounting for larger-scale circulation patterns. For the event-driven Waipaoa shelf 
model, nesting not only allowed us to account for larger-scale currents, but was necessary to 
increase the stability of the model by reducing the reflection at the open boundary of sediment and 
freshwater from the river plume. 

In many coastal environments, sediment fluxes are also affected by seabed erodibility, which 
can be defined as the amount of sediment available for entrainment into the water column at a 
given bed shear stress (see [16]). The treatment of erodibility is a distinguishing characteristic of 
cohesive and non-cohesive models (see [17,18]). For models of muddy cohesive seabeds, erosion 
typically depends on the seabed’s critical shear stress, crit, and an erosion rate parameter, M, which 
regulates the rate of sediment resuspension (e.g., [1,17]; see section 2.4). Observations show that 
both parameters may vary with seabed porosity, the depositional history of the seabed, biological 
processes and other factors, e.g., [19–21]. For instance, recently-deposited sediments were easier to 
erode than material from consolidated, older seabeds in the York River estuary [16]. Based on 
seabed erodibility experiments, a bed consolidation scheme in which critical shear stress varied in 
time, space, and with depth into the seabed, depending on depositional history of the seabed, has 
been developed and implemented within numerical models [18,22]. Here, we developed a simpler 
parameterization that modified the erosion rate parameter to account for spatial variations in 
erodibility, based on seabed microcosm erodibility experiments (see section 3.6). 

1.2. Study Site: Waipaoa River Continental Shelf, New Zealand 

Located on an active tectonic margin and draining a small mountainous catchment, the Waipaoa 
River delivers material to the ocean primarily during floods [23,24]. The Waipaoa exports about  
15 million tons of sediment annually, primarily through either gullying or landsliding, depending 
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on riverine conditions [24]. This material is primarily mud, with a median grain diameter of 8.5 m 
during flood conditions, and approximately 1% of the load is sandy bedload [23,25]. Because of the 
river’s small catchment, rain storms induce flooding throughout the drainage basin, and delivery of 
sediment to the coastal zone typically coincides with energetic oceanic conditions [23]. 

Riverine sediments are delivered to Poverty Bay, an about 50 km2 embayment that opens onto 
the continental shelf through a 10-km wide mouth (see Figure 1A). A counter-clockwise gyre driven 
by river discharge and the Coriolis force typically dominates currents in Poverty Bay [26–28]. On 
the shelf, water velocities during January 2010–February 2011 were primarily along-shore, but 
switched direction often, with an average current of 1.6 cm s 1 to the NE and a mean speed of  
26.3 cm s 1 (data obtained from Hale, R. and Ogston, A., University of Washington (UW) [29]; 
tripod set-up described in [30]). Local winds, as well as larger-scale wind driven currents, 
southward travelling eddies, and coastally trapped waves likely drive water velocities [26,31–33]. 
Surface wind and swell waves on the shelf have average periods of 9–10 seconds and significant 
wave heights of 0.8–0.9 m, although longer-period waves can reach the shelf from the Southern 
Ocean [28,34]. Wave-induced motion dominated bed shear stress calculations by an order of 
magnitude compared to current-induced stress [30,35]. During 2010 at a tripod deployed in 50 m of 
water near the Southern depocenter, bed stresses exceeded 0.15 Pa, a threshold for fine-sediment 
resuspension, for 46% of the deployment period (data from [30]). 

Over decadal and Holocene timescales, sediment accumulation on the shelf has occurred in two 
bathymetric lows to either side of Poverty Bay, but deposition is more variable over day- to  
month-long periods. Tripod observations and model estimates indicated that material is temporarily 
deposited in Poverty Bay following floods, and then, in the subsequent days to weeks, waves 
resuspend sediment and currents carry it to the shelf [6,28,35]. Observations of 7Be activities also 
indicate that deposition over month-long timescales varies, depending on weather conditions [36,37]. 
For instance, 7Be inventories from successive research cruises indicated that both erosion and 
deposition of terrestrial sediments occurred over different parts of the shelf during the January 2010 
flood [37]. Over longer timescales, seismic profiles and 210Pb radioisotopes (22.3 year half life) 
indicated two depocenters with maximum accumulation rates of ~1 cm year 1 occur located in 
bathymetric lows to either side of Poverty Bay, bordered by the coast and offshore anticlines  
(Figure 1; [38,39]). 

1.3. Objective 

Though both seabed and water column data have been collected for the Waipaoa River 
continental shelf, knowledge of sediment transport mechanisms is benefited by development of a 
three dimensional hydrodynamic-sediment transport numerical model providing spatial coverage 
unattained by observational efforts. This paper describes the implementation of the ROMS-CSTMS 
numerical model for the Waipaoa continental shelf and examines the sensitivity of sediment flux 
estimates to model nesting and seabed erodibility parameterizations. 
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Figure 1. Study site on North Island, New Zealand. (A) Waipaoa Shelf map showing 
locations of Poverty Bay, Poverty Gap, shelf depocenters (Dep), and the Lachlan and 
Ariel Anticlines (L.A. and A.A., respectively). Red arrow indicates river mouth. Grey 
bathymetric contours drawn every 10 m up to 70 m depth, while dashed grey line 
indicates shelf break at 150 m. Inset shows location of study site within the larger-scale 
model. (B) Waipaoa Shelf map showing shelf bathymetry up to 80 m water depth 
(shading; in meters), tripod locations (brown dots) and multi-core stations (black dots) 
from the January 2010 research cruise. Grey and black bathymetric contours drawn 
every 10 m to 100 m depth, then at 150 m depth. (C) Waipaoa model grid showing 
bathymetry, where each box shown encompasses 25 model cells. Model boundaries 
labeled “NW”, “SW”, “SE”, “NE”. (D) Bathymetric map of larger-scale model 
Regional Ocean Modeling System (ROMS)-NZ covering the eastern half of the North 
Island, New Zealand. Black box indicates location of Waipaoa shelf model. 
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2. Model Development 

This section describes the equations and numerical schemes used to specify hydrodynamic and 
sediment transport processes within the model and at the boundaries of the grid. Table 1 lists 
symbols for all equations. 

2.1. Hydrodynamic Model and Numerical Schemes 

ROMS-CSTMS, a community-developed numerical circulation and sediment transport model, 
solves the equations for Reynolds-averaged Navier-Stokes, tracer advection-diffusion, and 
continuity using the hydrostatic and Boussinesq assumptions as described in [3]. Tracer concentrations 
could represent an array of different tracers, which included temperature, salinity, and seven sediment 
classes. River discharge was treated as a point source for momentum, temperature, salinity and 
suspended sediment. Sources and sinks within the governing equations included, but were not 
limited to, bottom friction, wind stress, and nudging to match the regional grid (see section 2.5). 
The density equation of state accounted for temperature, salinity, and sediment concentrations 
[1,40]. 

ROMS distinguishes itself from other community hydrodynamic models by its model grid, and 
time-stepping and advective schemes. It uses a curvilinear orthogonal grid in the horizontal and  
a stretched, terrain-following grid in the vertical which allows it to carry high resolution in both  
the surface and bottom boundary layers [2]. The numerical schemes in ROMS include split  
barotropic-baroclinic modes (Leap-Frog—Adams-Moulton predictor-corrector scheme; [2–5]) and 
reduce the pressure-gradient truncation error [41–44] by redefining the pressure-gradient  
term [3,45,46]. ROMS also provides high-order schemes for estimating both vertical and horizontal 
advection [3,47]. For advection of sediment and other tracers, ROMS provides the MP-DATA 
scheme (Multidimensional Positive Definite Advection Transport Algorithm; [48]) to avoid 
numerical oscillations and negative concentrations, and reduce numerical dispersion, e.g., [1,49]. 
For vertical advection of sediment, the ROMS framework implemented the PPM (Piecewise 
Parabolic Method) so that relatively large timesteps can be used for faster settling sands without the 
introduction of instabilities [1,50,51]. These numerical schemes and reasonably high spatial 
resolution are important for representing the high gradients typical of coastal and estuarine settings 
without sacrificing computational efficiency, e.g., [49]. For application of ROMS to the Waipaoa 
shelf, numerical schemes and the model grid (Figure 1) were chosen to reduce error in numerical 
computations without sacrificing model efficiency. A timestep of 15 s, and the numerical schemes 
listed in Table 2 were used. 

2.2. Surface Boundary Formulation 

The surface boundary formulation in ROMS was adopted from the physically-based COARE 
(Coupled Ocean Atmosphere Response Experiment) framework [52,53]. In this one layer boundary 
model, wind and rain transfer momentum from the atmosphere to the ocean. 
  



6 
 

 

Table 1. Model parameters as described in this paper. 

Parameter Meaning Unit 

Cs,1, ised Suspended concentration of sediment class ised in bottom water grid cell per unit area kg m 2 

cx, cy Phase speeds for oblique radiation boundary condition m s 1 

D50 Median grain diameter M 

Eised Erosion for sediment class ised kg m 2 s 1 

Fcs,ised Source of sediment class ised to the water column due to seabed deposition and erosion kg m 2 s 1 

Fgrid Parameter specifying spatially-variable nudging at open boundaries non-dimensional 

FOBC Parameter specifying changes to nudging at open boundaries based on current direction non-dimensional 

h Water depth m 

htransition Transitional water depth for erosion rate parameter parameterization m 

I Number of grid cells in NW-SE direction non-dimensional 

i Index for model grid in NW-SE direction non-dimensional 

ised Index for modeled sediment classes non-dimensional 

J Number of grid cells in SW-NE direction non-dimensional 

j Index for model grid in SW-NE direction non-dimensional 

k1, k2 Coefficients for active layer formulation  m2 s2 kg 1; non-dimensional

M Erosion rate parameter kg m 2 s 1 

Mmin Minimum erosion rate parameter kg m 2 s 1 

Mmax Maximum erosion rate parameter kg m 2 s 1 

 Unit vector perpendicular to open boundary  

p Seabed porosity non-dimensional 

S Salinity psu 

S0 Background salinity psu 

S0BC Flux of freshwater through the open boundaries m3 

TR,b Relaxation timescale for nudging at open boundaries s 

TR,i Relaxation timescale for nudging within model interior s 

TRO Relaxation constant for nudging at open boundaries non-dimensional 

t Time s 

 Current velocity m s 1 

ws,ised Settling velocity for sediment class ised m s 1 

x, y Horizontal coordinates non-dimensional 

z Vertical coordinate in water column non-dimensional 

za Thickness of seabed active layer m 

zs Vertical coordinate in seabed m 

 Variable of interest in boundary condition equations 

Same units as velocity, 

temperature, salinity, or 

sediment concentrations 

 Variable of interest in boundary condition equations before nudging Same as above 

obc Prescribed value for variable of interest in open boundary condition equations Same as above 

 Maximum wave-current induced bed shear stress over a wave period Pa 

 Magnitude of maximum wave-current induced bed shear stress over a wave period Pa 

crit Critical shear stress for the seabed Pa 

  

n̂

ur

,maxcw
r

,maxcw
r
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Table 2. Numerical Schemes for Waipaoa Shelf model. 

Process Numerical Scheme 
Advection of momentum (Vertical, 3D) 4th order, centered  

Advection of momentum (Horizontal, 3D) 3rd order, upstream 
Advection of tracers  MPData 

Vertical Sediment Settling PPM 

2.3. Bottom Boundary Layer Formulation 

This implementation of ROMS used the Sherwood, Signell and Warner [1] bottom boundary 
layer parameterization, a physics-based approach that could account for form drag and ripples. This 
formulation, defined as “SSW” within ROMS, was based on [54] that divided the bottom boundary 
layer into two sections: a thin combined wave-current boundary layer, and a current boundary 
layer. For this study, the hydraulic roughness represented the grain size roughness, which was set 
equal to 0.30 mm based on estimates of bed shear stress from acoustic Doppler velocimeters 
(ADVs) provided by [30]. The model used the bottom roughness, the eddy viscosity profiles, wave 
orbital velocities provided by input files, and currents 20 cm above the bed, estimated by the 
hydrodynamic model, to calculate the total maximum current-wave-induced bed shear stresses, 

, following [54]. 

2.4. Seabed Model 

As summarized in section 2.1, the model accounted for suspended transport, erosion and 
deposition. Both fluvial discharge and seabed erosion provided sediment to the water column. To 
calculate erosion and deposition, Equations (1) and (2) were calculated for multiple sediment types, 
each having assigned values for settling velocity and diameter. Other values (e.g., erosion rate 
parameter, critical shear stress, and seabed porosity) were identical for all sediment classes. Processes 
not explicitly represented in the model include flocculation [55], seabed consolidation [56], and 
bioturbation [57]. 

Erosion was calculated following the Ariathurai and Arulanandan formulation [58] for each 
sediment class with index ised: 

 (1)

 (2)

As indicated in Equation (1), the model assumed continuous deposition so that Fcs,ised, the net 
entrainment of suspended sediment for each class, was calculated as the difference between the 
erosion of each sediment class, Eised, and estimated settling to the bed based on settling velocity of 

,maxcw
r

, ,1,
,

s ised s ised
cs ised ised

s

w C
F E

z

,max
,max

,max

-
(1- )

0

cw crit
ised cw crit

crit
ised

cw crit

M p f when
E

when

r
r

r



8 
 

 

each sediment class, ws,ised, and on Cs,1,ised, the mass of suspended sediment per unit area of the bed 
in the bottommost grid cell for each sediment class. In Equation (2), p was porosity, or void 
fraction of the seabed, fised was the fraction of the seabed composed of sediment class ised,  

was the magnitude of the total wave-current-bed shear stress, and crit was a constant critical bed 
shear stress. Erosion during any time step was limited to the amount of each size class available 
within a thin active layer whose thickness, za, was specified as:  

 (3)

where k1 and k2 were constants set equal to 0.007 m2 s2 kg 1 and 6.0, respectively, and D50 was the 
median grain size on the seabed [59]. As implemented for the Waipaoa shelf, active layer 
thicknesses on the mid-shelf rarely exceeded ~5–10 mm and increased in shallow areas and near 
the anticlines due to the relatively high bed stress and the larger sediment grains found there 
(Figure 2). 

Consistent with observations of erodibility on the Waipaoa shelf, the model formulation was 
modified to encourage erosion of sediment from shallow areas by varying the erosion rate 
parameter, M, with water depth, h. Choice of M used for a given water depth depended on 
parameters including the maximum and minimum erosion rate parameters (Mmax and Mmin), and a 
transitional water depth (htransition): 

 (4)

Based on observations, Mmax, Mmin, and htransition, were set to 4.5 × 10 4 kg m 2 s 1, 0.1 × 10 4 kg m 2 
s 1, and 30 m, respectively (see section 3.6; [36]). Sections 4.1 and 4.3 evaluate the erodibility 
parameterization by comparing model results that used Equation (4) with two cases that used  
spatially-uniform M (see section 3.7). Both the active layer thickness and spatial variation in the 
erosion rate parameter influenced seabed erodibility. Other parameters such as critical shear stress 
likely also varied spatially and affected erodibility. However, estimations of parameters from 
erodibility experiments and tripod data can carry substantial uncertainty, and so this paper focused 
on a single variable, the erosion rate parameter, because it required no additional information about 
the seabed critical stress profiles and was computationally efficient. Use of a spatially-varying 
critical shear stress would likely also encourage erosion of sediment from shallow areas, similar to 
the parameterization used here. Alternate parameterizations from the literature are discussed in 
section 4.3. 

Sediment bed properties such as grain size distribution were stored for eight seabed layers that 
each initially represented 20 cm of sediment. Erosion and deposition of multiple sediment classes 
modified the thickness of seabed layers and the grain size distributions stored for the sediment bed, 
as described in [1]. These changes impacted the upper few layers of the sediment bed, while the 
deeper layers served as a repository of sediment. The surficial seabed layer was ~1 cm across the 
shelf on average, but was thinner in areas of low deposition and where the active layer was thin 
(Figure 2). 
  

,maxcw
r

1 ,max 2 50max ( ),0a cw critz k k Dr

min max min1 exp 0.2 transitionM M M h h M
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Figure 2. Shows (a) time-averaged active layer thickness in the standard model, and  
(b) the spatially-varying erosion rate parameter, M, from Equation (4). 

 

 

2.5. Open Boundary Conditions 

The Waipaoa shelf model grid was bounded by land on the northwestern side (Figure 1), so a  
free-slip wall condition was used there which specified a zero gradient condition for tracers and sea 
surface elevation, set water velocities normal to land equal to zero, and used a free-slip condition 
for tangential velocities. Along the other three edges, open boundary conditions (OBCs) for sea 
surface height, barotropic and baroclinic velocities, and tracer concentrations accounted for tides, 
shelf waves, and the transient behavior of the river plume. Radiation conditions along the 
southwest, southeast, and northeast boundaries allowed waves to propagate through them without 
reflecting. Specifically, the Chapman [11] and Flather [60,61] conditions were applied there for the 
free surface and barotropic momentum, respectively, to account for tides [62–64]. Velocity and sea 
surface height at the boundary were required as input and were specified using data from ROMS-NZ, 
a larger-scale hydrodynamic model ([65]; model used a similar setup to [66]; see Figure 1; section 3.5). 
Sediment concentrations, which were not provided by ROMS-NZ, were nudged toward zero at the 
boundaries. This parameterization implied that external sediment sources were negligible, a common 
assumption in sediment budget calculations, e.g., [38,39], and in many models of riverine-dominated 
systems, e.g., [6,15]. Nudging sediment concentrations toward zero also assumed that material 
leaving the grid did not reenter the model domain, which was a reasonable expectation because the 
largest fluxes occurred during floods, when the river plume carried sediment off of the proximal 



10 
 

 

shelf [30,35]. Using the oblique radiation condition for baroclinic velocities and tracer concentrations 
reduced artificial reflections at the boundaries [11,13,67]. 

Similar to other studies [13,68], we nudged baroclinic current velocities, salinity, temperature, 
and suspended sediment concentrations within 30 grid cells of the open boundaries toward values 
specified from ROMS-NZ, or zero, as described above:  

Nudging, evaluated within grid interior: 

 (5)

Nudging-Radiation OBC, evaluated at model boundary: 

 (6)

 

 

 

Here,  was the variable of interest (e.g., velocity or tracer concentrations) before nudging, TR,i and 
TR,b were the relaxation timescales in the interior of the grid and at the open boundaries, and t was 
the timestep. The larger-scale model, ROMS-NZ provided obc(t). The open boundary relaxation 
timescale, TR,b, decreased with decreasing TRO and increasing FOBC, enhancing nudging when 
currents flowed into the model grid. Based on sensitivity tests, TR,i, TRO and FOBC were set to 2.5 
days, 2.5 days and 2.5. Section 4.2 presents results for “moderately-nudged” and “weakly-nudged” 
sensitivity tests where TR,i and TR0 were doubled and multiplied by a factor of 10, respectively, 
increasing the influence of larger-scale currents. The parameter Fgrid specified spatial variability for 
nudging so that it was non-zero only for locations within 30 grid cells of open boundaries, and 
weakened sinusoidally with distance from the open boundary:  

 (7)
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where I and J were the total number of grid cells in the NW-SE and SW-NE directions and 
coordinates (i, j) indicate location within the grid. Note that since ROMS-NZ did not include 
sediment, this meant that suspended sediment concentrations within 30 grid cells of the boundaries 
were nudged toward zero. Nesting not only enabled the model to account for larger-scale currents, 
but also reduced reflections of river plume salinity and suspended sediment concentrations at the 
boundary, which increased model stability. 

3. Model Initialization and Forcing 

Observed and modeled datasets used to initialize and force the model are listed in Table 3 and 
discussed in this section. All interpolations used linear Delaunay triangulation, unless specified 
below. 

3.1. Model Grid Construction and Bathymetry 

Designed to include the river mouth, Poverty Bay, and the proximal continental shelf, the model 
grid (Figure 1) also encompassed the three depocenters identified by [23,38,39]. Use of a curvilinear 
horizontal grid and a stretched terrain-following vertical grid allowed the model to resolve regions 
of interest (e.g., two depocenters landward of shelf anticlines) and the near-bed and near-surface 
areas that have high vertical gradients in sediment concentration or velocity. While our model 
achieved lower horizontal resolution within Poverty Bay than that used by [6], it included more of 
the proximal continental shelf, allowing us to focus on shelf transport mechanisms. 

The model grid had a horizontal resolution of about 450 m on the mid-shelf and was curved to 
reduce the number of terrestrial grid cells and to approximately parallel bathymetry (Figure 1). This 
facilitated post-processing of data (i.e., across-shelf fluxes), and reduced model errors associated 
with nesting and along-isobath flow. In the unmasked (water) section of the grid, the angles of grid 
corners deviated from perpendicular by a maximum of 1.4° and a mean of 0.13°. Vertical resolution 
varied with depth, and was about 0.40 m, 2.0 m, and 0.40 m near the surface, mid water-column, 
and seabed at 24 m water depth at the entrance to Poverty Bay. In deeper areas, resolution decreased 
so that, for example, surface, mid-water column and near-bed layers were 0.84 m, 5.3 m, and 0.84 m 
thick at 50 m depth. 

Four datasets that each had a different focus provided the basis for the model’s bathymetry. 
Multibeam was used to map Poverty Bay in 2005 and 2006 by J. McNinch (now at USACoE;  
see [69]), while S. Kuehl (Virginia Institute of Marine Science; VIMS) provided multibeam data of 
the continental shelf and slope that had been obtained in 2005 on the R/V Kilo Moana [39].  
S. Stephens (National Institute of Water and Atmosphere (NIWA), New Zealand) provided 
complete, though low resolution, 10 m bathymetric contours of the continental shelf and slope [70]. 
Finally, the historical gridded bathymetry from NIWA [71] provided the only data coverage near 
the entrance of Poverty Bay. The datasets were all referenced with respect to the WGS 84 datum 
and the universal transverse Mercator horizontal projection, except for the historical gridded 
dataset, for which the projection was unknown. 
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Table 3. Datasets used for model initialization and forcing. 

Type of Data Data Description and Source 

Bathymetry to construct model grid Multibeam surveys [39,69] 

Bathymetric contours provided by S. Stephens (NIWA) [70] 

Historical gridded bathymetry [71] 

Modeled bathymetry of New Zealand ROMS model (ROMS-NZ) 

Currents, temperature and salinity at 

open boundaries, and for model 

initialization 

Baroclinic version of ROMS-NZ ([65]; model used a similar setup to [66]; see Figure 1) 

Wave height, direction, and period NIWA’s New Zealand Wave (NZWAVE) model (NZWAVE, an implementation of 

NOAA’s Wave Watch III model; [72]) 

Wind stress NIWA’s New Zealand Limited Area Model (NZLAM, an implementation of the UK Met 

Office’s Unified Model; [73]) 

Tidal components: open boundary sea 

surface height and tidal velocities 

Tidal velocities, amplitudes and phase components from the Oregon State Tidal 

Prediction Software TPX07.1 global solution (OTPS; [74,75]) 

Meteorological data Air pressure, cloud cover, precipitation, relative humidity, shortwave radiation, air 

temperature from NIWA’s National Climate Database web system [76] at Gisborne 

airport 

River discharge of freshwater and 

sediment 

River gauge measurements provided by G. Hall and D. Peacock (Gisborne District 

Council, New Zealand) [77] 

Sediment properties of fluvial and 

seabed material (diameter, settling 

velocity, critical stress for erosion, 

erosion rate parameter) 

River observations [25] 

Observed seabed properties [78] 

ADV and OBS data [30] 

Gust microcosm erodibility experimental data [36] 

Seabed characteristics for comparison 

to model estimates 

Radiometric and X-ray analysis of cores [36,37] 

Comparisons revealed systematic offsets between the bathymetric datasets. In areas that 
overlapped (see Figure 3), the NIWA contours and Kuehl water depths were ~3 m and ~2 m 
shallower, respectively, than those from J. McNinch. The offsets were removed by adding 3 and 2 
m to the NIWA contours and Kuehl data, which aligned them with the McNinch data from Poverty 
Bay. The deeper-water datasets were referenced to the McNinch data because bed stresses were 
most sensitive to bathymetry in shallow water and because 2–3 m was a smaller percentage of 
water column height in deeper areas compared to shallow areas. These three data sets were then 
combined for interpolation. Note that because the NIWA 10 m contours had lower resolution for 
much of the shelf, this dataset was relatively sparse compared to the gridded products. Thus, the 
gridded multibeam datasets dominated the model bathymetry where they provided coverage, while 
the NIWA contours filled in areas that were sparsely covered, primarily near the coastline and in 
the southwest and northeast portions of the grid. 

After gridding, the model bathymetry was smoothed with a Shapiro (1975) filter to improve 
model stability [41,42,79]. Finally, water depths near the open boundaries of the model grid were 
adjusted to match the lower resolution ROMS-NZ bathymetry to facilitate model nesting. Both 
water depth and land-ocean masking were identical to ROMS-NZ over the region where nudging 
occurred. This methodology avoided noticeable seams where the datasets abutted, and the 
bathymetry, slope and curvature of the model grid was consistent with those of each individual 
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dataset. The greatest uncertainty in bathymetry unfortunately lay at the entrance of Poverty Bay, 
where recent datasets on known projections did not provide much coverage.  

Figure 3. Coverage of bathymetric datasets near Poverty Bay mouth. Datasets are 
labeled by source (see Table 3). The National Institute of Water and Atmosphere 
(NIWA) contours also act as 10 m bathymetric contours. Note that the NIWA contours 
and multibeam data provided by S. Kuehl extend onto the continental shelf and slope.  

 

3.2. Atmospheric Forcing and Waves 

Modeled data were used as input to account for spatial and temporal variability in the wind and 
wave fields. Estimates from NZLAM and NZWAVE (described below; Figure 4c,e–f) were used 
for these because they had relatively fine resolution and were calibrated against local as opposed to 
global data. Values from these models, including wind velocities and wave estimates (significant 
wave height, mean wave direction, wave length, and mean wave period) were interpolated to the 
ROMS grid. 
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Figure 4. Time series of observed and estimated weather conditions on Waipaoa Shelf.  
(a) River and (b) sediment discharge from Gisborne District Council, New Zealand; 
modeled wind speed from New Zealand Limited Area Model (NZLAM) (c) and current 
speed from ROMS-NZ (d) averaged over the model domain; (e) significant wave 
height; (f) bottom wave period; (g) wave orbital velocity; (h) total wave- and  
current-induced bed shear stress; and (i) suspended sediment concentrations. For  
panels (e)–(i), black lines indicate model estimates made for the grid cell nearest the 
tripod site (see Figure 1b), and grey lines indicate acoustic Doppler velocimeter (ADV) 
(wave height; bed shear stress) and optical backscatter sensor (OBS) (suspended 
sediment concentration) observations provided by Hale, R. and Ogston, A. (University 
of Washington; [30]) from the tripod at 40 m water depth. 

 
  



15 
 

 

 

 
A local implementation of NOAA’s Wave Watch 3 model [72], NZWAVE produced output 

every three hours on a 12 km resolution grid. Since NZWAVE did not provide wave spectra, the 
bottom wave period was assumed to be equal to the surface average period. This assumption 
resulted in underestimations of bottom wave period, because high frequency waves within a wave 
spectrum decay with water depth so that only the longer-period waves are felt at depth. Wave 
orbital velocities were calculated using linear wave theory and the interpolated NZWAVE data and 
bathymetry from the model grid. Linear wave theory was used instead of methods presented in [80] 
because estimates of wave orbital velocity based on this theory best matched tripod data. 

Both model estimates and observed datasets provided atmospheric input. NZLAM, an 
implementation of the UK Meteorological (Met) Office’s Unified Model [73], provided hourly 
estimates of wind velocity on a 12 km resolution grid. ROMS also required values for air pressure, 
cloud cover, precipitation, relative humidity, shortwave radiation, and air temperature as input. 
Hourly records of these meteorological data from the Gisborne, NZ airport were obtained  
from NIWA’s National Climate Database web system [76] and applied uniformly across the 
Waipaoa shelf. 

3.3. River Discharge 

Waipaoa River water and sediment discharges were represented as a point-source entering 
Poverty Bay at a grid cell located at the river mouth. Observations of river stage were collected 
hourly at Kanakania Bridge, ~80 km upriver, above tidal influences, by G. Hall and D. Peacock at 
the Gisborne District Council (GDC) [77]. For water and sediment input, recently-calibrated rating 
curves provided by the GDC were applied to the river stage and water discharge, respectively (see 
Figure 4a,b). ROMS required that the vertical profile of the freshwater and sediment flux be 
specified at the point source. For the Waipaoa River, the profile was configured so that the 
freshwater and river sediment was delivered in the top half of the water column (Figure 5). 

3.4. Tides 

Tidal velocities, amplitudes and phase components extracted from the Oregon State Tidal 
Prediction Software (OTPS) TPX07.1 global solution [74,75] were used to estimate tidal currents 
and sea surface height. OTPS accounted for eleven ocean tidal constituents, and was driven by 
satellite altimeter data (i.e., TOPEX/Poseidon and Jason). The sum of the OTPS estimates and 
values of water velocities and elevation from ROMS-NZ, which did not account for tides, were 
imposed at the model open boundaries. 
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Figure 5. Vertical profile of river input showing the partitioning of momentum, fresh 
water, and river sediment at the river mouth. 

 

3.5. Baroclinic Currents, Temperature and Salinity 

Current velocities, temperature and salinity at and near open boundaries of the Waipaoa grid 
were nudged toward values from ROMS-NZ, a larger-scale baroclinic model adapted for northern 
New Zealand ([65]; model used a similar model setup to [66]; see Figures 1 and 4d). ROMS-NZ 
provided estimates of current velocity, temperature and salinity every three hours on a two 
kilometer grid. This one-way nesting of the Waipaoa shelf model within the lower resolution 
hydrodynamic model allowed larger-scale circulation (i.e., shelf waves and offshore eddies) to 
influence modeled Waipaoa shelf hydrodynamics. 

Three-dimensional, time dependent current velocities, temperature and salinity estimates from 
ROMS-NZ were linearly interpolated to the Waipaoa shelf grid and used for model initialization 
and nudging at model boundaries. ROMS-NZ estimates were unavailable for some grid cells near 
the coast in the interior of the grid where the land-ocean masking differed between the two models. 
At these sites, current velocities were initialized to zero, and initial temperature and salinity 
estimates were set equal to values from adjacent grid cells. Since land-ocean masking was identical 
between model grids near the open boundaries, these approximations only affected model 
initialization and not nudging near the open boundaries (see section 2.5). 

3.6. Sediment Characteristics 

Model calculations included a total of seven sediment types and eight seabed layers (Table 4). 
Different sediment classes were used to store fluvial and bed sediment so that model analysis could 
differentiate between materials from these two sources. Sediment classes were primarily distinguished 
based on their settling velocity, a primary control on transport in hydrodynamic-sediment transport 
models, e.g., [81], with nominal D50 values provided based on observations from the river and 
seabed [25,78], and unpublished data [82] from the January 2010 cruise described in [36]. 

Estimates of effective settling velocity based on tripod measurements from the field site (obtained 
from A. Ogston and R. Hale, UW [29]; see [30]) informed our choice of settling velocities, while 
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the initial seabed sediment distributions were based on sediment texture from Poverty Bay and  
shelf [36,69,78] (Figure 6). Observed grain size data were converted to percent sand and percent 
mud for all sites, and then spatially interpolated. Grain size data were unavailable for locations near 
the model open boundaries, so grid cells with water depth exceeding 300 m or near the northeastern 
and southwestern boundaries were assumed to be mud (sediment class 1). For the purpose of 
interpolation, grid cells at the coastline were assumed to be composed of sand (sediment class 2). 
Tripod-based estimates of effective settling velocities on the shelf ranged from <0.1 to ~1 mm s 1, 
with a mode of ~0.1 mm s 1 during energetic shelf conditions at 40 m water depth, and were used 
to set the settling velocities of these two classes. Finally, the grain size distribution was constrained 
so that at least 10% of the seabed was composed of fast-settling material (sediment class 3) to 
enhance bed armoring, consistent with previous modeling efforts [6]. 

Table 4. Sediment classes and their characteristics 

Sediment Class Source % of Riverine Load Settling Velocity (mm s 1) D50( m) 
1 Seabed  0.1 63 
2 Seabed  0.5 500 
3 Seabed  125.0 1000 
4 River 53 0.15 16 
5 River 27 0.3 22 
6 River 13 0.5 30 
7 River 7 1.0 40 

For all sediment classes: Critical Shear Stress: 0.15 Pa; Sediment Density: 2650 kg m 3; Porosity: 0.6. 

Figure 6. Initial distribution of seabed sediment classes showing fraction of (a) mud 
and (b) sand.  
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Four classes were used to represent sediment delivered fluvially. Their properties were informed 
by observations that estimated a median grain diameter of 8.5 m in the Waipaoa River during  
floods [25], sediment budgets for the shelf, as well as the tripod estimates from the Waipaoa shelf 
(see above paragraph). Since information regarding the distribution of sediment settling velocity in 
the river plume was unavailable, a range of reasonable sediment settling velocities (0.15–1 mm s 1) 
was chosen. River mud was assumed to be flocculated because salinity profiles from research 
cruises in 2010–2011 [82] and results from other model runs [35] indicated that freshwater mixes 
quickly with ocean water, and very little stratification is observed in Poverty Bay. The fluvial 
sediment was logarithmically partitioned into these classes following sensitivity tests that considered 
the sediment budgets for Poverty Bay and the continental shelf following a three month model run 
representing early 2010. During this procedure, different settling velocities were prescribed for the 
slowest settling fluvial and seabed classes, 0.15 mm/s and 0.1 mm/s, respectively. This was not 
surprising, as the choice of fluvial settling velocities relied on an integrative view of sediment 
dispersal, i.e., the overall shelf sediment budget, while seabed settling velocities were selected 
based on local tripod observations on the mid-shelf ~10’s of cm above the bed. Further study would 
be required to reconcile these, perhaps involving a model that includes particle aggregation  
and breakup. 

Parameters related to erodibility (critical shear stress, erosion rate parameter) were informed by 
ADV and OBS (Optical Backscatter Sensor) measurements from the first two months of the tripod 
deployment (data from [30]) and Gust erosion chamber experiments conducted at the field  
site [36]. Critical shear stress for all sediment was set to 0.15 Pa, consistent with time series of 
tripod-based estimates of bed shear stress and sediment concentration, and Gust chamber 
erodibility experiments. For fast-settling grains (i.e., sediment classes 1 and 2), this critical shear 
stress was low compared to values based on the Shields parameter for the nominal grain diameters. 
However, in the absence of observations from which to specify various critical shear stress 
estimates for different classes of sediment, we used a uniform value. Note that calculated sediment 
fluxes were insensitive to the critical stress for fast-settling grains which settled to the bed quickly. 
Porosity was assumed constant across the shelf and set equal to 0.6 based on water content 
measurements [36]. Maximum and minimum erosion rate parameters in Equation (4) were assigned 
values of 4.5 × 10 4 kg m 2 s 1, and 1.0 × 10 5 kg m 2 s 1 based on estimates from the Gust 
microcosm erodibility experiments [36]. Although the model neglected the role of depositional 
history and biology on seabed consolidation and erodibility, spatially-variable bed stresses and 
erosion rate parameters created a gradient of high to low seabed erodibility as discussed in section 4.1. 

3.7. Sensitivity Tests 

The Waipaoa shelf model described above, called the “standard model”, was implemented for  
15 January 2010–27 August 2010. Sections 4.2 and 4.3 evaluated the effect of model nesting and 
spatially-varying erodibility on model estimates using four sensitivity tests listed below. First, 
“moderately nudged” and “weakly nudged” test cases were run by increasing nudging timescales 
TR,I and TR0 from 2.5 days to 5 and 25 days to relax the degree to which larger-scale currents 
influenced model estimates. Second, “low M” and “high M” test cases applied spatially-uniform 
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erosion rate parameters where M in Equation 4 was set equal to Mmin and Mmax instead of the 
spatially varying M used in the standard model. All sensitivity tests were run for the same seven 
month period as the standard model, except for the weakly-nudged simulation which became 
unsteady after about 20 March 2010. Sensitivity tests for other parameters were considered, but we 
chose to focus on this subset to demonstrate the importance of nesting for model stability, and 
because use of a spatially-varying erodibility has not been previously used with the CSTMS, yet 
provided a straightforward way to improve the agreement between modeled and observed patterns 
of erodibility and sediment retention. 

4. Results and Discussion 

Results for the standard model are evaluated, and then the sensitivity of estimates to model 
nesting and seabed erodibility parameterization is discussed.  

Figure 7. Time series of tidally- and depth-averaged water velocities from the Poverty 
Gap tripod in 40 m water depth. Observations (grey) and model estimates, including the 
standard model (thick red line), moderately-nudged (maroon), and weakly-nudged 
sensitivity tests (black). 

 

4.1. Model Evaluation 

Both the modeled and observed currents varied spatially and frequently reversed direction  
(Figure 7). For the most part, depth- and time-averaged current velocities on the shelf had a 
northeastward orientation, although the modeled and observed currents often had an offset in 
direction. At the 40 m deep tripod location, for example, velocities in the model were directed 15 
degrees east of north, shoreward of measured velocities that were oriented 54 degrees east of north. 
Although the model underestimated peak water speeds at the three tripod locations, it replicated the 
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spatial patterns of the tripod-observed time- and depth-averaged current speeds, which increased 
from the depocenter to the shallow site to the deep tripod (Figure 8). Modeled velocities along the 
shelf-slope break were particularly fast, with the strongest shelf currents traveling along the shelf 
break and along isobaths, passing seaward of the southern anticline, through Poverty Gap, and 
inshore of the northern anticline. Lower current speeds were estimated in the lee of Mahia 
Peninsula, over the southern depocenter and in Poverty Bay. While shelf currents were generally to 
the northeast, a counterclockwise eddy formed within Poverty Bay, as seen in observations [21,27,28] 
and a previous model [6]. A persistent eddy also developed in the model over the southern depocenter, 
consistent with local tripod observations where depth-averaged currents fluctuated, but were 
primarily directed to the northwest or south. The modeled currents frequently reversed direction in 
response to boundary forcing from the larger-scale model. The reversals occurred on a timescale of 
days, similar to temporal behavior seen in measured currents (Figure 7). Discrepancies between the 
modeled and observed currents did occur, however. Factors that likely contributed to these include 
issues with the skill or resolution of the wind model; use of climatological temperature and salinity 
fields to force ROMS-NZ, which could affect the timing of large-scale eddies propagating 
southward along the shelf break; imperfect or smoothed bathymetric data; grid discretization; or 
choice of mixing schemes. 

Figure 8. Map of estimated time-averaged depth-averaged current speed (shading;  
m s 1) and direction (black arrows). Long white arrows with blue outlines indicate 
observed current direction for tripod deployments. Black bathymetric contours indicate 
every 10 m. 
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Model estimates of waves, bed shear stresses, and sediment concentrations also captured the 
timing of observed episodic events (see [30]). Although wave periods were underestimated in the 
model, wave orbital velocities were comparable to values derived from tripod data (Figure 4f,g). 
Peaks in bed shear stress estimates occurred during the observed wave events, with a correlation 
coefficient of 0.72 and a bias of 0.20 to 0.02 Pa (Table 5; Figure 4h). Although time-averaged bed 
shear stresses were underestimated by about 17% for tripod deployments, the bias improved during 
periods of energetic waves and in the shallow area of Poverty Gap, where the largest sediment 
fluxes occurred. Modeled stresses were underestimated by about 5% at the 40 m deep tripod for 
time periods when ADV-derived data exceeded 0.15 Pa. For suspended sediment, we compared 
point measurements from a small sampling volume located 17–100 cmab, depending on tripod 
location and deployment, to estimates from the model’s bottom grid cell, which represented a 
vertically-averaged value over the thickness of that layer (0.84 m at 50 m water depth). For these, 
the model underestimated near-bed concentrations from the tripod by more than 80%. Since the 
model cannot capture near-bed gradients in turbidity, the lower estimates for suspended sediment 
concentrations were not surprising. Consistent with observations, suspended sediment 
concentrations peaked during observed wave events (Figure 4i).  

Table 5. Model evaluation statistics calculated (A) for the standard model for all tripod 
deployments with available observations; and (B) for depth-averaged currents from all 
three tripods’ first deployments for all nesting sensitivity tests. This was the only time 
period when all models ran stably. 

(A) 
Parameter R 1 model/ observations 2 Bias 3 

Wave Orbital Velocity 0.63–0.85 0.84–1.35 6.4–1.4 cm/s  
Bed Shear Stress 0.60–0.82 0.72–1.79 0.20–0.02 Pa 

Depth-Averaged Currents (Along-Shelf) 0.33–0.79 0.59–0.93 4.7–10.4 cm/s 
Depth-Averaged Currents (Across-Shelf) 0.01–0.24 0.34–1.52 2.1–7.0 cm/s 

Suspended Sediment Concentrations 0.27–0.52 0.03–0.28 0.22–0.01 g/L 
(B) 

Parameter R 1 model/ observations 2 Bias 3 
Depth-Averaged Currents 

(Along-Shelf) 
Standard 0.33–0.45 0.59–0.74 8.0–10.4 cm/s 

Moderate Nudging 0.40–0.41 0.47–0.79 1.2–10.0 cm/s 
Weak Nudging 0.14–0.23 0.65–0.84 1.0–13.6 cm/s 

Depth-Averaged Currents 
(Across-Shelf) 

Standard 0.01–0.12 0.35–1.23 0.8–0.65 cm/s 
Moderate Nudging 0.02–0.07 0.44–1.25 0.64–1.0 cm/s 

Weak Nudging 0.09–0.30 0.59–1.11 4.7–1.7 cm/s 
1 Correlation Coefficient; 2 Ratio of the standard deviation of the model estimates to that of the observations; 3 

Difference between the mean of the model estimates and mean of the observations. 

Erodibility in the model was evaluated by comparing estimates of seabed level variability to 
observations of eroded mass from Gust microcosm experiments (observations provided by [36]). 
Seabed level variability for each grid cell was calculated by taking the standard deviation of the 
time series of modeled seabed elevation (Figure 9). At each grid cell, seabed level variability 
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depended on the erosion rate parameter, local sediment supply, and on active layer thickness 
(Equation (3); Figure 2) which varied with bed stress and grain size. Seabed level variability, as 
defined by the standard deviation, included both the net trend of erosion and deposition for a grid 
cell, as well as shorter-timescale fluctuations from individual floods and storms. For example, 
locations in Poverty Bay experienced relatively high rates of deposition that contributed to the high 
variability calculated there. Overall, seabed level variability was highest in areas shallower than 
~30 m depth and where fluvial deposition occurred. The decrease in seabed level variability from 
Poverty Bay to the depocenters was consistent with estimates of eroded mass from Gust microcosm 
experiments (data provided by [36]), which indicated that the most erodible sediments were also 
found in Poverty Bay and the mouth of the bay (R2 = 0.4; Figures 10 and 11). Differences between 
the model and observations could occur because Gust microcosm experiments were instantaneous 
measurements, while seabed variability was time-averaged, or because the model neglected 
processes such as bioturbation, and variations in parameters including critical shear stress (see 
section 4.3). 

Figure 9. Modeled seabed level variability. Shading indicates log10 of the modeled 
seabed level variability, equal to the standard deviation of seabed thickness (cm) for 
each grid cell. 

 

Patterns of erosion and deposition estimated by the model have been evaluated using seabed 
observations of 7Be inventories that indicate recent deposition of terrestrially derived material 
([36,37]; Figures 12 and 13). Overall, both the observations and model estimates exhibited high 
spatial and temporal variability [35–37]. Areas of deposition often occurred in close proximity to 
areas where little or no sedimentation was detected or estimated, and the shape of the footprint of 
recent terrestrial deposition changed between each research cruise. Both observations and model 
estimates generally showed enhanced deposition to either side of Poverty Gap, landward of shelf 
anticlines, although model estimates of deposition were located in shallower water than observed 
high 7Be inventories. During every research cruise, radioisotope signatures were also high in some 
part of Poverty Gap, consistent with model estimates that showed sediment deposits there, 
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particularly following periods of high discharge. Often, these high radioisotope signatures and 
model estimates of deposition were observed at ~40 m and ~30 m in Poverty Gap, respectively. 

Figure 10. Observations of eroded mass from [36] for Gust microcosm erodibility 
experiments from January 2010 (C1), May 2010 (C2), September 2010 (C3), and 
February 2011 (C4). Grey bathymetric contours are every 10 m until 100 m water 
depth. Figure reproduced with permission from [36], copyright © Kiker, 2014.  

 

Figure 11. Comparison of seabed level variability to observations of eroded mass  
from [36] for Gust microcosm erodibility experiments for specific sites. Multiple 
observations at a single site from were averaged.  
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Figure 12. Deposition per percent of riverine load following the March wave event for 
standard, moderately-nudged, low M and high M cases. 

 

Overall, sediment fluxes were likely underestimated, but patterns of transport and deposition 
were consistent with observations. For instance, episodic and energetic waves dominated bed shear 
stress calculations and determined the timing of seabed resuspension, as seen in observations and 
other modeling studies (see above, section 1.2). Relatively slow water speeds and low sediment 
concentrations compared to observations would cause sediment fluxes to be underestimated, 
especially in the on- and off-shore directions. However, the model captured the spatial pattern of 
velocities, the frequent reversals of current direction, and the time-averaged currents; also, changes 
to open boundary conditions, as presented in this paper and during early model runs, affected the 
shape and location of the flood deposit for individual events, but had little effect over the entire 13-
month model run, suggesting that time-averaged fluxes were consistent with observations. Finally, 
the skill of this model was comparable to others for the region. For the Poverty Bay model [6], the 
authors calculated biases and correlation coefficients of 5 to 0 cm s 1and ~0.75 for wave orbital 
velocity, and 11 to 5 cm s 1 and 0.33 to 0.67 for current velocities, comparable to values in 
Table 5 for the shelf environment.  
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Figure 13. Observed 7Be inventories from (A) January, and (B) May 2010 research 
cruise. Figure reproduced with permission from [36], copyright © Kiker, 2014. 

 

4.2. Model Nesting 

Comparing behavior of the standard model to ones that used less rigid relaxation timescales 
showed that model nesting helped account for larger-scale currents, improved current velocity skill, 
and increased stability. Evaluations of model performance for this study considered water 
velocities because currents are important for sediment fluxes. A. Ogston and R. Hale, UW, 
provided time series of acoustic Doppler current profiler (ADCP) data from three locations ([29]; 
see [30], Figures 1 and 7). Overall, stronger nudging to regional circulation did not significantly 
affect the mean current speeds (Table 5, Figure 7). At the 40 m tripod, time- and depth-averaged 
current speeds and associated standard deviations for 15 January 2010–20 March 2010 were  
10.4 ± 6.3 cm s 1, 10.3 ± 8.3 cm s 1 and 9.3 ± 7.7 cm s 1 in the standard, moderately-nudged and 
weakly-nudged cases, respectively. However, stronger nudging near the open boundaries increased 
the frequency with which along-shore currents switched direction, better matching observations 
(Figure 7). At the 50 m tripod in Poverty Gap, correlation coefficients between model estimates 
and observed depth-averaged along-shore velocities increased from 0.21 to 0.42 to 0.47 as the 
intensity of nesting increased from the weakly-nudged to moderately-nudged to the standard 
implementation (Table 5). 

Model nesting also stabilized currents in areas near the open boundaries, reducing the reflection 
of the river plume at the grid’s edge. Without nudging, the model failed within a couple of days 
because of excessively high water velocities (over 2 m s 1) at the boundaries near Mahia peninsula 
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and the northeast coast as the river plume reflected off of the open boundaries creating a gyre 
within the domain. As expected, stronger nudging limited both the formation of the gyre and 
reflection at the open boundaries. To evaluate model behavior, the flux of freshwater through the 
open boundaries was estimated as:  

 (8)

where  was the velocity perpendicular to an open boundary, S was salinity, and S0 was the 
background salinity of 35.1 psu. During the January 2010 river flood (28 January–15 February 
2010), the cumulative freshwater flux through the open boundaries increased from 0.12 × 106 m3 to  
0.23 × 106 m3 to 1.12 × 106 m3 when the nudging relaxation timescales, TR,i and TR0, decreased 
from 25 days to 5 days to 2.5 days. These fluxes of water were equivalent to about 1%, 2%, and 
11% of the freshwater discharge into the grid. Note that the nudging of tracers from cells near the 
open boundary but within the grid (Equation (5)) removed freshwater from the grid, removing 
more freshwater for shorter relaxation timescales. Therefore, the estimates of freshwater flux 
through the boundaries represent low estimates which removed approximately double the volume 
of freshwater from the standard model compared to the weakly-nudged simulation. 

Mean current velocities were sensitive to the strength of nudging. During the first tripod 
deployment, for instance, mean currents in Poverty Gap at 40 m water depth changed from 2.1 to 
3.4 to 4.1 cm s 1, and the direction of mean water velocity changed from 104 to 72 to 54 degrees 
counter clockwise from east for the weakly-nudged, moderately-nudged and standard simulations. 
Current direction fluctuated frequently, however, so sediment dispersal remained relatively 
consistent among the different model runs, especially over timescales of months. 

Therefore, the partitioning of sediment among different areas of the system (e.g., Poverty Bay 
vs. the rest of the shelf vs. off the proximal shelf) was relatively insensitive to the nesting scheme. 
Over the nine months of the model run, from 15 January to 25 August 2010, there was a 6% 
decrease in the sediment escaping the proximal shelf, a 6% decrease in sediment on the shelf, and a 
13% increase in sediment in the bay for the weakly-nudged test case compared to the standard 
simulation. Similarly, a numerical modeling study [15] found that nesting increased sediment 
export from the Mekong delta front by <5%. 

4.3. Sediment Erodibility 

Choice of seabed erosion rate parameter (M in Equation (4)) influenced the amount of, and 
location of deposition on the shelf. In general, estimates of resuspension and sediment export from 
Poverty Bay to the shelf increased with the erosion rate parameter (Figure 12). Sediment fluxes in 
shallow areas were particularly sensitive to the choice of M due to increased sediment resuspension 
where bed stresses were high. Dispersal of slow settling material that remained suspended for 
relatively long times was also sensitive to M. In contrast, dispersal of sediment settling at 1.0 mm s 1 
was relatively insensitive to M; differences in estimated sediment budgets were within 2% of each 
other for the cases of low, to spatially-variable, to high erosion rate parameters. For sediment 
settling at 0.15 mm s 1, however, sediment export from Poverty Bay between 15 January and  
7 August 2010 increased from 26% to 44% to 50% for the three cases. Despite the increased influx 

dzdxSSSnuSobc 00,0maxˆ

nu ˆ
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of sediment onto the shelf during the high M test case, however, less sediment was retained on the 
shelf because the high erosion rate parameter encouraged resuspension and resulted in more sediment 
export from the shelf compared to the standard model (Figure 14). For the low, spatially-varying, 
and high M test cases, 7%, 14%, and 9% of sediment settling at 0.15 mm s 1 remained on the shelf, 
excluding Poverty Bay. Overall, spatially-varying erodibility increased deposition on the shelf 
relative to Poverty Bay, consistent with radioisotope-derived estimates of deposition on month long 
timescales [36]. Results from the standard model were most consistent with studies indicating that 
about a quarter of riverine material has remained on the shelf over decadal to century–long 
timescales [38]. 

Figure 14. Sediment Budget. (a) Time series of cumulative sediment input, mass of 
sediment in Poverty Bay (B in (b)), and mass of sediment on the shelf (S in (b)). Colors 
indicate sensitivity test. Line style indicates area of model grid included in calculations, 
as shown in (b). “Shelf” includes all areas up to 150 m water depth where no model 
nudging occurred, excluding Poverty Bay. Model grid boundaries were indicated by 
dashed line. Bathymetric contours were drawn every 50 m up to 150 m depth.  

 

Use of other seabed parameterizations for erodibility that account for bed consolidation and 
variations in critical shear stress, e.g., [18,22], could further increase sediment export from Poverty 
Bay following floods, and further strengthen the spatial trend of decreased seabed level variability 
in deeper areas of the shelf. For instance, some models account for the dependence of seabed 
erodibility of muds on depositional history such that the seabed’s critical shear stress increase and 
decrease following erosional and depositional time periods, respectively [22]. Utilizing this type of 
seabed scheme would likely create areas of low critical stress in depositional areas following 
floods, such as Poverty Bay, enhancing sediment export in the days following high discharge 
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events. However, this erodibility parameterization requires additional information about observed 
seabed critical stress profiles, is more computationally expensive, and has not yet been used for 
many realistically implemented sediment models (e.g., [83]).  

4.4. Computational Concerns 

Many decisions in the implementation of this three-dimensional numerical model required 
tradeoffs between desired accuracy and spatial resolution, and computational limits. The model had 
a total of 118 × 287 horizontal grid cells, each with 20 vertical water column layers and 8 vertical 
sediment bed layers. A total of nine tracer variables were included (salinity, temperature, and seven 
sediment classes), in addition to the momentum state variables. To provide estimates that overlapped 
with the Poverty Shelf field experiment, the modeled time period needed to span 13 months, from 
January 2010–February 2011, and provide estimates of state variables, including velocities, tracer 
concentrations, and sediment bed characteristics, every three hours for each grid point. ROMS has 
been parallelized using MPI (Message Passing Interface), which allowed us to run the model on 
VIMS’ High Performance Computing (HPC) cluster using 48 nodes. The full 13-month model run 
required 9 days to run to completion. Some choices of model implementation significantly slowed 
the computations, including the MPData algorithm for horizontal advection of tracers, and the 
nudging of currents and tracers near the open boundaries. These components of the model were, 
however, important for model stability. 

5. Summary 

This project built on previous efforts by using a nested hydrodynamic–sediment transport model 
with spatially-variable erodibility to examine sediment fluxes on the Waipaoa Shelf. A  
three-dimensional sediment transport model accounting for a river plume, winds, waves, larger-
scale currents, and tides was developed and implemented for the Waipaoa Shelf, New Zealand. 
These processes were represented using the ROMS-CSTMS framework in conjunction with 
locally-validated observed and modeled datasets described above. By varying horizontal and 
vertical resolution in the model, we focused on the area of interest and boundary layer processes 
while maintaining sufficient model efficiency. Sensitivity tests indicated that nesting helped to 
stabilize currents near the open boundaries, reducing the reflection of the river plume there, but 
variations in nudging did not notably affect sediment budgets for this implementation of the model. 
In contrast, a spatially-variable erosion rate parameter was needed to increase the export of material 
from Poverty Bay and retention of material on the shelf. 
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Abstract: The Community Sediment Transport Modeling System (CSTMS) cohesive bed  
sub-model that accounts for erosion, deposition, consolidation, and swelling was implemented in  
a three-dimensional domain to represent the York River estuary, Virginia. The objectives of this 
paper are to (1) describe the application of the three-dimensional hydrodynamic York Cohesive 
Bed Model, (2) compare calculations to observations, and (3) investigate sensitivities of the cohesive 
bed sub-model to user-defined parameters. Model results for summer 2007 showed good agreement 
with tidal-phase averaged estimates of sediment concentration, bed stress, and current velocity 
derived from Acoustic Doppler Velocimeter (ADV) field measurements. An important step in 
implementing the cohesive bed model was specification of both the initial and equilibrium critical 
shear stress profiles, in addition to choosing other parameters like the consolidation and swelling 
timescales. This model promises to be a useful tool for investigating the fundamental controls on 
bed erodibility and settling velocity in the York River, a classical muddy estuary, provided that 
appropriate data exists to inform the choice of model parameters. 

Reprinted from J. Mar. Sci. Eng. Cite as: Fall, K.A.; Harris, C.K.; Friedrichs, C.T.; Rinehimer, J.P.; 
Sherwood, C.R. Model Behavior and Sensitivity in an Application of the Cohesive Bed Component 
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J. Mar. Sci. Eng. 2014, 2, 413-436. 

1. Introduction 

Fine sediment transport in coastal and estuarine environments has significant physical, 
biological, and chemical ramifications. Mobilized sediments reduce water clarity, transport toxic 
materials, pathogens and nutrients, and fill navigational channels [1,2]. Bed erodibility and settling 
velocity are key parameters influencing fine sediment dynamics in coastal and estuarine environments. 
Bed erodibility controls the amount of sediment suspended while settling velocity influences how 
far it is transported [3–7]. Erodibility and settling velocity vary widely over time and space in 
estuaries, and these variations are closely related to sediment flux convergences and divergences at 
Estuarine Turbidity Maxima (ETMs) [8–12]. 

ETMs are regions of locally high suspended-sediment concentrations that often occur immediately 
landward of the salt limit, where convergence in near-bottom flow traps suspended sediment in the 
bottom layer [13–15]. Suspended sediment trapped in the bottom layer near the head of salt cannot 
be entrained into the upper layer due to damping of turbulent mixing by stratification [16]. Tidal 
asymmetries in vertical velocity and suspended-sediment profiles can also produce ETMs [9,17,18]. 
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Although these processes tend to be most important near the head of salt, they can create ETMs in 
other areas where the channel geometry alters the salinity field, often called Secondary Turbidity 
Maxima or STMS [19–22]. Hydrodynamic forces and sediment and bed properties influence  
both ETMs and STMs, and because these factors vary with time and in all three spatial dimensions, 
they are difficult to study using field measurements alone. A three-dimensional model is helpful  
for evaluating and understanding these complex processes that influence sediment dynamics in 
muddy estuaries. 

Erosion of sediment from the bed provides an important control on estuarine turbidity. Here we 
define erodibility ( ) as the asymptotic relationship between a steady, externally imposed bed stress 
( b), and total eroded mass from the seabed when b exceeds the critical stress ( c) of the sediment 
surface. The critical shear stress, c, represents the stress at which motion or suspension of sediment 
first occurs [23]. Erosion rates have been estimated using many different formulas [24–27], but the 
simple linear Ariathurai-Partheniades erosion formulation has been assumed in many cases: 

E = M( b  c) (1)

Here, the erosion rate, E (kg m 2 s 1), varies linearly with the excess shear stress ( b  c) (Pa) 
according to the erosion rate parameter, M (kg m 2 s 1 Pa 1 m 2) [11,12,28–33]. Though developed 
for cohesive sediment, Equation (1) can also be applied to non-cohesive beds. For purely non-cohesive 
beds, c mostly depends on the grain size and density of individual particles, and typically increases 
with diameter [23]. For cohesive sediment, c represents a bulk characteristic of the seabed, and 
may depend on grain size, porosity, organic content, and depositional history, and often increases 
with depth in the seabed and with time since deposition [24]. 

Many three-dimensional numerical models assume a constant c, even for cohesive  
sediment [7,34–36], which can produce satisfactory results when applied for short time scales, but 
neglects feedbacks between erodibility, erosion, and deposition that develop in response to events 
such as flood deposition, spring freshets, storm erosion, or biogenic seasonal variations [37–40]. A 
model of the York River estuary in Virginia that defined a constant value of c [35,41] was able to 
represent the STM but underestimated suspended-sediment concentrations, despite using 0.05 mm/s 
for settling velocity, significantly smaller than the values inferred from recent observations [8,10,42]. 
More recently, a York River model was implemented to estimate suspended-sediment concentrations 
associated with Hurricane Isabel [7]. This used Sanford’s (2008) consolidation model [43] that 
allows c to vary in response to consolidation. The parameters in their bed consolidation model 
were based, when possible, on data from the York River, or otherwise from literature values, 
however the article did not discuss the sensitivity of calculations to these parameters. 

In this study we applied a three-dimensional hydrodynamic and sediment-transport model to 
represent processes in the York River estuary, VA, USA, using the Community Sediment Transport 
Modeling System (CSTMS) with a cohesive bed sub-model [33]. The critical shear stress profile of 
the cohesive bed was estimated following the consolidation and swelling model presented in [43]. 
The objectives of this paper are to (1) describe the application of the three-dimensional hydrodynamic 
York cohesive bed model, (2) compare calculations to observations, and (3) investigate sensitivities 
of the cohesive bed sub-model to user-defined parameters. 
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2. Study Site: York River Estuary, VA, USA 

The York River (Figure 1), a partially mixed microtidal estuary, spans 50 km from West Point to 
Gloucester Point [44]. Tidal currents approach 1 m/s at the water surface and dominate sediment 
resuspension [45]. The estuary contains a main channel (~5–20 m deep) and a secondary channel (~5 m 
deep), both dominated by mud, and bordered by well-developed sandy shoals (~2 m deep) [44,46]. 
The primary ETM occurs upstream near West Point. A secondary turbidity maximum (STM) 
occurs about 40 km landward of the river mouth in a mid-estuary transition region near the 
Intermediate site between the well-mixed zone upriver and more stratified zone seaward [20]. 
Physical processes dominate in the upper and middle York, where the benthic diversity, productivity 
and biomass are suppressed by the more intense tidal currents, greater range of salinities, and the 
ephemeral presence of the STM [44]. In the lower York, near Gloucester Point, the estuary turns 
toward the northwest, widens from about 3 km to 6 km, and the main channel depth increases to 20 m. 
As a result, the seabed is only disturbed during storms, and suspended-sediment concentrations are 
lower (10 s of mg/L), creating a more favorable environment for benthic organisms [45]. 

Figure 1. Map of York River estuary, southeastern VA, USA. The location of the 
Multidisciplinary Benthic Exchange Dynamics (MUDBED) Intermediate site is in 
green and MUDBED Biologically Dominated site is in blue. 

 

The York River estuary has been studied as a part of the Multidisciplinary Benthic Exchange 
Dynamics (MUDBED) project [4], particularly near Clay Bank at the MUDBED Intermediate site, 
and near Gloucester Point at the MUDBED Biologically Dominated site (Figure 1). The seabed at 
both sites is dominated by mud and resilient biologically repackaged fecal pellets, with very little  
sand [47,48]. Individual mud particles and flocculated muds form the major fraction of suspended 
material in the York. Repackaged fecal pellets are suspended during periods of high bed stresses [42]. 
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While data from the Biologically Dominated site revealed little variability in either settling 
velocity or erodibility, at the Intermediate Site long-term observations from the MUDBED benthic 
Acoustic Doppler Velocimeter (ADV) tripod [4,10] and Gust microcosm experiments [11] showed 
temporal variability in sediment settling velocity and bed erodibility. During the late winter and 
spring (February–May), erodibility at the Intermediate site generally exceeded that during the 
summer and fall, with the most erodible beds occurring in April and May [11]. Settling velocities 
based on ADV data, and bed erodibilities estimated by the Gust microcosm and ADV data were 
inversely correlated at the Intermediate site, with lower settling velocities observed during periods 
of increased erodibility, while settling velocities increased during periods of reduced erodibility [10]. 

Observations indicated that the temporal variability in bed erodibility and settling velocity at the 
Intermediate site can be attributed to the presence or absence of the STM [4,11,49]. At times of 
high river flow, stratification of the water column increased, and slowly settling, easily erodible 
flocculated muds became trapped as the STM formed. The STM migrates along the middle reach of 
the estuary over pools of easily erodible, muddy sediment [11,20], similar to “mud reaches” observed 
in other estuaries including the Hudson [37] and the Weser [50]. During periods of elevated river 
flow, high suspended-sediment concentrations associated with the STM, in combination with 
increased salinity stratification, dampened near-bed turbulence and prevented the suspension of 
faster-settling biologically repackaged material [49]. When river discharge dropped, stratification 
decreased, allowing fine sediment to disperse through the water column, reducing sediment-induced 
stratification. This permitted higher bed stresses that could suspend the less erodible, faster settling 
biologically repackaged pellets in addition to slowly settling muddy flocs, so that lower bulk 
erodibility and higher bulk settling velocities were observed at the site. 

The York River estuary is a cohesive and highly dynamic sedimentary environment subject to 
the presence of a seasonal STM [20]. Erosion and deposition occur alternately, resulting in 
temporal and spatial variability in seabed c profiles [11,47]. Therefore, a cohesive bed model that 
accounted for time varying c profiles would best represent the York and could be based on 
observed seabed profiles. 

3. Methods 

A three-dimensional representation of the York River estuary was developed using the Regional 
Ocean Modeling System (ROMS) v3.1 [51,52]. ROMS solves the hydrostatic Reynolds-averaged 
Navier-Stokes equations on a curvilinear orthogonal grid with vertical stretched terrain-following 
coordinates. ROMS provides a choice of boundary conditions, advection schemes, turbulence 
parameterizations, and sub-models for sediment transport [53]. Our implementation modified a 
previously described model [54] by adding wind forcing and updating parameters. We used ROMS 
options for the Mellor and Yamada level 2.5 turbulence closure model [55], a third-order upstream 
advection method for momentum, and the MPDATA advection method for tracers such as  
sediment [56]. Bottom drag was parameterized with a logarithmic current velocity profile [57] with 
a bed roughness of 0.005 cm based on observed bed stresses (discussed below). The ROMS 
sediment model of [53] was included but modified to account for consolidation and swelling 
processes following [43] and [33] as described below. The model run simulated two months after 
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first completing month spin-up, and the model performance was evaluated using values obtained 
from ADV observations. Additionally, we investigated sensitivities of the cohesive bed model to 
two user-defined parameters. 

3.1. Cohesive Bed Model 

The CSTMS cohesive sediment bed model is based on [43] and represents consolidation and 
swelling processes, and an increase of c with depth in the sediment, which is typically observed in 
muddy seabeds. A brief summary of the model implementation in ROMS follows, see [33,58] for 
more detail. The model represents the seabed at each horizontal grid point as a stack of several bed 
layers, and stores a value of the critical shear stress for erosion, c (m), at the top of each bed layer, with 
m (kg m 2) being the sediment mass overlying that layer. Under erosional conditions, surficial 
sediment is entrained into suspension, and the c at the bed surface increases as sediment having  
a higher c becomes exposed. During times of deposition, the model assumes a low critical stress,  

c = 0.01 Pa, for newly deposited material, creating an easily erodible layer at the bed surface.  
Relaxation equations account for the temporal effects of consolidation and swelling on c [43]. 

The bed sediment is assumed to have an equilibrium critical stress profile ceq (m). At the end of 
every model time-step, the instantaneous critical stress profile, c (m), is nudged toward ceq (m) to 
simulate consolidation and swelling according to:  

 (2)

where Tc and Ts are timescales for consolidation and swelling processes, respectively. Reasonable 
ranges for Ts are suggested to be on the order of 100 days, while the Tc is expected to be much 
shorter at around one day [42]. Following [33], profiles for ceq were based on power law fits to 
erodibility experiments performed by [48] on cores collected in September, 2007, and April, 2007 
(Figure 2). 

The model calculates erosion when bed shear stress ( b) exceeds c at the sediment surface 
(Equation (1)). In its original form, the model allowed M to vary with depth as a function of solids 
volume fraction s [43]. As implemented here, however, both solids fraction and the erosion rate 
parameter were held constant with s = 0.1 and M = 1 × 10 3 kg/m2 s Pa. Previous analysis 
concluded that erosion in the York River was primarily depth-limited and hence depended more on 
the critical stress profile than on the erosion rate parameter [33]. The York River model calculated 
bed stress assuming a logarithmic current profile in the bottom boundary layer. Stresses were 
computed by ROMS subroutine uv_logdrag from the velocity in the bottom cell and a user-defined 
hydraulic roughness parameter (Z0) [53,54]. Based on observations Z0 was defined as a constant 
0.005 cmab. 
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Figure 2. Profiles of ceq obtained by power law fit to observations (as in [33]). Power 
law fit to observed (solid lines) critical stress profiles for April and September, 2007. 
Triangles and asterisks show observed data from [48].  

 

3.2. Implementation of Three-Dimensional York River Hydrodynamic Cohesive Bed Model 

This describes the three-dimensional York River hydrodynamic cohesive bed model, originally 
developed by [55], and the more recent modifications used in this study. The “Standard Model” 
refers to the version that best matched observations from the Intermediate site on the York River. 
Later sections evaluate the sensitivity of calculations to changes in model parameters by comparing 
results from the Standard Model to those from other implementations. 

The horizontal model grid of [41] adopted for this study had an average grid resolution of 170 m 
in the along-channel direction and 110 m in the cross-channel direction (Figure 3). The major 
tributaries of the York, the Mattaponi, and Pamunkey Rivers, were represented in the model with 
only one cell in the cross-channel direction due to their narrow width. The model extended about 
60 km up-river from West Point, VA, USA to Hanover, VA, USA on the Mattaponi River, and 
Beulahville, VA, USA on the Pamunkey River. The vertical grid used stretched terrain-following 
coordinates, with 20 stretched grid layers, and increased resolution at the seafloor and water surface. 
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Figure 3. The York River estuary cohesive bed ROMS model grid used in in this study 
had 92 across channel cells and 334 along channel grid cells. Each square in the figure 
represents twenty-five model grid cells. This paper focuses on model results from the 
area around the Intermediate site (Clay Bank, VA, USA), which is marked with a  
black circle. 

 

Velocity and salinity estimates from the final time step of a spin-up model were used to initialize 
the hydrodynamic model presented here. For this spin-up, ROMS was run for 60 days including a 
spring-neap tidal cycle with 0.2 m neap amplitude and 0.4 m spring amplitude. The spin-up model 
used a steady river input equal to the 60-year median freshwater flows of 42 m3/s and 25 m3/s from 
the Pamunkey and Mattaponi Rivers, respectively [59]. 

Calculations included two cohesive sediment classes having settling velocities of 2.4 mm/s and  
0.8 mm/s. These values were based on observed settling velocities of the two dominate particle 
types in suspension, biologically repackaged pellets and flocculated muds [42,49]. The sediment 
bed was initialized having a total bed thickness of 1 m, with a uniform distribution of sediment 
types, containing 20% of the coarser sediment class and 80% of the finer sediment class. Bed c 
throughout the grid was initialized as the power law fit used by [33] to represent the September 
profile, cinit (m) = 1.0 m0.62, while the ceq profile was defined by the power law fit to the more 
erodbile April (more erodible) profile, ceq (m) = 0.4 m0.55 (Figure 2). Model sensitivity tests, 
presented in Section 5.2, found that this configuration produced a better match between calculations 
of suspended sediment concentrations and observed values, compared to other configurations 
studied. A consolidation timescale of Tc = 1 day and a swelling timescale of Ts = 25 days were 
used. The model configuration, specifically the model simulation time, must be considered when 
defining cinit, ceq, Tc and Ts, as discussed further in Section 6.2. In the runs presented here, the 
model simulation time of only 120 days included 90 days of spin-up time. With this short 



42 
 

 

simulation time the model instantaneous c profiles were sensitive to cinit and Ts, because of the 
limited time for the bed to adjust towards ceq. 

The model was then run to represent May–August, 2007. Results from May to June were treated 
as spin-up for the sediment field, and our analysis centered on results from July-August, which 
coincided with ADV deployment. Freshwater discharges were specified using data from USGS 
gages 1,674,500 near Beulahville, VA, USA for the Mattaponi River and 1,673,000 near Hanover, 
VA, USA for the Pamunkey River. Suspended-sediment concentrations at these boundaries were 
set at 5 mg/L. The value chosen approximates typical suspended-sediment concentrations at the 
boundaries. Material from upriver sources generally remains trapped at the primary ETM at West 
Point and therefore has little influence on conditions downstream. Wind velocities were assumed to 
be spatially uniform, and hourly velocities measured at the York Coast Guard Meteorological 
station near Gloucester Point (see Figure 1, weather station) were used as model input.  

The open boundaries at the mouth of the river where the York River meets Chesapeake Bay 
were specified as follows to account for tides, sediment fluxes, and the salinity gradient. For sea 
surface elevation, we used data from about 10 km upstream at the US Coast Guard pier (see Figure 
3 for location). To improve the agreement between the modeled and observed time series of water 
elevation at the Coast Guard pier, the data was lagged by 1 h and scaled by a factor of 1.4 before 
being applied at the open boundary [54]. For the suspended-sediment open boundary condition, a 
zero-gradient condition was applied.  

 Salinity in the interior of the model was calculated as a state variable, but near the open 
boundary the salinity gradient was specified as follows using an empirical relationship that 
assumed the salinity along the river fit the hyperbolic tangent function [57],  

 (3)

where S0 was the maximum salinity at the river mouth, X was the along-channel distance, and  
was a length scale for the salt intrusion, based on river flow. These were used to estimate the cross-
channel averaged salinity,  The along-channel gradient at the open boundary could then be 
specified from the derivative of Equation (3) with respect to X,  
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where s1 and were the salinity and the salinity gradient at the first interior grid point. 

The salinity at the boundary s0 was then defined as: 

 (5)

where x was the along channel grid cell width. Data from the Chesapeake Bay Program [60] were 
used to fit  in Equation (3). Best fit values of  were then regressed against a four-day running 
mean, four-day lagged river flow (Q4) resulting in  These data fit the hyperbolic 
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tangent function (Equation (3)) with r2 = 0.65. The exercise described above (Equations (3)–(5)) 
was used to set a flow-dependent open boundary condition for salinity, as has been done for a 
model of the Hudson River estuary [57]. 

3.3. Acoustic Doppler Velocimeter (ADV) Observations 

Sontek ADV Ocean Probes have been maintained nearly continually at the MUDBED 
Intermediate site since 2006 (see Figure 1). The ADVs were attached to bottom-mounted tripods 
and measured three-dimensional water velocity (u,v,w) and acoustic backscatter at roughly 35 cm 
above the bed, see [10] for details of the instrumentation. This project used observations collected 
by a 5MHz ADV deployed from June to August 2007 to estimate burst-averaged bottom stress ( b, 
via Reynolds averaging of turbulent velocity), suspended-sediment concentration (C, via acoustic 
backscatter calibrated by pump samples), and bulk sediment settling velocity (WsBULK, via an 
assumed Rouse balance between upward Reynolds flux and gravitational settling) [8,10,61]. 

3.4. Standard Model Evaluation 

The Standard Model, run from July–August 2007, encompassed a time period for which ADV 
data and bed samples from the Intermediate site were available. This study especially focused on 
model behavior over individual tidal phases at the MUDBED Intermediate site. Model estimates 
from a three-by-three set of adjacent grid cells were averaged to represent the Intermediate site 
(Figure 3, black dot). These grid cells were chosen because they were within the area where the 
ADV tripod was deployed, these model cells had water depths similar to that of the observations 
(~5–6 m), and previous studies collected sediment cores from this location [48].  

Data averaged over tidal phases collected by the ADV during this study period has been 
analyzed to examine the influence of the presence and departure of the STM on sediment 
dynamics, using the tidal cycles having the top 20% of the observed bed stresses [49]. Typically, 
bed stresses in the York estuary are low, (tidal max b < 1 Pa [62]). Our focus on the most energetic 
tidal cycles did bias our analysis towards spring-tide periods relative to neap-tide periods, but 
highlighted the study on times when significant sediment would be suspended from the bed. Tidal 
cycles were defined using the time series of ADV observed current speed (U), such that an 
individual ebb or individual flood formed a full cycle, with its beginning and end corresponding to 
times of minimum observed U. Observations over the tidal cycles were then interpolated to a 
common interval in the tidal phase to produce tidal-phase averaged values of U, b, C and WsBULK. 
No distinction was made between floods and ebbs, removing any flood-ebb asymmetry. 

Model results from the Standard Model were phase averaged to obtain representative values of 
hydrodynamic parameters (U, b, C, and WsBULK). Model estimates of these values were interpolated 
to the height of the ADV measurements (~35 cmab) prior to the tidal-phase averaging, and model 
performance was assessed based on the degree to which model calculations of these values represented 
those derived from ADV observations. The observed estimates of WsBULK were obtained by assuming 
a Rouse balance, while WsBULK from model results were estimated as the average of the settling velocities 
of the two size classes (2.4 mm/s and 0.8 mm/s), weighted by their respective suspended-sediment 
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concentrations at the height of the ADV sensor. Though they used different methods, both the 
model-calculated WsBULK and ADV-based values provided a bulk settling velocity that accounts for 
all particle sizes present in suspension [63]. 

Modeled estimates of bed erodibility were calculated by evaluating the depth of the sediment 
bed that could be resuspended by bed stresses that exceed some threshold, following the definition 
presented by [11]. For example, the instantaneous profile of critical bed stress ( cinit) estimated for a 
location in the model typically had a low value at the sediment-water interface and increased with 
depth in the bed (m). The depth at which the critical stress exceeded the threshold of, e.g., 0.2 Pa, 
would give a model estimate of the erodibility of the bed at b = 0.2 Pa. Because the ( cinit) changed 
in response to erosion, deposition, consolidation, and swelling, the model estimates of erodibility 
varied in both time and space. 

4. Standard Model Results 

System behavior is illustrated during times of high (Figure 4) and low (Figure 5) sediment bed 
erodibility, showing daily-averaged bed stresses, near-bed suspended-sediment concentrations, 
erodibility at 0.2 Pa, and near-bed settling velocities throughout the York River. These time periods 
corresponded to a spring tide (Figure 4) and a neap tide (Figure 5). At both times, the upper and 
middle estuary had increased erodibility and suspended-sediment concentrations, compared to the 
lower estuary. Both times had similar bed stresses (Figures 4a and 5a), but when erodibility was 
higher (Figure 4), more material was suspended, having ~0.9 kg m 2 more material in suspension 
than during the less erodible situation in Figure 5. The increased concentrations were associated 
with lower near bed settling velocities, particularly in the middle estuary (Figure 4b,d). Ten days 
later, erodibilty was lower (Figure 5), and decreased suspended-sediment concentrations (~100 mg/L) 
and higher near-bed settling velocities characterized conditions in the middle estuary (Figure 5b,d). 
This result was consistent with field observations indicating that during periods of high erodibility, 
the suspended material was composed of more slowly settling flocculated muds [10,11,48]. The 
model was also able to capture observed trends in erodibility attributed to the spring/neap tidal 
cycle. Generally, the sediment bed is more erodible during spring tides and less erodible during 
neap tides [64]. 

The results of the tidal-phase average analysis for current speed, concentration, and bed stresses 
from the model were compared to the ADV estimates from [49]. The model reproduced realistic 
patterns of all of the parameters over individual tidal cycles. Both model and observed bed stresses 
and concentration increased with current speed (Figure 6). Peak bed stresses and current speeds in 
the model had an offset lag compared to the observations (Figure 6a,c). This suggested that the 
modeled tides may have been slightly out of phase with the observed ones. Overall, the model had 
more skill at predicting tidal-phase averaged current speeds than the other values considered 
(Figure 6a). Only at peak flow did model current speeds show a slight bias, underestimating 
measured speed by less than 5 cm/s (about 12%). The model overestimated suspended-sediment 
concentrations during the accelerating and decelerating phases of the tide, but matched the 
concentrations at peak flow (Figure 6b). Bed stresses were overestimated in the model over the 
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entire tidal phase by as much as 0.05 Pa (~18%) (Figure 6c), but this bias was accepted because the 
modeled currents and sediment concentrations matched reasonably well. 

Figure 4. Daily-averaged model estimates of (a) bed stress, (b) near bed suspended 
sediment concentration, (c) mass eroded at 0.2 Pa, and (d) near bed settling velocity 
during a spring tide when high erodibility was found mid-estuary (15 July 2007).  

(a) Bed Stress (b) Near Bed SSC 

(c) Eroded Mass at 0.2 Pa (erodibility) (d) Near Bed Setting Velocity 

The most reliable approximation of WsBULK from ADV data was obtained during the accelerating 
portion of the tidal phase, when the assumptions in the Rouse balance were most likely to be 
appropriate [49]. During the accelerating phase of the tide, the tidal-phase averaged analysis 
showed that observed WsBULK increased from about 1 mm/s to 1.4 mm/s (Figure 7). More 
specifically, the tidal-phase averaged analysis showed that observed WsBULK increased from about 1 
mm/s to 1.4 mm/s during the accelerating tide (Figure 7). The model represented the observed 
changes in WsBULK seen in the phase averaged analysis, with modeled WsBULK increasing from about 
0.9 mm/s to 1.7 mm/s, though the model estimated slightly higher (~0.3 mm/s) WsBULK at peak  
bed stresses.
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Figure 5. Daily-averaged model estimates of (a) bed stress, (b) near bed suspended 
sediment concentration, (c) mass eroded at 0.2 Pa and (d) near bed settling velocity 
during a neap tide when lower erodibility was found mid-estuary (25 July 2007). 

(a) Bed Stress (b) Near Bed SSC 

(c) Eroded Mass at 0.2 Pa (erodibility) (d) Near Bed Setting Velocity 

Figure 6. ADV and model estimated (see legend) (a) current speed, (b) concentrations, 
and (c) bed stresses for the top 20% of tidal cycles with strongest bed stresses. Error 
bars denote ±1 standard error.  

(a) Current Speed (cm s 1) (b) Concentration (mg L 1) (c) Bed Stress (Pa) 



47 
 

 

Figure 7. ADV and model estimated (see legend) bulk settling velocity during periods 
of increasing tidal velocity for the top 20% of tidal cycles with the highest bed stresses. 
Error bars denote ±1 standard error. 

5. Cohesive Bed Sub-Model Sensitivity 

Additional model runs were analyzed to investigate the sensitivity of the cohesive bed model to 
the swelling time (Ts), critical shear stress equilibrium profile ( ceq), and initial critical shear stress 
profile ( cinit). The sensitivity to Ts (section 5.1) was evaluated by varying it from 2 to 50 days, 
bracketing the value of 25 days used in the Standard Model. To test the sensitivity to ceq and cinit 
(section 5.2), models were run that defined ceq = cinit using power-law fits based on the September 
or the April data (Figure 2). Recall that in the Standard Model, the equilibrium and initial critical 
shear stress profiles differed as ceq was based on the April power law fit, while cinit was based on 
the September profile. 

5.1. Sensitivity to Ts 

Results from model runs that used different values of Ts (specifically 2, 25, and 50 days) were 
compared to investigate the sensitivity of the instantaneous c profiles and resultant suspended-
sediment concentrations to swelling timescale. The model configurations were identical to the 
Standard Model except for the swelling timescales to isolate the influence of Ts. As for the 
Standard Model, different critical stress profiles were used to initialize the model, and for the 
equilibrium state toward which the model calculations were nudged ( ceq). Bed c throughout the 
grid was initialized as the power law fit used by [33] to represent the September sediment bed 
profile while the ceq profile was defined by the power-law fit found to represent the April (more 
erodible) profile (Figure 2). Ts = 25 days was used in the Standard Model described above. 

Figure 8 shows the values of daily calculated instantaneous c profiles, along with the user-defined 
ceq and cinit for these three models. Recall, the model simulations defined ceq  crinit. When a short 

Ts of two days was defined (Figure 8a) the instantaneous c profiles rapidly became more erodible 
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as the bed adjusted from the less erodible cinit to the more erodible ceq. When a longer Ts of 50 
days was defined (Figure 8c) the instantaneous c profiles showed minimal adjustment from cinit to 

ceq, so that the bed remained more consolidated. In the Standard Model, where Ts was defined as 
25 days, the instantaneous c profiles adjusted somewhat from the less erodible cinit to ceq. 

Figure 8. Daily instantaneous model calculated c profiles (colored lines) shown with 
user defined equilibrium ( ceq) and initial bed profiles ( crinit) for model runs with 
swelling times defined as (a) 2 days, (b) 25 days, and (c) 50 days. Note: ceq  crinit. 
Black arrows show the directions that Equation (2) will nudge the instantaneous c 
profiles toward ceq. 

 

Figure 9 compares the resulting tidal-phase average concentrations from these three models and 
the values derived from ADV observations. The concentrations increased as Ts decreased. 
Comparison of the three model simulations suggested that using a Ts of 25 days resulted in the most 
realistic estimates for suspended-sediment concentration, justifying the choice of Ts = 25 days in 
the Standard Model. 

Figure 9. Phase-averaged concentration from ADV observations (black), and estimated 
by model using swelling times defined as 2 days (blue), 25 days (pink), and 50 days 
(blue). 
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5.2. Sensitivity to ceq and cinit 

Power law fits to Gust microcosm data for the York River were used to define two depth-dependent 
critical shear stress profiles, c (m), one based on cores collected in September 2007 and the second 
on cores collected in April 2007 [47] (Figure 2). Compared to the September data, the c (m) 
profiles from April 2007 represented a time that had a more erodible seafloor. For the model runs 
described in this section, the same profiles were used for model initialization ( cinit) and to define 
the equilibrium toward which instantaneous profiles ( c) were nudged ( ceq in Equation (2)). Results 
from two model simulations were compared to evaluate the sensitivity of model calculations to 
parameterization of the sediment bed’s critical shear stress profile. One used the power law fit to 
the September profile for both cinit and ceq, while the second used the April profiles for both. Like 
the Standard Model, both assumed timescales for consolidation and swelling as Tc = 1 day and  
Ts = 25 days, but recall that the Standard Model used the April, more erodible, profile as ceq and 
the September, less erodible, profile for model initialization cinit. A second set of these sensitivity 
tests used identical parameterization as the first two, except Ts = 50 days. The limits on 
computational time precluded doing additional tests such as a model using Ts = 2 days. 

Figure 10 shows the calculated instantaneous c profiles for the first two sensitivity tests, 
compared to the user-defined profiles of ceq and cinit. When ceq and cinit were defined using the 
September fit, the instantaneous c profiles showed slight adjustment back to ceq (Figure 10a). This 
was not the case when ceq and cinit were based on the more erodible April seabed (Figure 10b). 
Instead, the increased erodibility of the initial sediment bed provided a pool of easily resuspended 
material that when redeposited at slack tide, further increased the erodibility of the bed. With the 
consolidation timescale of one day, the instantaneous c could not readjust to the equilibrium 
profile, ceq, but developed into an environment dominated by easily erodible, newly deposited 
sediment throughout the model run. 

Figure 10. Daily instantaneous model calculated c profiles (colored lines) shown with 
the profile used to parameterize these models (black lines). The equilibrium profile 
( ceq) and initial bed profile ( crinit) were defined based on (a) September and (b) April 
profiles. Note: ceq = crinit for these model runs. The black arrows show the direction that 
Equation (2) will nudge the instantaneous c toward the user-defined ceq.
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The increased erodibility of the second case led to a positive feedback between bed erodibility 
and sediment concentrations. This resulted in much higher estimated suspended-sediment 
concentrations than either the Standard Model or the case using the September profiles for both the 
equilibrium and initial values, as seen in the tidal phase averaged values (Figure 11). This result 
was insensitive to the swelling timescale used, which was not surprising because the modeled bed 
was always freshly deposited and thus easily erodible. Regardless of the defined Ts, concentrations 
estimated by the model simulation that defined ceq and cinit based on the April fit exceeded the 
observed values by about 80–300 mg/L, while the model that used the September profiles provided 
much better estimates. 

6. Discussion 

This section first summarizes the model behavior for the York River case, and then discusses 
issues relating to model implementation and model parameters.

6.1. Summary of York River 3-D Hydrodynamic Cohesive Bed Model Performance 

Implementation of the cohesive bed model in conjunction with the MUDBED field study 
provided a unique opportunity to evaluate model behavior both in terms of the system-wide 
feedbacks between bed erodibility and sediment concentration, and more specifically in 
comparison to field data from the MUDBED Intermediate site. Analyses of model results from 
July–August 2007 showed that the model represented trends in the spatial and temporal variability 
of bed erodibility and settling velocity observed in the York River estuary (Figures 4 and 5). 

Figure 11. Phase averaged concentration observed using the ADV, and estimated by 
model runs that defined ( ceq) and ( crinit) using the power law fits to the September and 
April profiles with swelling times of 50 and 25 days (see legend). 
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Ongoing analysis of ADV data collected at the MUDBED Intermediate site during the summer 
of 2007 revealed that the variability in settling velocity and bed erodibility appear to fall into two 
regimes having distinct hydrodynamic and sediment characteristics [49]. Regime 1 represented 
periods dominated by easily suspended, slow settling flocculated muds, while Regime 2 represented 
periods strongly influenced by less easily suspended, faster settling, biologically repackaged fecal 
pellets mixed with flocs [49]. The analysis presented in this paper focused on a time classified as 
Regime 2. 

Results from the three-dimensional York River Hydrodynamic Cohesive Bed model showed 
good agreement to field data from the observational period defined as Regime 2 [49], with only 
slight differences between model estimated and ADV observed bed stresses and bulk settling 
velocities (~18%). Though the model was biased towards higher bed stresses (Figure 6c) and 
higher settling velocities at peak flow, both model estimated and observed bulk settling velocities 
increased along with bed stress (Figure 7). This implied that differential resuspension of sediment 
types having the range of settling velocities considered in the model (0.8 to 2.4 mm/s) could 
account for the changes to settling velocity seen during a tidal cycle, without invoking aggregation 
and disaggregation processes. Looking more closely, the model overestimated bulk settling 
velocity as flow accelerated, with the biggest difference occurring at peak flow, which can be 
attributed to two things. First, the model only included two settling classes (0.8 mm/s and 2.4 mm/s), 
while suspended material in the York River estuary consists of many more particle types having a 
wide range of settling velocities [42,65]. Second, the model overestimated bed stresses throughout 
the tidal phase (Figure 6), which may have contributed to the overestimated concentrations (Figure 
6b) as well as bulk settling velocities (Figure 7). Higher bed stresses were able to suspend a greater 
mass of material, including a greater amount of faster settling particles, which resulted in a higher 
estimate of bulk settling velocity [42]. Additionally the higher bed stresses would increase eddy 
diffusivity, mixing the more slowly settling material higher in the water column, and resulting in a 
greater fraction of faster settling material near the bed. 

Though not shown in this paper, the model had less skill when applied to the period defined as 
Regime 1, overestimating the observed modeled bed stresses by 50%, while underestimating 
suspended-sediment concentrations by 17%. Field data imply that sediment-induced stratification 
more strongly influenced the system during Regime 1 than during Regime 2, and that stratification 
from both salinity and suspended-sediment gradients suppressed bed stresses during Regime 1 [49,61]. 
ROMS has the capacity to account for sediment induced stratification, but the process was neglected 
in this implementation. Future work will evaluate whether the turbulence closures in ROMS can 
represent sediment—induced stratification at the relevant vertical scales for the York River estuary, 
and whether including this process this improves the model skill during Regime 1. 

6.2. Cohesive Bed Model Sensitivities 

The cohesive bed model sensitivity tests done in this study explored the impact on estimated 
instantaneous critical stress profiles ( c) and suspended-sediment concentration to user-defined 
cohesive bed swelling time (Ts) and the initial and equilibrium c profiles ( cinit and ceq). We did not 
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examine sensitivity to the consolidation timescale, because it seemed better constrained in the 
literature than the swelling timescale [33,43]. 

Use of a short Ts allowed the instantaneous c profiles to rapidly adjust to the equilibrium profile 
for a case where the system was less erodible than the equilibrium (Figure 8a). As Ts increased to 
50 days, the adjustment of the instantaneous c profiles became negligible (Figure 8c). Use of a 
shorter Ts resulted in a more erodible bed, which increased suspended-sediment concentrations in 
the water column (Figure 9). The sensitivity to Ts should be considered in the context of the model 
configuration, which for the Standard Model used a less erodible bed for initialization than for the 
equilibrium profile. The model simulation time, 120 days, included 90 days before the time period 
analyzed. When swelling timescale was long compared to the spin-up time, the model would be 
especially sensitive to the seabed initialization (i.e., cinit). For example, using a Ts of 50 days meant 
that the instantaneous c profiles would be especially sensitive to the initialization over the 
timescale considered by the model. 

For the case where the model’s seabed was initialized to be especially erodible, however, 
positive feedbacks between sediment erodibility and concentrations led to the development of an 
even more erodible bed, and model estimates were then insensitive to Ts (Figure 10). This 
sensitivity test found that the model estimated instantaneous c profiles and suspended-sediment 
concentrations were less sensitive to Ts than the profiles that were used to define cinit and ceq 
(Figures 10 and 11). We expect that the model estimates for this case would be more sensitive to Tc 
than Ts, but this was not evaluated directly, in part because the literature provides guidance for the 
consolidation timescales in the literature than the swelling timescales. 

An important step in model implementation for the cohesive bed model was specification of 
both the initial and equilibrium critical stress profiles, and the consolidation and swelling 
timescales. The cohesive bed model is still fairly new, and a consensus for how the initial and 
equilibrium profiles should be defined has not been established. It is clear, however, that for a case 
where measured critical shear stress profiles exist, the model parameters, including both the initial 
and equilibrium profiles, should be defined so that instantaneous shear stress profiles usually 
remain within the realm of measured profiles. Additionally, the choice of erosion rate parameter 
(M) probably would influence model behavior and have implications for the suitability of different 
values of these parameters, but the value of M = 1 × 10 3 kg/(m2 s P) was not modified for this 
implementation from the value originally used by [54]. Each sensitivity test required significant 
computer time (a few days on our cluster), and full three-dimensional model runs were needed to 
evaluate system behavior under various parameter sets. For that reason, an exhaustive set of 
parameter choices was not explored, and we were limited to the cases discussed in section 5.2. 

The availability of field observations from the MUDBED Intermediate site were valuable for 
constraining reasonable seabed profiles of critical shear stress, and water column estimates of bulk 
settling velocity and sediment concentration. In cases when field observations are unavailable, 
model estimates may reproduce realistic processes and trends, but should be analyzed with caution. 
Although this study offered much insight on implementing the cohesive bed model in a realistic 
environment, ongoing work is needed to further understand the use of the cohesive bed model in a 
complex system. 
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7. Conclusions 

This study described the use of the CSTSMS cohesive bed model that accounts for erosion, 
deposition, consolidation and swelling in a three-dimensional hydrodynamic model to represent the 
York estuary, VA, USA. Results from a time period when sediment-induced stratification seemed 
to be unimportant showed good agreement with observations of sediment concentration, bed stress, 
and current velocity. The sensitivities of the cohesive model were explored by evaluating the 
impact on calculations of changes to the swelling timescale and the initial and equilibrium critical 
stress profiles, and model estimates were found to be sensitive to these parameters. The Standard 
Model was developed by choosing a swelling timescale and initial and equilibrium critical stress 
profiles for the York River three-dimensional model that showed good agreement with field 
observations of bed stress, current velocity, and sediment concentration using a tidal-phase 
averaged analysis. The model was able to capture observed spatial and temporal trends in settling 
velocity, and unlike previous models that did not allow for a depth varying c this model was able 
to adequately represent feedbacks between erosion and deposition in a highly dynamic cohesive 
environment. The cohesive bed model is still fairly new, and more work is needed to determine 
how the initial and equilibrium profiles should be defined, especially in cases where observations 
are limited. However, results from this study demonstrate that this model promises to be a useful 
tool for investigating the fundamental controls on bed erodibility and settling velocity in the York 
River, a classical muddy estuary. 
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Predicting the Storm Surge Threat of Hurricane Sandy with 
the National Weather Service SLOSH Model 

Cristina Forbes, Jamie Rhome, Craig Mattocks and Arthur Taylor 

Abstract: Numerical simulations of the storm tide that flooded the US Atlantic coastline during 
Hurricane Sandy (2012) are carried out using the National Weather Service (NWS) Sea Lakes and 
Overland Surges from Hurricanes (SLOSH) storm surge prediction model to quantify its ability to 
replicate the height, timing, evolution and extent of the water that was driven ashore by this large, 
destructive storm. Recent upgrades to the numerical model, including the incorporation of 
astronomical tides, are described and simulations with and without these upgrades are contrasted to 
assess their contributions to the increase in forecast accuracy. It is shown, through comprehensive 
verifications of SLOSH simulation results against peak water surface elevations measured at the 
National Oceanic and Atmospheric Administration (NOAA) tide gauge stations, by storm surge 
sensors deployed and hundreds of high water marks collected by the U.S. Geological Survey 
(USGS), that the SLOSH-simulated water levels at 71% (89%) of the data measurement locations 
have less than 20% (30%) relative error. The RMS error between observed and modeled peak water 
levels is 0.47 m. In addition, the model’s extreme computational efficiency enables it to run large, 
automated ensembles of predictions in real-time to account for the high variability that can occur in 
tropical cyclone forecasts, thus furnishing a range of values for the predicted storm surge and 
inundation threat. 

Reprinted from J. Mar. Sci. Eng. Cite as: Forbes, C.; Rhome, J.; Mattocks, C.; Taylor, A. Predicting 
the Storm Surge Threat of Hurricane Sandy with the National Weather Service SLOSH Model.  
J. Mar. Sci. Eng. 2014, 2, 437-476. 

1. Introduction 

The purpose of this study is to quantify the ability of the National Oceanic and Atmospheric 
Administration (NOAA)/National Weather Service (NWS) Sea Lakes and Overland Surges from 
Hurricanes (SLOSH) storm surge prediction model [1] to replicate the height, timing, evolution and 
extent of the storm tide that occurred along the US Atlantic coastline during Hurricane (“Superstorm”) 
Sandy (2012). It will also provide an assessment of the storm surge forecast skill during the storm 
compared to the model improvements incorporated in the model since. This analysis will serve as a 
baseline for the evaluation of further enhancements to SLOSH and for comparisons against the 
results from other modeling systems as NWS moves toward a multi-model ensemble. 

Hurricane Sandy [2] began as a tropical wave off the west coast of Africa on 11 October 2012. It 
formed in the western Caribbean, south of the island of Jamaica in a region of low wind shear, 
warm water and a broad area of low pressure on 22 October 2012. The storm made its first landfall 
near Kingston, Jamaica as a category 1 hurricane on the Saffir-Simpson hurricane wind scale. It 
reached its peak intensity of 185 kph (115 mph, 100 kts) and made its second landfall in Cuba at 
05:25 UTC on 25 October as a category 3 hurricane. The destruction was severe. 17,000 homes 
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were damaged by extensive coastal flooding and high winds. Gusts topped 177 kph (110 mph) in 
Santiago de Cuba before the anemometer stopped measuring wind speed and 265 kph (165 mph) at 
Gran Piedra, just west of Guantanamo. Hurricane Sandy then weakened and began expanding in 
size, reaching a radius of maximum winds (RMW) larger than 185 km (100 nm) over the Bahamas. 
It re-intensified over the warm Gulf Stream waters as it turned northwest towards the mid-Atlantic 
states. An anomalous blocking high over the North Atlantic prevented Sandy from moving out to 
sea, while a baroclinic trough associated with an early winter storm deepened over the southeast 
US. This accelerated the storm’s forward speed to 37 kph (20 kts) and steered it northwest, where it 
encountered cold water and transitioned to an extratropical cyclone 83 km (45 nm) southeast of 
Atlantic City, NJ [2], 2.5 h prior to its final landfall. It approached the coast as a category 1 
hurricane and made landfall at 23:30 UTC Monday 29 October 2012, near Brigantine, NJ 
(northeast of Atlantic City) as a post-tropical cyclone, with maximum sustained winds of 130 kph 
(80 mph, 70 kts) and a central pressure of 945 mb. The GOES-13 natural color satellite image in 
Figure 1a shows the cold front interacting with Hurricane Sandy approximately one day before 
landfall. The lowest pressure found was 940 mb (dropsonde estimate) a few hours before landfall in 
NJ [2] and a warm front developed in the storm’s northeast quadrant, as seen in the NOAA surface 
weather chart in Figure 1b. 

One of the most dangerous aspects of Hurricane Sandy was its large size, approximately 1150 
miles (1850 km) in diameter, based on the extent of the last closed isobar, with a wind field that 
created a significant storm tide threat to vast areas along the Atlantic coastline and inland. 
Hurricane Sandy retained its large wind field, large radius of maximum winds, and hybrid 
characteristics through landfall [2]. After Hurricane Sandy made landfall in NJ, its sustained winds 
increased as an effect of the winter storm approaching from the west. The combination of both 
Hurricane Sandy and the winter storm, timed with the full-moon high tide on the night of 29 
October, worsened the storm-tide flooding along the NJ, NY and CT coastlines and caused 
significant flooding far inland along the Delaware and Hudson Rivers [3]. Hurricane Sandy caused 
147 direct deaths (286 total) and damage of $68 billion dollars. It is the second-costliest Atlantic 
hurricane on record. 

The storm surge above astronomical tide produced by Hurricane Sandy reached its highest 
observed levels of 3.86 m (12.65 ft) at Kings Point at the western end of Long Island Sound. A 
storm surge of 2.91 m (9.56 ft) was recorded along the northern side of Staten Island at Bergen 
Point West Reach. At The Battery, on the southern tip of Manhattan, values of 2.87 m (9.40 ft) 
were measured and at Sandy Hook, NJ the gauge failed when the surge crested to 2.61 m (8.57 ft). 
In Montauk, at the east tip of Long Island, Atlantic City, NJ and Cape May, NJ storm surge values 
peaked at 1.80 m (5.89 ft), 1.77 m (5.82) and 1.57 m (5.16 ft), respectively.  

According to a recent National Hurricane Center (NHC) technical memorandum [4], inundation 
is defined as the total water level that occurs on normally dry ground as a result of the storm tide. It 
is expressed in terms of height of water, in feet, above ground level (AGL). NHC’s official 
forecasts provide storm surge-induced flooding information in terms of inundation (feet of water 
above ground level). The tidal datum MHHW (Mean Higher High Water) is considered the best 
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possible approximation of the threshold at which inundation can begin to occur since at the coast, 
areas higher than MHHW are typically dry most of the time. 

Figure 1. (a) GOES-13 natural color satellite image at 17:45 UTC on 28 October 2012 
(courtesy of NASA Earth Observatory); and (b) surface weather chart at 21 UTC 29 
October 2012, approximately two and a half hours before landfall (courtesy of the 
National Oceanic and Atmospheric Administration (NOAA)). Note the interaction of 
the hurricane with the approaching winter storm, the subsequent drop in mean sea level 
pressure to 940 mb, and the development of cold and warm fronts during the 
hybridization process off the coast of New Jersey.  
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The highest recorded total water levels, which occurred within half an hour of high tide in the 
Staten Island and Manhattan areas, reached a record 4.28 m (14.06 ft) above Mean Lower Low 
Water (MLLW), 2.74 m (8.99 ft) above MHHW at The Battery, NY; a record 4.36 m (14.31 ft) 
above MLLW, 1.98 m (6.51 ft) above MHHW at King’s Point, and 4.44 m (14.58 ft) above 
MLLW, 2.76 m (9.06 ft) above MHHW at Bergen Point West Reach. At The Battery, the storm 
tide (the combination of storm surge and astronomical tide [4]) crested 1.39 m (4.55 ft) higher than 
the water that occurred during Hurricane Irene (2011) [2]. Storm tide records were broken in Sandy 
Hook, NJ with 4.03 m (13.23 ft) MLLW, 2.44 m (8.01 ft) MHHW and at Philadelphia, PA with 3.24 m 
(10.62 ft) MLLW, 1.2 m (3.93 ft) MHHW 8 h after landfall. The tide gauge at Sandy Hook failed 
before the peak water levels were reached. 

Table 1 summarizes the maximum total, tide (referenced to various vertical datums) and surge 
water levels reached at three NOAA stations at the coast: The Battery, Bergen Point and Kings 
Point. At The Battery total water levels crested at the same time as the surge, even though the 
highest tides arrived half an hour earlier. At Bergen Point the maximum surge arrived half an hour 
after the highest total water level, while at Kings Point the maximum surge arrived two hours 
before the highest total water level. 

A buoy at the entrance of New York Harbor (Station 44065), 15 nm southeast of Breezy Point, 
NY, measured a record significant wave height (SWH, the highest one-third of all wave heights 
measured during a 20-min sampling period) of 9.86 m (32.5 ft) at 00:50 UTC on 30 October and an 
atmospheric pressure of 958 hPa, while buoys in Central (44039) and Western (44040) Long Island 
Sound recorded SWHs of 2.2 m and 2.1 m, respectively. Buoy (44009) at Delaware Bay, 48 km  
(26 nm) SE of Cape May, NJ, USA, reached a SWH of 7.38 m. At more than 300 km (190 miles) 
away from the point of landfall at Block Island, RI (44097), SWHs reached 9.48 m. Even as far away 
as 450 km (280 miles) at Buoy 44008, located 54 nm SE of Nantucket Shoals, a SWH of 10.97 m  
was registered. 

High Water Marks measured by USGS sensors recorded the highest water level inland, a value 
of 2.71 m (8.9 ft) AGL, at the US Coast Guard Station in Sandy Hook, NJ, followed by 2.44 m (8.0 
ft) AGL at the South Street Seaport near the Brooklyn Bridge and 2.41 m (7.9 ft) AGL in the 
Oakwood neighborhood of Staten Island and on the south side of Raritan Bay. Values between 1 
and 2 m occurred at Maspeth, Fire Island, Battery Park, Oak Beach-Captree, Rockaways, Lower 
Manhattan, Freeport, Hempstead, Long Island, Nassau County, Brooklyn, Wading River in Town 
of Riverhead, Inwood, near John F. Kennedy Airport (JFK), Bronx, Throgs Neck area. Runways 
and tarmacs at JFK and La Guardia were inundated as well. 

These various measurements depict the difficulty in assessing the storm surge threat because 
water level values might be referenced to different vertical datums or the quoted water surface 
elevations might represent only partial components of the total water level (e.g., tide or surge). It is 
easy to see how the public could become confused by this plethora of information and why it is 
crucial to communicate the storm surge threat clearly to the public to minimize the loss of life. 
Therefore, in addition to producing operational storm surge forecasts and issuing public advisories, 
the National Hurricane Center (NHC) has worked extensively with social scientists to craft 
graphics and text that convey the potential dangers of storm surge effectively [6]. 
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Table 1. Maximum total, tide (referenced to various vertical datums) and surge water 
levels reached at three NOAA tide gauge stations at the coast: The Battery, Bergen 
Point and Kings Point, NY (see Figure 2 for station locations). 

Station  
(ID) 

Time/Vertical 
Datum 

Maximum 
Total Water 
Level m (ft) 

Maximum Tide 
m (ft) 

Maximum Surge Above 
Astronomical Tide m (ft) 

The Battery, NY 
(8518750) 

Time 
30 October 2012 

01:24 UTC 
30 October 2012 

00:54 UTC 
30 October 2012 

01:24 UTC 
MHHW 2.74 (8.999) 0.10 ( 0.315) 

2.87 
(9.40) 

NAVD88 3.44 (11.280) 0.60 (1.965) 
MSL 3.50 (11.486) 0.66 (2.172) 
MLW 4.22 (13.848) 1.38 (4.534) 

MLLW 4.28 (14.055) 1.44 (4.741) 

Bergen Point, NY 
(8519483) 

Time 
30 October 2012 

01:24 UTC 
30 October 2012 

00:54 UTC 
30 October 2012 

02:00 UTC 
MHHW 2.76 (9.065) 0.80 ( 0.259) 

2.91 
(9.56) 

NAVD88 * 3.54 (11.623) 0.70 (2.299) 
MSL 3.60 (11.801) 0.75 (2.477) 
MLW 4.38 (14.367) 1.54 (5.042) 

MLLW 4.44 (14.577) 1.60 (5.252) 

Kings Point, NY 
(8516945) 

Time 
30 October 2012 

02:06 UTC 
30 October 2012 

04:24 UTC 
30 October 2012 

23:06 UTC 
MHHW 1.98 (6.509) 0.07 ( 0.224) 

3.86 (12.65) 
NAVD88 † 3.11 (10.201) 1.06 (3.468) 

MSL 3.18 (10.423) 1.12 (3.690) 
MLW 4.28 (14.035) 2.22 (7.302) 

MLLW 4.36 (14.311) 2.31 (7.578) 
MHHW = Mean Higher High Water; MSL = Mean Sea Level; MLW = Mean Low Water;  
MLLW = Mean Lower Low Water; NAVD88 = North American Vertical Datum of 1988;  
* NAVD88-MSL = 0.0542 m (0.178 ft) [5]; † NAVD88-MSL = 0.0676 m (0.222 ft) [5]. 

Operational storm surge forecasts during the storm and post-storm hindcast simulations of 
Hurricane Sandy were run by forecasters in NHC’s Storm Surge Unit using the NWS Sea, Lake, 
and Overland Surges from Hurricanes (SLOSH) model. This manuscript describes the operational 
forecasts of Hurricane Sandy run in the SLOSH ny3 basin (Figure 3), the improvements to the 
surge forecasting system implemented during 2013, and how the storm would have been predicted 
had the enhanced system been available in 2012.  

Hindcast simulations of Hurricane Sandy were run for analysis and verification. Comparisons of 
observed water levels at NOAA tide gauge stations, by USGS temporary storm surge sensors (SSS) 
and high water marks (HWM) were compared with the numerically simulated water levels to assess 
model performance. 
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Figure 2. Map of NOAA tide gauge station locations. 

 

Figure 3. Hurricane Sandy track and the storm tide (m) simulated by the Sea, Lake, and 
Overland Surges from Hurricanes (SLOSH) numerical storm surge prediction model in 
the ny3 basin. 

 

2. Model 

SLOSH [1] is a numerical coastal ocean model used by the National Weather Service to run:  
(1) real-time operational; (2) hypothetical (for evacuation planning); (3) historical (for validation 
purposes); (4) probabilistic [7]; and (5) extratropical storm surge prediction simulations. 
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It is an extremely computationally efficient, 2-D explicit, finite-difference model, formulated on 
a semi-staggered Arakawa B-grid [8]. The horizontal transport equations are solved through the 
application of the Navier-Stokes momentum equations for incompressible and turbulent flow. The 
SLOSH model transport equations were derived by Platzman [9], in which the dissipation is 
determined solely by an eddy viscosity coefficient. A bottom slip coefficient was included by 
Jelesnianski [10]. The governing equations are integrated over the entire depth of the water column. 
At every time step, the horizontal transports are solved from the pressure, Coriolis and frictional 
forces. These transports generate an updated level of surge at every model grid point. SLOSH 
includes a wetting-and-drying algorithm to predict inland inundation. 

A simplified parametric wind model is embedded in the SLOSH model. The input parameters of 
the wind model consist of the storm track (latitude and longitude of the center’s location), radius of 
maximum winds and the difference between the environmental and the central pressures (pressure 
drop) of the storm. The wind-driven forcing is incorporated into SLOSH as wind stress. 

SLOSH grids have different shapes (hyperbolic, elliptical or polar) that can be customized for 
specific coastline geometries, with higher resolution near the coast and grid cells that telescope 
outward concentrically to lower resolution offshore. There are 37 operational SLOSH basins that 
cover the east coast of the US, the Gulf of Mexico, the Bahamas, Puerto Rico and the Virgin 
Islands. The bathymetry and topography in the model grid cells are derived from National 
Elevation Dataset (NED) digital elevation models (DEMs) from the U.S. Geological Survey 
(USGS), the NOAA National Geophysical Data Center (NGDC) Tsunami inundation DEMs, and 
Light Detection and Ranging (LIDAR) data from the US Army Corps of Engineers (USACE) or 
from state and local sources, if available, and the bathymetry from NGDC 3 arc-second Coastal 
Relief Model. All the bathymetric/topographic data must be referenced to a single vertical datum 
and averaged to obtain the depth/elevation of each individual SLOSH cell. The land cover 
classifications are derived from the USGS 30 m spatial resolution National Land Cover Database 
(NLCD). SLOSH basins include subgrid-scale features that allow simulation of the flow through 
barriers, gaps, passes, overtopping of barriers, roads, and levees. 

An automated, event-triggered, storm surge prediction system, AutoSurge [11], was developed 
at NHC in 2010 to accelerate forecaster workflows by eliminating labor-intensive tasks, computing 
storm parameters with greater accuracy and preventing human input error. The system runs the 
SLOSH model; the input is determined objectively and consistently for all operational simulations. 
AutoSurge automatically generates a vast array of products from the SLOSH model output to 
provide internal guidance to the Storm Surge Specialists. 

3. Forecasts 

As soon as a tropical disturbance with the potential of developing into a tropical cyclone in the 
subsequent 48-h is identified in the Atlantic Ocean, Caribbean Sea, or the Gulf of Mexico, 
AutoSurge begins generating storm surge forecast simulations using the SLOSH model. The 
system alerts the Storm Surge Specialists at NHC, sending guidance products via e-mail, and the 
results are available on an internal web site, both in tabular and graphical format. Forecasts are run 
using storm track information that includes the latitude and longitude of the storm’s center, 
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intensity (maximum sustained 1-min wind speed), pressure drop and radius of maximum winds 
from NHC’s Best Track operational data and parameters from all of the model information 
available to the Hurricane Specialists at NHC. The SLOSH parametric wind model is used to 
ensure that the parameters in the SLOSH wind formulation are consistent with those in the model 
guidance, i.e., the resulting wind speed in the SLOSH wind model is in accordance to the NHC’s 
Best Track and the model guidance intensity, in a manner similar to other storm surge forecast 
systems [12,13]. 

Graphics of the ensemble maximum envelope of water, model track spread, individual ensemble 
member maximum water levels, wind intensity, the radius of maximum winds, and forecast trends 
are generated to depict the expected range of the storm surge forecasts to account for variability in 
the atmospheric forcing. 

AutoSurge was run in surge-only mode during the 2012 hurricane season. More than 1000 
AutoSurge numerical simulations were run during Hurricane Sandy using the Best Track and the 
internal NHC model guidance used to create the official track (OFCL). The ensembles are derived 
from the suite of statistical, dynamical and consensus track and intensity models that NHC’s 
Hurricane Specialists use to create their forecasts (National Weather Service Global Forecast 
System and Global Ensemble Forecast System, Hurricane Weather Research and Forecasting 
Model, Statistical Hurricane Intensity Prediction Scheme, Climatology and Persistence model, 
Logistic Growth Equation Model, Limited Area Barotropic Model, Navy Operational Global 
Prediction System, Canadian Global Environmental Multiscale Model, United Kingdom Met 
Office model, University of Wisconsin non-hydrostatic modeling system, European Center for 
Medium-range Weather Forecasting global model, Florida State University Super-ensemble, 
Geophysical Fluid Dynamics Laboratory model). This meteorological forcing was used to drive the 
SLOSH storm surge prediction model over multiple SLOSH basins, from Puerto Rico to the 
Bahamas and along the U. S. East Coast. Results for the ny3 basin will be described and the model 
output graphics will be shown in this manuscript. These ensemble simulations are run in conjunction 
with the probabilistic P-Surge modeling system [7] developed at NOAA/Meteorological Development 
Laboratory (MDL), which runs an ensemble of storm surge simulations using historical error 
statistics of the wind parameters to generate the forecast tracks. 

Enhancements made to AutoSurge in 2013 include:  

(1) Simulations with a new version of the tides (V. 2);  
(2) Model results relative to both the NAVD88 (North American Vertical Datum of 1988) 

datum and above ground level;  
(3) Mini-MEOW (Maximum Envelope Of Water) simulations (a handful of ensembles created 

by permutations of the OFCL track); 
(4) Ensemble maximum water level ranges and trends; and 
(5) Calculations of inundation area. 

The new version of SLOSH + Tides (V. 2) incorporates the tides dynamically at every time step 
and at every SLOSH model grid point [14]. The location-dependent amplitudes and phases of 37 tidal 
constituents (selected to be consistent with NOAA/NOS station data) at all locations in the SLOSH 
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grid [15] used are: M2, S2, N2, K1, M4, O1, M6, MK3, S4, MN4, NU2, S6, MU2, 2N2, OO1, 
LAM2, S1, M1, J1, MM, SSA, SA, MSF, MF, RHO, Q1, T2, R2, 2Q1, P1, 2SM2, M3, L2, 2MK3, 
K2, M8, MS4 (for definitions of the harmonic constituents see Table 2 and the glossary at [16]). 

Table 2. Harmonic tidal constituents used in SLOSH. Each constituent represents a 
periodic variation in the relative positions of the earth, moon and sun. 

Harmonic Constituent Number Name Speed (Deg Per Hour) Description 

1 M2 28.9841042 Principal lunar semidiurnal constituent 

2 S2 30.0 Principal solar semidiurnal constituent 

3 N2 28.4397295 Larger lunar elliptic semidiurnal constituent 

4 K1 15.0410686 Lunar diurnal constituent 

5 M4 57.9682084 Shallow water overtides of principal lunar constituent 

6 O1 13.9430356 Lunar diurnal constituent 

7 M6 86.9523127 Shallow water overtides of principal lunar constituent 

8 MK3 44.0251729 Shallow water terdiurnal 

9 S4 60.0 Shallow water overtides of principal solar constituent 

10 MN4 57.4238337 Shallow water quarter diurnal constituent 

11 NU2 28.5125831 Larger lunar evectional constituent 

12 S6 90.0 Shallow water overtides of principal solar constituent 

13 MU2 27.9682084 Variational constituent 

14 2N2 27.8953548 Lunar elliptical semidiurnal second-order constituent 

15 OO1 16.1391017 Lunar diurnal 

16 LAM2 29.4556253 Smaller lunar evectional constituent 

17 S1 15.0 Solar diurnal constituent 

18 M1 14.4966939 Smaller lunar elliptic diurnal constituent 

19 J1 15.5854433 Smaller lunar elliptic diurnal constituent 

20 MM 0.5443747 Lunar monthly constituent 

21 SSA 0.0821373 Solar semiannual constituent 

22 SA 0.0410686 Solar annual constituent 

23 MSF 1.0158958 Lunisolar synodic fortnightly constituent 

24 MF 1.0980331 Lunisolar fortnightly constituent 

25 RHO 13.4715145 Larger lunar evectional diurnal constituent 

26 Q1 13.3986609 Larger lunar elliptic diurnal constituent 

27 T2 29.9589333 Larger solar elliptic constituent 

28 R2 30.0410667 Smaller solar elliptic constituent 

29 2Q1 12.8542862 Larger elliptic diurnal 

30 P1 14.9589314 Solar diurnal constituent 

31 2SM2 31.0158958 Shallow water semidiurnal constituent 

32 M3 43.4761563 Lunar terdiurnal constituent 

33 L2 29.5284789 Smaller lunar elliptic semidiurnal constituent 

34 2MK3 42.9271398 Shallow water terdiurnal constituent 

35 K2 30.0821373 Lunisolar semidiurnal constituent 

36 M8 115.9364166 Shallow water eighth diurnal constituent 

37 MS4 58.9841042 Shallow water quarter diurnal constituent 
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The harmonic constituents used in the SLOSH + Tides code had recently been extracted from 
the new, updated experimental EC2013 ADCIRC tidal database. This database employs high-resolution 
NOAA VDatum meshes (coastal resolution down to 14 m) along the Atlantic and Gulf Coasts of 
the United States, Puerto Rico and US Virgin Islands, an updated offshore bathymetry using the 
latest global sources, namely, Space Shuttle Radar Topography Mission SRTM30_PLUS V8.0 
from the Scripps Institution of Oceanography and ETOPO1 global relief model from NOAA [17] 
and open boundary forcing with the latest global tidal models (TPXO 7.2 OSU Tidal Inversion 
Software, and later on from the FES 2004 Global Tidal Atlas and the newly released  
FES2012 model) [18]. 

AutoSurge incorporated V. 2 of SLOSH + Tides in the forecast system workflow for the 2013 
hurricane season. AutoSurge used V. 2.1 of SLOSH + Tides for the ny3 basin, which has a tide-forcing 
threshold (bathymetric depth of influence) from the deep ocean up to a specified depth. Testing  
and analysis of various threshold depths for the ny3 basin determined that the optimum setting was 
100 ft (30.48 m). 

Due to the limited amount of time available to complete the numerical forecasts, the model 
runtime has to be short to be able to construct the storm surge prediction ensembles. The runtime 
performance for a typical SLOSH model simulation run over the ny3 basin on a typical desktop PC 
or Linux workstation is shown in Table 3. 

Table 3. AutoSurge runtime performance for the SLOSH ny3 basin. 

SLOSH Basin SLOSH Surge-Only SLOSH Tides + Surge SLOSH Tides + Surge+ Graphics 
ny3 1 min 49 s 3 min 14 s 4 min 

Figure 4. The National Hurricane Center’s (NHC) Public Advisory 26A, valid at 8:00 
PM EDT (00:00 UTC) on Sunday, 28 October 2012; one day before Hurricane Sandy 
made landfall. Note that the inundation depths are given in feet above ground level, 
with the caveat that these values would be reached only if the peak of astronomical 
tides coincided with the peak of the storm surge. 

 

In the past two years, directed by research, testing and recommendations from social scientists [6], 
NHC’s public advisories were modified to include values of inundation above ground level at the 
peak of high tide so the public would better understand the storm surge threat. An example, Public 
Advisory 26A, issued for 8:00 PM EDT (00:00 UTC) Sunday 28 October 2012, one day before 

STORM SURGE...THE COMBINATION OF AN EXTREMELY DANGEROUS STORM SURGE AND THE TIDE 
WILL CAUSE NORMALLY DRY AREAS NEAR THE COAST TO BE FLOODED BY RISING WATERS. THE 
WATER COULD REACH THE FOLLOWING DEPTHS ABOVE GROUND IF THE PEAK SURGE OCCURS AT 
THE TIME OF HIGH TIDE... 

NC NORTH OF SURF CITY INCLUDING PAMLICO/ALBEMARLE SOUNDS...4 TO 6 FT 
SE VA AND DELMARVA INCLUDING LOWER CHESAPEAKE BAY...2 TO 4 FT 
UPPER AND MIDDLE CHESAPEAKE BAY...1 TO 3 FT 
LONG ISLAND SOUND...RARITAN BAY...AND NEW YORK HARBOR...6 TO 11 FT 
ELSEWHERE FROM OCEAN CITY MD TO THE CT/RI BORDER...4 TO 8 FT 
CT/RI BORDER TO THE SOUTH SHORE OF CAPE COD INCLUDING BUZZARDS 
BAY AND NARRAGANSETT BAY...3 TO 6 FT 
CAPE COD TO THE MA/NH BORDER INCLUDING CAPE COD BAY...2 TO 4 FT 
MA/NH BORDER TO THE U. S./CANADA BORDER...1 TO 3 FT 



68 
 

 

Hurricane Sandy made landfall in New Jersey, is shown in Figure 4. Note that the water levels are 
referenced “above ground” and are considered valid only if the peak surge occurs at the time of 
high tide. 

3.1. Surge Forecast Simulations 

SLOSH surge-only simulations (without tides) were run operationally in 2012 for Hurricane 
Sandy, as described above. Figure 5 shows an example of the model tracks used by NHC’s 
Hurricane Specialists as guidance to determine the OFCL track for Hurricane Sandy 48-hours prior 
to landfall. It depicts a large spread in the model tracks with various intensities, sizes and storm 
center locations. This guidance is used to run the ensemble SLOSH simulations. Figure 6 displays 
the ensemble maximum envelope of water 48-hours prior to landfall with a maximum total water 
level of 4.94 m (16.2 ft) NAVD88. A summary plot of the ensemble results for the simulations, 
valid 48 h prior to landfall, is shown in Figure 7. 

Figure 5. Example of the model tracks used by the Hurricane Specialists at NHC to 
develop the OFCL forecast track for Hurricane Sandy. It depicts the large spread in the 
model tracks with various wind intensities, sizes and track locations. This meteorological 
guidance is used as forcing to run the SLOSH ensemble storm surge simulations. The 
label inside the white box at the end of each track indicates the ensemble member 
number that corresponds to the number in the horizontal axis in Figure 7. 
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Figure 6. Ensemble maximum envelope of water (m) 48 h prior to landfall with a 
maximum total water level of 4.94 m (16.2 ft) relative to the NAVD88 vertical datum. 

 

The bottom (blue) panel provides the maximum predicted water levels relative to both NAVD88 
(dark blue dots) and AGL (black triangles) for each ensemble member. The solid (dashed) red lines 
show the maximum water levels in NAVD88 (AGL) and the solid (dashed) purple lines show the 
average water levels in NAVD88 (AGL) for each ensemble member. The storm surge threat 48 h 
prior to the storm was 4.94 m (16.2 ft) relative to the NAVD88 datum, a maximum inundation of 
4.30 m (14.1 ft, AGL). The NHC OFCL track (last ensemble member) produced a 3 m (10.0 ft) surge 
(2.3 m (7.6 ft) of inundation), about 1 m higher than the average of all the ensemble members but 
lower than the ensemble maximum. The middle (yellow) panel shows the maximum wind speeds (red 
dots) and wind speeds at the closest point of approach (CPA, blue dots) of each model guidance 
ensemble member. 

The maximum wind speed of 51 ms 1 (100 kt) shows in all the models, which occurred when 
Sandy made landfall in Cuba on October 25. The winds at the closest point of approach (prior to or 
at landfall) vary from 8 to 37 ms 1 (17 to 72 kts), which indicates the uncertainty in the wind 
forcing and, therefore, the variability in the storm surge potential. The top (purple) panel indicates 
the radius of maximum winds at CPA for each model/aid ensemble, which varies from 8 to 218 km 
(5 to 136 miles, 4 to 118 nm). This also contributes to the unpredictability of the storm surge 
hazard, even 48 h prior to actual landfall. 
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Figure 7. Summary plot of the ensemble results for the simulations of Hurricane Sandy 
(2012) valid 48 h prior to landfall. The bottom (blue) panel shows the maximum water 
levels relative to both the NAVD88 vertical datum (dark blue dots) and AGL (black 
triangles) for each ensemble member. The solid (dashed) red lines show the maximum 
water levels in NAVD88 (AGL) and the solid (dashed) purple lines show the average 
water levels in NAVD88 (AGL) for each ensemble member. The middle (yellow) panel 
shows the maximum wind speed (red dots) and wind speed at the closest point of 
approach (CPA) (blue dots) of each model guidance ensemble member. The top 
(purple) panel indicates the radius of maximum winds at CPA for each model/aid 
ensemble member. 

 

As the storm evolves in time, the AutoSurge forecast system calculates the trend of maximum 
water elevation above NAVD88 and the water height above ground level for all the ensemble 
members at each synoptic time, as shown in Figure 8a,b. The yellow box depicts the range of  
water levels issued by NHC in the forecast advisories. The maximum water elevation levels 
predicted converge to 3.8 m (12.4 ft) relative to the NAVD88 vertical datum or 2.9 m (9.5 ft) of 
inundation (AGL).  
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Figure 8. Trend of (a) maximum water elevation in the entire SLOSH basin relative to 
the NAVD88 vertical datum, and (b) the water height above ground level (AGL) for all 
ensemble members in the SLOSH storm surge-only simulations. The time in days 
(horizontal axis) denotes the initial time (UTC) of the model forecasts. The yellow box 
depicts the range of water levels issued in real-time by NHC in the forecast advisories. 

(a) 

 

(b) 

3.2. Surge-Plus-Tides Forecast Simulations 

If Hurricane Sandy were to be forecast today with the enhancements described earlier, then the 
SLOSH model simulations would have tides included in the hydrodynamic equations and would 
depict the total water levels. A comparison of surge vs. surge-plus-tides simulation results, in the 
form of an ensemble summary plot, is shown in Figure 9a,b, respectively. 

Depending on the timing of the tides, the water levels of each ensemble member vary 
accordingly, in some cases higher and other cases lower than the counterpart without tides. In the 
case of the surge-plus-tides simulations, the water levels AGL are lower since the cells (areas) that 
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would be wetted by the tides alone at any time during the model simulation are not considered 
inundated in the results. The maximum water level simulated 48 h prior to landfall is 3.6 m (11.7 ft) 
AGL for surge-plus-tides, while it is 4.3 m (14.1 ft) for surge-only. The maximum water levels in 
NAVD88 are higher for the surge-plus-tides simulations, with a maximum of 5.46 m (17.9 ft) as 
opposed to 4.9 m (16.1 ft) for the surge-only simulations. 

Figure 9. Summary plot of the ensemble results for the simulations of Hurricane Sandy 
(2012) valid 48 h prior to landfall: (a) for surge and (b) for surge + tides. Ensemble 
maximum envelope of water for (c) surge and (d) surge + tides 48 h prior to landfall 
with maximum total water levels of 4.94 m and 5.46 m, respectively (relative to the 
NAVD88 vertical datum). 

 

The ensemble maximum envelope relative to the NAVD88 vertical datum for both predicted  
surge-only and surge-plus-tides at 00 UTC on 28 October 2012 are shown in Figure 9c,d. Clearly, 

(a) 
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higher values are predicted by the surge-plus-tides ensemble than the surge-only ensemble, as 
highlighted by the east-west gradient across the Long Island Sound. 

The forecast trends of the surge-plus-tides simulations are shown in Figure 10. The water level 
values converge to 3.9 m (12.9 ft) relative to NAVD88, or 2.6 m (8.5 ft) AGL. The light yellow 
polygon delineates the range of water levels issued in real-time by NHC in its forecast advisories, 
which encompasses the maximum inundation actually recorded during this storm event of 2.71 m 
(8.9 ft) AGL. 

Figure 10. Trend of (a) maximum water elevation relative to the NAVD88 vertical 
datum and (b) the water height above ground level (AGL), for all the ensemble 
members for the surge + tides simulations. The light yellow polygon delineates the 
range of water levels issued in real-time by NHC in its forecast advisories, which 
encompasses the maximum inundation actually recorded during this storm event. 

(a) 

 

(b) 
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4. Hindcasts 

Post-storm hindcast surge (S) and surge-plus-tides (ST) simulations were run for the SLOSH 
ny3 basin to determine the accuracy of the results. The hindcast simulation that generated surge-
only water levels was forced by wind parameters from the Hurricane Sandy Best Track to drive the 
SLOSH model. 

A second hindcast simulation was run with surge plus tides. First, tides were spun up for 720 h. 
After this 30-day spin-up period with tides alone, a 100-hour SLOSH hindcast simulation was run 
with both tides and Best Track wind forcing.  

The results were then compared with the water surface elevations recorded at NOAA tide gauge 
stations, measurements from temporary USGS storm surge sensors (SSS) and high water mark 
(HWM) estimates made by the USGS. 

4.1. NOAA Stations vs. SLOSH Water Levels 

The tide and total water levels were extracted from 13 NOAA stations (Figure 2) located in New 
York (NY), New Jersey (NJ), Rhode Island (RI), Connecticut (CT), and Massachusetts (MA) 
within the ny3 basin area and compared to the SLOSH water levels from the surge-only and surge-
plus-tide hindcast simulations. 

The time evolution of the observed vs. modeled water levels is shown in Figure 11 for the surge-
only (left panels) and surge-plus-tides (right panels) runs.  

Figure 11. Hydrographs of surge (left panels) and surge + tides (right panels) at 
NOAA stations (red) vs. SLOSH simulations (blue) with RMS error and correlation 
calculated between the two time series. Time is in month/day and hours UTC 
(horizontal axis) and water elevations are in meters (vertical axis). The station numbers 
in the time series plots correspond to the locations shown in Figure 2. 
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Figure 11. Cont. 
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Figure 11. Cont. 

 

 

 

 

 

The water levels for surge and total water levels (surge-plus-tides) at the NY stations are in good 
agreement with the observations, as evidenced by root mean square errors (RMSE) of 0.17–0.36 m 
for surge and 0.19–0.51 for total water levels. SLOSH seems to underestimate the surge, but not the 
total water levels at CT stations. The RMSE ranges from 0.18 to 0.28 m (0.19 to 0.35 m) for surge 
(surge-plus-tides), respectively, in that state. The modeled surge and total water levels are slightly 
underestimated at RI and MA stations, with RMSEs of 0.15–0.19 m (0.22–0.26 m). The simulated 
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water surface elevations at NJ stations are characterized by RMSEs between 0.22 and 0.24 m (0.32 
and 0.47 m) for surge (surge-plus-tides), respectively. The Cape May, NJ station is located near a 
SLOSH boundary, thus the phase is slightly accelerated (the simulated surge arrives too early) 
relative to the observations. Preliminary experiments, in which the boundary condition in the 
SLOSH grid was modified from deep to shallow water (since it is so close to the coast) at that 
model boundary, seem to improve the results for this station. It is anticipated that this adjustment 
will be included when a new higher-resolution SLOSH New York grid is built. The highest 
resolution in the current ny3 basin is 213 m. Considering only those stations away from the basin 
boundary, the correlations between the model-simulated and measured water surface elevations 
range from 0.83 to 0.94 for the surge-only, and 0.81 to 0.95 for the surge-plus-tides simulations.  

Table 4 shows a summary of the NOAA stations and SLOSH surge (S) and surge-plus-tide (ST) 
simulation results. The observed peak of S arrived earlier than the observed peak of ST, except at 
Bergen Point, NY, Cape May, NJ, Chatham, MA and Nantucket, MA. The same timing was 
replicated in the SLOSH simulations, except at Bergen Point and Cape May where the peaks of S 
were simulated to arrive earlier than the peaks of ST. The RMS errors range from 0.15 to 0.41 m. 
The correlations range from 0.80 to 0.95. 

Table 4. Summary of the NOAA stations vs. SLOSH surge (S) and surge-plus-tides 
(ST) simulation results. Times are in elapsed hours from the start of the model  
run—03:00 UTC, 27 October 2012. The numbers in column 1 correspond to the locations 
shown in Figure 2 and the time series plots in Figure 11. 

 Stn ID Station Name 
Long 

(deg) 
Lat (deg) 

Obs Peak 

Time (h) 

Model Peak 

Time (h) 

Obs Max 

Elev (m) 

Model Max 

Elev (m) 

RMS Error 

(m) 
CORR 

     S ST S ST S ST S ST S ST S ST 

1 8510560 Montauk, NY 71.9600 41.0483 67.2 69.2 65.83 69.50 1.79 1.69 1.11 1.57 0.17 0.19 0.93 0.91 

2 8516945 Kings Pt., NY 73.7633 40.8100 68.1 71.1 68.16 71.50 3.85 3.11 2.61 3.47 0.36 0.41 0.89 0.93 

3 8518750 The Battery, NY 74.0133 40.7000 70.4 70.4 67.66 68.33 2.86 3.44 2.50 3.05 0.21 0.33 0.94 0.92 

4 8519483 Bergen Pt., NY 74.1417 40.6367 71.0 70.4 68.83 69.16 2.91 3.54 2.69 3.24 0.31 0.51 0.89 0.81 

5 8461490 New London CT 72.0900 41.3600 67.9 69.2 66.99 69.66 1.98 1.88 1.23 1.80 0.18 0.19 0.93 0.92 

6 8465705 New Haven, CT 72.9083 41.2833 69.1 70.5 67.83 71.33 2.78 2.65 1.78 2.73 0.26 0.31 0.91 0.93 

7 8467150 Bridgeport, CT 73.1817 41.1733 69.3 71.1 67.49 71.16 3.00 2.83 1.95 2.92 0.28 0.35 0.91 0.93 

8 8531680 Sandy Hook, NJ 74.0083 40.4667 68.6 68.6 67.33 67.99 2.61 3.18 2.65 3.20 NA NA NA NA 

9 8534720 Atlantic City, NJ 74.4183 39.3550 65.7 69.4 65.33 66.16 1.77 1.91 2.35 2.57 0.24 0.32 0.88 0.86 

10 8536110 Cape May, NJ 74.9600 38.9683 63 58.7 65.16 66.16 1.57 1.80 1.86 2.02 0.22 0.47 0.80 0.64 

11 8452660 Newport, RI 71.3267 41.5050 67.3 68 63.16 67.99 1.62 1.87 0.67 1.25 0.15 0.25 0.91 0.91 

12 8447435 Chatham, MA 69.9500 41.6883 67.7 61 61.83 61.33 1.27 1.79 0.27 1.04 0.19 0.26 0.89 0.95 

13 8449130 Nantucket I. MA 70.0967 41.2850 67.7 61.1 62.16 61.66 1.19 1.18 0.37 0.67 0.15 0.22 0.83 0.89 

Panels in Figure 12 display the maximum water levels for (a) surge and (b) surge-plus-tides and 
the time-of-arrival of the peaks for (c) surge and (d) surge-plus-tides, measured at NOAA stations
vs. those simulated by SLOSH. Figure 12a,b shows the stations that fall within the 10% height 
error (dark orange) cone, 20% error (orange) cone and 30% error (yellow) cone. In Figure 12a the 
simulated surge at station locations in NJ and at two station locations in NY show errors between 
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10% (dark orange) and 20% (orange cone), while at station locations far from the point of landfall 
the modeled maximum surge is underestimated, The simulated surge-plus-tides water surface 
elevation errors at most station locations in Figure 12b are within the 10%–20% range. In Figure 
12c,d the stations that fall in the ±3 h error range for the time-of-arrival of the peak are within the 
orange band and the ±6 h error range are within the yellow band. 

Figure 12. NOAA stations vs. SLOSH maximum water levels for (a) surge and  
(b) surge-plus-tides and the time-of-arrival of the peak water levels for (c) surge and  
(d) surge-plus-tides. In (a) and (b), the dark orange cone depicts 10% error, the orange 
cone depicts 20% error and the yellow cone depicts 30% error. In panel (a) the 
simulated surge at 3 NJ and at 2 NY station locations show errors between 10% and 
20%, while at station locations far from the point of landfall the modeled maximum 
surge is underestimated. In panel (b) the simulated surge-plus-tides water surface 
elevation errors at most station locations are within the 10%–20% range. In panels (c) 
and (d) the stations that fall in the ±3 h error range for the time-of-arrival of the peak 
are within the orange band and the ±6 h error range are within the yellow band. The 
simulated peak arrival times at most sensor locations are within 3 h of that which was 
observed, except at stations in RI and MA far from the landfall location in panel (c), 
and at Cape May (8536110) in panel (d) which is close to the boundary of the model grid. 
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The simulated peak arrival times at most sensor locations are within 3 h of that which was 
observed, except at stations in RI and MA far from the landfall location in panel (c), and at Cape 
May (station 8536110) in panel (d) because, as mentioned above, the station is located too close to 
the model boundary. 

4.2. USGS Storm Surge Sensors vs. SLOSH Water Levels 

The USGS deployed a temporary network of water level and barometric pressure sensors at  
224 locations along the Atlantic coast from Virginia (VA) to Maine (MN). This was the second-largest 
deployment of storm-tide sensors, exceeded only by the number distributed during Hurricane Irene 
(2011), which made landfall in the same area of the US [3]. 145 water level and 9 wave-height 
sensors were deployed at 147 locations while 8 rapid deployment gauges (RDGs), and 62 
barometric pressure sensors were deployed at additional locations. The water level sensors recorded 
water levels at 30-second intervals, the wave sensors recorded data every 2 s, the RDG sensors 
recorded water levels and meteorological data every 15 min and the barometric pressure sensors 
recorded at 30-second intervals. The water levels were recorded in feet above NAVD88. 
Unfortunately, 7 water level sensors were lost or the structures to which they were attached were 
damaged, 4 water level sensors and 1 wave sensor did not record (the water did not rise high 
enough to be measured) and 2 RDGs were destroyed by flood. This temporary monitoring network 
augmented the existing tide gauge networks and helped characterize the height, extent and timing 
of the storm tides. 

Table 5 shows the USGS storm surge sensors (SSS) deployed in each state that were used to 
compare water level measurements against results from the SLOSH surge-plus-tides simulation.  

Table 5. The numbers of USGS storm surge sensors (SSS) deployed in each state, 
eliminated from the analysis, and used to verify the SLOSH model surge-plus-tides 
simulation results (* denotes that the sensor was both outside the SLOSH basin and 
measured waves, not surge or tides). 

U.S. State Number Deployed 
Outside 

SLOSH Basin 
Wave 
Height 

Sub-Grid Features 
Not in Model 

Number Used 
in Analysis 

CT 27 4 1 22 
DE 13 12 1 * 
ME 3 3 
MD 4 4 
MA 22 19 3 
NH 2 2 
NJ 14 4 4 2 4 
NY 43 5 4 5 29 
PA 6 6 
RI 10 4 1 5 
VA 10 10 

Total 154 (+8 RDG) 73 9 12 60 
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Of the 154 sensors, only 81 were located in the ny3 basin. 9 sensors that recorded high-
frequency wave heights could not be used for verification purposes because the coupled surge 
(SLOSH) plus wave (SWAN, Simulating WAves Nearshore) modeling system is still undergoing 
development and testing. 12 sensors were close to the SLOSH basin boundary or were sited in 
locations that were contaminated by local effects (some sensors were buried under the sand 
attached to an underground piling, others were surrounded by high marsh grass/weeds, some 
sensors were mounted on structures that block flow in most directions, other sensors were located 
in narrow alleys between buildings where extreme, unrepresentative channeling can occur, etc.). 
These sub-grid scale features and geomorphologies are not modeled or resolved by the SLOSH 
grid, so those sensors were not employed in the verification process. Therefore, 60 SSS sensors 
(Figure 13a) were compared with the model results (Figure 13b). 

Figure 13. (a) Map of USGS Storm Surge Sensor (SSS) locations; (b) Hydrographs of 
inundation recorded by USGS SSS (red) vs. SLOSH-simulated surge-plus-tides water 
levels above ground level (AGL) (blue) with RMS error and correlation calculated 
between the two types of time series. Time is in month/day and hours UTC (horizontal 
axis) and water elevations are in meters (vertical axis). The sensor numbers in the time 
series plots in (b) correspond to the locations shown in panel (a). 

 

 

(a) 

(b) 
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Figure 13. Cont. 
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Figure 13. Cont. 
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Figure 13. Cont. 

 

 

 

A comparison between the SSS sensor measurements and SLOSH-simulated water levels AGL, 
displayed in Figure 13b, show the extent and degree of inundation and how well the model values 
agree with the observed water levels. The hydrographs at the SSS stations show excellent 
agreement in both amplitude and phase with the SLOSH model-simulated surge-plus-tides results. 

Figure 14a shows the SSS sensor measurements that fall within the 10% error (dark orange) 
cone, 20% error (orange) cone and 30% error (yellow) cone. The SLOSH-simulated surge-plus-tides 
values at most station locations are within the 10%–20% error range. Figure 14b shows the stations 
that fall in the ±3 h error range in the arrival time of the peak (orange) and ±6 h error (yellow). 
Most of the simulated peak arrival times are accurate within 3 h of the observed arrival times. 

Table 6 compares the USGS storm surge sensor (SSS) vs. SLOSH maximum water surface 
elevations from the SLOSH surge-plus-tides simulation, the timing of the peak water levels, and 
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calculations of the RMS errors and the correlations. Tables 7, 8 and 9 provide summary statistics 
for the data in Table 6. The RMSE of the SSS vs. SLOSH-simulated water levels show that 80% of 
the values simulated at station locations are less than 0.5 m (1.6 ft) in error and have correlations 
greater than 0.60. The SLOSH-simulated relative errors are less than 0.30 at 92% of the SSS  
sensor locations. 

Figure 14. USGS SSS sensor vs. SLOSH-simulated surge-plus-tides (a) maximum 
water levels (m) and (b) time-of-arrival (hours) of the peak water levels. In (a), the dark 
orange cone depicts the 10% error, the orange cone depicts 20% error and the yellow 
cone depicts the 30% error. The water surface elevation errors at most sensors are 
within the 10%–20% range. In (b) the stations that fall in the ±3 h error range for the 
timing of the peak are within the orange band and the ±6 h error range are within the 
yellow band. Most sensors’ observed vs. modeled peak arrival times are within 3 h. 

(a) (b) 

Table 6. USGS Storm Surge Sensors vs. SLOSH Peak Arrival Times and Water 
Levels. Times are in elapsed hours from the start of the model run—03:00 UTC, 27 
October 2012. 

 Sensor ID 
Lon  

(deg) 

Lat 

(deg) 

Peak Time (h) Peak WL (m)  

Obs Model Obs Model 

RMSE 

(m) 
CORR 

Relative 

Error 

1 SSS-CT-FFD-001WL 73.6594 40.9991 70.92 71.33 3.13 3.20 0.16 0.57 0.02 

2 SSS-CT-FFD-003WL 73.4157 41.0998 71.34 71.16 3.02 2.96 0.28 0.91 0.02 

3 SSS-CT-FFD-006WL 73.3700 41.1231 71.38 71.16 3.09 2.93 0.41 0.91 0.05 

4 SSS-CT-FFD-010WL 73.1090 41.1632 69.14 71.16 3.14 2.68 0.69 0.34 0.15 

5 SSS-CT-FFD-012WL 73.1090 41.1632 69.16 71.16 3.24 2.68 0.46 0.51 0.17 

6 SSS-CT-MSX-018WL 72.5294 41.2692 70.44 71.16 2.33 2.13 0.28 0.90 0.08 

7 SSS-CT-MSX-019WL 72.3522 41.2811 69.81 70.83 2.36 1.92 0.28 0.87 0.18 

8 SSS-CT-MSX-020WL 72.3522 41.2811 70.41 70.83 2.40 1.92 0.27 0.90 0.20 
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Table 6. Cont. 

           

9 SSS-CT-NHV-013WL 72.9048 41.2722 70.48 71.33 2.90 2.56 0.36 0.90 0.12 

10 SSS-CT-NHV-015WL 72.6636 41.2718 70.16 70.83 2.61 2.26 0.26 0.93 0.14 

11 SSS-CT-NHV-018WL 72.8206 41.2604 70.49 71.16 2.67 2.44 0.24 0.73 0.09 

12 SSS-CT-NHV-019WL 72.9048 41.2722 70.48 71.33 2.81 2.56 0.35 0.90 0.09 

13 SSS-CT-NHV-020WL 73.0495 41.2113 70.68 71.00 3.00 2.62 0.45 0.85 0.13 

14 SSS-CT-NLD-015WL 71.9846 41.3252 67.97 69.00 1.94 1.49 0.19 0.92 0.23 

15 SSS-CT-NLD-016WL 71.9846 41.3252 67.78 69.00 1.96 1.49 0.18 0.95 0.24 

16 SSS-CT-NLD-019WL 72.2776 41.2843 69.60 70.16 2.52 1.77 0.52 0.34 0.30 

17 SSS-CT-NLD-022WL 72.3461 41.3125 70.57 70.50 2.14 1.89 0.55 0.65 0.12 

18 SSS-CT-NLD-023WL 72.2776 41.2843 69.16 70.16 2.56 1.77 0.50 0.23 0.31 

19 SSS-CT-NLD-025WL 72.0609 41.3167 69.60 69.50 2.00 1.58 0.18 0.92 0.21 

20 SSS-CT-NLD-026WL 72.0355 41.3350 69.96 69.50 1.82 1.62 0.17 0.93 0.11 

21 SSS-CT-NLD-029WL 71.9677 41.3467 68.00 69.00 1.82 1.49 0.39 0.22 0.18 

22 SSS-CT-NLD-030WL 71.9095 41.3443 69.00 68.83 1.78 1.46 0.37 0.24 0.18 

23 SSS-NJ-ATL-005WL 74.4628 39.5533 71.11 67.00 2.41 2.53 0.37 0.70 0.05 

24 SSS-NJ-CPM-010WL 74.6275 39.2883 69.70 67.16 2.12 2.07 0.37 0.67 0.02 

25 SSS-NJ-HUD-002WL 74.0661 40.7998 72.15 73.16 2.68 2.44 0.55 0.53 0.09 

26 SSS-NJ-MID-001WL 74.2469 40.4591 68.04 68.33 3.57 3.60 0.87 0.43 0.01 

27 SSS-NJ-UNI-001WL 74.2051 40.6478 70.61 70.00 3.72 3.20 0.84 0.69 0.14 

28 SSS-NY-KIN-001WL 74.0116 40.5800 69.39 68.16 4.06 2.96 0.37 0.87 0.27 

29 SSS-NY-KIN-002WL 73.9883 40.7046 70.38 69.50 2.28 2.87 0.41 0.84 0.26 

30 SSS-NY-NAS-001WL 73.5306 40.8779 70.82 71.33 3.08 3.08 0.49 0.89 0.00 

31 SSS-NY-NAS-005WL 73.4585 40.6524 70.40 71.00 2.43 1.71 0.30 0.79 0.30 

32 SSS-NY-NAS-008WL 73.7102 40.8662 71.05 71.50 3.14 3.26 0.65 0.78 0.04 

33 SSS-NY-QUE-001WL 73.8583 40.7623 71.11 71.50 3.15 3.26 0.49 0.88 0.03 

34 SSS-NY-QUE-002WL 73.8364 40.6453 70.38 69.66 3.40 2.56 0.48 0.76 0.25 

35 SSS-NY-QUE-004WL 73.8288 40.7965 71.10 71.33 3.22 3.29 0.56 0.85 0.02 

36 SSS-NY-QUE-005WL 73.8227 40.6062 70.28 69.00 3.16 2.53 0.39 0.84 0.20 

37 SSS-NY-RIC-003WL 74.2303 40.5019 69.64 68.16 4.88 3.51 1.42 0.78 0.28 

38 SSS-NY-RIC-004WL 74.1277 40.5434 69.88 68.00 4.03 3.14 0.45 0.86 0.22 

39 SSS-NY-SUF-001WL 72.5583 41.0126 70.79 71.16 2.40 2.19 0.34 0.87 0.08 

40 SSS-NY-SUF-002WL 72.8632 40.9644 70.83 71.16 2.58 2.47 0.39 0.87 0.04 

41 SSS-NY-SUF-003WL 73.0723 40.9462 71.01 71.33 2.69 2.65 0.62 0.53 0.01 

42 SSS-NY-SUF-004WL 72.7503 40.7871 70.53 68.00 2.08 1.77 0.32 0.70 0.15 

43 SSS-NY-SUF-006WL 72.5029 40.8489 70.42 67.66 2.23 1.62 0.17 0.93 0.28 

44 SSS-NY-SUF-008WL 72.5030 40.8933 70.99 71.33 1.99 1.74 0.24 0.87 0.13 

45 SSS-NY-SUF-009WL 72.2903 41.0020 70.84 70.50 1.93 1.62 0.23 0.88 0.16 

46 SSS-NY-SUF-011WL 73.3530 40.9005 71.28 71.33 2.89 2.90 0.43 0.89 0.00 

47 SSS-NY-SUF-014WL 72.4707 40.9907 70.22 71.16 2.27 1.74 0.43 0.76 0.23 

48 SSS-NY-SUF-015WL 72.3614 41.1010 70.47 71.16 1.95 1.71 0.24 0.90 0.13 

49 SSS-NY-SUF-018WL 73.2022 40.6347 69.43 72.16 1.25 1.34 0.30 0.29 0.08 

50 SSS-NY-SUF-019WL 73.2649 40.6593 70.39 71.83 1.70 1.43 0.18 0.88 0.16 

51 SSS-NY-SUF-022WL 73.2799 40.6852 70.61 71.66 2.07 1.43 0.19 0.88 0.31 
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Table 6. Cont. 

52 SSS-NY-SUF-024WL 71.9344 41.0732 68.22 69.33 1.85 1.37 0.17 0.89 0.26 

53 SSS-NY-SUF-026WL 72.8555 40.7469 70.34 69.83 1.73 1.10 0.21 0.88 0.37 

54 SSS-NY-WES-001WL 73.7198 40.9428 71.33 71.33 3.33 3.26 0.56 0.86 0.02 

55 SSS-NY-WES-003WL 73.7817 40.8904 70.99 71.33 3.18 3.32 0.55 0.87 0.04 

56 SSS-RI-NEW-015WL 71.1924 41.4650 67.75 68.00 1.94 1.22 0.20 0.90 0.37 

57 SSS-RI-WAS-001WL 71.8591 41.3103 68.88 68.83 1.79 1.43 0.16 0.92 0.20 

58 SSS-RI-WAS-005WL 71.7666 41.3348 69.53 68.83 1.95 1.40 0.26 0.80 0.28 

59 SSS-RI-WAS-007WL 71.6447 41.3810 71.02 68.16 1.21 1.34 0.37 0.39 0.11 

60 SSS-RI-WAS-008WL 71.5147 41.3773 68.99 68.00 2.01 1.31 0.20 0.89 0.35 

Table 7. Partition of USGS storm surge sensors (SSS) vs. SLOSH root mean square errors (m). 

Threshold (m) # SSS Sensors # SSS Cumulative % 
RMSE  0.20 11 11 18 

0.20 < RMSE  0.30 12 23 38 
0.30 < RMSE  0.40 15 37 62 
0.40 < RMSE  0.50 13 48 80 

RMSE > 0.50 12 60 100 
Total 60 60  

Table 8. Partition of USGS storm surge sensors (SSS) vs. SLOSH correlations. 

Threshold # SSS Sensors # SSS Cumulative % 
Correlation  0.90 11 11 18 
Correlation  0.80 26 37 62 
Correlation  0.70 7 44 73 
Correlation  0.60 4 48 80 
Correlation < 0.60 12 60 100 

Total 60 60  

Table 9. Partition of USGS storm surge sensor (SSS) vs. SLOSH relative errors. 

Threshold # SSS Sensors # SSS Cumulative % 
Relative Error  0.10 21 21 35 
Relative Error  0.20 19 40 67 
Relative Error  0.30 15 55 92 
Relative Error  0.40 5 60 100 

Total 60 60  

4.3. USGS High Water Marks vs. SLOSH Maximum Water Levels 

The observational measurements for Hurricane Sandy were supplemented by an extensive 
dataset of post-flood high water marks (HWMs). The USGS flagged, surveyed and collected more 
than 950 HWMs. Of those 950 HWM, 650 were classified to be independent (greater than 1000 ft 
apart from each other), and 257 flagged in CT, RI and MA were not surveyed due to lack of funding. 
Vertical accuracy was 0.26 ft in all counties except 0.47 ft in NJ-Union, Middlesex and Monmouth 
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counties [3]. 559 HWMs were inside the SLOSH ny3 basin, and 312 had valid data, so excluding 
those close to the SLOSH boundaries, 284 HWMs were analyzed and 17 outliers (a HWM 
estimated from a streak on the wall of a steel shipping container, another identified by a mud line 
inside a small enclosed room under an air-conditioning unit, etc.) were removed. The remaining 
268 HWMs distributed in different states (Table 10) were then compared to SLOSH-simulated 
inundation values AGL. 

A comparison of the HWM estimates vs. SLOSH surge-plus-tides maximum water levels is 
shown in Figure 15. 34% of the simulated height at HWM locations have relative errors less than or 
equal to 10% (dark orange), 72% have errors less than or equal to 20% (orange cone) and 89% 
have errors less than or equal to 30% (yellow cone). 

Table 10. Number of USGS High Water Marks (HWM) used to verify SLOSH-
simulated maximum water levels for each state. 

State HWM 
NY 161 
NJ 95 
RI 4 
CT 8 

Total 268 

Figure 15. USGS High Water Marks (HWM) vs. SLOSH model-simulated surge-plus-
tides maximum height of inundation (m) AGL. The dark orange cone depicts the 10% 
error, the orange cone depicts 20% error and the yellow cone depicts 30% error. The 
water surface elevation errors at most stations are within the 10%–20% range. 

 

Table 11 summarizes the relative error of the HWM vs. SLOSH maximum water levels. Almost 
90% have errors less than or equal to 30%. Of the remaining HWM locations where the relative 
error exceeds 30%, there were 17 locations where the SLOSH-simulated maximum water levels 
were greater than HWM and 13 locations where the SLOSH-simulated maximum water levels were 
less than HWM, so there is no clear error bias. 
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Table 11. Summary of USGS High Water Marks (HWM) vs. SLOSH-simulated 
maximum water level relative errors. 

Relative Error # HWM # HWM Cumulative % HWM 
0.10 90 90 34 
0.20 102 192 72 
0.30 46 238 89 
0.40 16 254 95 

>0.40 14 268 100 
Total 268 268  

4.4. Horizontal Distribution of Observations vs. SLOSH 

Figure 16 shows the SLOSH-simulated surge-plus-tides maximum envelope of water (relative to 
NAVD88) for Hurricane Sandy. Observations at NOAA stations (squares), SSS (triangles) and 
HWM (circles) have been added with the same color range for comparison. For the most part, the 
observations are in good agreement with the model results. Some HWMs have higher water level 
values than those simulated (red circles), particularly in west Raritan Bay, NY. It seems the water 
in the East River is not flowing through the grid properly. There could be many reasons for this 
including: unsimulated features in the wind field, the formulations of the surface and bottom 
stresses, lack of coupling to a wave model, and/or sophistication of the boundary conditions; 
however of particular significance is a lack of resolution in that area and a non-optimal orientation 
angle of the grid lines with respect to the river. More detailed investigation needs to be conducted and 
a new New York basin might need to be built to remedy this retardation of the water flow. 

The distribution of the relative error between the observed and modeled maximum heights is 
shown in Figure 17. Errors are less than 10% in the Long Island Sound, the CT and RI coastlines 
and 20% along the south shore of Long Island (Breezy Point, Atlantic Beach, Long Beach, Jones 
Beach the Hamptons). Some isolated areas along the east NJ coastline (Surf City) exhibit higher 
relative errors. 

The SLOSH model-simulated surge-plus-tides AGL results over land and maximum envelope of 
water over the ocean, as rendered by the interactive SLOSH Display Program [19], are compared to 
the Federal Emergency Management Agency (FEMA) Modeling Task Force (MOTF) field-
verified, “ground-truth” Hurricane Sandy Impact Analysis graphic [20], which depicts the final 
high-resolution storm surge extent (grey) and very high-resolution extent in NYC (blue) in Figure 
18 to provide a more detailed verification of the inundation area. The geographical patterns of 
inundation agree quite well, especially at Breezy Point, Rockaway, the low-lying areas surrounding 
JFK airport and further east along the shores of East Bay and South Oyster Bay. The SLOSH 
wetting-and-drying algorithm performs skillfully inland to the west, in the area extending from 
south to north along the west bank of the Hudson River from Hoboken to Union City, NJ and 
further west in the larger Jersey City, Secaucus and Ridgefield area. Flooding over the river banks 
is also accurately simulated to the south along the Raritan River, the Washington Canal and the 
South River. The inundation area calculated from the SLOSH Best Track hindcast simulation was 
561 km2 (216 sq mi). 
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Figure 16. SLOSH model-simulated surge-plus-tides maximum envelope of water 
(relative to the NAVD88 vertical datum) for Hurricane Sandy. Observations at NOAA 
stations (squares), SSS (triangles) and HWM (circles) have been added with the same 
color range for comparison. Water levels are in meters. 

 

Figure 17. Geographical distribution of the relative error between the observed and 
SLOSH-simulated maximum water levels. 
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Figure 18. (a) SLOSH model-simulated inundation (ft) above ground level (AGL)  
over land and maximum envelope of water over the ocean, as rendered by the interactive 
SLOSH Display Program; and (b) Modeling Task Force (MOTF) field-verified,  
“ground-truth” Hurricane Sandy Impact Analysis graphic (courtesy of FEMA), which 
depicts the final high-resolution storm surge extent (grey) and very high-resolution 
extent in NYC (blue). 

 

 
  

(a) 

(b) 
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5. Conclusions  

The verification analyses conducted in this study show that the NWS SLOSH storm surge 
prediction model is able to simulate the height, timing, evolution and extent of the water that was 
driven ashore by Hurricane Sandy (2012) with a high degree of fidelity. Upgrades to the numerical 
model in 2013, including the incorporation of astronomical tides with 37 harmonic constituents, 
have increased its hindcast accuracy and will enable forecasters to better predict the timing and 
extent of the total water level and inundation. 

In addition, the model’s extreme computational efficiency enables it to run large, automated 
ensembles of predictions in real-time to account for the high variability in atmospheric forcing that 
can occur in tropical cyclone forecasts, which makes the guidance designed to alert the public and 
prevent the loss of life more robust and reliable. 

Quantitative comparisons (Figure 19, summary provided in Table 12) of SLOSH simulation 
results against water surface peak elevations measured at all 13 NOAA tide gauge stations, by 60 
storm surge sensors deployed by the USGS prior to the storm, and from 268 HWMs collected by 
USGS—a total of 341 observations—reveal that the SLOSH model-simulated water levels at more 
than one-third (34%) of the data measurement locations have less than 10% error (dark orange 
cone), while 71% (89%) have less than 20% (30%) error (orange and yellow cones, respectively). 
The RMS error between the observed and modeled peak water levels is 0.47 m (1.5 ft) (Table 13). 

Figure 19. Comparison of water levels (m) at all NOAA tidal gauges, USGS storm 
surge sensors (SSS) and High Water Marks (HWM) vs. SLOSH model-simulated 
maximum water levels (m). Water surface elevation errors at most locations are within 
the 10%–20% range (dark orange cone).  
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Table 12. Partition of relative error between observed and SLOSH-simulated 
maximum water elevation for all measurements: NOAA tide gauge stations and USGS 
storm surge sensors (SSS) and high water marks (HWM), cumulative (Cum) and 
individual (Ind). 

Relative Error 
NOAA 

Cum (Ind) 
% 

SSS Cum 
(Ind) 

% 
HWM Cum 

(Ind) 
% 

NOAA + HWM + 
SSS Cum (Ind) 

% 

0.10 6 (6) 46 21 (21) 35 90 (90) 34 117 (117) 34 
0.20 9 (3) 69 40 (19) 67 192 (102) 72 241 (124) 71 
0.30 9 (0) 69 55 (15) 92 238 (46) 89 302 (61) 89 
0.40 11 (2) 85 60 (5) 100 254 (16) 95 325 (23) 95 

1.00 (>0.40) 13 (2)  60 (0)  268 (14)  341 (16) 100 
Total 13  60  268  341  

Table 13. Root mean square error between observed and SLOSH-simulated maximum 
water elevation for all measurements: NOAA tide gauge stations and USGS storm 
surge sensors (SSS) and high water marks (HWM), cumulative (Cum) and individual (Ind). 

 NOAA SSS HWM ALL 
RMSE 0.38 m (1.27 ft) 0.34 m (1.11 ft) 0.49 m (1.62 ft) 0.47 m (1.54 ft) 

Number of Observations 13 60 268 341 

The arrival times of the peaks in the water elevation observations at NOAA and USGS SSS 
stations and their SLOSH-simulated counterparts are in good agreement, as demonstrated by the 
hydrographs and the statistical calculations (RMSE and correlation) from the time series. 

The SLOSH simulations underestimated the surge in some areas far from the point of landfall 
and far from the center of the SLOSH grid where the resolution is coarser (CT, MA, RI) and in the 
Raritan Bay where the resolution (2 grid cells) across the East River might not be allowing the 
water to flow freely into the bay. Many other factors may have contributed to the underestimation 
of water levels in these locations: grid resolution, basin size, boundary conditions, lack of waves in 
the simulations, the tidal method, wind field, surface stress, bottom stress, etc. In this case, the most 
likely reason for the error is the coarseness of the grid. Previous SLOSH studies [21] have shown 
that larger and higher resolution SLOSH grids and different parameterizations of the surface and 
bottom stresses can improve the accuracy of the storm surge results. Efforts are currently underway 
to test and validate a coupled SLOSH + SWAN modeling system [21] that includes surge, tides  
and waves. 

The highly complex structure of Hurricane Sandy presented an operational challenge for the 
standard tropical version of SLOSH. Figure 20 shows a comparison between the winds produced 
by the SLOSH parametric wind model and the real-time multi-platform satellite surface wind 
analysis at 00 UTC on 30 October 2012 from the NOAA National Environmental Satellite, Data 
and Information Service (NESDIS), the Cooperative Institute for Research in the Atmosphere 
(CIRA) Regional and Mesoscale Meteorology Branch (RAMMB) at Colorado State University 
(CSU) [22] as Hurricane Sandy made landfall northeast of Atlantic City, NJ. The wind analysis 
combines information from five different data sources to create a mid-level wind analysis, which is 
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then adjusted to the surface using empirical, radially varying coefficients obtained from reconnaissance 
aircraft and GPS dropwindsonde data. Despite the simplicity of the SLOSH parametric wind 
model, the simulated winds are remarkably realistic. There is strong wavenumber 1 asymmetry due 
to the storm’s forward motion. The 50 kt (25.72 ms 1) isotachs in panels (a) and (b) are similar in 
orientation, shape and extent. The SLOSH surface friction simulates a reduction in wind speed of 
about 10 knots (5.14 ms 1) over Long Island Sound due to the downwind effects of the Long Island 
land cover. The wind directions in both panels also compare quite favorably. 

Figure 20. Comparison of wind speeds from (a) the SLOSH parametric wind model 
and (b) the multi-platform surface wind analysis (courtesy of NOAA/NESDIS and 
CSU/CIRA/RAMMB). The white square in panel (a) depicts the area where the wind 
analysis (b) was conducted. Wind speeds are in kts for comparison (1 kt = 0.52 ms 1).  

(a) 

 

(b) 

 

The basis of this study was to assess a baseline skill level of SLOSH and compare it to its latest 
improvements demonstrated by the inclusion of tidal constituents in SLOSH. Implementing 
gridded wind fields, an improved parametric wind model [12], and a combination thereof are 
planned upgrades to SLOSH. 
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The ExtraTropical Storm Surge Model (ETSS), developed by the NOAA/NWS Meteorological 
Development Laboratory (MDL), is a variation of the NWS SLOSH that runs operationally on 
NCEP’s central computing system four times daily. The model is forced by real-time output of 
winds and pressures from the NCEP Global Forecast System (GFS) and produces numerical storm 
surge guidance for extratropical systems in 6 grids that cover the US East Coast, Gulf of Mexico, 
West Coast, Gulf of Alaska, Bering Sea and Arctic. This modeling system does not currently 
include overland flooding or tides. Work is currently underway to combine the ETSS and the newer 
versions of SLOSH, which include tides and inundation, via nesting from the coarser ETSS grids 
down to the latest higher resolution SLOSH grids. 

An improved version of the Mattocks and Forbes [12] asymmetric parametric wind model, 
GWAVA (Gradient Wind Asymmetric Vortex Algorithm), is currently being incorporated into 
SLOSH. Blending the near-field winds from this more advanced parametric wind model with 
gridded far-field winds from the GFS or other numerical weather prediction models will potentially 
improve storm surge prediction by providing more realistic multi-scale wind forcing at the ocean 
surface and its hydrodynamic response. 

The value of future upgrades to the SLOSH model and basin refinements can later be compared  
to this baseline study. This analysis will also be instrumental in the evaluation of other modeling 
systems and to assess how they might contribute to operational forecasting as NHC moves toward a 
multi-model ensemble. 
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NOAA’s Nested Northern Gulf of Mexico Operational 
Forecast Systems Development 

Eugene Wei, Aijun Zhang, Zizang Yang, Yi Chen, John G.W. Kelley, Frank Aikman and  
Degui Cao 

Abstract: The NOAA National Ocean Service’s (NOS) Northern Gulf of Mexico Operational 
Forecast System (NGOFS) became operational in March 2012. Implemented with the Finite Volume 
Coastal Ocean Model (FVCOM) as its core three-dimensional oceanographic circulation model, 
NGOFS produces a real-time nowcast ( 6 h to zero) and six-hourly, two-day forecast guidance for 
water levels and three-dimensional currents, water temperature and salinity over the northern Gulf 
of Mexico continental shelf. Designed as a regional scale prediction system, NGOFS lacks sufficient 
spatial coverage and/or resolution to fully resolve hydrodynamic features in critical seaports and 
estuaries. To overcome this shortcoming and better support the needs of marine navigation, 
emergency response, and environmental management, two FVCOM-based, high-resolution, estuary-
scale nested forecast modeling systems, namely the Northwest and Northeast Gulf of Mexico 
Operational Forecast Systems (NWGOFS and NEGOFS), have been developed through one-way 
nesting in NGOFS. Using the atmospheric forecast guidance from the NOAA (National Oceanic and 
Atmospheric Administration)/NWS (National Weather Services)’ North American Mesoscale 
(NAM) Forecast System, US Geological Survey (USGS) river discharge observations, and the 
NGOFS water level, current, water temperature and salinity as the surface, river, and open ocean 
boundary forcing, respectively, a six-month model hindcast for the period October 2010–March 2011 
has been conducted. Modeled water levels, currents, salinity and water temperature are compared 
with observations using the NOS standard skill assessment software. Skill assessment scores 
indicated that NWGOFS and NEGOFS demonstrate improvement over NGOFS. The NWGOFS and 
NEGOFS are under real-time nowcast/forecast test and evaluation by NOS’s Center for Operational 
Oceanographic Products and Services (CO-OPS). The forecast systems are scheduled to be 
implemented operational on NOAA Weather & Climate Operational Supercomputing System 
(WCOSS) in June 2014. 

Reprinted from J. Mar. Sci. Eng. Cite as: Wei, E.; Zhang, A.; Yang, Z.; Chen, Y.; Kelley, J.G.W.; 
Aikman, F.; Cao, D. NOAA’s Nested Northern Gulf of Mexico Operational Forecast Systems 
Development. J. Mar. Sci. Eng. 2014, 2, 1-17. 

1. Introduction 

The northern Gulf of Mexico (GOM) coastal circulation results from a combination of 
astronomical tides, GOM deep water eddies impinging against the shelf, the local atmospheric wind 
stress and heat flux, and riverine discharges through a vast stretch of wetlands and marshes into the 
coastal waters. Numerous studies including observations, analytical basic researches, reanalysis, and 
numerical simulations have been done for either the entire or part of the GOM at basin, regional, and 
local scales. A recent published book, edited by Sturges and Lugo-Fernandez [1], collected a series 
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of GOM circulation studies. Papers addressing the northern GOM coastal circulation in this book are 
the analysis of long term mooring data on the Louisiana and Texas continental shelf (LATEX) by 
Nowlin et al. [2] and a numerical model study by Morey et al. [3] of the northern and western GOM. 
With the advancement of oceanographic knowledge through start-of-the-art observational systems 
of the atmosphere, surface water, and deep water, each study represents successive steps in an 
understanding the circulation of the GOM. These studies indicated the coastal shelf circulation in the 
northern GOM has a large degree of variance in both space and time. 

Figure 1. Schematic NOS PORTS® locations and nested Northern Gulf of Mexico  
model domain. 

 

NOS Physical Oceanographic Real-Time System (PORTS®) along the northern coast of the Gulf 
of Mexico provides real-time oceanographic data to promote safe and efficient navigation. These 
PORTS® in this region currently include Mobile Bay, Pascagoula, Gulfport, Lake Charles, Sabine 
Neches, Houston/Galveston Bay, and the proposed Matagoda Bay (Figure 1). In conjunction with 
these real-time local observing networks, NOS has been tasked to develop numerical oceanographic 
prediction systems to accurately provide short-term forecast guidance of water levels, currents, 
salinity, and water temperature to primarily support safe and efficient maritime navigation in this 
region. The NGOFS, based on the three-dimensional unstructured-grid, free-surface primitive 
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equation FVCOM [4–6], was then developed by NOS and implemented operationally in March 2012 
to provide forecast guidance out to two days for the northern Gulf of Mexico shelf region [7] from 
South Padre Island, TX (west) to Panama City, FL (east). With the shelf circulation properly modeled 
by NGOFS, its predictions can be used for emergency responses and to support water quality, 
biological and ecological forecast activities. 

In order to capture the spatial and temporal variability especially in inland bays and intra-coastal 
waterways where the commercial and recreational mariners require detailed forecasts for safe and 
efficient navigation, two higher resolution forecast systems were nested in the operational NGOFS. 
The NWGOFS covers Lake Charles, Sabine-Neches, Houston/Galveston, and proposed Matagoda 
Bay PORTS® (Figure 1). The NEGOFS covers Mobile Bay, Pascagoula, and Gulfport PORTS® 
(Figure 1). 

2. Model and Grid Configuration 

The FVCOM has been successfully applied in several coastal ocean regions to simulate the 
hydrodynamics using an unstructured grid. The governing equations and detail formulation has been 
documented in [4–6]. Publications based on FVCOM applications can be found from this web page [8]. 
In particular, the Northeast Coastal Ocean Forecast System (NECOFS) has been implemented by the 
University of Massachusetts at Dartmouth (UMASSD) in a real-time mode since 2007 with high 
resolution grid nesting functionality [9]. FVCOM was chosen by NOS for the northern GOM region 
to simulate features such as the meso-scale eddies, the wind-driven coastal circulation, and the 
smaller scale coastal and estuarine circulation associated with complex shorelines, topography, tidal 
dynamics, and fresh water inputs. 

Figure 2. Northwest Gulf of Mexico Operational Forecast System (NWGOFS)  
model grid. 

 

The FVCOM Version 3.1.6 was used in the NGOFS regional shelf modeling system and also the 
nested NWGOFS and NEGOFS. The NWGOFS and NEGOFS focus on inland and coastal water 
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dynamics of seven NOS’s PORTS® in the area. Two rows of node from the NGOFS model grid with 
the corresponding elements are defined as the nesting boundary for the nested models. For 
NWGOFS, the nesting boundary node near NOS’s National Water Level Observation Network 
(NWLON) gage locations Port O’Connor, Texas (NOS ID 8773701) on the west and Freshwater 
Canal Locks, Louisiana (8766072) on east were selected as the nested boundary locations (Figure 2). 
For NEGOFS, the nested boundary locations selected were near the Shell Beach, Louisiana 
(8761305) gage on the west and Pensacola, Florida (8729840) gage on the east (Figure 3). 

Figure 3. Northeast Gulf of Mexico Operational Forecast System (NEGOFS)  
model grid. 

 

The shoreline data are taken from NOAA’s National Geophysical Data Center (NGDC) high 
resolution shoreline/coastline resources data base. The nested model domains with corresponding 
NOS’s PORTS® are shown as Figures 2 and 3. Note that the smallest grid size has been set to 60 m 
and 45 m for NWGOFS and NEGOFS, respectively. The model bathymetry is obtained by 
interpolating the most recent NOAA hydrographic survey data and US Army Corps of Engineers 
(USACE) bathymetry database onto each unstructured NGOFS model grid node. The minimum 
water depth (for wetting and drying) of the grid is defined as 0.13 m below mean sea level and the 
land topography is not considered. The deepest water depths are 37 m and 25 m for NWGOFS and 
NEGOFS, respectively, shown as bathymetry plots in Figures 4 and 5. The most recent bathymetry 
from NOAA’s Vertical Datum (VDatum) projects and USACE’s channel and beach restoration 
project information (e.g., Lake Calcasieu Channel) are also used to update the nest model bathymetry. 

The freshwater discharges from 22 and 23 major rivers flows to NWGOFS and NEGOFS model 
domain, respectively, modifying the circulation including the density flow in the inland bay and near 
shore coastal waters. The nested models extend the grid domain upstream to the nearest United States 
Geological Survey (USGS) river gage location for accurate river boundary conditions. 
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Figure 4. Northwest Gulf of Mexico Operational Forecast System (NWGOFS)  
bathymetry map. 

 

Figure 5. Northeast Gulf of Mexico Operational Forecast System (NEGOFS)  
bathymetry map. 

 

Navigation channels of four bays within NWGOFS (Matagoda Bay, Galveston Bay, Sabine Lake, 
and Lake Calcasieu) are protected by solid jetties at the entrance. The flow near the entrance is 
regulated by these jetties. Although the circulation pattern at the bay entrance may not have an effect 
on the far field circulation, it does plays an important role for the navigation and circulation induced 
sediment transportation in the local area, especially when the jetties are submerged due to a high 
wind or storm event. The “Thin Dam” numerical approach [10] in FVCOM to the coastal jetty is 
therefore applied to NWGOFS at the entrance of these four bays to accurately simulate the flow at 
and near the entrance channel. Duplicated nodes are added to the model along the jetty to separate 
the elements inside and outside the channel thus the water surface elevation may be different and no 
flow crosses the emerged jetty. When the jetty submerges the flow is free for crossing over the top 
portion of the submerged jetty. The sensitivity test shows the flow at the entrance is confined within 
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the emerged jetties while the velocity vectors are along the shoreline without the jetties present 
(Figure 6). 

Figure 6. Velocity vectors at Lake Calcasieu entrance without (left) and with (right) jetties. 

NWGOFS surface current (no dam), date/time: 2010-11-30T04 NWGOFS surface current (with dam), date/time: 2010-11-30T04

3. Model Hindcast 

The NWGOFS and NEGOFS model verification have been conducted using similar approach of 
NGOFS hindcast simulation. The 2nd hindcast simulation period for NGOFS from 14 September 
2010 to 1 April 2011 has been repeated to provide open ocean boundary conditions for the nested 
model hindcasts. 

The salinity and temperature initial condition for NWGOFS and NEGOFS were obtained by 
interpolating the Navy’s global Navy Coastal Ocean Model (NCOM) three-dimensional salinity and 
temperature field at hour 0, 14 September 2010. The surface elevations and velocity fields are 
specified as zero. The surface forcing data required for the NWGOFS and NEGOFS hindcast 
simulations consists of meteorological parameters from NAM model. Forecast guidance from 12-km 
NAM model at three-hour time intervals include surface wind velocity at 10 m above ground level 
(AGL), air pressure at mean sea level, surface air temperature at 2 m AGL, surface relative humidity 
at 2 m AGL, and short- and long-wave radiation are interpolated onto the NWGOFS and NEGOFS 
model domains at each node. The sensible heat, latent heat, and the net heat flux at each model grid 
node are then calculated based on the bulk flux parameterization empirical formula. River forcing 
including freshwater discharge and temperature are obtained at 22 (for NWGOFS) and 23 (for 
NEGOFS) river locations from the USGS, USACE, or CO-OPS. 

Observations of water level, current, salinity and water temperature are collected from NOS, 
Texas Automated Buoy System (TABS), and Integrated Ocean Observed System (IOOS)/National 
Data Buoy Center (NDBC) for model verification and skill assessment. However, due to the lack of 
salinity data for the hindcast period, only water level, current and temperature are analyzed and 
presented in this study. 
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The approach of running nesting NWGOFS and NEGOFS is through one-way coupling with 
NGOFS. First, the NGOFS simulation was run to output water surface elevation, three-dimensional 
velocities, temperature and salinity at nesting boundary nodes and elements. The nested model 
simulations are then conducted with the atmospheric surface forcing, river forcing, and the nesting 
boundary information from NGOFS as the open ocean boundary. 

Several sensitivity tests have been conducted to calibrate parameters in the FVCOM applied to 
the NWGOFS and NEGOFS. The constant and variable bottom roughness logarithm scale length 
(z0b) [11,12] and bottom friction coefficient (Cd) were tested and found insignificant effects to the 
surface elevations and velocity compared with observations. The NGOFS uses 41 sigma levels to 
resolve the vertical structure in shelf and shelf break area. For shallow water NWGOFS and 
NEGOFS, both 41 and 21 sigma levels are tested to evaluate the effect of the number of vertical 
layers to water level and velocity at stations with observations. Test results also show insignificant 
difference (less than 0.01 m in surface elevation and 0.02 m s 1 in horizontal velocity at all levels). 
Therefore, the nested models use 21-sigma level in the vertical and the information of velocity, 
salinity, and temperature from NGOFS at every other layer are extracted as the nesting boundary 
conditions for NWGOFS and NEGOFS. 

The hindcast starts at hour 0, 14 September 2010. Forced with nesting open ocean boundary 
information from NGOFS, the NWGOFS and NEGOFS take about seven days for water level and 
tidal currents to spin-up and about 1.5 month for salinity and temperature to reach quasi-equilibrium. 
Simulated water level, current, salinity and temperature are saved at stations with observations during 
the hindcast period for model verification. Surface elevation and three-dimensional fields for the 
entire NWGOFS and NEGOFS domains are also outputs for model verification. 

The comparisons of model simulated water level, temperature, and current velocity time series 
with observations at representative locations are shown in Figures 7–9. Water level time series show 
predominated diurnal and mixed tide with wind event effect (Figure 7). Simulated water levels follow 
the observation tidal and event signal very well except underestimate the low surge from a storm 
event by approximately 0.4 m at NWGOFS coast and 0.2 m at NEGOFS coast on 13 December 2010. 
The simulated near surface water temperature matches with observations throughout the 2010–2011 
winter (Figure 8). This agreement can also be seen in the NGOFS temperature hindcast from August 
2008 to August 2009 [7]. Model simulated and observed current speed time series at station g0601 
(Galveston Bay entrance, Galveston, TX, USA) and sn0201 (USCG Sabine, Sabine, LA, USA) are 
shown in Figure 9. The maximum tidal currents over 1.0 m s 1 at the bay entrance of NWGOFS are 
shown in Figure 9, left column. Weaker currents are observed at Gulfport PORTS® in NEGOFS 
domain (gp0401, Figure 9, right column). At the Mobile Bay entrance (mb0101), the model 
underestimated the peak tidal current speed. 
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Figure 7. Simulated (red) and observed (black) water level time series at stations in 
NWGOFS (left column) and NEGOFS (right column) from 1 November 2010 to  
31 December 2010. 

(1) 8768094 Calcasieu, LA (1) 8733839 Meaher, MB, AL obs: black, NEGOFS: red 

(2) 8770570 Sabine Pass N. TX (2) 8735180 Dauphin Is Hydro, AL obs: black, NEGOFS: red 

(3) 8771013 Eagle Pt, TX (3) 8741533 Pascagoula NOAA, MS obs: black, NEGOFS: red

(4) 8772447 USCG Freeport, TX (4) 8747437 Bay Waveland, MS obs: black, NEGOFS: red 
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Figure 8. Simulated (red) and observed (black) temperature time series at stations in 
NWGOFS (left column) and NEGOFS (right column) from 1 November 2010 to  
31 December 2010. 

 

(1) 8768094 Calcasieu, LA (1) T (°C): Station 8735181 

(2) 8770570 Sabine Pass N. TX (2) T (°C): Station gp0201t 

(3) 8770613 Morgans Pt, TX (3) T (°C): Station mb0101t 

(4) TABSV_F TABS Buoy F, TX (4) T (°C): Station ps0201t 



106 
 

 

Figure 9. Simulated (red) and observed (black) near surface current speed time series at 
stations in NWGOFS (left column) and NEGOFS (right column) from 1 October 2010 
to 1 April 2011. 

 

(1) g06010c Galves Ent, TX (1) Station: gp0401, Current speed, obs (blue), model (red) 

 

(2) sn0201c USCG Sabin, LA (2) Station: mb0101, Current speed, obs (blue), model (red) 

 

4. Skill Assessment 

The model hindcast performance has been evaluated with the skill assessment by comparing 
simulated water level, current, and temperature time series with observation. The Root Mean Squared 
Deviation (RMSD), Standard Deviation, and Correlation Coefficient are calculated and plotted as 
concise Taylor Diagrams shown in Figure 10. The RMSD for water level is less than 10 cm for both 
NWGOFS and NEGOFS except at three locations. High correlation over around 0.95 for water level 
and temperature indicates good model hindcast skills. The current velocity correlation coefficient is  
under-performed compared to the water level and temperature. 

The NWGOFS and NEGOFS model hindcast are also analyzed using NOS standard skill 
assessment software [13] to further quantify the model performance. Statistic parameters in the NOS 
skill assessment for operational forecast systems [14,15] include the Root Mean Squared Error 
(RMSE), Central Frequency (CF), and Positive Outlier Frequency (POF) and Negative Outlier 
Frequency (NOF). The NOS standard criteria (0.15 m for water level and 0.26 m s 1 for current 
speed) are greater than 90% for CF and less than 1% for NOF and POF. More detailed definitions of 
the above parameters can be found in Hess et al. [15]. 

The RMSE and CF for water level, current and temperature extracted from the detail skill 
assessment report can be presented as a skill summary map as shown in Figures 11–13 convenient 
for users and decision makers. The range of RMSE and CF are presented in three color categories; 
green (g), yellow (y), and red (r) with corresponding skill ranges shown in the figures. The water 
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level CF satisfies the 90% NOS criteria except for one location west of Mississippi Sound where the 
sounding survey is not well covered. The temperature CF also exceeds 90%. 

Figure 10. Taylor Diagrams of water level, current, and temperature for NWGOFS 
(upper row) and NEGOFS (bottom row). Standard deviation, Correlation coefficient, and 
The Root Mean Squared Deviation (RMSD) are presented in one diagram. 

NWGOFS: Water level NWGOFS: Current NWGOFS: Temperature 

 
NEGOFS: Water level NEGOFS: Current speed NEGOFS: Temperature 

The water level and water temperature skill assessments from the nested NWGOFS and NEGOFS 
are compared with the parent model system NGOFS and listed in Tables 1 and 2. The station 
locations are shown in Figures 14 and 15. The nested NWGOFS and NEGOFS water level RMSEs 
(Table 1) are either comparable with or better than the parent NGOFS with NEGOFS water level 
skill show slight edge over NGOFS. No significant difference between the nested model temperature 
skill and the parent model. 
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Figure 11. Hindcast water level RMSE and Central Frequency (CF) skill assessment 
summary map for NWGOFS (left column) and NEGOFS (right column). 

Figure 12. Hindcast current velocity RMSE and CF skill assessment summary map for 
NWGOFS (left column) and NEGOFS (right column). 
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Figure 13. Hindcast temperature RMSE and CF skill assessment summary map for 
NWGOFS (left column) and NEGOFS (right column). 

Table 1. Water level hindcast skill comparison between nested NGOFS and NGOFS. 

 RMSE (m) CF (%) 

Station Name Nested NGOFS Nested-NGOFS Nested NGOFS Nested-NGOFS 

1. Freshwater Canal Docks, LA 0.12 0.12 0.00 80.6 82.0 1.4 

2. Calcasieu Pass, LA 0.12 0.12 0.00 81.0 79.9 1.1 

3. Sabine Pass North, TX 0.11 0.13 0.02 83.6 73.0 10.6 

4. Morgans Point, TX 0.13 0.14 0.01 75.3 69.5 5.8 

5. Rollover Pass, TC 0.11 0.10 0.01 82.5 84.5 2.0 

6. Eagle Point, TC 0.10 0.08 0.02 85.0 95.6 9.4 

7. Galveston Pleasure Pier, TX 0.11 0.10 0.01 80.3 85.5 5.2 

8. USCG Freeport, TC 0.10 0.09 0.01 86.6 90.5 5.9 
9. Weeks Bay, AL 0.10 0.12 0.02 85.7 76.9 8.8 

10. CG Mobile, AL 0.12 0.15 0.03 79.8 67.7 12.1 

11. Mobile St Dock, AL 0.13 0.15 0.02 73.8 68.3 5.5 

12. Pascagoula Dock, MS 0.08 0.10 0.02 95.1 88.6 6.5 

13. Pascagoula NOAA, MS 0.08 0.10 0.02 94.0 89.7 4.3 

14. Gulfport Harbor, MS 0.09 0.12 0.03 92.0 80.7 11.3 

15. Bay Waveland, MS 0.10 0.14 0.04 88.8 70.9 17.9 

16. Shell Beach, LA 0.12 0.16 0.04 79.0 62.1 16.9 
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Table 2. Temperature hindcast skill comparison between nested NGOFS and NGOFS. 

 RMSE (m) CF (%) 

Station Name Nested NGOFS Nested-NGOFS Nested NGOFS Nested-NGOFS 

1. Calcasieu Pass, LA 1.01 0.96 0.05 99.2 99.6 0.4 

2. Sabine Pass North, TX 1.23 1.06 0.17 90.6 98.8 8.2 

3. Morgans Point, TX 1.42 1.62 0.20 99.6 98.7 0.9 

4. Galves. Bay Channel LB 11, TX 0.73 0.71 0.02 100. 100. 0.0 

5. USCG Freeport, TX 2.26 2.32 0.06 89.4 87.9 1.5 

6. Calcasieu Channel LB 36, TX 0.94 1.20 0.26 100. 99.9 0.1 

7. Sabine Channel LBB 34, LA 1.84 1.05 0.79 86.4 100. 13.6 

8. CG Mobile, AL 3.51 3.74 0.23 37.7 50.0 12.3 

9. Mobile St Dock, AL 1.95 2.22 0.27 89.0 81.0 8.0 

10. Pascagoula Dock, MS 2.85 2.41 0.44 61.2 71.4 10.2 

11. Pascagoula NOAA, MS 1.12 1.21 0.09 100.0 98.6 1.4 

12. Bay Waveland, MS 1.24 1.69 0.45 97.7 94.4 3.3 

13. Shell Beach, LA 1.07 1.37 0.30 99.8 96.5 3.3 

14. Gulfport,LB22 MS 0.93 0.84 0.09 99.7 100.0 0.3 

15. Gulfport,LB26 MS 1.03 1.19 0.16 99.5 99.2 0.3 

16. GP Harbor WP, MS 0.83 1.45 0.62 99.4 98.6 0.8 

17. MB Buoy M, AL 1.49 1.44 0.05 96.9 98.0 1.1 

18. MB St Pier E, AL 3.44 1.85 1.58 46.9 94.5 47.6 

19. MB Container Term, AL 1.28 1.76 0.48 98.1 99.8 1.7 

20. Pascaga,LB17, MS 0.86 1.06 0.20 100 99.4 0.6 

Figure 14. Station location maps for water level skill assessment comparison between 
nested NGOFS and NGOFS. 

Figure 15. Station location maps for temperature skill assessment comparison between 
nested NGOFS and NGOFS. 
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5. Nowcast/Forecast Set-Up 

The NWGOFS and NEGOFS are in the process of setting up the real-time operational 
nowcast/forecast test on NCEP WCOSS [16]. The model systems will take operational NGOFS 
output at the open ocean nesting boundary for both nested models. Forced with 4-km NAM model’s 
atmospheric wind, air pressure, and heat flux as the surface boundary condition, and USGS real-time 
river discharge and water temperature, the systems will run four cycles a day with 6 h nowcast and  
48 h forecast to produce water level, current, salinity and temperature nowcast and forecast guidance. 
The NOS High Performance Computer Coastal Ocean Modeling Framework (HP COMF) [17] 
manages the pre- and post-process of NOS OFS including observed and modeled data ingestion, 
open and surface boundary condition generation, and reformatting nowcast and forecast guidance as 
products for displaying on the Internet. Examples of NGOFS operational products [18] are shown in 
Figure 16. The NWGOFS and NEGOFS are scheduled to be operational in June 2014 after the 
nowcast/forecast test and evaluation on NCEP WCOSS. 

Figure 16. Surface elevation and temperature contours from NGOFS forecast guidance. 

6. Summary and Conclusions 

The nested NOGFS models NWGOFS and NEGOFS have been developed at NOS to provide 
days short term nowcast and forecast guidance of water level, current velocity, salinity and 
temperature over the model grid domain of the northwest and northeast Gulf of Mexico inland and 
coastal. The NWGOFS and NEGOFS cover six NOS PORTS® systems (Houston/Galveston, 
Sabine/Neches, Lake Charles, Gulfport, Pascagoula, and Mobile Bay) and one proposed PORTS® 
(Matagoda Bay) where NOS provides real-time information to the navigation community. The 
NWGOFS and NEGOFS are two inland forecast systems using the unstructured grid FVCOM 
developed by UMASS Dartmouth. A synoptic hindcast simulation covering the period of September 
2010 to April 2011 has been conducted. The performance of NWGOFS and NEGOFS model 
hindcasts were evaluated through the NOS skill assessment software to compare the model simulated 
water level, current, temperature and salinity with the observations available from NOAA, TABS, 
and IOOS. The skill assessment has been briefly synthesized in graphics and presented in this paper. 
In general, the simulated water levels, current velocity, and water temperature meet the skill 
requirement of NOS. The average RMSE ranges from: 0.07 to 0.12 m for water level, 0.06 to  
0.26 m s 1 for current speed, and 0.5 to 3.8 °C for water temperature, respectively. 
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The skill assessment results comparison between NWGOFS and NEGOFS hindcasts and 
NGOFS’s hindcast for the same period indicates a slight skill edge to the nested models over the 
parent NGOFS model. However, nested models’ higher resolution assists resolving detailed features 
that were unable to be resolved in NGOFS. Since the nesting approach in this application requires 
more computation resources to maintain three model systems, an alternative approach is replacing 
three models with a large model covering the entire nested and the parent model domain with same 
grid resolution. A future study will be carried out to evaluate the computation resource and skill 
differences between two approaches. 
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Hydrodynamic Modeling Analysis to Support Nearshore 
Restoration Projects in a Changing Climate 

Zhaoqing Yang, Taiping Wang, Dave Cline and Brian Williams 

Abstract: To re-establish the intertidal wetlands with full tidal exchange and improve salmonid 
rearing habitat in the Skagit River estuary, State of Washington, USA, a diked agriculture farm 
land along the Skagit Bay front is proposed to be restored to a fully functional tidal wetland. The 
complex and dynamic Skagit River estuarine system calls for the need of a multi-facet and  
multi-dimensional analysis using observed data, numerical and analytical methods. To assist the 
feasibility study of the restoration project, a hydrodynamic modeling analysis was conducted using a 
high-resolution unstructured-grid coastal ocean model to evaluate the hydrodynamic response to 
restoration alternatives and to provide guidance to the engineering design of a new levee in the 
restoration site. A set of parameters were defined to quantify the hydrodynamic response of the 
nearshore restoration project, such as inundation area, duration of inundation, water depth and 
salinity of the inundated area. To assist the design of the new levee in the restoration site, the 
maximum water level near the project site was estimated with consideration of extreme high tide, 
wind-induced storm surge, significant wave height and future sea-level rise based on numerical 
model results and coastal engineering calculation. 

Reprinted from J. Mar. Sci. Eng. Cite as: Yang, Z.; Wang, T.; Cline, D.; Williams, B. 
Hydrodynamic Modeling Analysis to Support Nearshore Restoration Projects in a Changing 
Climate. J. Mar. Sci. Eng. 2014, 2, 18-32. 

1. Introduction 

Estuarine wetland provides important fish habitats for salmon during their juvenile rearing 
period before they migrate from freshwater to the saltwater environment [1]. However, population 
shift and land use change over the past century have resulted in a significant impact on the coastal 
ecosystem and the associated marine wildlife. Construction of dikes in estuarine and coastal systems 
for protection of agriculture land use has eliminated the natural tidal exchange to the agriculture farm 
land, altered tidal prism, and changed the sedimentation pattern in estuarine systems. The Skagit 
River, located in the Whidbey Basin, is the largest river in Puget Sound and is responsible for about 
34%–50% of the total freshwater flow into Puget Sound (Figure 1). Over the past century, urban 
development and construction of dikes for agriculture land use have caused significant losses of 
nearshore habitat and impact on salmon migration in the Skagit River, Port Susan Bay and Lower 
Snohomish River in Whidbey Basin of Puget Sound. To protect and improve estuarine habitats that 
are vital to marine wildlife, many nearshore restoration projects are currently underway to restore 
estuarine habitats and improve fish migration pathway through dike breaches, setbacks, and removals 
in the Puget Sound region. 

Coastal hydrodynamic models have been used extensively to support nearshore restoration 
actions and provide vital hydrodynamic information to guide the restoration engineering design in 
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Whidbey Basin. For example, Yang et al. [2] applied a coastal hydrodynamic model to help select 
and design restoration alternatives in Skagit River Delta for improvement of estuarine habitats and 
salmon migration. Lee et al. [3] conducted a hydrodynamic and sediment transport modeling 
analysis to evaluate the feasibility of restoring natural fish habitat in Cottonwood Island, 
approximately 16 km upstream from the mouth of Skagit River estuary. Yang et al. [4] investigated 
the cumulative effects of multiple nearshore restoration projects on estuarine hydrodynamics in the 
Lower Snohomish River estuary, the second largest river in Puget Sound. Yang et al. [5] conducted 
a hydrodynamic and ecological assessment of a nearshore restoration project in Port Susan Bay in 
Whidbey Basin. Yang and Wang [6] simulated the drainage process of a restored intertidal wetland 
in the Snohomish River estuary using a high-resolution hydrodynamic model with spatial varying 
bottom roughness to better represent the high bottom roughness due to the presence of dense 
vegetation. An integrated modeling approach was taken to link the inundation process in the 
upstream river floodplain and the downstream intertidal zone for fish habitat restoration and flood 
management in the middle Skagit River, estuary and bay system [7]. 

Figure 1. Puget Sound estuarine system (left) and Skagit River Estuary (right). Red 
circle indicates the location of the restoration project site. 

 

In this paper, a three-dimensional (3D) unstructured-grid finite volume coastal ocean model 
(FVCOM) was applied to simulate the tidal circulation in the Skagit River estuary and assist an 
estuarine restoration project in Fir Island, a large river delta bounded by the North Fork and South 
Fork of Skagit River. The numerical model was used to evaluate the hydrodynamic response of 
different restoration configurations and assist the selection of a preferred restoration alternative for 
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engineering design. A set of hydrodynamic parameters were calculated based on model results to 
quantify the outcome of nearshore restoration. To assist the design of a new levee, a practical 
approach based on numerical model results and coastal engineering calculation was proposed to 
estimate the maximum water level that accounts for the combined effects of extreme high  
tide, significant wave height, wind-induced storm surge and future sea-level rise as a result of 
climate change. 

2. Methodology 

2.1. Study Site 

Skagit Bay connects to Puget Sound and the Strait of Juan de Fuca (SJDF) through three 
pathways. The main pathway for water exchange with Puget Sound is the Saratoga Passage of 
Whidbey Basin from the south, which connects to the Central Basin of Puget Sound. Deception 
Pass connects Skagit Bay from the east to SJDF, and the Swinomish Channel connects Skagit Bay 
from the north to Padilla Bay (Figure 1). The Skagit River enters Skagit Bay through the North 
Fork and the South Fork branches. A significant portion of Skagit Bay is covered by shallow-water 
tide flats. The water depth in the Skagit Bay front is very shallow. The average bed elevation in the 
bay front area near the project site is approximately 2.5 m relative to NAVD88. The large river 
delta between the North Fork and South Fork is Fir Island. Fir Island has been extensively diked for 
flood protection for agricultural land use. The Washington Department of Fish and Wildlife is 
conducting the Fir Island Farm Restoration project along Skagit Bay front to restore tidal exchange 
and improve salmonid rearing habitat. The project involves setting back an existing dike and 
restoring approximately 127 acres of tidal wetland. The project site in the existing (pre-restoration) 
condition is bounded by Brown Slough on the west and Dry Slough on the east, Fir Island Road on 
the north and bay front dike on the south. There are two drainage channels inside the project site, 
the No Name Slough and Claude O. Davis Slough (Figure 2). Interior drainage runoff (Brown 
Slough, No Name Slough, and Dry Slough) in the project site is very small and assumed to be zero 
in the modeling analysis. 

2.2. Hydrodynamic Modeling Analysis 

The coastal hydrodynamic model used in this study is FVCOM [8]. FVCOM is a 3D, unstructured-
grid, finite volume coastal ocean model with a robust capability of simulating wetting and drying 
processes in the intertidal zone. FVCOM solves the 3D momentum, continuity, temperature, 
salinity, and density equations in an integral form for water-surface elevation and flow fields. 
Companion modules for sediment transport, water-quality kinetics, and biological models are also 
integrated into FVCOM, but were not used in this study. The model computes water depths, 
velocities, salinities and water-surface elevations based on the geometry and bathymetry of the 
system, the specified lateral and vertical boundary conditions, and model input parameters. 
FVCOM has been extensively applied to study tidal hydrodynamics, estuarine circulation and 
transport processes in Puget Sound [2–7,9]. 
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Figure 2. Restoration project site—Fir Island Farm (left) and model grid for the 
restoration site (right). 

 

The Skagit River estuary model is a sub-domain model of the larger Puget Sound and Pacific 
Northwest Straits model [9] with further modification in the Fir Island Farm restoration project site 
(Figure 3). Model bathymetry was interpolated using high-resolution Digital Elevation Model 
(DEM) data from the University of Washington and LIght Detection And Ranging (LIDAR) data 
from the Puget Sound LIDAR Consortium. The model consists of 20,454 nodes, 38,400 elements, 
and 10 uniform vertical layers. The average grid size inside the Fir Island Farm project site is about 
16 m. The model has three open boundaries, which are located in Saratoga Passage, Deception Pass 
and Swinomish Channel, respectively. 

The model was set up to simulate the hydrodynamics in the Skagit River estuary for a one-month 
period (15 March 2003 to 15 April 2003), which represents the spring juvenile Chinook migration 
season. The tidal surface elevations at the open boundaries were specified using XTIDE predictions 
at Greenbank, Yokeko Point and Swinomish Channel Entrance stations (Figure 3). The model 
upstream boundary condition was specified by the Skagit River flow obtained from the US 
Geological Survey stream gage at Mt. Vernon station. Surface wind data was obtained from the 
National Oceanic and Atmospheric Administration (NOAA) weather station in Whidbey Island 
(Figure 3) and applied to the entire model domain uniformly. No salinity data available near the 
open boundaries for the model simulation period. Salinity boundary conditions were specified as 30 
ppt at all the open boundaries through the water column based on historical observations. Salinity 
at the upstream river boundary was specified as zero. Initial conditions for water-surface elevation, 
velocity, and salinity were all set to zero. 
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Figure 3. (Finite volume coastal ocean model) FVCOM grids of Puget Sound (left) and 
Skagit River Estuary (right). 

 

2.3. Estimate of 100-Year Maximum Water Level 

Many of the nearshore restoration projects involve dike setback, removal and construction of 
new dike. To evaluate the risk of flooding or overtopping on the new dike around the restored 
project site under extreme high tide, storm surge, and future sea-level rise conditions, the 100-year 
maximum water level in the Skagit Bay front near the project site was estimated. It was assumed 
the restoration project would not affect the maximum water level because it was estimated at a bay 
front location outside the project site. An analysis that combines numerical model results, observed 
data, and engineering calculation was used to estimate the 100-year maximum water level max near 
the project site. Specifically, water-surface elevation was determined based on four components: 
(1) extreme tidal elevation; (2) wave run-up; (3) wind-induced storm surge under restored 
condition; and (4) long term sea-level rise. The 100-year maximum water level max is computed as 
the sum of the following four components:  

max = tide + surge + wave + slr (1)

where tide is the extreme tidal elevation, surge is the water-surface elevation caused by storm surge, 
wave is the wave run-up induced by wind waves, and slr is the change in water level due to  

sea-level rise. It is assumed that there is no significant stream flow discharged into the project site 
because the interior drainage flows in the project site are very small compared to the tidal prism. To 
account for the nonlinear interaction between these forcing mechanisms and their effects on the 
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100-year maximum water level in the project site, a dynamically-coupled modeling approach is 
necessary to estimate the 100-year maximum water level. 

3. Results and Discussion 

3.1. Hydrodynamics for the Baseline Condition 

The hydrodynamic model of Skagit River estuary was first applied to simulate the tidal 
circulation under the baseline (pre-restoration) condition. Because field observations were 
unavailable for the simulation period 15 March–15 April 2003, the model results were compared to 
XTide prediction at Crescent Harbor station inside the model domain (Figure 3). Figure 4 shows 
that the simulated water level matched the XTide data very well, indicating the Skagit River 
estuary model is able to simulate the tidal hydrodynamics in the Skagit Bay properly. 

Figure 4. Comparison of water-surface elevations between model results and XTide 
prediction at Crescent Harbor station. 

 

Depth-average horizontal two-dimensional (2D) velocity and salinity distributions were 
generated and examined in Skagit Bay at four different tidal phases. Figure 5 shows the 
instantaneous depth-average velocity and salinity distributions at low tide, flood tide, high tide and 
ebb tide under baseline condition in Skagit River estuary. Significant parts of Skagit Bay were 
occupied by the Skagit River plume with salinity less than 5 ppt during low tide (Figure 5a). Large 
areas of tide flats were exposed (blank areas) and velocities in the tide flat region were very small. 
At flood tide (Figure 5b), velocities in Skagit Bay increased and the freshwater plume was pushed 
shoreward. At high tide (Figure 5c), brackish water only remained in a very narrow region along 
the bay front dikes and velocities in the bay became small (slack before ebbing). Salinity and 
velocity distributions at ebb tide (Figure 5d) were somewhat similar to those at flood tide (Figure 5b) 
except velocity directions in bay were revised and the river plume was pushed seaward. 
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Figure 5. Instantaneous depth-average velocity and salinity at low tide (a); flood tide 
(b); high tide (c); and ebb tide (d) in Skagit River estuary under baseline condition. 

 

3.2. Hydrodynamics for the Restoration Condition 

Once the hydrodynamics in the Skagit River estuary under the baseline condition was 
established, the model was applied to simulate the hydrodynamic responses under different restoration 
configurations. Model results of the final preferred restoration alternative were presented here. The 
preferred restoration alternative involved removal of the exterior dike to the end of the public 
access trail on the western section of the existing dike, extension of the spur dike across the 
adjacent tidal channel to limit hydrodynamic effects on Brown Slough, placement of a new dike at 
the northern and eastern boundaries of the project site, addition of small drainage channels within 
the project site, and deepening of the existing interior drainage channels of No Name and Claude 
O. Davis Sloughs. The new model grid for the preferred alternative consists of 23,840 nodes and 
45,171 elements. To resolve the small features in the restored condition, such as the change of in-
channel bathymetry in the project site, the model grid resolution was further refined to as small as 5 
m (Figure 2). The model setup for the preferred alternative covered the same modeling period, 
from 15 March 2003 to 15 April 2003, as that used for the baseline condition. The boundary 
conditions for tidal forcing, surface wind, and Skagit River flow were also kept the same as those 
used for the baseline condition. 
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Figure 6. Instantaneous water depth and depth-averaged velocity at low tide (a); flood 
tide (b); high tide (c); and ebb tide (d) under preferred restoration alternative. 

 

Instantaneous distributions of depth-average velocity and salinity at four tidal phases in the 
restoration project site under the preferred alternative are shown in Figure 6. Figure 6a shows that 
during low tide most of the project site becomes dry (water depth <0.05 m) and water drains out 
from the restoration site via Claude O. Davis Slough. When Skagit Bay begins to flood (Figure 6b), 
the project site is primarily flooding from Claude O. Davis Slough. Strong velocities (>1 m/s) are 
seen at the channel openings to the project site. At high tide (Figure 6c), the project site is fully 
inundated and velocities are generally very small (<0.03 m/s) in most parts of the restoration site. 
Similar to flood tide, drainage from the project site occurs primarily via Claude O. Davis Slough 
during ebb tide and strong velocities are seen near the mouths of the channels (Figure 6d). Based 
on the velocity distributions, the channel mouths may expect some initial erosion when the project 
site is restored but will become stabilized as the channels reach dynamic equilibrium. Based on the 
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2D plots, it is expected that the spur dike constructed to the east of Brown Slough would effectively 
block the tidal exchange between Brown Slough and the restoration site. 

The hydrodynamic response in the restoration site was quantified by a set of hydrodynamic 
parameters, including volume of water in the inundated area, percentage of inundated area, water 
depth and salinity of inundated area in the project site (Figure 7). These parameters were calculated 
using the hydrodynamic model results for the preferred restoration alternative. The volume of water 
in the project site shows strong spring-neap tidal cycle. The time series plot of the percentage of 
inundated area shows that almost the entire project site (100%) is inundated during high tide and 
approximately 25% of the project site remains wet during low tide. The average water depth of the 
inundated area in the project site varies from 0.25 m at low tide to 1.14 m at high tide. The 
temporal average of water depth over a 14-day period is about 0.35 m, indicating the water depth in 
the inundated area is very shallow most of the time, as shown in Figure 7. Spatial average salinity 
in the project site is very low, typically in the range of 0.5 to 2.5 ppt. Salinity time series shows 
strong tidal variation but weak correlation to spring-neap cycle. 

Spatial distribution of percentage of inundation time over a spring-neap tidal cycle in the Fir 
Island Farm restoration project site was also calculated based on the model results. Figure 8 shows 
high variation of inundation time in the project site. Most of the upstream area in the project site is 
inundated under less than 20% of the time. The percentage of inundation time increases gradually 
seaward and becomes greater than 50% near the bay front. As expected, in the drainage channels, 
such as No Name Slough and Claude O. Davis Slough, the percentage of inundation time is 100%, 
indicating that there is always water in the drainage channels. 

Figure 7. Hydrodynamic parameters for characterization of nearshore restoration. 
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Figure 8. Percentage of inundation time over a 14-day spring-neap tidal cycle. 

 

3.3. 100-Year Maximum Water Levels 

3.3.1. Extreme Tidal Elevation 

In this study, model simulation was conducted for the period from 15 March 2003 to 15 April 
2003, which did not correspond to the extreme high tide condition. Because the longest astronomic 
tidal cycle is about 19 years, extreme tidal elevation was estimated using long-term (19-year) 
predicted tide data from the XTide database at Crescent Harbor, which is located immediately 
outside of Skagit Bay (Figure 3). The maximum tidal elevation from the 19-year record (from 1 
January 2003 to 1 January 2022) at Crescent Harbor is 3.359 m, which is 0.296 m higher than the 
maximum tidal elevation of 3.063 m for the period from 15 March 2003 to 15 April 2003. The 
maximum tidal elevation at the bay front of the project site is 3.066. Assuming such an increase of 
tidal elevation in Crescent Harbor is linearly proportional to the tidal elevation in the bay front of 
the project site, then the extreme tidal elevation in the bay front of Fir Island Farm would be tide = 
3.362 m (i.e., 3.066 + 0.296 m). 

3.3.2. 100-Year Storm Surge Height 

Extreme storm events can result in a significant water level surge in the coastal zone. Storm 
surge height was estimated based on wind forcing alone in this study. The 100-year storm wind 
was estimated based on 66 years of long-term wind record (1948 to 2013) at NOAA’s National 
Climate Data Center station (72797524255) on Whidbey Island. Wind data were recorded at a 
station height of 14.3 m above mean sea-level. To simulate the wind-driven storm surge, wind 
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forcing at a 10-m height should be used in the model. Therefore, wind speed data were adjusted 
from 14.3 m to the standard 10-m height based on the wind profile power law [10]. The empirical 
method described by Gupta [11] was used for the peak wind frequency analysis (Figure 9). The 
relation between peak wind speed and the probability of exceedance can be obtained by a 
regression-fit to the data:  

Vwind = 29.58 exp( 0.003P) (2)

where Vwind is the peak wind speed corresponding to the percentage of storm occurrence P over a  
100-year period. Based on Equation (2), the peak wind speed for a 100-year storm event (P = 1) 
was 29.49 m/s. Analysis of wind speed and direction distributions for the entire record period 
showed that wind directions were primarily from south southwest from April to September and 
from northwest from October to March. 

Wind-driven storm surge was simulated using the Skagit River estuary hydrodynamic model 
with the preferred restoration alternative for a 10-day period from 16 to 26 March 2003, which 
corresponds to the spring tide (Figure 4). A wind speed of 29.49 m/s blowing from the south-
southwest direction (210  clockwise from the north) was specified. Model results showed that the 
water-surface elevation near the project site may rise about surge = 0.67 m at high tide during a 
100-year storm surge induced by high winds (Figure 10). 

Figure 9. Wind cumulative frequency curve at NCDC station on Whidbey Island. 
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Figure 10. Comparison of water-surface elevations at the Skagit Bay front between 
baseline and restoration alternative with a 100-year wind storm. 

 

3.3.3. Wave Run-Up—Significant Wave Height ( wave) 

Calculation of significant wave height was based on the U.S. Army Corps of Engineer (USACE) 
Shore Protection Manual [12] using the 100-year peak wind speed. For a conservative estimate, it 
was assumed that the peak wind is blowing directly to the project site and the maximum wave 
height is fully developed. The estimated fetch from the eastern shore of Whidbey Island near the 
entrance of Penn Cove to the project site is about 20 km. Assuming a shallow water wave condition 
in Skagit Bay, which has an average water depth of around 3 m, the estimated significant wave 
height Hb and period Tb are 1.1 m and 4.6 s, respectively, during extreme storm condition with a 
maximum wind speed of 29.49 m/s (67 mph) based on the forecasting curves of shallow water 
waves [12]. 

The wave run-up elevation, which is defined as that super elevation of the mean water level  
caused by wave action alone, can be calculated based on the formula in the USACE Shore 
Protection Manual [12] using the estimated significant wave height and period as the incoming 
wave condition. During the 100-year storm event under high tide condition, the average water 
depth in the bay front area near the project site is estimated to be 1.236 m (i.e., high tide + storm 
surge  average bed elevation = 3.066 + 0.67  2.5 = 1.236 m). Based on the wave-breaking 
criteria of Hb/Depth (1.1/1.236 = 0.89)  0.78, the incoming wave will break before reaching bay 
front due to shallow water depth. Under breaking wave conditions, the kinetic energy of the broken 
wave would be converted to a quasi-steady potential energy and the wave run-up can be calculated 
by following formula in [12]:  

wave = 0.19 {1  2.82 [Hb/(gTb2)]1/2} Hb = 0.19 {1  2.82 [1.1/(9.8 × 4.62)]1/2} 1.1 = 0.166 m (3)

Therefore, the estimated wave run-up height in the bay front during a 100-year wind storm event 
is surge = 0.166 m. 
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3.3.4. Long-Term Sea-Level Rise ( slr) 

Effect of relative sea-level rise (SLR) was superimposed on top of the water level at the project 
site based on values reported from literature review. Various factors, including changes in wind 
patterns, the gravitational and deformational effects of modern land ice melting, and the vertical 
land motion, contribute to the sea-level rise along the U.S. West Coast. Mote et al. [13] showed 
that the very low, medium, and very high estimates of relative SLR in Puget Sound are 0.08 m, 
0.15 m, and 0.55 m by 2050 and 0.16 m, 0.34 m, and 1.28 m by 2100, respectively, based on the 
combined estimates of Intergovernmental Panel on Climate Change (IPCC) global SLR projections 
and location atmospheric dynamic factors. Mazzotti et al. [14] estimated that relative SLR in 
Seattle by 2100 will be 0.34 m with a 90% confidence range of 0.22–0.46 m from a combined tide-
gage and global positioning system analysis. Most recently, the U.S. National Research Council 
conducted a detailed analysis of SLR trends along the U.S. West Coast based on IPCC global SLR 
projections, relevant data, model results, and recently published research results [15]. The vertical 
land motion projection rate in the Cascadia Subduction Zone was 1.0 mm/year with a standard 
deviation of 1.5 mm/year, where positive rate denotes uplift [15,16]. The NRC committee projected 
that relative SLR in Seattle contributed by all the factors is slr = 0.166 m with an uncertainty of 
±0.105 m for the year 2050, and slr = 0.618 m with an uncertainty of ±0.293 m for the year 2100. 
The relative SLR value of 0.618 m estimated in [15] is higher than the value given in [14] but is 
within the range of those in [13]. Because the NRC study was a comprehensive study that was 
based on most recent research results, including the studies [13,14], the NRC value of 0.618 ± 
0.293 m was used for the projection of sea-level rise in this study. 

Based on the estimates of water surface elevation contributed by tide, wind surge, wave and 
climate change related sea-level rise, the 100-year maximum water level at the Fir Island Farm 
restoration project site can be calculated using Equation (1):  

max = 3.362 + 0.67 + 0.166 + 0.618 = 4.816 m (NAVD88) (4)

4. Conclusions 

A numerical modeling study was conducted to support a nearshore restoration project in the 
Skagit River estuary in Puget Sound using a three-dimensional unstructured-grid coastal ocean 
model. A set of parameters related to nearshore habitat were introduced to quantify the 
hydrodynamic response to the restoration action. These parameters include volume of water in the 
inundated area, percentage of inundated area, water depth and salinity of inundated area, and time 
duration of inundation in the project site. Model simulations were conducted to evaluate different 
restoration alternatives and to assist the selection of a preferred alternative for engineering design. 
Numerical model results suggest that tidal function in the Fir Island Farm project site can be 
restored after the removal of the bay-front dike. The area downstream from Claude O. Davis 
Slough will be the primary path for tidal flow. The spur dike to the east of Brown Slough can 
effectively block the tidal exchange between Brown Slough and the restoration site. 
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The 100-year maximum water level due to the combined effects of extreme high tide, the 100-
year wind storm surge, and regional sea-level rise was estimated based on model simulations, 
coastal engineering calculation, and literature review. It should be noted that the wind-induced 
surge was simulated under normal spring tide condition. The empirical method (Equation (1)) also 
assumed there is no interaction among wave, relative sea-level rise, wind storm surge and extreme 
high tide. 

While the results presented in this paper are site specific, the modeling approach and 
methodology used in this study can be applied to conduct hydrodynamic modeling analysis and 
support future nearshore restoration feasibility studies in other locations, especially to account for 
the effects of extreme events and sea-level rise as a result of climate change. 
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Estimate Submarine Groundwater Discharge to Crystal 
River/Kings Bay in Florida with the Help of
a Hydrodynamic Model 

XinJian Chen 

Abstract: Crystal River/Kings Bay is a spring-fed estuarine system located on the west coast of the 
Florida peninsula. During 2008-2009, a field investigation was conducted to measure submarine 
groundwater discharges (SGDs) from numerous spring vents in Kings Bay. Based on directly 
measured real-time SGD data, an empirical relationship that links SGD with tides in Kings Bay and 
the groundwater level measured in a nearby Artesian well were obtained. A 3D unstructured 
Cartesian grid model was used to help verify the correctness of the empirical SGD formula, which 
was slightly adjusted for each individual vent when used in the model. The model was calibrated 
and verified against measured real-time data of water level, salinity, and temperature at two  
stations in the estuary. A successful simulation of circulations, salinity transport processes, and 
thermodynamics in the Crystal River/Kings Bay system proves that the empirical relationship is 
appropriate for estimating SGDs in Kings Bay. 

Reprinted from J. Mar. Sci. Eng. Cite as: Chen, X.J. Estimate Submarine Groundwater Discharge to 
Crystal River/Kings Bay in Florida with the Help of a Hydrodynamic Model. J. Mar. Sci. Eng. 
2014, 2, 66-80. 

1. Introduction 

Crystal River/Kings Bay is a small but complicated, spring-fed estuarine system located on the 
Gulf coast of central Florida (Figure 1). It has a very small runoff basin, as spring water accounts 
for 99% of the freshwater flows entering Kings Bay. The estuarine system includes the 2.43 km2 
Kings Bays as its head water and the 10 km long Crystal River that joins Kings Bay with the Gulf 
of Mexico. It is a first magnitude spring system, which is defined as having a discharge rate of 100 
cubic feet per second (cfs) or greater [1]. In fact, it is the fourth largest spring system in Florida 
with an estimated discharge of about 1000 cfs or higher. Because SGD is an overwhelming part of 
the total freshwater inflow received by the estuarine system, the Crystal River/Kings Bay estuary 
serves as an excellent example demonstrating the importance of SGD in controlling physical, 
chemical, and biological processes in coastal waters. 

The Crystal River/Kings Bay system is ecologically very important for some marine species 
such as West Indian manatees (Trichechus manatus), because a large amount of warm spring water 
with a relatively constant temperature of about 23 °C flows to the Kings Bay through numerous 
spring vents on a daily basis. This creates a large warm water pool in Kings Bay during the coldest 
days when the air temperature plunges to several degrees below 0 °C (32 °F) and the water 
temperature at the mouth of the Crystal River drops to 10 °C or lower. Because manatees need to 
be in water that is at least 20 °C (68 °F) or warmer to maintain a safe internal body temperature, 
this large warm water pool in Kings Bay becomes a critical refuge site for manatees to survive 
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when water temperature in the area falls below 20 °C and attracts many manatees to the Crystal 
River/Kings Bay system in winter. With approximately 350 manatees inhabiting the spring-fed 
estuary during winter months, it is believed that the Crystal River/Kings Bay area is the largest 
natural refuge for manatees in the United States. 

Figure 1. An aerial photo of the Crystal River/Kings Bay system located on the 
southwest coast of the Florida peninsula. Locations of USGS in-situ measurement 
stations are marked with triangles and locations of identified spring vents are marked 
with asterisks. The solid circle at the bottom right is the location of a well called ROMP 
TR21-3. 

 

In addition to the obvious effect of the spring flow on thermo-characteristics of the Crystal 
River/Kings Bay system, SGD is also a key factor determining the salinity distribution in the 
system, which controls the ecological structure and biological productivities in the estuary. 
Maintaining a certain volume of fresh water or brackish pool in the Crystal River/Kings Bay 
system is crucial for many species. The tidal brackish ecosystem supports abundant fish and 
wildlife resources that are of great importance to the region both economically and ecologically. 

Because of the importance of warm freshwater input to Crystal River/Kings Bay, it is necessary 
to have a sound management of spring flow to the estuary so that the natural warm water refuge for 
manatees and the health of the ecosystem are protected. Obviously, a good set of data of spring 
flows from all the spring vents in and around Kings Bay is critical in managing the system. A 
number of previous studies were conducted to study spring flow, water circulations, water quality, 
aquatic vegetation, water clarity, sediment characteristics, management of manatees, etc. in Crystal 
River/Kings Bay (e.g., [2–4]) Yobbi and Knochenmus [2] estimated the total spring discharge 
exiting Kings Bay to be about 975 cfs during 1965–1977. Their study reported a relatively low 
spring flow rate in summer and fall months, when rainfall and tides were higher, and a high spring 
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flow rate in winter and spring months, when rainfall and tides were lower. They attributed this 
anomalous timing of SGD in the Crystal River/Kings Bay system to the seasonality of tides. 

Numerous SGD-related investigations have been performed over the last couple of decades, 
trying to quantify SGDs and study processes affecting SGDs at various geophysical settings. Most 
previous SGD measurements focused on the diffusive seepage through sediments [5–7], which is a 
relatively slow process and is in general measured with a time scale that is much longer than that of 
a tidal cycle. In a Karst landscape such as the Crystal River region, SGDs from localized submarine 
spring vents can be quite large in magnitude and normally vary swiftly with time because of  
the high-frequency tidal variability. The relatively large magnitude of point flow from a coastal 
spring allows the discharge to be measured with a regular velocity meter such as an acoustic 
Doppler velocimeter. 

In order to quantify the freshwater input to the Crystal River/Kings Bay system and to study 
effects of tides on spring flows in Kings Bay, the Southwest Florida Water Management District 
contracted Vanasse Hangen Brustlin, Inc. to conduct field measurements in 2008–2009. Data 
collected in this field investigation were analyzed and an empirical formula relating spring flow to 
tides and groundwater level was obtained based on real-time SGD data collected from a small 
portion of spring vents. A 3D hydrodynamic model that simulates circulations, salinity transport, 
and thermodynamics in the Crystal River/Kings Bay system was used to find out if this  
empirical formula is applicable for all of the identified spring vents. A successful model 
calibration/verification against real-time data measured in Crystal River/Kings Bay during a  
2.84-year period from 24 April 2007 to 23 February 2010 confirms that this empirical formula for 
estimating real-time spring flows out of the numerous vents in Kings Bay is reasonable. 

In the following, details of the data collection during 2008–2009 are first described, followed by 
an analysis of the field data, which results in an empirical formula relating spring flows with tides 
and the groundwater level. The use of this empirical formula to estimate discharges out of each 
spring vent in a 3D hydrodynamic model application to the Crystal River/Kings Bay system is then 
presented, before conclusions are drawn at the end of the paper. 

2. Field Data 

2.1. Data Collection 

There exist only limited data collection activities that have tried to quantify flows out of 
submerged vents in Kings Bay. Rosenau et al. [8] measured instantaneous flows and water quality 
parameters from selected springs that flow into Kings Bay, with a total of 30 reported springs being 
identified and listed in their report. The same 30 springs in Kings Bay were also listed in a more 
recent bulletin of Florida Bureau of Geology [9]. Spring flow rates and water quality in the Crystal 
River were measured by Seaburn et al. [10] in April 1974 to support a water quality modeling 
study of the system. Yobbi and Knochenmus [2] estimated the average total spring discharge 
during 1965–1977 to be about 975 cfs for Kings Bay. In an effort to simulate circulation and 
flushing characteristics of Kings Bay [3], the United States Geological Survey (USGS) conducted a 
flow measurement during 7–8 June 1990 near Bagley Cove (Figure 1) in the Crystal River. The net 
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flux through this cross section during the tidal cycle was found to be 735 cfs. In a 2D 
hydrodynamic simulation by Hammett et al. [3], 28 major springs in Kings Bay were included in 
their model based on information from [8]. In a spring water quality study by the Southwest Florida 
Water Management District (SWFWMD) during 1993–2004, additional spring vents in Kings Bay 
were identified. 

As none of the aforementioned previous studies of spring discharges to Kings Bay is spatially or 
temporally comprehensive, it is necessarily to conduct a more extensive data collection study to 
quantify spring flows and to find out how SGD is affected by tides and the groundwater level in the 
estuary. For this purpose, a two-phase field investigation in Kings Bay was conducted  
during 2008–2009. The first phase was a thorough inventory survey, in which all the identifiable 
spring vents were identified with their locations (latitudes and longitudes) were recorded and 
configurations, including dimensions (areas) and orientations, were documented. The second phase 
was to measure discharges out of each spring vent with divers diving to the vents to measure the 
velocities of spring flows. The discharge was simply the product of the vent area and the velocity. 
For most of spring vents, multiple field trips were made to measure discharges under various  
tidal conditions. 

During the inventory survey, previously documented spring vents were first visited and 
validated via snorkeling and SCUBA equipped diving [11]. The entire Kings Bay was then 
searched for additional spring vents that were not previously documented. At several spring sites, 
multiple vents are located in a close proximity, forming a vent cluster that jointly contributes to the 
overall discharge for the spring. A single set of coordinates was recorded for the vent cluster, which 
is considered as a single spring. The inventory survey was able to identify a total number of 70 
springs, which is more than double the previously documented number of springs. Figure 1 shows 
locations of these 70 springs (marked with asterisks). It should be noted that some asterisks appear 
to be overlapped, because several springs are very close to each other. 

After the inventory survey of detectable spring vents was completed, flow measurements were 
conducted using acoustic Doppler current profiler (ADCP) type meters. Instantaneous discharge 
measurements for the detectable spring vents were carried out under various tidal conditions  
(e.g., spring and neap tides) during 28–31 July, 17–20 August, 21–25 September, and 5–8 October 
2009. In addition to the flow measurement for each spring vent, a multi-parameter water quality 
monitoring sonde was used to measure specific conductance and temperature at the same time. 
Water quality data are not the focus of this paper and thus not discussed in detail in the  
following discussion. 

In order to study effects of tides on spring discharges, two multi-beam ADCPs were deployed to 
measure real-time cross-sectional fluxes in two channels, each conveying discharges out of a group 
of spring vents discharge to Kings Bay. In Figure 2, G1 and G2 denote the locations where Groups 
1 and 2 of the springs were gauged, respectively. Group 1 consists of three springs (#8–#10), while 
Group 2 consists of eight springs (#15, #16, #18–#23). The ADCP measurements of the cross-sectional 
fluxes through the channel were recorded every 15 minutes and were conducted during a 25-day 
period between 27 July and 20 August 2009, during which both surface water level data in Kings 
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Bay and groundwater level data at a nearby well were available. The groundwater well is called 
ROMP TR21-3 and located roughly 2.5 km southeast of the center of Kings Bay (Figure 1). 

Figure 2. Locations where Group 1 (G1) and Group 2 (G2) spring flows were gauged. 
Identified springs are marked by white circles with numbers (for mapping purposes, 
springs in a close proximity are combined together sharing a single number). 

 

2.2. Data Analyses 

Results of instantaneous discharge measurements during July–October 2009 are reported  
elsewhere [12]. Most spring sites were measured under more than one tidal condition, resulting in 
multiple discharge samples for these sites. At 11 sites, spring discharges were measured only one 
time because of their relatively low flow rates, though multiple readings were recorded for each of 
them to either obtain an average flow rate or get the sum for the spring site if several vents are 
involved. Similar to the finding reported in previous measurements, the magnitude of the spring 
flow in Kings Bay varies greatly from one vent to another. About 15 spring sites are second order 
magnitude springs with mean discharges ranging between 10 and 100 cfs, while two are fifth order 
magnitude (1–100 gal/min, or 0.0223–0.223 cfs) or less. For the same spring site, the discharge 
also varies significantly from time to time. For example, a spring vent named H24 in the north 
portion of Kings Bay was measured on two different days. One was on 23 September 2009 and the 
other was on 7 October 2009. The first measurement of the discharge was 8.35 cfs, but the second 
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flow measurement was 49.5 cfs, almost six times of the previous measurement. The total of 
measured mean flows from all the identified vents is about 467 cfs. 

Generally, salinity is higher in southern springs than in northern springs. Except for Sites No. 1 
and H24 (Figure 2), most northern springs discharge fresh water, with salinity normally less than 
0.5 psu. Site No. 1 is located at the headwater of Miller Creek, which is a short waterway 
connecting the spring with the Crystal River (Figure 2), and has an average salinity of 1.75 psu. 
H24 is connected to Kings Bay through a spring run and has an average salinity of 1.14 psu. 
Southern springs are brackish and salinities in these springs can be 6 psu or higher (e.g., Spring 
Sites 38–40). Overall, the flow-weighted salinity in spring flows out of all spring vents is about 
1.58 psu. 

Spring temperature is generally much more stable than spring salinity in Kings Bay, both in 
terms of special variation and temporal variation. Most spring flows have a temperature around 
23.5. The highest spring temperature was measured at H24 Spring Site, with a value of 24.94 °C. 
The lowest spring temperature was measured at Spring Site No. 1 located at the headwater of 
Miller Creek, where the average spring temperature was 22.93 °C. The flow-weighted spring 
temperature was 23.51 °C for all the springs in Kings Bay during the measurement period. During 
the coldest days in winter, spring temperature can be about 1 °C lower than in summer. 

As mentioned above, real-time cross-sectional fluxes at G1 and G2 shown in Figure 2 were 
measured with multi-beam ADCPs during 27 July to 20 August 2009. Because cross-sectional 
fluxes measured at the two sites also include tidal prisms upstream of the cross sections, net spring 
discharges from the two groups of springs need to be adjusted as follows 

qg = qm + A( / t) (1) 

where qg is the net spring flow of the group, qm is the cross-sectional flux measured by ADCP, A is 
the total water surface area upstream of the cross section, t is time, and  is the water surface 
elevation measured at the mouth of Kings Bay station. qg and qm are positive leaving the spring 
group. The second term on the right hand side in the above equation is the flux due to the tidal 
prism. Using a geographic information system, the total water surface areas upstream of Groups 1 
and 2 are found to be 613,111.20 and 1,785,544.49 square feet at the mean sea level, respectively. 
Because shorelines in both areas are mostly man-made vertical seawalls, both areas vary around 
their mean sea level values within a very small range and thus can be treated as constants. The time 
derivative of water surface elevation can be calculated from measured data at the USGS mouth of 
Kings Bay station. 

Results of Equation (1) for both Groups are presented in Figure 3, along with measured water 
level at the USGS mouth of Kings Bay station during the same period. There were some problems 
with the ADCP measurement at the G1 cross section after about 9.5 days, and thus only the first 9.5 
days of Group 1 spring flow data are plotted in Figure 3. 

From Figure 3, one can see that spring flows for both Groups 1 and 2 exhibit strong tidal 
signals. Mean discharge out of Group 2 spring vents are about twice of that out of Group 1 spring 
vents; however, the range of discharge variation for Group 2 springs is more than five times of that 
for Group 1 springs. As shown in Figure 3, net spring flows from both spring groups are negatively 
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proportional to the surface water elevation. As water level increases, spring flows decrease, and 
vice versa. When surface water level in Kings Bay increases to a certain elevation, the net spring 
flow from Group 2 vents becomes negative. In other words, instead of ground water being 
discharged out of the springs, estuarine water in Kings Bay flows into these spring vents. 

Figure 3. Measured spring flows for Group 1 (red short dashed line) and Group 2 (blue 
long dashed line) during 27 July–20 August 2009. The green solid line is measured 
water level at the USGS mouth of Kings Bay station during the same period. 

 

As mentioned above, the inverse relationship between tides and SGD has been reported in many 
previous studies all over the world, including those for Kings Bay springs [2,3]. Based on flow 
measurement for a single spring (Spring Site 6 in Figure 2), Hammett et al. [3] obtained the 
following linear regression equation 

q1 = 16.97  4.25  (2)

where q1, in cfs, is the estimated spring flow for Spring Site 6 in Figure 2 and , in feet NGVD 29, 
is water level measured at the mouth of Kings Bay station. 

Equation (2) suggests that the spring discharge is only a function of water level. This is 
obviously not the whole story for spring discharges in Kings Bay, because one of the main driving 
forces that cause springs to discharge flows to Kings Bay, namely the groundwater level, also 
varies with time. Figure 4a shows measured daily and monthly groundwater level data during  
1 January 2005 through 1 September 2010 in a nearby well called ROMP TR21-3 (Figure 1). A 
comparison of the water level measured at the USGS mouth of Kings Bay station with measured 
hourly groundwater level is shown in Figure 4b. Although the groundwater level is relatively stable 
in comparison with the tides in the system, it does have tidal signals in it. From Figure 4, it is clear 
that groundwater level contains not only high frequency variations but also low frequency 
variations with a time scale of a year. Hence, the consideration of groundwater level in predicting 
spring flow is necessary. 
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Figure 4. (a) Measured monthly and daily groundwater levels in ROMP TR21-3 during  
1 January 2005–1 September 2010. (b) Comparison of measured Kings Bay tides and 
hourly groundwater level in ROMP TR21-3 during the 25-day continuous recordings of  
cross-sectional fluxes at G1 and G2. 

 

Based on available data, including continuous cross-sectional fluxes at G1 and G2, tides at the 
USGS mouth of Kings Bay station, and groundwater level data at ROMP TR21-3, it was found that 
the following linear equation can describe the effects of tides and groundwater level on the spring 
flow in Kings Bay very well. 

q = q0[1 + C1(G  G  ) + C2( / t)] (3)

where q denotes the estimated spring flow, q0 is the long-term mean spring flow, G represents the 
groundwater level in ROMP TR21-3, G is the long-term mean head difference between the 
groundwater level in ROMP TR21-3 and the surface water level in Kings Bay, and C1 and C2 are 
two parameters which are time-independent and can be determined from measured field data. The 
time derivative of surface water elevation ( / t) in the above equation not only allows the phase 
mismatch predicted by the head difference to be eliminated, but also allows higher mode 
oscillations shown in the measured net spring flows to be correctly matched. 

Figure 5 compares time series of measured spring flows with those estimated using Equation (3). 
As can be seen from the figure, Equation (3) predicts spring flows very well, especially for Group 2 
springs. The R2 values for the match of estimated and measured SGDs are 0.72 and 0.94 for Groups 
1 and 2 springs, respectively. 
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Figure 5. Time series of estimated and measured spring flows at G1 for Group 1  
springs (a) and G2 for Group 2 springs (b) during 27 July–20 August 2009. 

 

The three parameters ( G, C1, and C2) in Equation (3) were determined through a trial and error 
process in obtaining the best match between estimated and measured spring flows. This trial and 
error process yielded two sets of ( G, C1, and C2): (70.3 cm, 0.0088 cm 1, 3.9 s cm 1) for Groups 
1 and (67.06 cm, 0.0166 cm 1, 79.78 s cm 1) for Group 2. Clearly, for different spring groups, 
these parameters are quite different, especially C1, and C2. 

3. Verification of SGD Estimates via Hydrodynamic Simulations 

The empirical formula, Equation (3), for estimating SGDs from the spring vents was used in an 
unstructured Cartesian grid hydrodynamic model named UnLESS3D, which was developed to 
simulate circulations, salinity transport, and thermodynamics in the Crystal River/Kings system. 
Figure 6 shows the unstructured grid mesh used by the UnLESS3D model for the estuarine system, 
which was discretized with 3030 horizontal grids and 14 vertical layers. The model was driven by 
measured water elevations, salinities, and temperatures at open boundaries (USGS stations near 
Shell Island and in Salt River) and wind shear stresses and heat flux at the water surface, which 
were calculated based on measured wind, solar radiation, air temperature, and relative air humidity 
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at a weather station about 10 miles north of Kings Bay. The UnLESS3D model was also driven by 
the spring flows at the bottom of Kings Bay. The following describes how the spring flows from all 
the spring vents are estimated based on data measured during 2008–2009 and how they are 
incorporated in the model simulation. Comparisons of model results and measured real-time data 
are presented to demonstrate that the spring estimates are reasonable. Details on the theory of the 
hydrodynamic model can be found in [13] and its application to Crystal River/Kings can be found 
in [14]. 

Figure 6. Unstructured Cartesian grid mesh used in the model application to the  
Crystal River/Kings Bay estuary. 

 

Using the mean spring discharges during the 2008–2009 field investigation as the long-term 
mean flow rates, Equation (3) was used to estimate the spring flow from each individual vent at 
each time step of the simulation during the model run. For those vents in Groups 1 and 2, the two 
sets of parameters ( G, C1, and C2), determined through the trial and error process mentioned in 
the last section, were used. For other spring sites, it is further assumed that their spring flow 
characteristics are similar to those of either Group 1 springs or Group 2 springs, depending on the 
distances from the spring site to the two spring groups. For example, if the distance from a spring 
site to Group 1 springs is shorter than that to Group 2 springs, the set of parameters for Group 1 is 
used for that spring site; otherwise, the parameters ( G, C1, and C2) for Group 2 will be used. 

Another SGD to Kings Bay is hairline fractures which are spread all over the bottom of Kings 
Bay. In order to include this spring flow source, 40 small spring vents (one can use more) were 
assumed to be randomly distributed on the bottom of Kings Bay according to a uniform 
distribution. The long-term mean discharges of the 40 small vents were also randomly assigned 
with values between 0 and an assumed maximum value (e.g., 1 cfs). Because there is no way to 
measure flows out of all the hairline fractures in Kings Bay, a factor ( ) was used in the model to 
adjust the magnitudes of spring discharges from these assumed spring vents which represents the 
hairline fractures. The determination of this adjustment factor is a part of model calibration. 
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The UnLESS3D model was calibrated and verified against measured real-time water level, 
salinity, and temperature data at the USGS Bagley Cove and the mouth of Kings Bay stations 
within the simulation domain (Figure 6). The total simulation period was a 34-month period (1037 
days), from 24 April 2007 to 23 February 2010. The model was calibrated against real-time data for 
a 150-day period during 28 December 2007–26 May 2008 after a spin-up run of 25 days. It was 
then verified for the remaining days before and after the 150-day calibration period. 

During the model calibration process, four model parameters, including the bottom roughness, 
the background eddy viscosity/diffusivity, the attenuation coefficient of short wave radiation, and 
the flow adjustment factor ( ) for the hairline fracture, were tuned to achieve the best agreement of 
model results with field data of water level, salinity, and temperature. 

Figure 7. Comparison of measured and simulated water levels at the Bagley Cove  
station (top panel) and the mouth of King Bay station (bottom panel) during  
2 August–1 October 2007. 

 

 

Comparisons of model results with measured field data at the two measurement stations inside 
the simulation domain (Bagley Cove and the mouth of Kings Bay) are presented in Figures 7–9. 
For simplicity and clarity, only an arbitrarily chosen, two-month period between Hour 66,480 and 
Hour 67,920 (2 August–1 October 2007) are shown here to demonstrate how model results are 
compared with measured field data. Figure 7 shows and compares simulated and measured water 
levels at the two measurement stations. The top panel of the figure is for the Bagley Cove station, 
and the bottom panel is for the mouth of Kings Bay station. Dashed lines are measured water level 
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data, while solid lines are simulated water level results by the UnLESS3D model. Figure 8 shows 
and compares simulated and measured salinities. The top panel is for the bottom layer at the Bagley 
Cove station (salinity and temperature were only measured near the bottom at this station), while 
the middle and bottom panels are for the top and bottom layers, respectively at the mouth of Kings 
Bay station. Again, dashed lines are measured field data and solid lines are model results. In Figure 
9, simulated and measured temperatures at Bagley Cove and the mouth of Kings Bay are shown 
and compared in the same manner as that in Figure 8, with dashed lines being field data and solid 
lines being model results. 

Figure 8. Comparison of measured and simulated salinities near the bottom at the 
Bagley Cove station (top panel), in the top layer at the mouth of King Bay station 
(middle panel), and in the bottom layer at the mouth of Kings Bay station (bottom 
panel) during 2 August–1 October 2007. 
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Figure 9. Comparison of measured and simulated temperatures near the bottom at the 
Bagley Cove station (top panel), in the top layer at the mouth of King Bay station 
(middle panel), and in the bottom layer at the mouth of Kings Bay station (bottom 
panel) during 2 August–1 October 2007. 

 

From Figures 7–9, it can be seen that the modeled water levels, salinities, and temperatures 
agree well with measured real-time data at the two USGS stations within the simulation domain. 
For the entire 34 months of the simulation period, the overall mean errors for water level, salinity, 
and temperature are 0.90 cm, 0.06 psu, and 0.03 °C, respectively, while overall mean R2 values 
for water level, salinity, and temperature are 0.98, 0.75, and 0.90, respectively. The mean skill 
assessment parameters of Willmott [15] are 0.99 for water level, 0.91 for salinity, and 0.98 for 
temperature. Detailed skill metrics of the model performance can be found in [14]. 

Because freshwater loading is one of the most important factors controlling circulations, salinity 
distributions, and thermodynamics in an estuary, a good match of model results with field data is 
impossible without a good quality of freshwater loading data that are used in the model. As 
mentioned above, 99% of fresh water loading to Kings Bay comes from the spring flows. As such, 
a good match between model results and measured data shown in Figures 7–9 not only suggests 
that the UnLESS3D model works well in simulating circulations, salinity transport processes and 
thermodynamics in the Crystal River/Kings Bay estuary, but also indicates that the above 
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procedure in estimating SGD from the spring vents at the bottom of Kings Bay is adequate. In other 
words, the 3D modeling using the UnLESS3D model implies that the empirical formula expressed 
in the form of Equation (3), which links SGD in Kings Bay with tides and groundwater level, is 
applicable to all the spring vents in Kings Bay. 

4. Summary and Conclusions 

In an effort to quantify spring flows entering Kings Bay and to study how these submarine 
groundwater discharges are influenced by tides and groundwater level, a two-phase field 
investigation was conducted during 2008–2009. The first phase was to carry out an inventory study 
to search, identify, label, and measure the dimensions of all the detectable spring vents in Kings 
Bay, while the second phase included measuring instantaneous flow rates out of all the detectable 
spring vents and gauging cross-sectional fluxes at two spring runs continuously for about 25 days. 
The inventory study identified about 40 additional springs which had never been documented in 
any previous studies of the system. 

Field data of instantaneous measurements of spring flows showed that the total mean flow from 
all of the detectable spring vents was about 467 cfs during the measurement period. This number is 
lower than those of previous USGS studies. Effects of tides on spring flows can be clearly seen in 
these instantaneous measurements. 

From real-time field data measured at two spring runs and the available water level and 
groundwater level data, it is found that the spring flow rate is a linear function of the head 
difference between groundwater level and water surface elevation in the bay. It is also found that 
the spring flow increases with the increase of the time derivative of the surface water elevation. 
Based on the analysis of the real-time field data, an empirical formula that relates spring flow rate 
with water surface elevation and groundwater level is obtained. This spring flow rate formula was 
used in an unstructured three-dimensional hydrodynamic model to simulate tidal circulation, 
salinity transport processes, and thermodynamics in the spring-fed estuary. A good match between 
model results with measured real-time data of water level, salinity, and temperature is achieved and 
suggests that the empirical formula is appropriate for estimating SGDs out of the spring vents in 
Kings Bay. 
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Development of a Kelp-Type Structure Module in a Coastal 
Ocean Model to Assess the Hydrodynamic Impact of Seawater 
Uranium Extraction Technology 

Taiping Wang, Tarang Khangaonkar, Wen Long and Gary Gill 

Abstract: With the rapid growth of global energy demand, interest in extracting uranium from 
seawater for nuclear energy has been renewed. While extracting seawater uranium is not yet 
commercially viable, it serves as a “backstop” to the conventional uranium resources and provides 
an essentially unlimited supply of uranium resource. With recent technology advances, extracting 
uranium from seawater could be economically feasible only when the extraction devices are 
deployed at a large scale (e.g., several hundred km2). There is concern however that the large scale 
deployment of adsorbent farms could result in potential impacts to the hydrodynamic flow field in 
an oceanic setting. In this study, a kelp-type structure module based on the classic momentum sink 
approach was incorporated into a coastal ocean model to simulate the blockage effect of a farm of 
passive uranium extraction devices on the flow field. The module was quantitatively validated 
against laboratory flume experiments for both velocity and turbulence profiles.Model results 
suggest that the reduction in ambient currents could range from 4% to 10% using adsorbent  
farm dimensions and mooring densities previously described in the literature and with typical  
drag coefficients. 

Reprinted from J. Mar. Sci. Eng. Cite as: Wang, T.; Khangaonkar, T.; Long, W.; Gill, G. 
Development of a Kelp-Type Structure Module in a Coastal Ocean Model to Assess the Hydrodynamic 
Impact of Seawater Uranium Extraction Technology. J. Mar. Sci. Eng. 2014, 2, 81-92. 

1. Introduction 

Uranium fuels more than 400 nuclear reactors worldwide and provides over 13% of the world’s 
electricity. While uranium is among the most abundant elements found in natural crustal rock, it is 
seldom sufficiently concentrated to be economically recoverable. The uranium ore in the ground 
has remained as the single most important conventional uranium resource. Based on current 
consumption rates, the known uranium ore resources that can be mined at current costs are 
estimated to be sufficient to produce fuel for about a century. Although at low concentrations, the 
world oceans hold the largest reserves of uranium. In fact, extracting metals (e.g., Na, Mg, and K) 
from seawater has been commercialized for a long time [1]. The possibility of recovery of seawater 
uranium by ion-exchange resins was studied shortly after World War II, but was not economically 
viable compared to exploitation of known uranium ores on land [2]. While extracting seawater 
uranium is not yet commercially viable, it serves as a “backstop” to the conventional uranium 
resources and provides an essentially unlimited (~6500 years) supply of uranium [3]. Driven by  
the rapid growth of global energy demand in recent decades, interest in extracting uranium  
from seawater for nuclear energy has been renewed. With recent advances in seawater uranium 
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extraction technology, extracting uranium from seawater could become economically feasible 
especially when the extraction devices are deployed at large scales of several hundred km2 [4]. 

Sugo et al. [5] introduced the braided adsorbent farm technology that is potentially feasible for 
large-scale uranium extraction from seawater. The fibers are braided around a low-density core to 
result in positively-buoyant braids approximately 60 meters in length. The material is carried to the 
deployment site and moored to the ocean floor with anchor chains. The proposed design calls for 
deployment of over a million long braided moorings, 60 m in height over an area of about 680 km2. 
The submerged farm closely resembles a kelp forest, which is known to exert a substantial drag on 
coastal currents [6]. Hence, there is concern that the large scale deployment of adsorbent farms 
could result in potential impact to the hydrodynamic flow field in an oceanic setting. 

In this study, a kelp-type structure module was incorporated into the Finite Volume Coastal 
Ocean Model (FVCOM) to simulate the retardation effect of a farm of uranium extraction  
devices on the flow field. The kelp-type structure module is based on the classic momentum sink 
approach that approximates the blockage effect of structures on flows as additional drag force  
in the momentum equations. This paper summarizes the kelp-type module development and 
validation processes. 

2. Methodology 

2.1. Kelp-Type Structure Module Development 

A number of modeling studies have been carried out to investigate the hydrodynamic effects of 
underwater structures, including aquaculture farms, vegetation canopies, as well as wind and tidal 
energy farms. For instance, Grant and Bacher [7] developed a two-dimensional (2-D) finite element 
circulation model for Sungo Bay, China to study the effect of bivalve culture structure on flows. 
The drag exerted by the culture drop ropes was parameterized as additional form drag in the 
hydrodynamic model, which predicted a 54% reduction in current speed in the midst of the culture 
area. By approximating the shellfish farm drag as additional bottom friction in a 2-D hydrodynamic 
model, Plew [8] studied the shellfish farm-induced changes to tidal circulation in an embayment in 
New Zealand, and found that the current speeds were reduced inside most farms. Struve et al. [9] 
studied the influence of model mangrove trees on the hydrodynamics in a flume through both 
flume experiments and 2-D depth-integrated numerical modeling. The model results compared very 
well with experiment measurements when the resistance created by mangroves was modeled as an 
additional drag force. Hence, in this study, a similar momentum sink approach was adopted for the 
kelp-type structure module to assess the hydrodynamic impact of seawater uranium extraction 
devices. Specifically, the additional resistance force on flow caused by a single uranium adsorbent 
braid or kelp frond is defined as: 

 (1) 

where  additional resistance force by uranium adsorbent braid (N),  = seawater density (kg/m3),  
Cd = drag coefficient of the equivalent (cylindrical) braid or kelp structure, A = flow-facing area of 
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the adsorbent braid or kelp frond (m2), A = diameter × length for cylinders, and  = velocity  
vector (m/s). 

The hydrodynamic model selected in this study is the finite volume coastal ocean model 
FVCOM developed by Chen et al. [10]. As a three-dimensional (3-D) unstructured-grid coastal 
ocean model, FVCOM is capable of simulating water surface elevation, velocity, temperature, 
salinity, sediment, and water quality constituents. The unstructured grid and finite volume approach 
employed in the model provides geometric flexibility and mass conservation that is well suited to 
simulate hydrodynamic transport at various spatial scales within a large model domain. For 
computational efficiency, a mode splitting scheme is used to solve the momentum equations. 
FVCOM has been extensively used by the estuarine and coastal modeling community to study a 
variety of scientific and engineering problems in estuaries and coastal oceans [11–13]. The 
numerical aspects and detailed formulations of FVCOM have been presented in Chen et al. [10,14] 
and many other FVCOM publications, thus they will not be elaborated here except for the portions 
in the momentum governing equations that were modified to include the momentum sink induced 
by underwater structures. 

The modified FVCOM momentum equations in the horizontal directions have the following 
general form [13]: 

 (2)

(3)

where (x, y, z) are the east, north, and vertical axes in the Cartesian coordinates; (u, v, w) are the 
three velocity components in the x, y, and z directions, respectively; (Fx, Fv) are the horizontal 
momentum diffusivity terms in the x and y directions, respectively; Km is the vertical eddy viscosity 
coefficient;  is water density; p is pressure; and f is the Coriolis parameter.  and  are the 
momentum sink term (m/s2) induced by the uranium adsorbent device that was added to the 
original FVCOM governing equations [10,14], and is defined as the following general form: 

 (4)

where Vc = momentum control volume in which the adsorbent device is deployed (m3), N = the 
number of adsorbent braids deployed within the same momentum control volume, and the rest 
terms were defined previously in Equation (1). 

FVCOM solves the momentum equations using the finite-volume method and sigma-stretched 
coordinate transformation in the vertical direction. Assuming one adsorbent braid may occupy 
multiple -layers and is located within a single momentum control element (i.e., the model grid 
size is much larger than the width of adsorbent braid), the integrated form of Equations (2) and (3) 
for the 3-D internal mode can be written as: 

 (5)
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 (6)

where Ae = triangular element surface area (m2), D = -layer thickness (m), Ru and Rv = all the 
remaining momentum terms including advection, diffusion, and pressure gradient. The right hand 
side of Equations (5) and (6) represents the volumetric momentum sink rate (m4/s2) contributed by 
the adsorbent braid or kelp frond defined in Equation (1), and A  = flow-facing area of braid 
adsorbent within the -layer. 

The integrated form for the 2-D external mode of Equations (2) and (3) are expressed as: 

 (7)

 (8)

where  and  = vertically averaged velocity in the x and y directions, respectively. 

2.2. Module Validation 

The kelp-type structure module was validated against laboratory experiments conducted by  
Plew [15]. The detailed experiment configuration has been described in Plew [15], and is briefly 
presented here. The experiments were conducted in a 6-m long by 0.6-m wide flume (Figure 1). 
The structure canopies were constructed from aluminum cylinders of 9.54-mm diameter, and 
extended over the full width and the entire working length (4.8 m) of the flume. The velocity 
profiles were measured using particle tracking velocimetry (PTV) at a distance of 4 m from the 
flow inlet. Velocity measurements were made in two vertical planes, mid-way between cylinders 
and then in line with the cylinders, and were averaged horizontally in the x-direction over the 
distance (L) between cylinder rows to give an averaged vertical profiles for each plane. This 
enabled a vertical profile of spatially averaged velocity and turbulence statistics to be defined. 

Table 1 summarizes the configuration of the four flume experiments selected for the kelp-type 
module validation in this study. The cylinders were suspended in the upper half of the water 
column in all the experiments but with different horizontal spacing/density, allowing cylinder 
density to increase from runs A to D. 

FVCOM was configured based on the flume experiment configurations listed in Figure 1 and  
Table 1 to validate the kelp-type structure module. The flume was represented with an unstructured 
mesh consisting of 5578 elements and 2954 nodes in the horizontal plane (Figure 2a). In the 
vertical direction, 40 uniform sigma layers were specified. An external time-step of 0.001 second 
was used in all model runs. The default Mellor-Yamada 2.5 turbulence closure was used for 
vertical eddy viscosity and diffusivity calculations. The drag coefficient (Cd) of the canopy was 
treated as spatially uniform but its value for each validation run was calibrated based on model-data 
comparisons. Figure 2b shows the spatial distribution of the cylinder array in Validation Run D. 
The corresponding model predicted surface velocity field during the baseline condition (without 
cylinder array) and Run D are presented in Figure 2c,d, respectively. The presence of cylinders 
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significantly altered the flow field. Surface velocity was generally reduced within the cylinder 
canopy compared to the baseline condition. 

Figure 1. Schematic of the experimental flume setup (adapted from Plew [15], with 
permission from © 2011 American Society of Civil Engineers). Cylinders were arranged 
in rows with a spacing of L (m) in the direction of flow, and a transverse spacing of B 
(m) between cylinders. Velocity measurements were taken at a distance of 4 m from the 
inlet. H (m) is the total water depth in the flume, hc (m) is the canopy height, and hg (m) 
is the distance between the canopy and the flume bed. 

 

Table 1. Summary of flume experiments selected from Plew [15] for kelp-type module 
validation. a is the projected cylinder flow-facing area per unit volume inside the 
canopy, and Q is the flow rate (data obtained from Plew [15]). 

Validation Run H (mm) hg (mm) L (mm) B (mm) a (m 1) Q (L/s) 
A 200 100 100 50 1.908 10.5 
B 200 100 150 50 1.272 10.1 
C 200 100 200 50 0.954 10.1 
D 200 100 200 100 0.477 10.3 
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Figure 2. (a) Finite Volume Coastal Ocean Model (FVCOM) model grid (in the 
horizontal plane) for the flume experiment. (b) Spatial distribution of cylinders in Run D. 
(c) Surface velocity field in the baseline condition without the cylinder array. (d) 
Surface velocity field in Run D. 

 

3. Results and Discussion 

3.1. Kelp-Type Module Validation 

The model predicted velocity and turbulent stress profiles were compared with laboratory data 
digitized from Plew [15]. Figure 3a shows the model predicted vertical velocity profiles for 
Validation Run A which has the highest cylinder density among all the runs. In general, the 
velocity profiles with cylinders showed a significant change from that of the baseline condition 
with no cylinders present. Flows were reduced within the canopy while increased beneath the 
canopy. As expected, the change to flow structure is more significant for flows in-line with the 
cylinder arrays than between arrays. Figure 3b shows the corresponding model-data comparison of 
the normalized (by mean free-stream) velocity profiles. The model predicted mean velocity profile 
agrees with the laboratory measurements reasonably well. A drag coefficient (Cd) of 1.75 was 
found to provide good model-data comparison in this validation run. 

The model-data comparisons for all four validation runs are presented in Figure 4, and  
the corresponding error statistics are listed in Table 2. The model results have been 
normalized/non-dimensionalized so that they can be directly compared with laboratory data 
presented in Plew [15]. While the velocity profiles can be directly extracted from the model output, 
the turbulent stress was calculated using (9): 

 (9)

where u w  = turbulent stress (m2/s2), and Km = vertical eddy viscosity (m2/s). 
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Figure 3. (a) FVCOM predicted vertical velocity profiles for Validation Run A.  
(b) Normalized velocity profiles for validation Run A compared to the  
experimental measurements. 

 

Table 2. Error statistics for kelp-type structure module validation runs (R2 denotes the 
coefficient of determination and RE stands for relative error defined by 

, where m and ° stand for model predictions 

and laboratory observations, respectively,  is the mean of observations). 

Validation Run 
Velocity Turbulent Stress 

R2 RE (%) R2 RE (%) 
A 0.98 1.2 0.94 6.0 
B 0.98 1.4 0.98 3.6 
C 0.98 1.7 0.94 5.5 
D 0.97 2.5 0.93 5.0 

There is an overall good agreement between model predictions and direct measurements for all 
the validation runs (Figure 4). The good model-data comparison is further confirmed by error 
statistics which show a high coefficient of determination (R2) and low relative error (RE) between 
predicted and measured velocity and turbulent stress values (Table 2). In general, the model 
captures the vertical structure for both velocity and turbulent stress. For instance, the velocities 
were significantly attenuated for flows through the cylinders and the maximum turbulence was 
generated near the middle depth of the water column at the interface between the bottom of the 
cylinder canopy and the flow immediately below. In addition, as evident from model predictions 
and laboratory data, higher cylinder density (Parameter a in Table 1) tends to exert a stronger 
impact on flows. The maximum differences between the model and data occurred in the middle 
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depths of the water column. A better parameterization may be needed at canopy-water interfaces to 
account for this difference. For example, additional skin friction contributed by the bottom of the 
cylinder may be considered. This discrepancy could also be contributed by the inadequate 
characterization of the canopy’s effects on turbulence in the current module, as suggested by other 
studies [16,17]. 

Figure 4. (a–d) Model-data comparisons of normalized mean vertical velocity profiles 
for Validation Runs A, B, C, and D, respectively. (e–h) Model-data comparisons of 
normalized mean turbulent stress profiles for Validation Runs A, B, C, and D, 
respectively. 

 

The model results also indicated that the drag coefficient (Cd) is a function of canopy density 
and increases with higher density. For example, the calibrated Cd values for Runs A, B, C and D 
are 1.75, 1.5, 1.25, and 1.0, respectively. This is also consistent with the findings in other similar  
studies [9,15,18]. Wu and Wang [18] and Struve et al. [9] reported that Cd values greater than 3.0 
were needed to reach a good agreement between model and data. As discussed by Wu and Wang [18], 
this is presumably due to the inherent dependency of Cd on the Reynolds number (Re). At higher 
canopy densities, reduced flow velocity and Reynolds number in the model domain lead to larger 
drag coefficients according to the relationship between Cd and Re for a single cylinder [19]. The 
validation tests also suggest this. Although the actual Cd values varied with canopy density, a 
spatially uniform Cd represented the major conditions reasonably well. 
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3.2. Module Applications—Kelp Forest and Braid Adsorbent Farm Simulation 

The validated kelp-type structure module was used to simulate the effects of a kelp forest and 
uranium braid adsorbent farm on coastal flows. Numerous studies have documented the effects of 
kelp forest on coastal currents. The current measurements conducted by Jackson [6] off the coast of 
California in the Point Loma kelp forest were selected as the reference for kelp forest simulation in 
this study. The oceanographic conditions including 7-km-long and 1-km-wide stretch of real kelp 
forest were setup in the FVCOM model. The kelp fronds were 0.2 m in diameter and occupied the 
full 15 m of water depth. The model grid used was a simplified rectangular channel which carried a 
mean longshore ambient current of 2 cm/s reproducing the conditions observed during the field 
survey. The kelp density (Kd) used for this numerical experiment was 0.08 fronds/m2, which is the 
average of the observed kelp density range of 0.02 to 0.14 fronds/m2. 

The model results for the Point Loma kelp forest shown in Figure 5 suggest that the drag 
provided by kelp forest results in a reduction of ambient currents from 45% to 55% for typical drag 
coefficient values ranging from 0.2 to 0.5. This is consistent with field observations that indicated a 
significant reduction in longshore currents with dense kelp forest [6,20,21]. Moreover, this 
prediction serves as an additional qualitative model validation study. 

Figure 5. (a) Map of the Point Loma kelp forest offshore of the California coast. The 
dotted line represents a general outline of the kelp canopy (map adapted from  
Tegner et al. [22] with permission from Elsevier). (b) Predicted potential reductions in 
ambient currents by the kelp forest and braid adsorbent farm with typical  
canopy/mooring densities. 

 

The kelp forest in the above model configuration was substituted with braid adsorbent moorings 
to estimate if a braid adsorbent farm for seawater uranium extraction would have a similar effect. 
The physical dimensions of the moorings were set identical to the kelp fronds (0.2 m diameter and 
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15 m long occupying the full water column). The proposed braid adsorbent farm design calls for  
moorings on 8 m × 70 m centers. This corresponds to an adsorbent mooring density (Kd) of  
0.00178 moorings/m2, much less dense than the kelp forest (0.08 fronds/m2). The model results 
suggest that with typical drag coefficient values of 0.2 to 0.5, the reduction in ambient currents by 
braid adsorbent farms could range from 4% to 10%. 

4. Conclusions 

A kelp-type structure module was incorporated into the coastal ocean model FVCOM based on 
the commonly used momentum sink approach in which the resistance force exerted by kelp-type 
structures is parameterized as additional form drag in the momentum equations. The module was 
reasonably validated using observations from both laboratory flume experiments and field surveys 
conducted in the kelp forest near Pt. Loma off the Californian coast. Model results suggest that the 
reduction in ambient currents could range from 4% to 10% for a farm of uranium adsorbent 
material having configurations for mooring density described previously by Japanese scientists [5] 
and employing a typical drag coefficient. This study demonstrates that a momentum sink approach 
based on structure module is capable of characterizing the general hydrodynamic impact of kelp-
type structures on coastal flows. Improvements in the current module could be made by including 
other processes such as the effect of canopy on turbulence [16,17,23] and calibrated drag 
coefficients by braid adsorbents. 
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Conceptual Site Model for Newark Bay—Hydrodynamics and 
Sediment Transport 

Parmeshwar L. Shrestha, Steave H. Su, Scott C. James, Philip J. Shaller, Macan Doroudian, 
Clifford E. Firstenberg and Carlie T. Thompson 

Abstract: A conceptual site model (CSM) has been developed for the Newark Bay Study Area 
(NBSA) as part of the Remedial Investigation/Feasibility Study (RI/FS) for this New Jersey site. 
The CSM is an evolving document that describes the influence of physical, chemical and biological 
processes on contaminant fate and transport. The CSM is initiated at the start of a project, updated 
during site activities, and used to inform sampling and remediation planning. This paper describes 
the hydrodynamic and sediment transport components of the CSM for the NBSA. Hydrodynamic 
processes are influenced by freshwater inflows, astronomical forcing through two tidal straits, 
meteorological conditions, and anthropogenic activities such as navigational dredging. Sediment 
dynamics are driven by hydrodynamics, waves, sediment loading from freshwater sources and the 
tidal straits, sediment size gradation, sediment bed properties, and particle-to-particle interactions. 
Cohesive sediment transport is governed by advection, dispersion, aggregation, settling, 
consolidation, and erosion. Noncohesive sediment transport is governed by advection, dispersion, 
settling, armoring, and transport in suspension and along the bed. The CSM will inform the 
development and application of a numerical model that accounts for all key variables to adequately 
describe the NBSA’s historical, current, and future physical conditions. 

Reprinted from J. Mar. Sci. Eng. Cite as: Shrestha, P.L.; Su, S.H.; James, S.C.; Shaller, P.J.;  
Doroudian, M.; Firstenberg, C.E.; Thompson, C.T. Conceptual Site Model for Newark  
Bay—Hydrodynamics and Sediment Transport. J. Mar. Sci. Eng. 2014, 2, 123-139. 

1. Introduction 

Since the late 1800s, Newark Bay and adjoining waterways located in New Jersey, USA, have 
been highly industrialized, receiving direct and indirect discharges from numerous industrial 
facilities. A Remedial Investigation/Feasibility Study (RI/FS) under the Comprehensive 
Environmental Response, Compensation, and Liability Act (CERCLA “Superfund”) began in 2004 
for the Newark Bay Study Area (NBSA)—which has been defined as Newark Bay (the Bay) and 
portions of the Hackensack River, Arthur Kill, and Kill van Kull (Figure 1). 

To initiate the field investigations for the NBSA, Tierra first developed a Preliminary 
Conceptual Site Model (CSM) [1], based on historical data, and used the model to plan the first two 
phases of the remedial investigation (RI) [1,2]. The new data generated from these investigations 
were used to create the revised CSM described herein, to inform additional data needs for the RI. 
The specific objectives of the CSM include: 

• Update the current understanding of the conditions and processes in the NBSA based on the 
data generated from recent RI investigations [1,2] and secondary data [3,4]. 
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• Guide the planning and development of future sampling and investigation activities as part of 
the RI/FS program, including both the human health and ecological risk assessments. 

• Provide further insight into the sources of hazardous substances or contaminants of potential 
concern (COPCs) to the NBSA and its adjoining tributaries. 

Figure 1. Regional map of Newark Bay and the Newark Bay Study Area (NBSA) 
outlined in green. 
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The comprehensive NBSA CSM addresses: (1) the general physico-chemical characteristics of 
the NBSA (including geology and geomorphology, surface water quality, biological communities), 
as well as (2) contaminant sources, (3) hydrodynamics and sediment transport, (4) contaminant fate 
and transport, (5) nature and extent of sediment contamination, (6) human and ecological exposure 
pathways, and (7) identification of data gaps. The focus of this paper is the hydrodynamics and 
sediment transport components of the NBSA CSM. 

2. Environmental History of the Newark Bay Study Area 

Newark Bay is situated within a highly industrialized and heavily populated region, adjacent to 
the cities of Newark and Elizabeth. It is bordered by Newark Liberty International Airport to the 
west; Jersey City and Bayonne to the east; and Staten Island, New York, to the south. As part of the 
New York/New Jersey Harbor Estuary, Newark Bay has evolved over more than two centuries into 
a key shipping port and a convenient site for industrial operations [5–9]. 

Environmental degradation has occurred in the NBSA over the past two centuries due to a 
variety of factors—including shoreline and land development [10], wetlands destruction, habitat 
degradation, garbage and sewage disposal, and releases of contaminants [11]. As a result of urban 
and industrial practices, the NBSA is contaminated with a number of COPCs—including 
polychlorinated biphenyls (PCBs), polycyclic aromatic hydrocarbons (PAHs), pesticides, 
herbicides, volatile and semivolatile organic compounds (VOCs and SVOCs, respectively), 
polychlorinated dibenzo-p-dioxins and polychlorinated dibenzofurans (PCDDs and PCDFs), and 
metals [12,13]. 

3. Conceptual Site Model—Hydrodynamics and Sediment Transport 

The NBSA is a partially mixed estuary that receives large freshwater contributions from the 
Passaic and Hackensack Rivers at the northern end of the Bay and additional freshwater 
contributions from a number of other tributaries, combined sewer overflows (CSOs), storm water 
outfalls (SWOs), and publically owned treatment works (POTWs) distributed throughout the Bay. 
It also receives salt water contributions through the Kill van Kull and the Arthur Kill tidal straits at 
the southern end of the Bay. The NBSA and the surrounding area have a long history of human 
activity that has modified the shorelines and bathymetry of Newark Bay and its tributaries. As a 
result, the Bay’s bathymetry consists of shallow tidal flats adjacent to deeper, dredged navigation 
channels, which results in a complex bathymetry with sharp elevation gradients. Large bathymetric 
gradients, highly variable freshwater loading, astronomical tides, and prevailing and event-based 
meteorological forcing all contribute to the system’s complex hydrodynamic and sediment 
transport patterns and processes. 

3.1. Hydrodynamics 

The hydrodynamics of Newark Bay are influenced primarily by three physical processes:  
(1) freshwater tributary flows; (2) astronomical forcing (including classical estuarine gravitational 
circulation) through the Kill van Kull and Arthur Kill tidal straits; and (3) local and regional 
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meteorological events [14,15]. These primary influences combine to yield complex, event-driven 
circulation and make it challenging to identify a long-term average pattern [16]. 

A substantial amount of dredging has been done over the past 150 years [10], and flows are 
much different now in Newark Bay from what they were before human activities began. In general, 
it is understood that, because of the freshwater inputs in the northern end of the Bay, the system is 
partially mixed and displays the characteristics of classic two-layer estuarine circulation with a 
landward flow of salt water in the bottom layer and a seaward flow of less saline water in the 
surface layer [15–18]. High freshwater discharge from the Passaic River increases both vertical 
stratification and flow rate in the landward-flowing, saline bottom layer in Newark Bay [16]. 

This estuarine gravitational circulation pattern can be interrupted (i.e., daily-averaged currents 
become uniform with depth) during periods of very low freshwater discharge from the Passaic 
River or during strong meteorological events [16,19]. Moreover, the consensus view in published 
literature is that there is, on average, a counterclockwise circulation around Staten Island [20–22]. 
In addition, because the Kill van Kull is shorter, straighter, and better aligned with tidal and 
gravitational forcing, it typically experiences flows about an order of magnitude greater than the 
Arthur Kill [23]. Because of the complexity and variability of the circulation patterns, it is most 
efficient to examine individually the responses of the NBSA to each of the primary influences. 

3.1.1. Tributary Inflows 

Freshwater is delivered to Newark Bay through a number of major and minor waterways (Figure 2). 
The principal sources of freshwater are the Passaic [24] and Hackensack Rivers [25] with mean 
daily discharges of 47 m3/s (1500 ft3/s) and 6 m3/s (218 ft3/s), respectively. Minor contributors 
include the Peripheral Ditch and Piersons Creek (no flow data available), which empty directly into 
the Bay. The Rahway and Elizabeth Rivers, Piles Creek, Morses Creek, Old Place Creek and Fresh 
Kills Creek enter the Bay by way of the Arthur Kill tidal strait. The mean daily discharges from 
Rahway River [26], Elizabeth River [27], Morses Creek [28] and Fresh Kills Creek [29] are 1.2 m3/s 
(41 ft3/s), 0.7 m3/s (24 ft3/s), 0.06 m3/s (2 ft3/s), and 0.4 m3/s (14 ft3/s); the remaining waterways 
(Piles Creek and Old Place Creek) do not have flow data available. Two other waterways, Oyster 
Creek and Maple Island Creek, formerly drained to the Bay (circa 1917), but have since been filled. 
Figure 2 shows the magnitude of the peak freshwater inflows into the NBSA, wherein the size of 
the open arrows qualitatively indicates the magnitude of the peak flows. The solid arrows indicate 
the typical flow direction of estuarine circulation during flood tide (red arrows are bottom salt 
water flows, and blue arrows are freshwater surface flows). 

3.1.2. Point Sources (CSOs, SWOs, and POTWs) 

In addition to these freshwater tributaries, there are also significant anthropogenic freshwater 
inputs to Newark Bay, including urban runoff, CSOs, SWOs, and POTWs. Suszkowski [18] reported 
undifferentiated industrial and municipal wastewater discharges totaling 6.6 m3/s (232 ft3/s) to 
Newark Bay. HydroQual Inc. [30] subsequently reported wastewater discharges during 1989, 
yielding a combined total of 13.4 m3/s (474 ft3/s) of industrial and municipal runoff into tributaries 
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of Newark Bay during that year. Another estimate places freshwater flows into the Arthur Kill from 
sewage treatment plants at 4.8 m3/s or (170 ft3/s), and from permitted industrial discharges at 0.5 
m3/s (18 ft3/s) into the Arthur Kill [29]. A more recent approximation indicates that the Bergen 
County POTW and Secaucus POTW discharge an average of 3 m3/s (108 ft3/s) and 0.15 m3/s (5.3 
ft3/s), respectively, to the Hackensack River [31]. 

Figure 2. Freshwater flows into the NBSA where the size of the open arrows reflects 
the relative magnitude of the flows. 
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3.1.3. Non-Point Sources (Direct Runoff and Groundwater) 

The State of New Jersey’s annual rainfall typically ranges between 813 mm (32 in.) and 1219 mm 
(48 in.) with an average of 1151 mm (45.3 in.) from 1895 to 2012 [32]. Newark averages slightly 
more rain at 1174.8 mm/year (46.25 in./year) [33]. Most of the rain falling on the Newark Bay 
watershed eventually enters the Bay in the form of runoff or groundwater influx, the amount of 
which is highly variable and dependent on the annual climatic conditions. 

3.1.4. Flows through the Tidal Straits 

Newark Bay is connected to the Atlantic Ocean by two straits: the Kill van Kull on the southeast 
and the Arthur Kill on the southwest. The Kill van Kull connects Newark Bay to the Upper Bay of 
New York Harbor (to the east), while the Arthur Kill connects Newark Bay to Raritan Bay (to the 
south). The combination of tidal forcing, significant freshwater flows from the Passaic and 
Hackensack Rivers, and dredged navigational channels results in measurable salinity stratification 
within both tidal straits, yielding daily-averaged, two-layer subtidal flow patterns with seaward 
flows of less saline water near the surface that are offset by landward flows of saltier water near the 
bottom [16,22,34]. 

The Kill van Kull is a tidally dominated strait where the tidal excursion (distance that water 
travels over half a tidal cycle) is much greater than its length. Because of its relatively short length, 
the Kill van Kull exhibits strong currents and relatively weak stratification (up to 1.5 psu), 
promoting a greater degree of tidal exchange and mixing between Newark Bay and New York 
Harbor than occurs between Newark Bay and Raritan Bay by way of the Arthur Kill [16,35]. The 
movement of water through the Arthur Kill is impeded relative to the Kill van Kull, because the 
tidal excursion is shorter than its length. Its freshwater sources support a mild vertical salinity 
gradient of up to 1 psu. LMS [36] estimated tidal flows through the Kill van Kull and the Arthur 
Kill to occasionally exceed 1417 m3/s (50,000 ft3/s) and 283 m3/s (10,000 ft3/s), respectively, with 
average flows passing through Kill van Kull ranging up to an order of magnitude larger than those 
passing through Arthur Kill [23]. 

3.1.5. Gravitational Circulation and Tidal Currents 

Flows through the tidal straits are a result of both salinity gradients (gravitational circulation) 
and water-elevation differences (tidal current) between the ends of each strait (meteorological 
forcing also plays an important role). Freshwater inflow, primarily from the Passaic and 
Hackensack Rivers, supports both the gravitational circulation and tidal current mechanisms. 
Figure 3 is a schematic of the two-layer circulation in the NBSA. Red arrows indicate salt water 
flow, and blue arrows freshwater flow. For the relatively larger inputs, the numbers near each 
arrow indicate the volumetric inflow over a tidal cycle as a fraction of the estimated volume of the 
Bay (with water at sea level). The Kill van Kull and Arthur Kill straits tend to form a through-flow 
pattern of circulation around Staten Island, in contrast to a tidal pumping mode of circulation in 
which Newark Bay is filled (or emptied) by simultaneous inflow (or outflow) through both  
Kills [16,19,20]. 
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Figure 3. Schematic of the two-layer circulation pattern in the NBSA.

 

3.1.6. Meteorological Forcing 

Although tidal circulation patterns through the Kill van Kull and the Arthur Kill are generally 
counterclockwise around Staten Island [20], strong and persistent meteorological events can, at 
times, dominate the circulation pattern in Newark Bay, as well as the magnitude and direction of 
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flows in the Kill van Kull and the Arthur Kill [16,17,29,37,38]. The primary types of storms  
that affect Newark Bay include tropical storms that typically occur in late summer and fall, and 
extra-tropical (“Nor’easter”) storms that occur primarily in the winter. The extra-tropical storms 
can cause high water levels and enhanced wave conditions. Potential wave heights can be over 1.8 m 
(6 ft) for the most severe storms, but are typically less than 1.2 m (4 ft) [39]. Wind-generated 
currents affect water mixing and possibly sediment transport within Newark Bay [39]. Strong wind 
events were also shown to generate large episodic flushing. 

3.2. Sediment Dynamics 

Sediment dynamics in estuarine environments such as the NBSA are driven by several factors, 
including hydrodynamics, episodic meteorological events, sediment loading from freshwater 
inflows, sediment loading at open boundaries, sediment size gradation, bed sediment properties, 
bioturbation, and particle-to-particle interactions. Significant human activities including long term 
maintenance and navigational dredging and ship traffic also affect sediment dynamics. A 
significant volume of research has been conducted to better understand the role that tidal circulation 
patterns and wind-driven episodic events play in the fate and transport of sediments within the 
NBSA [15,16,18,19,22,34,37,38,40]. Fluid mud transport is not considered in this CSM because 
site characterization data collected to date have not indicated the presence of fluid mud. In addition, 
no previous publication related to the NBSA has considered the effects of fluid mud as a potential 
transport pathway for sediments and associated contaminants. Until such processes are observed, 
there is no basis to include them in the CSM. 

3.2.1. Sediment Transport Processes 

A schematic of the processes that influence sediment transport in the water column and the 
sediment bed of the NBSA is shown on Figure 4. Local advection and dispersion in the water 
column control the distribution of sediment particles throughout the system. Advection moves the 
sediments according to the local water velocity while dispersion spreads sediments based on 
concentration gradients. Sediments are typically classified as either cohesive (small grain sizes) or 
noncohesive (larger grain sizes). Cohesive sediments are composed primarily of clay-sized (<2 m) 
and silt-sized (<63 m) particles, mixed with organic matter and sometimes small quantities of very 
fine sand. Noncohesive sediments are primarily sand and gravel-sized materials (>63 m). Each 
sediment class is subject to different physical processes [41–43]. 

3.2.2. Bed Shear Stresses 

Hydrodynamic flows will result in variable shear stresses at the sediment bed that, depending 
upon erodibility, may lead to erosion. When wind-waves are present, it is necessary to account for 
the shear stress on the sediment bed caused by wave-current interaction, which is a function of  
the bottom orbital amplitude and bottom orbital currents, both of which depend on the wave 
climate [44,45]. Including the effect of waves is necessary because the bed shear stresses can be an 
order of magnitude greater than stresses caused by currents alone. Vessel-generated wakes, 
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associated with tugs, barges, and deep-draft vessel traffic in the Navigation Channels, represent 
another source of wave action in the Bay [10,15]. Although minor compared to wind-waves, these 
waves can also contribute to the resuspension of bottom sediments in shallow Subtidal Flat areas. 
Ship traffic can also resuspend sediments in the deeper dredged portions of the channel due to  
prop wash. 

Figure 4. Schematic of sediment transport processes where C is the suspended 
sediment concentration profile, U is the velocity profile, b is the bed shear stress, and 
u* is the shear velocity. Concentration and velocity profiles are conceptual only. The 
concentration profile reflects increased sediment concentration with depth, and the 
velocity profile decreases to zero at the sediment bed. 

 

3.2.3. Sediment Loading 

In terms of general sediment inputs to the NBSA, LMS [36] estimated that the Kill van Kull and 
the Arthur Kill provide approximately 60% and 12% of the total sediment load to the Bay, 
respectively. The Passaic and Hackensack Rivers deliver 23% and 2% of the total sediment load, 
respectively. Other sources of sediment to Newark Bay include POTWs (Bergen County and 
Secaucus), CSOs, SWOs, and atmospheric deposition, which are estimated to deliver a combined 
total of approximately 3% of the total sediment load [36]. Figure 5 shows the relative magnitude of 
the sediment loading to the NBSA (scaled by the percentages listed above). These estimates are 
similar to those of Suszkowski [18], Lowe et al. [31], and Sommerfield and Chant [22]. The two 
notable differences are that Sommerfield and Chant [22] and Pence [17] suggest that the Arthur 
Kill is a net exporter of sediment, and that Suszkowski [18] found the Hackensack to be a net sink 
for Bay sediments. There is significant variability across the estimates, the consequence of which is 
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that there is appreciable uncertainty in the annual sediment input to Newark Bay. Table 1 lists 
published sediment loading estimates for the Passaic River into Newark Bay. 

Figure 5. Sediment loads to the NBSA where the size of the arrows reflects the relative 
magnitude of sediment loading. 
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Sediment transport modeling conducted by Wakeman III [15] and sediment transport 
observations by Sommerfield and Chant [22] suggest that suspended sediments in the upper portion 
of the Bay do not leave the Bay during ebb tide or during periods of normal freshwater discharge to 
the Bay, and only up to about 15% of sediments in the lower portion of the Bay might exit the 
system. Sommerfield and Chant [22] evaluated suspended sediment deposition patterns during a 
Passaic River high-flow event and found that sediment deposition from such an event was greatest 
in the northern portions of the Bay, primarily within the Navigation Channel, with little evidence of 
flood-tide-related deposition on the Subtidal Flats. In the southern portion of the Bay, Sommerfield 
and Chant [22] indicate that most of the Kill van Kull sediment influx is not carried into the 
northern portion of the Bay. This suggests that Newark Bay experiences a localized convergence of 
sediment flux (deposition), which is consistent with the hypothesis [22] that the historical dredging 
of the Bay is required because otherwise the system tends to return to its natural, shallow state. 

Table 1. Passaic River sediment loading rates. 

Source Load (MT/year) Analysis 
Table 4-7 in [46] 7440 Solids balance 1 (0.6 MT/yard3) 

page 1 in [22] 17,000 Sediment flux data 2 
Table 10 in [18] 18,100 Sediment flux data 2 

Table 4-7 in [46] 21,360 Chemical balance 3 (0.6 MT/yard3) 
page 1 in [47] 22,700 Sediment flux data 2 

page 35 in [16] 30,000 Sediment flux data 2 

Table 5-3 in [30] 30,790 Sediment flux data 2 

Table 3-5 in [15] 36,109 Sediment runoff data 4 
Table 3 in [31] 47,456 Sediment flux data 5 

1 Based on measured sediment flux data; 2 Based on a solids balance of sediment loads through the 
Dundee Dam from Lowe et al. [31] with deposition of 2.54 cm/year (1 in./year) along the Passaic River; 
3 Based on the chemical mass balances of 2,3,7,8-tetrachlorinated-p-dibenzodioxin (TCDD) and total 
TCDD of the solids mass balance in note 1; 4 Based on a sediment yield of 39 MT/km2/year for the 
Passaic River watershed; 5 Based on measured sediment flux data; however, it is not clear if these are 
tons/year or MT/year. 

3.2.4. Historical and Ongoing Dredging Activities 

As documented in USACE [16], the volume of the Navigation Channels excavated in Newark 
Bay has continually grown since the early 1900s. Moreover, substantial dredging is required simply 
for maintenance of the existing channels. 

Olsen et al. [48] reported that the average annual dredge volume (Newark Bay, the Kills, and the 
Passaic and Hackensack Rivers) measured by the USACE in 1942–1973 was 439,864 m3/year 
(575,320 yard3/year; 220,000 MT/year assuming 0.5 g/cm3 dry density). This volumetric rate is 
higher than that reported by Lowe et al. [31], who evaluated USACE data from 1924 to 1985 and 
reported that the average annual dredge volume for 1953–1985 (when the channels were fairly 
stable) was 161,680 m3/year (211,469 yard3/year or 80,840 MT/year). Moreover, Lowe et al. [31] 
also reported estimates from the Port Authority of New York and New Jersey, because they 
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dredged a significant additional amount of 100,388 m3/year (131,303 yard3/year or 50,194 
MT/year). After studying several sources of information, Wakeman III [15] concluded that the 
majority of the annual sediment load of 276,000 m3/year (361,000 yard3/year or 138,000 MT/year) 
is being removed by maintenance dredging operations in the USACE channels and private berths 
totaling 262,000 m3/year (342,683 yard3/year or 131,000 MT/year). It is the general consensus that 
the Navigation Channels in Newark Bay are the ultimate sinks for most fine-grained sediments 
entering the Bay, while the tidal flats are only temporary repositories for sediments that are 
subsequently resuspended for deposition into the Navigation Channels or for export. 

More recently, the Port Authority of New York and New Jersey’s Harbor Deepening Project 
(HDP) included dredging the channels from the Ambrose Channel entrance to the Upper Bay and 
Newark Bay, providing access to the Global Marine Terminal, New York Container Terminal, Port 
Newark, and Elizabeth Marine Terminal. Over 2,752,397 m3 (3,600,000 yard3) will be dredged by 
2014. In 2011, 405,979 m3 (531,000 yard3) was dredged from Newark Bay. By 2013, 298,940 m3  
(391,000 yard3) of silt and 1,070,377 m3 (1,400,000 yard3) of clay, sand, and blasted rock were 
dredged from the Arthur Kill. The HDP channels constitute 21% of the total area in Newark Bay. 
In channels that are deep and flat, the sedimentation rate is moderate at 3 cm/year (0.1 ft/year).  
USACE [10] modeling suggests that the HDP will only have small effects on sedimentation on the 
flats because the planned dredging will not change the configuration of the channels—it will only 
deepen the existing channels. Sommerfield and Chant [22] and a modeling study by  
Pecchioli et al. [19] suggest increased sediment deposition in the Bay due to channel deepening at 
the Kill van Kull and Arthur Kill. 

3.2.5. Overall Sediment Dynamics in Newark Bay 

Particle size, salinity, and velocity gradients are key factors in sediment transport within the 
NBSA. Burke et al. [40] indicate that the Navigation Channels act as the primary pathway for 
sediment transport and, once suspended, the fate of the sediments in the Navigation Channel 
depends on many factors, including the size of the particles and their settling velocity. Heavier 
particles tend to settle more quickly into the Navigation Channel bed, while finer particles that 
remain suspended during flood tide are caught in the gravitational estuarine circulation and 
transported to the northern portion of the Bay. During ebb tide, these same particles tend to settle 
and, depending upon conditions, deposit onto the sediment bed [15]. 

Water-column stratification also has important implications for sediment transport. During ebb 
tides, stratification is intensified, significantly reducing resuspension and encouraging suspended 
sediment deposition, particularly in the Navigation Channel [22]. For example, during a 2001  
high-flow event on the Passaic River, Chant [16] reported increased suspended sediment 
concentrations within Newark Bay, and that coarser particles settled out of the seaward-flowing 
surface water into the landward bottom flow, effectively becoming trapped. Sommerfield and  
Chant [22] found that sediment deposition from a high-flow event in the Passaic River was greatest 
in the northern portions of the Bay, with little evidence of flood-tide-related deposition on the 
Subtidal Flats, and that most of the sediment influx from the Kill van Kull was not carried into the 
northern portion of the Bay, which led them to conclude that greater Newark Bay acts as a 
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sediment convergence zone. This process corresponds to the dredged Bay bathymetry moving 
toward equilibrium of a natural, shallow state. Moreover, sediment may be deposited preferentially 
near and along the base of the steeply sloped edges of the Navigation Channel. Concurrently, the 
steep banks of the Navigation Channels may be eroded preferentially at the uphill edge with 
sediment transported downslope and into the toe of the Navigation Channel [10]. 

Sommerfield and Chant [22] also observed a short-term convergent deposition pattern based on 
their analysis of Be-7 in the surface sediments. There was a large range in Be-7 inventory, 0.2 to  
6.7 pCi/cm2, with higher Be-7 inventories detected in the Navigation Channels than in Subtidal 
Flats. The Be-7 stations in the Navigation Channel also appeared to be responsive to a Passaic 
River high-flow event, with a sharp increase in inventory. In the Navigation Channels of the 
northwestern portion of the Bay (near the mouth of the Passaic River) and around Shooters Island 
in the south, Be-7 was detected to a depth of 2.4 in. In the Subtidal Flats, however, a much thinner 
sediment layer, less than 0.8 inches, was found to have Be-7 activity. The differences in Be-7 depth 
are thought to represent differences in the physical mixing present in the various areas. Seasonal 
deposition and bed reworking appear to be relatively intense in the Navigation Channels of the 
northwestern portion of the Bay, as well as the southern portion of the Bay around Shooters Island 
(where tidal currents and vessel-induced stresses are strong) compared to the shallower Subtidal 
Flats where biological mixing dominates [22]. 

4. Conclusions 

The CSM for the NBSA has met its objectives of supporting a comprehensive understanding of 
the physical, chemical and biological processes influencing the fate and transport of contaminants 
of potential concern from sources to exposure media (water, sediment, and biota). The CSM 
provides an updated description of the conditions and processes in the NBSA based on the data 
generated from recent RI investigations and secondary data. 

The NBSA’s complex hydrodynamics and sediment dynamics can pose challenges to accurately 
quantify freshwater and sediment loadings, circulation patterns, and transport of sediments and 
contaminants. To quantify current, historical, and future fate and transport of contaminants in this 
system in support of the RI/FS, it is necessary to develop a numerical model. The processes and 
variables described in the CSM can guide the development and application of the numerical model. 

The major aspects of the hydrodynamic and sediment transport processes within the NBSA 
system are summarized below: 

• In the absence of strong wind forcing or large tidal gradients, the Navigation Channel 
displays classic estuarine, gravitational, two-layer circulation with a seaward surface flow of 
freshwater and a landward bottom flow of salt water. Without freshwater or atmospheric 
forcing, landward flow in the channels is balanced by seaward flow in the shallow tidal flats. 

• A counterclockwise residual circulation is most often observed around Staten Island, 
although this can reverse depending on the tidal and atmospheric forcing. 

• Low freshwater inputs or episodic wind and storm events can break down the classic 
estuarine circulation pattern generally observed in the Bay. 
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• The primary source of imported sediment to Newark Bay is the Kill van Kull, which may 
supply up to 140,000 MT/year. 

• By comparison, the Passaic and Hackensack Rivers supply about an order of magnitude less 
sediment than the Kill van Kull, despite being the largest freshwater sources. 

• Under the existing dredged configuration, most of the sediment originating from the Kill van 
Kull is deposited within the southern half of the Bay; most of the sediment originating from 
the Passaic River is deposited within the northern half of the Bay. 

• Long-term average sedimentation in Newark Bay, particularly within the dredged channels, 
is offset by rates of maintenance dredging. 

• The Subtidal Flats have low deposition rates and appear to be in long-term equilibrium. 
• The extensive history of dredging and shoreline development that have taken place in the 

NBSA have resulted in changing historical circulation and sediment transport patterns. 
Historical transport patterns are likely quite different from current transport patterns. 
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A Numerical Implementation of a Nonlinear Mild Slope Model 
for Shoaling Directional Waves 

Justin R. Davis, Alex Sheremet, Miao Tian and Saurabh Saxena 

Abstract: We describe the numerical implementation of a phase-resolving, nonlinear spectral model 
for shoaling directional waves over a mild sloping beach with straight parallel isobaths. The model 
accounts for non-linear, quadratic (triad) wave interactions as well as shoaling and refraction. The 
model integrates the coupled, nonlinear hyperbolic evolution equations that describe the 
transformation of the complex Fourier amplitudes of the deep-water directional wave field. Because 
typical directional wave spectra (observed or produced by deep-water forecasting models such as 
WAVEWATCH III™) do not contain phase information, individual realizations are generated by 
associating a random phase to each Fourier mode. The approach provides a natural extension to the 
deep-water spectral wave models, and has the advantage of fully describing the shoaling wave 
stochastic process, i.e., the evolution of both the variance and higher order statistics (phase 
correlations), the latter related to the evolution of the wave shape. The numerical implementation (a 
Fortran 95/2003 code) includes unidirectional (shore-perpendicular) propagation as a special case. 
Interoperability, both with post-processing programs (e.g., MATLAB/Tecplot 360) and future model 
coupling (e.g., offshore wave conditions from WAVEWATCH III™), is promoted by using 
NetCDF-4/HD5 formatted output files. The capabilities of the model are demonstrated using a 
JONSWAP spectrum with a cos2s directional distribution, for shore-perpendicular and oblique 
propagation. The simulated wave transformation under combined shoaling, refraction and nonlinear 
interactions shows the expected generation of directional harmonics of the spectral peak and of 
infragravity (frequency <0.05 Hz) waves. Current development efforts focus on analytic testing, 
development of additional physics modules essential for applications and validation with laboratory 
and field observations. 

Reprinted from J. Mar. Sci. Eng. Cite as: Davis, J.R.; Sheremet, A.; Tian, M.; Saxena, S. A Numerical 
Implementation of a Nonlinear Mild Slope Model for Shoaling Directional Waves. J. Mar. Sci. Eng. 
2014, 2, 140-158. 

1. Introduction 

As waves propagate into shallow water, they change from almost sinusoidal in deep water to a 
sawtooth like shape in the surf zone. Troughs become wide and shallow; crests peak and lean 
forward, eventually overturning and breaking. In the spectral domain, this evolution is expressed in 
energy transfers from the spectral peak to peak harmonics and low frequency (between 0.001 Hz and 
0.02 Hz) waves, as well as the development of phase correlations across the spectrum. Wave-shape 
evolution and the generation of zero-frequency motions (mean flow, wave setup) have significant 
effects on nearshore sediment transport and inundation. 

Modeling nonlinear shoaling is challenging. Off-the-shelf finite-depth spectral models  
(e.g., SWAN [1]) are typically based on variance balance equations originally developed for 
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deep-water waves [2], and therefore cannot account for phase correlation effects. Describing 
directional nonlinear wave interactions is problematic in intermediate depth. Shallow water  
spectra are typically wide (containing harmonics and low frequency waves) precluding the use of 
simpler weak dispersion approximations (cubic Schrodinger equation e.g., [3–6] or Boussinesq 
approximations, e.g., [7–10]). 

The fundamental challenge of modeling nonlinear shoaling in the spectral domain resides in the 
character of wave interactions. The basis of the spectral representation is the decomposition of the 
wave field into statistically independent (in the leading order) Fourier modes. For a flat bottom 
(water depth h = constant), this representation is formally 

 

 
(1)

where  is the free surface displacement, a is the complex modal amplitude,  is the radian 
frequency, and “c.c.” stands for “complex conjugate”. The sum (used here to denote symbolically 
any type of superposition, either discrete or continuous) is carried out over frequencies (indexed  
by n). Different directions of propagation are represented here by the wave number vector Kn,m which 
depends on both the frequency index and an additional index m, specifying, say, the propagation 
angle. For a given  and a given depth h, Equation (1) constrains the modulus of the wave number 
vector of modulus Kn. The efficiency of wave nonlinearities [3,11] depends on the system of 
equations describing the resonance state of N interacting modes. 

 (2)

(3)

Note that Equation (3) is a system of two equations for the components of the horizontal wave 
number vector. With the additional constraint (Equation (2)), only two of the three scalar equations 
(Equations (2) and (3)) can be independent. A set of N modes that satisfy Equations (2) and (3) is said 
to interact resonantly; those that do not are called non-resonant. In the wave evolution equation, the 
efficiency of resonant N-wave interactions scales like O( N 1), where  is the characteristic wave 
slope. Non-resonant effects are weaker and dynamically less relevant (produce higher order bound 
waves). Due to the form of the dispersion relation (Equation (1)), the smallest number of modes that 
can be resonant is N = 4 (quadruplet, or four-wave interaction); triad interactions (N = 3) are 
non-resonant in any water depth [12]; however, they approach resonance in shallow water. 

The statistics of wave evolution can be described in terms of competing effects of dispersion and 
nonlinearity [13,14]: nonlinearity builds phase correlations and skews the statistical distribution of 
the wave-field; dispersion breaks them and restores the symmetry of the distribution. 

In deep water, the dispersive terms of the evolution equation are of order , while the competing 
leading-order nonlinearity (resonant four-wave interactions) is of order 3. Consequently, the wave 
field is Gaussian in the leading order, with its statistics completely determined by second order 
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moments (variance, power spectrum; [2,15]), hence the suitability of models based on 
energy-balance equations. 

As water becomes shallow, dispersion weakens to order 2 while nonlinearity strengthens. 
Near-resonant triad interaction (order 2) becomes the leading order nonlinear mechanism  
(e.g., [16–20] and many others). The evolution is characterized by the broadening of the spectrum, 
and the generation of significant phase correlations across the spectrum (wave crests peak, wave 
fronts steepen). The waves are no longer Gaussian: wave statistics are no longer completely 
determined by second order moments (power spectrum) alone, and higher order moments and spectra 
(e.g., bispectra) become important. Evolution depends on both local sea state and wave history 
(history of phase correlations). 

The dynamics of triad interaction in shallow water are poorly (or not at all) implemented in 
existing numerical models. For example, SWAN [1] arguably the most advanced coastal spectral 
model, is essentially built on a WAM [15] energy balance structure [2]. It implements a crude and 
unrealistic triad interaction parameterization [21], limited to approximating collinear second 
harmonic generation exclusively, with depth dependent interaction coefficients alone (i.e., accounting 
only for local effects, and not for wave history). Important processes such as infragravity (IG) wave 
generation, recurrence effects, and spectrum widening are also ignored. 

A deterministic, unidirectional but complete triad interaction formulation was first introduced  
by [16] based on the Boussinesq approximation. Agnon et al. [20] proposed a generalization for 
arbitrary depth based on the Nonlinear Mild Slope Equation (NMSE, [22,23]). Limited directionality 
can be introduced using the parabolic approximation (e.g., [24–26]). Hyperbolic forms for nearly 
planar beaches were developed by [20,27,28]. 

This paper describes the modeling techniques used to implement the hyperbolic form of the 
NMSE developed by [20,29] for directional three-wave interaction. Development of the model is 
presented first followed by a demonstration of the model’s capabilities for shore-perpendicular and 
oblique wave propagation. Finally, a summary of the work is presented along with a discussion of 
future enhancements to the model. 

2. Model Development 

2.1. Nearshore Directional Waves 

In Equation (1), the directionality of mode n is expressed by the direction of the wave number K. 
The wave number vector is an invariant of propagation in deep water, and can be used to label 
directional modes. The wave number is considered an independent variable, with  given by 
Equation (1), and modes are identified by the wave number components or, in polar coordinates, by 
the pair (K, ), where  is the angle of propagation. Thus, directional modes are represented by a 
two-dimensional parameter space (e.g., indices n and m in Equation (1)). 

In the nearshore, K is no longer invariant, but the wave frequency typically is. If the beach has 
straight and parallel isobaths, the alongshore wave number provides a second invariant that can be 
used to complete the two degrees of freedom necessary for describing directional waves. Therefore, 
in the nearshore, the Fourier representation of Equation (1) can be replaced by 
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(4)

(5)

where x and y are the cross- and alongshore coordinates. The independent parameters are, in the 
approach, the frequency fn (or n = 2 fn), and the alongshore wave number m. The wave number 
modulus K depends on the frequency through Equation (1), and the cross-shore wave number k is a 
function of both f and  through Equation (5). A mode is therefore defined as the pair 
(fn, m)—indexing modes rather than the independent parameters—and mode J is defined as the pair 

J = (fj, j) (6)

From Equation (6), for a given frequency f, and at a given cross-shore location x, progressive 
modes satisfy the condition 

 (7)

where K(f, ) is the local wavenumber modulus, given by the linear dispersion relation, Equation (1). 
Modes that do not satisfy this relation in some nearshore domain are called trapped modes.  
The location x0 at which k = K(f,x0) is called the “turning point”. For simple (e.g., monotonic)  
beach profiles, shoreward of the turning point, trapped modes can acquire oscillatory behavior since 
K  as h 0. 

2.2. A Hyperbolic Nonlinear Mild Slope Equation (NMSE) 

The numerical model described here implements the formulation proposed by [27] (see also [20]) 
for the nonlinear evolution of directional waves over a mildly sloping beach. The stationary 
nonlinear mild-slope equation can be written as 

 (8)

 (9)

where J, P, and Q are directional Fourier modes in the sense of Equation (6), and cj is the cross-shore 
component of the model group velocity C. The parameter dj represents dissipation and/or growth 
processes, such as breaking, wind input, bottom friction, and others. In Equation (8),  is the 
Kronecker symbol, for example, 

 with ±P = (±fp, p) (10)

where the equality J = P has the regular meaning for ordered pairs, i.e., fJ = fP and J = P. Only 
modes that satisfy the selection criteria given by Equation (10) are allowed to contribute to the 
nonlinear terms. Triads satisfying J = P + Q (“sum” interaction) are responsible for transferring 
energy toward high frequencies; difference interactions J = P + Q transfer energy toward low 
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frequencies. An example of a sum-interaction triad is shown in Figure 1. With the notation 
, the interaction coefficient is 

 (11)

Figure 1. An example of a sum-interaction triad J(j,s) = Q(q,v) + P(p,u), j = q + p and  
s = v + u with j = 3, q = 1, p = 2 and s = 4, v = 3, u = 1. 

 

Equation (8) represents the Nonlinear Mild Slope Equation (NMSE) model. The NMSE is 
hyperbolic and describes wave shoaling, refraction, and three-wave nonlinear interactions. The 
unknown function BJ is related to the energy flux in the cross-shore direction, . The 
linear part of the equation describes the conservation of the cross-shore component of the modal energy 
flux (the alongshore component is conserved trivially). The quadratic term represents the contribution 
of three-wave interaction to mode evolution and redistributes energy flux between modes. 

The numerical implementation of Equation (8) is restricted only to triads that are close enough to 
resonance, as measured by the “detuning” parameter 

 (12)

The parameter  compares the wavelength of the nonlinear term with the wavelength of mode J (on 
the left-hand side of the equation). If  >> 1, the oscillations of the nonlinear term are fast and result 
in a small (second-order) “bound wave” correction to mode J that can be calculated approximately as 

 
(13)

This approximation becomes singular as 0. This occurs as h 0, i.e., triads approach 
resonance as the water becomes shallow. In this case, the oscillation of the nonlinear term is slow and 
the equation has to be integrated numerically. In principle, the numerical solver should be able to 
handle triads with arbitrary values of . In practice, however, numerical calculations for  = O(1) are 
slow because the model has to resolve fast oscillations that yield small contributions to the 
derivative. Controlling the errors becomes increasingly difficult for larger values of  and the benefit 
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of the effort becomes negligible. Because of that, an efficient numerical implementation of  
Equation (8) would limit the integration to triads characterized by  < c, for some critical value of 

c, with bound waves computed using Equation (13). The numerical simulations shown here use  
c = 0.5, while the bound waves are ignored (will be included in future modifications of the code). 

Equation (8) is valid strictly for progressive waves. Trapped modes are not allowed to interact in 
the spatial domain where their cross-shore structure is exponential, but are allowed in the domain 
where they have oscillatory behavior. The NMSE model is phase resolving, in that it requires initial 
values for both modal amplitudes and modal phases. 

Equation (8) reduces to the unidirectional equation for a mild sloping beach [16,20,25] if all the 
modes propagate perpendicular to the shoreline, i.e., for all J = 0. Numerical simulations using the 
unidirectional hyperbolic NMSE [27,29] have been extensively verified against both single-triad 
analytic solutions as well as laboratory and field observations. 

In the current implementation of the model, the only dissipation mechanism used is depth-limited 
wave breaking, based on the frequency dependent parameterization developed by [29,30], with 
dissipation uniformly distributed over all directions. 

2.3. Model Discretization and Computational Grid 

In Fourier series representation, the frequency-alongshore wave number is discretized as 

 (14)

and a directional mode index J is a pair of indices J = (j,s). For a triad of interacting modes J, P, and 
Q, the selection criterion given in Equation (10) can be written as indicial equations 

 (15)

where 

 (16)

for a given f, the effective -range of the allowable modes is limited by Equation (7), and can vary 
with depth. As the maximum extents of f and  are known, a list of all possible triads can be created 
before shoreward marching of the solver begins. The matrix of triads involving a given mode J  
(in the left-hand side of Equation (8)) and all the allowable modes P and Q (right-hand side of 
Equation (8)) is 

 (17)

Because the selection criteria (Equation (10)) are invariants of propagation, the interacting triads can 
be pre-computed for a given (f, ) matrix. 
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2.4. Solution Algorithm 

The NMSE represents a coupled system of  complex ODEs, a hyperbolic initial 
value problem. These equations are solved using the Vode ODE Solver [31] using a non-stiff Adams 
method. Although the NMSE is written in complex form, for purposes of solving, the equation is 
split into real and imaginary components (doubling the number of equations to solve simultaneously) 
thus enabling the double precision (8 byte) real version of Vode to be used. An overview of the 
solution algorithm is shown in Figure 2. 

Figure 2. Solution algorithm. 

 

As waves propagate into shallower water, trapped modes (modes for which k = K at some depth) 
become active and participate in the interaction. A trapped mode is considered inactive (i.e., not 
allowed to interact with other modes) in the domain where k > K, but becomes active if k < K (i.e., 
shoreward of the turning point for monotonic beach profiles). Triads containing inactive modes are 
disabled; therefore, the maximum effective alongshore wave number ( ) depends on the 
local (cross-shore position) depth and frequency. The conditions that determine M are 

 (18)

where K is determined by the dispersion relation (Equation (1)) and  refers to the integer value. 
The maximum effective wave number increases with frequency and decreasing depth. The variation 

of M with depth and frequency can be handled using two different strategies: (1) Using the minimum 
depth and highest frequency, the maximum M for the entire domain can be determined; (2) Increase 
M as the solution marches toward the shore. The current implementation of the model uses Approach 1. 
This approach will result in sparse matrices (wasting some computer memory) but the triad 
interaction patterns can be defined once for all runs and there is no need to dynamically modify M as 
the solution marches toward the shore. For each evaluation of the derivatives, it is only necessary to 
determine whether all modes of the triad are active. Approach 2 is expected to result in dense 
matrices but also to significantly complicate coding as array sizes would vary as a function of 
cross-shore position. As with Approach 1, it is still necessary to determine whether all modes of the 
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triad are active. A pseudocode representation of how the model calculates the right hand side of the 
NMSE (Equation (8)) is shown in the Appendix. 

2.5. Model Input/Output 

An overview of how data is imported into and exported out of the model is shown in Figure 3. The 
code solves the NMSE as a Monte-Carlo simulation. Typically, available offshore wave information 
consists of directional spectral density of free-surface variance. Offshore modal amplitudes are 
provided in a simple text file which either contains the complex amplitudes (includes a phase for 
each mode) for each “realization” to be simulated, or a spectrum can be provided and the model will 
use a Random Phase Approximation (RPA) to generate phases for a user-defined number of 
realizations. Model output is provided in a NetCDF-4/HDF5 output format using NetCDF [32]. 
Metadata provided in the output file is compliant to CF-1.6 [33]. The variable defining the number of 
realizations being simulated has the NetCDF length “UNLIMITED”. Thus, for a given set of 
simulation parameters and offshore wave conditions, realizations can be performed independently 
and their output files easily combined, e.g., with “ncrcat” [34]. It is also noted that while the input file 
is currently a simple text file, the model could easily be setup to read a NetCDF file using the same 
metadata convention as the output file. 

The NMSE describes the shoaling transformation of a stationary directional wave field from deep 
into shallow water. The details of the discretization of the frequency and alongshore wave number 
spaces are user defined. In the current implementation, the model resolves the shortest wave with  
10 points (spectral cutoff frequency is 1/5 the Nyquist frequency) and the alongshore wave field at a 
resolution of 5 m. The solver (Vode) used to integrate Equation (8) uses an adaptive algorithm that 
implicitly discretizes internally the cross-shore domain according to the accuracy requested for the 
solution. The user only controls the locations for the solution output. In the simulations presented, for 
the purpose of describing the details of each realizations (see Section 3), values of the solution are 
generated every 5 m in the cross-shore.  

Figure 3. Model input and output. 
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Table 1. Synthetic scenario parameters. 

  Shore Perpendicular Oblique 
Domain Offshore Depth (m)/Position (m) 15/0 

Onshore Depth (m)/Position (m) 3/400 
Slope 0.03 

JONSWAP 
Spectrum 

Hs (m) (sig. wave height) 2 
Tp (s) (peak period) 15 

2s (spreading parameter) 50 
p (deg) (peak angle) 90 60 

Number of realizations simulated 100 
Discretization 
Frequency (f) 

f (hz) 0.002 
fmax (hz) 0.2 

N 100 
Tmin/Tmax (s) (period) 5/500 

Alongshore ( )  (1/m) 0.001 
max (1/m) 0.03 

M/Total(2M + 1) 30/61 
Lmin/Lmax (m) (wave length) 33/1000 

Cross-shore (x) x (m) 3.33 
h (m) 0.1 

Number of marching steps 121 
Temporal (t) t (s) 0.1 

Number of points per Tmin 50 

3. Nonlinear Shoaling of Two JONSWAP Spectra: Shore-Perpendicular and  
Oblique Propagation 

We demonstrate the capabilities of the model with two shoaling tests over a plane beach of  
0.03 slope. The offshore spectra are standard directional JONSWAP spectra propagating 
shore-perpendicular in the first test, and obliquely in the second. The parameters used here (Table 1) 
are typical for long Eastern Pacific swells; however, the directional spread is probably exaggerated in 
the simulations. The JONSWAP spectral shape (maybe not entirely realistic for representing the 
incoming waves at the deep end of the simulation domain) is used here solely to illustrate the 
capabilities of the current model and the use of the RPA for simulating the shoaling transformation of 
a deep-water variance density distribution. Because the JONSWAP spectrum does not contain any 
variance in the infragravity band, the second-order bound spectrum associated with the deep water 
swell was computed using Equation (13). A summary of the simulation parameters for both scenarios 
is shown in Table 1. 

For input-output purposes, the numerical model requires mapping the directional wave 
information between the model (f, ) grid and the standard frequency-angle representation (f, ) (e.g., 
as used in WAVEWATCH III™ [35]). The existence of turning points makes the implementation of 
the mapping procedure sensitive to the bathymetric profile. For a given frequency, turning points 
(Section 2.1) are cross-shore locations where additional modes are introduced into the system 
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(become active). Their effect on the geometry of the computational grid is illustrated in Figure 4. The 
active computational grid is limited to the band defined by | | < K(f,h), where K(f,h) is given by 
Equation (1). In deep water, this is a narrow band (widening toward higher frequencies, Figure 4a). 
As the water depth decreases, the band widens (additional modes become active), and becomes 
triangular in shape (Figure 4c) and extends into higher alongshore wave numbers as the shallow 
water boundary approaches | | < Kshallow = (gh) 1/2. As the limiting alongshore wave number 
increases, the frequency-angle representation degrades slightly (in Figure 4d, the mapped grid does 
not cover the entire available (f, ) domain). 

Figure 4. Directional characteristics of the frequency-alongshore wave number (f, ) 
representation in comparison with the standard (deep-water) frequency-angle (f, ) 
representation, in 15 m water depth (upper panels) and in 3 m water depth (lower panels). 
(a,c) The (f, ) representation; contours show the corresponding angles of propagation 
with respect to shore-parallel. The shaded area in (a) marks trapped-wave modes (i.e., 
modes that have the turning point between 15 m and 3 m water depth). The nodes of the 
(f, ) grid are marked by blue points. 

 

Designing the computational grid for applications poses thus the additional challenge of balancing 
the conflicting needs for resolving wide propagation angles (large limiting ) at high resolution 
(small  increments), and for keeping the number of triads described reasonably small for numerical 
integrations. The need for wide angles is non-trivial: for example, it is straightforward to check that 
directional difference triads containing two nearly collinear, shore-normal swell modes can excite a 
low-frequency wave that propagates nearly parallel to the shoreline. Note also that a significant 
fraction of the computational grid is never used. 

Mapping the directional spectral distribution between (f, ) and (f, ) spaces, shown in Figure 5, 
consists of two steps in each direction: a direct mapping of the modal amplitudes from the uniform 
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grid (or angle, Figure 5a or alongshore wave number, Figure 5c) onto a non-uniform one in the 
complementary space (Figure 5b or 5d), and a re-sampling (interpolation) of the non-uniformly 
spaced values into the uniform grid. All transformations are designed to preserve the frequency 
spectrum (i.e., the directional spectrum integrated over either angles or wave number). 

Figure 5. Illustration of the mapping of the directional JONSWAP spectrum from the 
(f, ) space onto the (f, ) space, and back for the shore-perpendicular spectrum. Upper 
panels: directional spectra in different representations; lower panels: corresponding 
frequency spectrum. The transformation preserves the frequency spectrum. (a) Standard 
(f, ) representation of the JONSWAP directional spectrum at 15 m isobaths; (b) Direct 
map from (f, ) to (f, ). The resulting grid in  is not uniform; (c) Spectrum re-sampled in 
the uniform  grid used for computation; (d) Spectrum directly mapped back to (f, ) 
space. The angle grid is not uniform. Units of the variance density contour plots  
are arbitrary. 

 
(a) (b) 

 
(c) (d) 

The evolution of a total of  possible (however, some 
high-frequency trapped modes never become active) directional modes are simulated (Figure 4). For 
each scenario, simulations are performed with both the full, and the linearized version of Equation (8). 
Note that the present implementation of the model only includes the linear and triad nonlinear 
evolution “engine” and wave breaking, with no additional physics (e.g., wave setup), that would be 
essential for realistic modeling of wave propagation in the nearshore. 
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The simulations shown here test the representation capability of the (f, ) grid as well as illustrate 
the directional effects of nonlinear shoaling. The initial spectra at the deep-water end of the domain 
(15 m water depth) are shown in Figures 6a and 7a. Linear runs (Figures 6b and 7b) show the 
expected refraction effect of decreasing directional spread, with modes slowly turning around toward 
shore-perpendicular propagation. The main nonlinear effects (clearly visible in Figures 6c and 7c) 
are energy transfers from the peak to (a) peak harmonics, and (b) low-frequency infragravity modes. 
For oblique propagation, artifacts of the resolution of the k-grid are visible in the deep-water 
spectrum (Figure 7a), but become less severe as the waves refract and the grid coverage in the 
frequency-angle space increases with decreasing water depth. Note that infragravity waves 
(frequency < 0.05 Hz) are significantly more directionally spread (approximately 60 degrees) than 
the rest of the spectrum (approximately 30 degrees for swell and 15 degrees for the shortest  
waves represented). 

Figure 6. Evolution of the directional shore-perpendicular JONSWAP spectrum (see  
Table 1). (a) Initial spectrum in 15 m water depth; (b) Linear evolution (3 m water 
depth); (c) Nonlinear evolution (3 m water depth). Simulations are averages over N = 100 
random phase realizations.  
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(c)  

Figure 7. Evolution of the directional oblique JONSWAP spectrum (see Table 1).  
(a) Initial spectrum in 15 m water depth; (b) Linear evolution (3 m water depth);  
(c) Nonlinear evolution (3 m water depth). Simulations are averages over N = 100 random 
phase realizations. 
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Figures 8 and 9 show the free surface elevation corresponding to one of the realizations used to 
estimate the spectra in Figures 6 and 7. The figures illustrate the change in the wave shape caused by 
the excitation of the phase-correlated harmonics of the spectral peak. A comparison of the linear 
(Figure 8a) and nonlinear (Figure 8b) oblique wave field clearly shows the steepening of the wave 
front. Both the shore-perpendicular and the oblique propagation realizations generate a significant 
infragravity field, with heights between 0.2 and 0.4 m. This effect is mainly a nonlinear  
shoaling effect (the linear shoaling of the initial bound infragravity band accounts for about 5 cm of 
the heights). 

Figure 8. Contours of the simulated free surface elevation field for shore-perpendicular 
propagation, corresponding to the spectrum shown in Figure 6 at a fixed (arbitrary)  
time. The parameters of the offshore spectrum are given in Table 1. (a) Linear model;  
(b) Nonlinear model; (c) Infragravity waves (f < 0.05 Hz) generated during  
nonlinear shoaling. 
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Figure 9. Contours of the simulated free surface elevation field for oblique propagation, 
corresponding to the spectrum shown in Figure 7 at a fixed (arbitrary) time. The 
parameters of the offshore spectrum are given in Table 1. (a) Linear model; (b) Nonlinear 
model; (c) Infragravity waves (f < 0.05 Hz) generated during nonlinear shoaling. 

 

4. Summary and Conclusions 

Based on the equations derived in [27], a Fortran 95/2003 code was written to solve the NMSE. 
The model (as of Version 1-38) contains approximately 32,000 lines of code, 60% of which is the 
Vode ODE solver and 8% are testing routines. The model has been compiled using several different 
Fortran compilers (GNU 4.8 and Intel 2013) and executed under several different LINUX platforms 
(Ubuntu and RHEL). This implementation of the NMSE is a phase-resolving, spectral (f,k) model 
that describes wave evolution over a beach with straight and parallel isobaths. The model solves set 
of hyperbolic equations for a two-dimensional surface gravity wave field approaching a beach 
accounting for non-linear, quadratic triad interactions, shoaling and refraction. The capabilities of 
the model are illustrated for shore-perpendicular and oblique propagation of a directional JONSWAP 
spectrum. The results show wide-angle infragravity (IG) generation as well as significant energy 
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transfers toward high-frequencies modes. The runs demonstrate the essential role directionality plays 
in nonlinear shoaling, especially in the generation of directionally spread infragravity waves. 

With the “engine” of a wave model developed, future research goals include: (1) Reformulating 
the governing equation from its current mathematically relevant form to one which is more 
numerically adept. By solving an equation better suited to floating point arithmetic (e.g., a form 
which minimizes rounding error), we should be able to improve the model’s stability, accuracy and 
energy flux conservation; (2) Adding modules for relevant physics such as setup (feedback to the 
total depth) and wind effects; (3) Performing additional numerical tests. Comparing the model to 
known analytic solutions (e.g., individual triad interactions) as well as observational directional 
wave data will provide for better model verification and validation. Additional IG scenarios will let 
us better understand how they are generated. Finally, future applications of the model will include 
making it publicly available to the community as well as incorporating it into phase-averaged 
deep-water models such as WAVEWATCH III™ using the RPA mechanism described here. 
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Appendix: Pseudocode for Nonlinear Derivatives 

######################################################################### 
# Performed once 
# Determine the list of all possible triads 
loop: |s| <= M 
   loop: |u| <= M 
      loop: |v| <= M 
         if (s = u + v) then 
            Set max to the maximum value of s, u, and v. 
            Add s, u, and v to list of triads for Mmax 

         end 
      end 
   end 
end 
 
######################################################################### 
# Performed once for each evaluation of the right hand side of the NMSE 
# Determine if mode J(fj s) exists where fj = j f and s = s  , 
loop: 1 <= j <= N 
   Calculate Mlocal 

   loop: |s| <= Mlocal 
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      Determine if mode J(j,s) exists 
   end 
end 
 
# Add linear component 
loop: 1 <= j <= N 
   Calculate Mlocal 
   loop: |s| <= Mlocal 
      if (mode J(j,s) exists) then 
         Add linear contribution (including wave dissipation) 
      end 
   end 
end 
 
# Add nonlinear component (triad interactions) 
loop: 1 <= j <= N 
   Calculate Mlocal 
 
   # Triad: j=q+p 
   loop: 1 <= p <= j-1 
      q=j-p 
      loop: 0 <= List of triads <= |Mlocal| 
         if (modes J(j,s), P(p,u), and Q(q,v) exist) then 
            Compute  
            if (  < c) then 
               Add nonlinear contribution of triad: J, P, Q 
            end 
         end 
      end 
   end 
 
   # Triad: j=q-p 
   loop: 1 <= p <= j-1 
      q=j+p 
      0 <= List of triads <= |Mlocal| 
         if (modes J(j,s), P(p,u), and Q(q,v) exist) then 
            Compute  
            if (  < c) then 
               Add nonlinear contribution of triad: J, P, Q 
            end 
         end 
      end 
   end 
 
end  
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Field and Model Study to Define Baseline Conditions of 
Beached Oil Tar Balls along Florida’s First Coast 

Peter Bacopoulos, James David Lambert, Mary Hertz, Luis Montoya and Terry Smith 

Abstract: Anecdotal data are currently the best data available to describe baseline conditions of 
beached oil tar balls on Florida’s First Coast beaches. This study combines field methods and 
numerical modeling to define a data-driven knowledge base of oil tar ball baseline conditions. 
Outcomes from the field study include an established methodology for field data collection and 
laboratory testing of beached oil tar balls, spatial maps of collected samples and analysis of the data 
as to transport/wash-up trends. Archives of the electronic data, including GPS locations and other 
informational tags, and collected samples are presented, as are the physical and chemical analyses 
of the collected samples. The thrust of the physical and chemical analyses is to differentiate the 
collected samples into highly suspect oil tar balls versus false/non-oil tar ball samples. The 
numerical modeling involves two-dimensional hydrodynamic simulations of astronomic tides. 
Results from the numerical modeling include velocity residuals that show ebb-dominated residual 
currents exiting the inlet via an offshore, counter-rotating dual-eddy system. The tidally derived 
residual currents are used as one explanation for the observed transport trends. The study concludes 
that the port activity in the St. Johns River is not majorly contributing to the baseline conditions of 
oil tar ball wash-up on Florida’s First Coast beaches. 

Reprinted from J. Mar. Sci. Eng. Cite as: Bacopoulos, P.; Lambert, J.D.; Hertz, M.; Montoya, L.; 
Smith, T. Field and Model Study to Define Baseline Conditions of Beached Oil Tar Balls along 
Florida’s First Coast. J. Mar. Sci. Eng. 2014, 2, 160-170. 

1. Introduction 

Florida’s First Coast beaches have experienced occurrences of oil tar ball wash-up as 
anecdotally evidenced by the local beach communities of Jacksonville. There has also been the 
question and concern of the local port (Mayport—St. Johns River) contributing to oil tar ball wash-
up on the beaches of Florida’s First Coast, and, historically, it was practice of ships to dump their 
bilge (containing fresh and used oil) just offshore before entering the inlet to port into Jacksonville. 
In addition to this local societal context, there is also a scientific purpose to generate a sample of 
baseline conditions of beached oil tar balls for Florida’s First Coast. This scientific purpose is 
motivated by the speculation of Cuba drilling for oil [1] and the possibility of an oil spill disaster 
that would directly affect Florida’s First Coast [2,3]. 

Much previous work on oil tar ball transport and wash-up came about from the post-evaluation 
of the Deepwater Horizon oil spill (2010) in the Gulf of Mexico, as related to various aspects 
including tar ball characterization [4] and spill tracking via beach observation [5]. Tar ball 
characterizations have been done for other regions of the world (e.g., California, USA [6] and 
Malaysia’s east coast [7]). However, there is no previous work related to oil tar ball transport and 
wash-up along Florida’s First Coast. The objective of this study was to define baseline conditions 
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of beached oil tar balls along Florida’s First Coast. Defining these baseline conditions will provide 
a dataset to use for comparison for future oil spill/tar ball events. 

2. Field Methods 

Two stretches of Florida’s First Coast beaches were selected for field observation (Figure 1):  

(1) north of the St. Johns River inlet—Little Talbot Island—hereafter referred to as the north  
site; and  

(2) south of the St. Johns River inlet—Atlantic Beach to Mayport—hereafter referred to as the 
south site. 

Teams of two walked the stretches of beach, each 6 km in length (Figure 1). The team would 
arrive at the site, in the middle of the 6-km-long beach stretch, split up so that one walked north 3 km 
and the other walked south 3 km, and then turn around and back-track the 3-km-long walk to arrive 
back at the site. If the tide was going out, the team would walk the first track along the debris line 
and walk the second track (the back-track) along the waterline, and vice versa for an incoming tide. 

Figure 1. (a) The two stretches of Florida’s First Coast beaches, the north site being north 
of the inlet and the south site being south of the inlet, selected for field observation. (b)
View of the beach for the north site. (c) View of the beach for the south site. 

Both sites were visited roughly once a week over two months (Table 1). Each site visit required, 
on average, 3 h of walking the beach stretch. For the beach walks, the following flotsam was 
photographed with timestamp and GPS location: Trash; seashells; seaweed; and oil tar balls. In 
addition, the start and end of each beach walk was photographed with timestamp and GPS location. 
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In the field, suspected oil tar balls were recognized by their deep black color, shiny and sooty 
appearance with varying range of sizes and consistencies (from smaller dime-sized pellets to larger  
racquetball-sized blobs). Additionally, the tidal condition (high/flood or low/ebb), weather 
(wind/storm) and wave climate (flat, knee-high, head-high or overhead-high) were noted for each 
beach walk; however, those data will not be used in this present study and are being reserved for 
future work related to understanding the temporal patterns of oil tar ball wash-up. 

All samples were handled with non-powdered gloves, individually stored in separate air-tight 
baggies, brought to the laboratory and collectively stored in an air-conditioned environment for 
subsequent physical and chemical analyses. The GPS data, including the photographs of the 
samples in situ, were organized into a GIS database for subsequent analysis. 

Table 1. Schedule of the beach walks. 

Visit Number  
(Site Location) 

Date
(mm/dd/yyyy) 

Start and End Times 
(EST) (hh:mm:ss) 

Number of Suspected 
Oil Tar Balls Collected

1 (south site) 02/28/2013 07:09:06 and 11:12:10 61 
2 (north site) 03/05/2013 07:54:33 and 11:14:07 20 
3 (south site) 03/10/2013 06:28:12 and 09:40:58 30 
4 (north site) 03/13/2013 06:45:41 and 08:04:59 3 
5 (south site) 03/14/2013 06:55:29 and 10:24:09 47 
6 (north site) 03/15/2013 06:59:25 and 09:11:56 10 
7 (north site) 03/29/2013 06:55:42 and 08:30:03 12 
8 (south site) 04/08/2013 06:25:38 and 09:35:37 5 
9 (north site) 04/11/2013 06:40:30 and 08:29:57 7 

10 (south site) 04/15/2013 06:12:34 and 08:42:03 0 
11 (north site) 04/17/2013 07:02:38 and 08:59:40 0 
12 (south site) 04/21/2013 08:24:00 and 10:35:05 0 
13 (north site) 04/23/2013 07:11:06 and 08:27:33 0 

3. Laboratory Testing 

Physical analysis involved categorizing all of the samples according to their suspected composition. 
Table 2 lists the seven different categories of physical composition that cover the range of the collected 
samples: coal; bone; lava; wood; rock; tar ball; and other. Figure 2 shows samples typifying the 
physical character of coal, bone, lava, wood, rock and tar ball. 

The literature is widely varying per how to characterize oil tar balls using chemical tests [8–12], 
but nonetheless guided us to conduct three chemical tests on the collected samples. The objectives 
of the chemical tests were to provide a first-order (low-level) identification of the collected 
samples, which was due to the minimal budget of the project, in that for future work and when the 
associated higher costs can be afforded, higher order (more detailed) chemical tests will be conducted. 
Thus, three chemical tests (each detailed below) were attempted to characterize the chemical 
makeups of the collected samples and identify them as containing oil (tar ball) or as not containing 
oil (anything other than a tar ball; examples, in addition to coal, bone, lava, wood and rock, would 
include shells, jellyfish, man-o-war, fish kill, and netting/string entanglements). Additional samples 
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obviously containing oil were obtained from Navarre Beach (Florida Panhandle) and Ponte Vedra 
Beach (Florida’s First Coast), where these samples were collected on an ad hoc basis for the 
purpose of serving as control measures in the chemical tests. 

Table 2. Categorization of the collected samples based on physical composition. 

Category Sample Features Number of Suspected  
Oil Tar Balls Falling into Category

Coal Sooty, brittle, shiny facets 58 
Bone Smooth exterior with highly porous center 13 
Lava Very lightweight porous rock 34 
Wood Visible wood grain 20 
Rock Sturdy, variable porosity 44 

Tar ball Tar-like smell, pliable, embedded debris 15 
Other Does not fit into any of the other categories 11 

The first test attempted was gas chromatography-mass spectrometry (GC-MS) and gas 
chromatography/flame ionization detector (GC/FID). The GC-MS and GC/FID tests failed because, 
with the low-budget instrument used, temperatures were not capable of gasifying the sample 
compositions and producing a chemical signature. Only solvent peaks for samples obviously 
containing oil were obtained, which was most likely due to insufficient temperatures of the GC 
columns used. Columns suggested by manufacturers to characterize crude oil sludge were beyond 
the available budget of the study. It is hypothesized that the majority of oil obtained from tar balls 
are the high molecular weight portions of crude oil, commonly referred to as tar. Compounds of 
high molecular weight have higher melting points than lighter compounds. In order for GC 
techniques to be applied, the instrument must reach sufficient temperatures for the compound of 
interest to reach a gaseous state, pass through the column and produce a reading. 

The second test attempted was solubilization of samples in DCM (dichloromethane) which is a 
commonly used solvent for isolating oils from particulate solid masses. A small piece from a 
sample in each of the categories of physical composition (Table 2) was placed into a 20-mL 
scintillation vial containing roughly 10 mL of DCM. This test was applied by observing if any oil 
residue became isolated from the sample and floated to the top of the vial. No oil residue was 
observed to come off any sample except for all the samples that belonged to the tar ball category 
where there were obvious collections of oil residue floating in the vial. Results of this test allow us 
to conclusively state that the members of the five categories not suspected to be tar balls indeed do 
not contain crude oil. However, extraction of a substance using DCM does not lead to a certain 
conclusion that the samples in the tar ball category do indeed contain crude oil, since DCM is a 
commonly used organic solvent and will dissolve many nonpolar compounds. As a result, this test 
can only be used to eliminate possible tar ball samples, not confirm them. 

The third test attempted was evaluation of melting point. In hopes to confirm the presence or 
absence of crude oil in the samples, we had desired to measure a melting point of bits of “oil” from 
the samples in the tar ball category. For all the samples in the tar ball category, a portion of each 
sample was powderized and the “oil” particles were separated from the larger pieces of rock and 
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debris via mechanical processing. Separation of the “oil” from the surrounding sand particles was 
impractical (although it was attempted, again via mechanical processing). It was eventually 
determined that the “oil” particles would melt at a much lower temperature than the sand, therefore 
the presence of the sand should not make a difference. The “oil”/sand mixture was heated in a test 
tube using a Bunsen burner which quickly revealed that the “oil” simply softened slightly and 
turned the sample into a gooey mess, accompanied with the smell of hot asphalt. While these 
results strongly suggest the sample was indeed a tar ball, the lack of quantitative evidence leaves  
it undetermined. 

Figure 2. Example samples typifying the physical character of (a) coal, (b) bone, (c) lava, 
(d) wood, (e) rock and (f) tar ball. Disregard the “tar ball” script on the forensic ruler. 
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4. Spatial Analysis 

The maps shown in Figure 3 are direct outputs of the developed GIS database showing the  
GPS-based locations of the furthest extents of the survey, all the collected samples and just the 
samples that were categorized as tar balls. Figure 3a shows the spatial distribution of all the 
collected samples, as an indication of all the flotsam that washes up on Florida’s First Coast 
beaches, with additional points indicating the furthest extent of ground covered by the team over 
the full duration of the fieldwork. Figure 3b shows the spatial distributions of all the samples that 
were categorized as tar balls, as an indication of baseline conditions of oil tar ball wash-up on 
Florida’s First Coast beaches, again with same extent of survey points for reference. 

Figure 3. GPS-based locations of (a) all the collected samples and (b) just the samples 
that were categorized as tar balls. 
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5. Numerical Modeling 

The ADvanced CIRCulation (ADCIRC) code was used for the numerical modeling in this study. 
The model is depth-integrated, and it is assumed that the simulated two-dimensional hydrodynamics 
are a major contributor to the transport of suspended materials, including oil tar balls contained 
within the water column. The model does not account for resuspension of settled materials or for 
the chemical evolution of oil tar balls. A previously developed model for the South Atlantic  
Bight [13], including Florida’s First Coast and the St. Johns River, was utilized. Boundary 
conditions included tides on the open-ocean boundary located in the deep ocean along the 60°W 
meridian. In this implementation of the model, only tides and tidal circulation were considered as 
the hydrodynamic driving force. In future implementations, the model will be additionally forced 
with winds, which are important to circulation, transport and waves whereby the wave-driven 
hydrodynamics will be fed back into the circulation and transport. The purpose of excluding winds 
in the current model implementation was to be able to obtain a picture of the tidally driven 
transport, before we explore the transport driven by tides plus winds and waves. 

Tidally driven transport is closely related to the velocity residuals at tidal and subtidal 
frequencies; i.e., tidally time-averaged velocities [14,15]. Tidal currents are the dominant driver of 
seawater movement in coastal seas; however, to study tidally driven transport, it becomes 
necessary to extract the velocity residuals from the oscillating tidal currents. Eulerian velocity 
residuals are the rectification of transiently oscillating tidal velocities at a fixed position using a 
time-averaging scheme [16]. Calculation of the Eulerian velocity residuals in this work is 
performed using the concept of the tidal cycle mean operator [17]. 

Figure 4 shows vectors of velocity residuals, and the associated contours of magnitudes, 
computed from a harmonic analysis of 45 days of simulated (fully dynamic) tidal currents. The 
velocity residuals shown correspond to the STEADY constituent (frequency of zero/period of 
infinity) vector in the harmonically analyzed velocity (fort.54) file of ADCIRC [18]. The velocity 
residuals exhibit an ebb pattern through the inlet, with counter-rotating eddies spinning off the 
inlet. The ebb tidal velocities through the throat of the inlet reach as high as 15 cm/s in magnitude. 
The north eddy is approximately 3 km in diameter and produces velocity residuals of 0.5–2.5 cm/s. 
The north eddy directs velocity residuals toward Little Talbot Island (the north site). The south 
eddy is approximately 6 km in diameter and produces velocity residuals of 0.5–2.5 cm/s. The south 
eddy directs velocity residuals toward Atlantic Beach to Mayport (the south site). 

There were 14 oil tar balls found on the north site and there was 1 oil tar ball found on the south 
site (Figure 3b). The north and south sites are located in the face of the shoreward components of 
the counter-rotating eddies of tidally driven velocity residuals ebbing from the inlet (Mayport) of 
the St. Johns River (Figure 4a). It is interesting that only 1 oil tar ball was found on the south site, 
compared to 14 oil tar balls that were found on the north site, which cannot be explained by the 
numerical modeling as implemented in this study. Future work will impose wind forcing on the 
model as well as can explore the wave climate and resulting field of wave radiation stresses that 
could drive oil tar ball transport toward the shore. Local sources of oil (likely relic oil from 
historical bilge dumping that would take place offshore before ships would port into Jacksonville) 
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could also be more prevalent north of the inlet and sparser south of the inlet. In this implementation 
of the model, it can only be concluded that there is a tendency in the tidal circulation for transport 
to be directed onto the north and south sites via tidally driven eddies. 

Figure 4. Tidally driven velocity residuals: (a) vectors and (b) the associated contours 
of magnitudes for the offshore waters of Florida’s First Coast. 

6. Conclusions 

This study was spawned as a pilot project to define a methodology for establishing baseline 
conditions of beached oil tar balls along Florida’s First Coast. As a result of the pilot project, a 
research team (local to Jacksonville) of mappers, modelers and field experts has been formed. In 
addition, the pilot project has established fieldwork protocols for collecting oil tar balls on 
Florida’s First Coast beaches, modeling methods for simulating hydrodynamics in the St. Johns 
River and offshore waters and laboratory tests for confirming or negating collected samples as 
being oil tar balls. 

The methodology presented in this paper for defining baseline conditions of beached oil tar balls 
along Florida’s First Coast was designed with up-scaling in mind. The project could be scaled 
spatially by including a longer stretch of beach. In temporal scope, the project could involve more 
frequent site visits or the collection period could be extended. In the laboratory, there could be 
more extensive testing with the goal of more conclusively identifying oil tar balls. 
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The study concludes that a limited amount of oil tar balls wash up during normal conditions, 
suggesting that the port activity in the St. Johns River is not a major contributor of oil tar ball wash-
up on Florida’s First Coast beaches. Future work will be to conduct a temporal analysis of the data 
to discover any trends or causative factors (e.g., storms) to oil tar ball wash-up. Finally, the 
numerical modeling will be extended to incorporate transport into the hydrodynamic simulation as 
well as to explore the effect of waves and wave-induced current as transport mechanisms. 
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Development and Use of Tide Models in Alaska Supporting 
VDatum and Hydrographic Surveying 

Lei Shi, Jindong Wang, Edward Myers and Lijuan Huang 

Abstract: National Oceanic and Atmospheric Administration’s National Ocean Service uses 
observations, hydrodynamic models and interpolation techniques to develop many of its products 
and services. We examine how two projects, computation of tidal datums for vertical datum 
transformation and the estimation of tidal characteristics for hydrographic surveys, are being 
developed in Alaska and how they may be more seamlessly integrated. Preliminary VDatum 
development for Alaska is in progress for the Alaska Panhandle through the setup of a high resolution 
tide model that will be used to compute spatially varying tidal datums. Tide models such as these can 
be used for other projects that traditionally rely on estimation of tides in between data locations, such 
as the planning for hydrographic surveys that need correctors to adjust bathymetry to the chart datum. 
We therefore also examine how an existing model in western Alaska can be used for better supporting 
hydrographic survey planning. The results show that integration of tide models with nearshore 
observations can provide improved information for these correctors and future work will further 
evaluate this methodology with existing VDatum tide models. 

Reprinted from J. Mar. Sci. Eng. Cite as: Shi, L.; Wang, J.; Myers, E.; Huang, L. Development and 
Use of Tide Models in Alaska Supporting VDatum and Hydrographic Surveying. J. Mar. Sci. Eng.
2014, 2, 171-193. 

1. Introduction 

National Oceanic and Atmospheric Administration (NOAA)’s National Ocean Service (NOS) 
develops and uses tide models and interpolation techniques in support of vertical datum transformation 
and hydrographic surveying. In this paper, we describe initial efforts to expand these capabilities in 
Alaska. VDatum [1] is a vertical datum transformation software tool, and the tidal datum 
transformations in VDatum are normally computed by using tide model results and corrected by 
interpolation [2]. These tidal datums are then related to orthometric and ellipsoid-based vertical 
reference systems through geoid models developed by NOS’ National Geodetic Survey (NGS). 
Developing VDatum for Alaska presents many challenges, mainly due to the smaller amount of tidal, 
orthometric and GPS data available to support the development and validation of models used to 
generate the vertical datums and their relationships to each other. While more of the data is being 
collected, the VDatum team decided that the development of a tide model could begin in one selected 
subregion of Alaska, using existing tide data to help validate the model. As more data becomes 
available in the future, any necessary adjustments to the model to improve model-observation 
agreement could be made accordingly. Additionally, tide models developed for VDatum are increasingly 
being used to help address other needs within NOAA. An example of this is hydrographic survey 
planning, where tidal parameters normally estimated through interpolation of tide gauge data could 
benefit from modeled tidal characteristics between gauge locations. While development of the 
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identified subregional tide model is in progress, we also evaluated how an existing tide model could 
be used to better define the spatial variability of tidal parameters to support hydrographic planning 
in western Alaska. 

VDatum tidal datums are normally developed by first simulating tidal characteristics with the 
advanced circulation model (ADCIRC) [3,4]. The VDatum team evaluated: (1) how to break the 
Alaska region into subregions; and (2) which subregion would have the highest priority for tide 
model development. We decided that at least five subregions would be needed and, based partially 
on the feedback from VDatum users, that southeast (SE) Alaska is the best suited for initial 
development (Figure 1a,b). Several tidal model applications have been previously developed covering 
SE Alaska [5–9]. Most of these applications emphasize regional tidal propagation, with a minimum 
resolution near the coast sufficient to resolve major passages and waterways around the Alexander 
Archipelago [5–7]. Hill et al. [8] simulated the tides and fresh water runoff in Glacier Bay, Alaska, 
using ADCIRC with a high resolution unstructured grid. Inazu et al. [9] modeled tides in SE Alaska 
using a finite difference model with 1-km resolution and gave an estimation of large tidal dissipation 
around Glacier Bay. There are also Pacific basin scale and global scale tidal models available, notably 
the Oregon State University Tidal Inversion Software (OTIS) by Egbert and Erofeeva [10,11] and 
the last version of the FES (Finite Element Solution) global tide model developed in 2012, FES2012 [12]. 
OTIS project has a Pacific basin scale model at 1/12° resolution, PO2009, as well as a global model, 
TPXO7.2, that assimilates satellite altimetry data. The diurnal and semidiurnal tides in the Gulf of 
Alaska from these models all have similar spatial patterns [5–7,10–12]. While the overall offshore 
pattern is simple, the complexity of the passages and waterways inside the SE Alaska Panhandle 
leads to significant tidal wave deflection and dissipation and thus requires a high resolution tidal 
model to properly simulate the local tidal propagation and spatial variations in tidal datums [13]. 
Therefore, initial work towards a new tide model for SE Alaska is presented here with higher 
resolution to resolve both regional and local tidal dynamics. 

Figure 1. (a) Alaska shoreline and coast waters, and the southeast (SE) Alaska 
hydrodynamic model domain (blue polygon, approximately); (b) SE Alaska, bathymetry 
and tidal stations (green dots); (c) SE Alaska unstructured model grid. 

(a) (b) (c)
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With the start of work on the SE Alaska tide model for eventual VDatum development, the 
VDatum team is also looking at extending the use of tide models developed over the years for 
VDatum along the U.S. coasts. One such identified use is to provide offshore tidal constituents to 
NOAA’s Hydrographic Planning Team (HPT) in the Center for Operational Oceanographic Products 
and Services (CO-OPS). In the assessment of users’ needs in Alaska for VDatum and tide models,  
HPT was identified for collaboration on evaluating the use of tide model outputs as an additional 
source of information to support hydrographic surveys in the Bering Sea. HPT provides survey 
operation teams with estimated tidal curves within a survey area by interpolating/extrapolating tidal 
constituents and tidal parameters, such as the mean tidal range (MN) and the high water interval 
(HWI, the interval between the Moon’s transit over the Greenwich meridian and the following high 
water). Current interpolation/extrapolation relies on the constituents and parameters derived from 
CO-OPS’ measurements at tide gauges located along the shoreline. The tidal constituents and tidal 
parameters derived from model results should therefore provide better estimates for offshore tides. 
The Bering Sea of western Alaska has complex tidal characteristics with several diurnal and 
semidiurnal amphidromes. Some previous tide models [14,15] are able to capture large-scale tidal 
features, but tend to perform worse in the nearshore regions, due to their relatively coarse resolution. 
Foreman et al. [16] used a variable triangular grid with a resolution from 1.5 km to 50 km and a 
barotropic finite element model to simulate tides in the Bering Sea with the assimilation of tidal 
harmonics derived from satellite altimetry data. Foreman's model has relatively high accuracy in the 
offshore and nearshore regions (the average M2 root mean square error, RMSE, is 3.0 cm; see Section 
3.3 for details), even though it is less accurate at the onshore CO-OPS tide stations (the average M2

RMSE is 10.7 cm; see Section 3.2 for details). We therefore used Foreman’s model for evaluation in 
this study and present the results of incorporating the model results into estimated tidal patterns  
to help support hydrographic survey planning. We will refer to Foreman’s model as “FM” in all 
future discussion. 

This paper is organized as follows: Section 2 presents the work on the development of a new,  
high-resolution tidal model for SE Alaska. Section 3 evaluates how tide models can improve current 
methods of estimating offshore tidal patterns to provide tide correctors for hydrographic surveys.  
The development of new tide models for the remainder of Alaska and further analysis of the use of 
tide models in hydrographic planning will continue in future years, and Section 4 identifies some key 
objectives of future work in this regard. 

2. Tidal Modeling in SE Alaska 

As the first step towards VDatum availability in southeast Alaska, the development of a high 
resolution ADCIRC tidal model is presented here for the coastal waters around the Alexander 
Archipelago and Alaska Panhandle. Using high-resolution shoreline and bathymetric data from 
NOAA, this model is able to resolve the fine detail of the shoreline with resolution down to about  
50 m. Boundary conditions were obtained from Oregon State University’s regional tidal solution 
PO2009 tide database [17] for the M2, S2, N2, K2, K1, O1, P1, Q1, M4, MS4 and MN4 constituents. The 
skill of the model is assessed through comparison of amplitudes and phases of tidal constituents 
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derived from the model and from observations. After model validation, the model will be used to 
compute tidal datums for future use in NOAA’s VDatum software. 

2.1. Model Development 

The model domain covers all coastal waters of the SE Alaska Panhandle (Figure 1). To reduce the 
impact of errors propagated from the open ocean boundary, we extend the southern open boundary 
beyond the southern tip of the Queen Charlotte Islands and the northern open boundary to include 
Yakutat Bay. The length of the domain from south to north is about 1150 km. In the offshore 
direction, the open boundary is extended to about 200 km from the nearest islands. The entire water 
domain covers a total of 300,000 km2. For regions inside the U.S. marine boundary, two types of 
bathymetric data were used: (1) sounding data of individual depth measurements; and (2) a digital 
elevation model (DEM) composed of multiple data sources [18]. For regions further offshore, a one 
arc-minute global relief model, ETOPO1 [19] was used. The reference vertical datums of the 
sounding data and DEM were converted to mean sea level (MSL) using gridded vertical datum 
conversions provided by NOAA’s National Geophysical Data Center (NGDC). These conversions 
were calculated using kriging to interpolate the vertical datums from 93 tide gauges around SE 
Alaska [20]. The vertical datum of ETOPO1 is mean sea level and therefore did not require a datum 
conversion. The bathymetry was smoothed to reduce the maximum slope and prevent instabilities, 
due to steep bottom slopes. A mean high water shoreline dataset was provided by NOAA’s NGS. 

An unstructured triangular mesh grid (Figure 1c) was generated to represent the model domain, 
using the shoreline from NGS as the land boundary. The water depths, distance to the shoreline and 
desired minimum resolution along the shoreline were among the factors used for determining local 
mesh resolution. The current mesh grid has about two million node points. The smallest grid size is  
50 m and the largest is about 20 km. Bathymetry was interpolated to the model grid using  
linear interpolation. 

A state-of-the-art numerical hydrodynamic model, ADCIRC [3,4], was used for tidal simulations 
with the SE Alaska grid. ADCIRC solves the 2D vertically-integrated generalized wave continuity 
equation using the finite element method on an unstructured triangular grid. This model has been 
widely applied to tide and storm surge simulations in estuarine, coastal and continental shelf  
regions [21]. 

To properly set up the model, three boundary conditions have to be prescribed: open boundary, 
surface boundary and bottom boundary conditions. Since we are only simulating the tides, there is 
no air-sea exchange of momentum, mass and energy applied to the surface boundary. A slip quadratic 
bottom friction boundary condition is used for the bottom boundary. We use a depth-dependent 
bottom friction coefficient, ,  
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where z is water depth,  and are two constant water depths, equal to 100 m and 300 m, 
respectively, in this study, and  and  are constant bottom friction coefficients for water 

shallower than  and water deeper than , respectively. Equation 1 provides a depth-dependent 
linear interpolated bottom friction for water depths between  and . In this study, we use 

, a constant over all depths, for the baseline study, and variable  scenarios 

are examined in sensitivity tests. The open boundary is forced by prescribed tidal information 
interpolated from Oregon State University’s Pacific Ocean basin scale tidal solution PO2009 [17]. 
The tidal forcing along the open boundary consisted of four semidiurnal constituents (M2, S2, N2 and 
K2), four diurnal constituents (K1, O1, P1 and Q1) and three shallow water components (M4, MS4 and 
MN4). The model has wetting and drying enabled, so as to cope with tidal flat scenarios. 

2.2. Model Validation 

Tidal harmonic constants for these 11 constituents (M2, S2, N2, K2, K1, O1, P1, Q1, M4, MS4 and 
MN4) are used for model validation at 43 CO-OPS tidal stations (Figure 1b). Some of these stations 
are long-term, active stations, while others are historical stations with various time lengths of  
deployment [22]. 

The semidiurnal M2 tide in the Gulf of Alaska has an amphidrome in the northern Pacific Ocean, 
east of Hawaii. The M2 tide propagates anticlockwise along the coast of SE Alaska, with the co-phase 
lines perpendicular to the coast and co-amplitude lines parallel to the coast (Figure 2). There are 
many inter-island waterways and passages along the SE Alaska coast through which the tides branch 
out and propagate shoreward. Some of these major passages include the Dixon Entrance-Clearance 
Strait, Sumner Strait, Chatham Strait and Cross Sound in the north (Figure 1b). Once inside the 
passages, the tide propagates through waterways with increasing phase lag and generally increasing 
amplitude. The amplitude near the open boundary is about 1 m. There are locations at the ends of 
inlets and passages, notably in Glacier Bay, Lynn Canal and Stephens Passage, where the amplitude 
is larger than 2 m (Figure 2). Glacier Bay has some of the largest amplitudes and phase lags in the 
model domain. 

The diurnal tide, K1, in the Gulf of Alaska has an amphidrome in the northern Pacific Ocean, west 
of Hawaii. The K1 tide propagates anticlockwise in the northwest direction along the SE Alaska 
coast. The amplitude of K1 near the open boundary is about 0.45 m and increases landwards  
(Figure 3). The maximum K1 amplitude in Glacier Bay is around 0.6 m. Similar to the M2 tide, the 
K1 phase lag increases in the northwest direction, but with less of a phase lag gradient. The largest 
phase lag is in Glacier Bay, around 270 degrees. In comparison, at the southern tip of the Alexander 
Archipelago, just north of the Dixon entrance, the K1 phase is about 258 degrees. All other 
semidiurnal and diurnal tides had similar patterns as the dominant M2 and K1 tides, only with  
smaller amplitudes. 

A direct comparison between model and observed M2 amplitudes (Figure 4) shows that the model 
generally overestimates the M2 amplitude. The amplitude (observed, model) pairs are clustered along 
the 5% error line. The model underestimates M2 amplitudes only at two stations and overestimates 
more than 10% at one station. The M2 phase is generally underestimated. At the lower phase values 
(i.e., at locations closer to the southern open boundary), this underestimation is smaller. This can be 
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due to the accumulation of error with the phase along the direction of wave propagation. For the S2

tide, the results are similar. For the K1 and O1 tides, the model overestimates the amplitude and 
underestimates the phase. The difference in both amplitude and phase is more of a constant shift. 
This may suggest that applying a constant shift to the K1 and O1 boundary conditions could help 
improve the results. 

Figure 2. M2 tide (a) co-amplitude lines (meters); and (b) co-phase lines (degrees) in SE Alaska. 

(a) (b)

Figure 3. K1 tide (a) co-amplitude lines (meters); and (b) co-phase lines (degrees) in  
SE Alaska. 

(a) (b)
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Figure 4. M2, S2, K1 and O1 model-observation comparison of amplitude (meters) and 
phase (degrees) at 43 tidal stations in SE Alaska. 

To quantify the model performance and skill, we calculated the mean absolute error (MAE) of the 
amplitudes and phases. We also calculated the root mean square error (RMSE), Ae, which combines 
the amplitude error and phase error using the equation: 

(2)

where Ao and Am are observed and modeled amplitudes, respectively, and ho and hm are observed and 
modeled phases, respectively. The relative RMSE (%), , will measure the relative model 
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performance across the different tidal constituents. Mean RMSE and mean relative RMSE are the 
average RMSE and relative RMSE values over 43 tidal stations for one tidal constituent. The total 
mean RMSE (cm), , measures the RMSE of all tidal constituents. 

The M2 tide has the smallest mean relative RMSE over all 43 data points (Table 1). K2 has the 
worst mean relative RMSE of all semidiurnal and diurnal tides, at 16.8%. All semidiurnal and diurnal 
tides have a mean relative RMSE between 5% and 10%, with the exception of the K2 tide. The M4

tide is inaccurate, with a mean relative RMSE of 54.4%. Most stations do not have MS4 and MN4

harmonic constant data, and thus, we do not present their performance statistics here. From the 
limited observed data points available for these constituents, MS4 and MN4 have similar relative 
RMSE as M4.

Table 1. Model-observation comparison: error measurements of nine tidal constituents, 
averaged over 43 tidal stations. MAE, mean absolute error; RMSE, root mean square error. 

Amplitude error, 
MAE (cm) 

Phase error, MAE 
(degree) 

Mean RMSE 
(cm) 

Mean relative RMSE 
(%)

M2 8.29 2.93 9.47 5.5 
S2 3.81 2.61 3.68 6.6 
N2 1.63 3.53 2.14 6.3 
K2 1.14 11.80 2.56 16.4 
K1 2.96 4.71 3.90 7.9 
O1 2.41 5.56 2.91 9.7 
P1 0.62 6.03 1.35 8.3 
Q1 0.31 3.82 0.38 6.6 
M4 1.82 26.11 1.60 54.4 

Total   28.7  

Figure 5. Spatial distribution of relative RMSE (%). (a) M2; (b) K1.

(a) (b)
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The model skill and performance have significant spatial variations across the 43 station points 
(Figure 5). Mitchell Bay, a 10 km2 in size inlet connected with Chatham Strait through a long,
100 m-wide narrow channel, is the location that the model performs the worst against the 
observations. The relative RMSE is well above 15% for all semidiurnal and diurnal tides here. At all 
other stations, the relative RMSE is usually below 10%. 

2.3. Discussion 

For all the semidiurnal and diurnal tidal constituents, the SE Alaska model seems to overestimate 
the amplitude and underestimate the phase. For the M2 tide, the model results agree better with 
observations with low amplitudes and small phase lags (i.e., locations closer to the south open 
boundary) than the results with high amplitudes and large phase lags (i.e., locations inside passages 
and further away from the open boundary). Bottom friction can have a significant impact on the 
modeled tidal phase lags and amplitudes. There are many studies [4,23] evaluating the impact of 
bottom friction on phase lag and amplitude. Historically, the bottom friction used in VDatum tidal 
simulations has ranged from 0.001 to 0.00375 [13]. In our study, the bottom friction is set to a 
constant value, . Besides the background run using this value, three more 

sensitivity tests were conducted with different values of bottom friction. Including the baseline run, 
the bottom friction coefficients for four test cases from low to high are , 

,  and . The total mean RMSE of nine tidal 

constituents (M2, S2, N2, K2, K1, O1, P1, Q1 and M4) in the four test cases were 29.7, 29.4, 28.7 and 
28.7 cm, respectively. In general, the initial increase of bottom friction reduces the model amplitude 
and increases the phase lag of all tidal constituents, thereby slightly reducing the total mean RMSE. 
However, further increasing of the bottom friction to 0.0045 did not further reduce the error. The 
bottom friction coefficient, , is larger than the values in previous VDatum tidal 

simulations and in other ADCIRC studies [21]. Furthermore, the model stability is too sensitive to 
further reduce the bottom friction coefficient. Therefore, no further sensitivity tests with lower or 
higher bottom friction coefficients were conducted. For semidiurnal tides, reducing the amplitudes 
and increasing the phase lags inside the passages is necessary to improve the model results. That 
implies a higher dissipation rate of tidal energy in the model inside the passages. Many studies [24,25] 
indicate the baroclinic tidal energy dissipation may play a more significant role than the bottom 
friction. A barotropic model may not be able to address the tidal dissipation associated with  
baroclinic processes. 

For the diurnal tides, the model-data comparison (Figure 4) may suggest a shift in amplitude and 
phase. We compared the PO2009 database with the 1/16 degree resolution global tidal model, 
FES2012 [12], along the open boundary. The two databases are very consistent along the open 
boundary. The preliminary results using the same 11 tidal constituents from FES2012 as an open 
boundary condition indicate that FES2012 reduces the total mean RMSE by 1.5 cm, from 28.7 cm to 
27.2 cm. There is marginal improvement, but the error distribution and pattern shown in Figure 4 is 
still the same. 

Another source of error may come from inadequate bathymetric data processing. Two changes 
were made to the bathymetry to increase model stability. One was to reduce the maximum horizontal 
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slope and the other was to smooth the bathymetry to reduce the formation of landlocked wet elements 
in the ADCIRC model. In the early stages of the model development, a vertical depth unit correction  
from feet to fathoms in about 5% of the sounding data reduced the total mean RMSE by half. Any 
changes made to the bathymetry to help model stability may compromise the accuracy of the model.  
In Mitchell Bay, the grid resolution is relatively low compared to the scale of the narrow channel 
connecting the bay to Chatham Strait. There are only two rows of elements representing this narrow 
channel. In combination with the low resolution of DEM data here, the model overestimates tidal 
energy propagated into the bay from Chatham Strait. 

The biggest challenge of tidal modeling in SE Alaska has been with the model’s numerical 
stability. The model can be unstable in wetting/drying scenarios involving landlocked wet elements. 
Figure 6 shows a time sequence of tidal elevations and velocities about one hour before the simulation 
ends due to the instability. The wet cells can connect with the open water episodically with a period 
of a few minutes, even as the tides are receding. The connection of these wet cells with the open 
water can be very abrupt. As the wetting/drying connection/disconnection process repeats, the 
outflow velocity increases until, eventually, the simulation fails. If the process has neutral or negative 
feedback, it may remain stable. In order to achieve model stability, the current model bathymetry had 
been smoothed aggressively. The bottom friction coefficient for shallow water less than 100 m is set 
to 0.00375, which is relatively large compared with other VDatum tidal modeling cases [13]. To 
achieve numerical stability without over-tuning the model’s physical parameters and bathymetry is 
the direction in our continued efforts to improve the model results. 

Overall, with a minimum of 50-m spatial resolution, the SE Alaska tide model mesh grid is able 
to resolve complex waterways and passages in SE Alaska to reach all 43 current and historical tidal 
stations in the CO-OPS tidal database. The tidal model produces reasonable tidal results. Of all 11 
tide constituents modeled (M2, S2, N2, K2, K1, O1, P1, Q1, M4, MS4 and MN4), three semidiurnal tides 
(M2, S2 and N2) and four diurnal tides (K1, O1, P1 and Q1) have a relative error below 10%. The K2

tide has a higher relative RMSE of 16.4%, and the M4 tide has a relative RMSE of 54.4%. The MN4

and MS4 tides do not have enough observational data to calculate the mean RMSE, but we expect 
the relative error to be large. The model generally overestimates the amplitude and underestimates 
the phase. There are a few directions to improve the model results, for example, to give a more 
realistic bathymetry in the tidal zone and also to prescribe a better spatially varying bottom friction. 
The model has a few locations, especially in Mitchell Bay (Figure 5), where significant model-
observation discrepancies exist. Usually, these are places where there is not enough grid resolution 
to resolve the coastal features and/or there is a lack of bathymetric data. In all of these cases, though, 
the model can produce a reasonable phase, but an inaccurate amplitude (it is not be able to calculate 
an accurate energy influx). In future work, the tidal energy flux and dissipation in SE Alaska will be 
more thoroughly investigated with the model. 
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Figure 6. Time sequence of the modeled elevation and velocity field around landlocked 
wet elements. The simulation started using a restart file 65 min before failure. 

3. Use of Existing Tide Model Outputs in Western Alaska to Support Hydrographic Surveys 

3.1. Introduction 

During the development of the SE Alaska tide model, an existing model (FM) developed by 
Foreman et al. [16] in western Alaska was selected to evaluate how model results could improve 
tidal interpolation for hydrographic survey planning. The model domain covers a region of the Bering 
Sea where NOAA has planned upcoming survey operations. For the application to nautical charts,  
real-time sounding depths need to be corrected to a fixed vertical datum, such as mean lower low 
water (MLLW), as real-time sounding depths are impacted by non-tidal and tidal water level 
fluctuations. The tide correctors for both non-tidal and tidal components are derived from 
interpolated/extrapolated tidal fields of coastal station observations. CO-OPS’ HPT team generates 
tide correctors from coastal stations using the Tidal Constituent And Residual Interpolation (TCARI) 
software. TCARI works by solving Laplace’s equation constrained by boundary conditions to 
spatially interpolate tidal constituents, datums and water level residuals (i.e., the non-tidal component 
or the difference between the astronomically predicted tide and the observed water level) over an 
unstructured triangular grid [26,27]. Once the TCARI solution is completed for a grid, the water level 
data series can be derived at any given point within the grid. 

The current method of interpolating/extrapolating onshore tidal observations for hydrographic 
surveys works well for the nearshore areas with substantial coastal stations and relatively simple tidal 
changes, as tidal features there can be readily captured by available coastal observations. However,  
in the Bering Sea of western Alaska, tides are very complex, due to the presence of amphidromic 
points and significant tidal amplification or reduction in coastal bays, estuaries and rivers. It is a 
challenge to accurately capture tidal propagation features in this region by relying only on the 
interpolation and extrapolation of the sparse onshore observed data [28]. 
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3.2. Methods and Results 

In this study, we examined the method of combining coastal observations with the tide model 
results. We first evaluate the FM performance at CO-OPS tide stations by comparing the modeled 
harmonic constants with observations. We then selected a number of offshore model points to be 
combined with onshore stations for the interpolation of harmonic constants using TCARI.  

Figure 7. The spatial distribution of the relative RMSE (%) of Foreman’s model (FM) 
for (a) M2; and (b) K1.

(a) (b)

To quantify the FM performance and skill, we calculated the RMSE of tidal constituents at  
18 CO-OPS coastal stations using Equation (2) from Section 2.2. The M2 RMSE ranges from 0.7 cm  
to 35.4 cm with an average of 10.7 cm. The K1 RMSE ranges from 0.7 cm to 16.7 cm, with an average 
of 4.5 cm. The relative RMSE (Figure 7) ranges from 2.5% to 177.7% for the M2 constituent and 
ranges from 3.8% to 85.4% for K1. Generally, the modeled tidal harmonics are comparable to the 
onshore observations, but have significant differences for particular stations. The discrepancies may 
be due to the relatively coarse resolution in particular regions and/or the absence of the local mass 
conservation of the model [16]. Given these discrepancies, accurate hydrographic surveys cannot 
rely only on the model outputs, especially in some nearshore regions. In this study, we propose to 
select a limited number of offshore model points to be combined with the onshore stations for 
interpolation, so that the interpolated harmonic constants in the nearshore regions are mainly 
controlled by the onshore observations. 

A triangular mesh with 69,369 nodes and 112,575 elements with the resolution varying from a 
few meters to 30 km was developed for TCARI interpolation. This mesh has much higher resolution 
around the coast than the offshore regions, which helps to better capture tidal variations in the 
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nearshore regions. The harmonic constants at a total of 18 CO-OPS stations and 21 model points in 
the domain (Figure 8) were used for interpolation. 

Figure 8. (a) Study domain; (b) Center for Operational Oceanographic Products and 
Services (CO-OPS) tidal stations (blue squares), selected FM points (purple dots) and the 
literature stations from Pearson et al. [29] and Mofjeld [30] (brown triangles) in the 
domain. The thick black lines indicate the outer boundary of the triangular mesh used for 
Tidal Constituent and Residual Interpolation (TCARI) interpolation.

(a) (b)

The co-amplitude and co-phase tidal fields of six constituents (M2, S2, N2, K1, O1 and P1) are 
populated from a combination of the observed and modeled data using TCARI. The amplitudes (A)
and phases (h) at the CO-OPS stations and the model points were first transformed into two variables: 
Acosh and Asinh, since it is difficult to directly interpolate phases with a range of zero to 360 degrees 
around amphidromic points. The values of Acosh and Asinh were then populated onto the triangular 
mesh using TCARI. Finally, the interpolated Acosh and Asinh fields were transformed back to 
amplitudes and phases. 

As examples, the M2 and K1 co-amplitude and co-phase contours from TCARI interpolation of 
combined onshore CO-OPS observations and offshore FM outputs (the combination is referred to as 
TOF) are shown in Figures 9a,b and 10a,b, respectively. As comparisons, the co-tidal contours from 
TCARI interpolation of only onshore CO-OPS observations (referred as TO) are shown in Figures 
9c,d and 10c,d. With the FM author’s permission, the co-tidal contours from FM are shown in Figures 
9e,f and 10e,f. The co-tidal contours from TOF are generally consistent with those from FM, but are 
different in the nearshore regions. The co-tidal contours from TOF are quite different from the TO 
contours, especially in terms of the presence and the location of the amphidromes. 
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Figure 9. M2 co-amplitude (left side panels) and co-phase (right side panels) contours 
from TOF (a,b); TO (c,d); and FM (e,f). 

(a) (b)

(c) (d)

(e) (f)
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Figure 10. K1 co-amplitude (left side panels) and co-phase (right side panels) contours 
from TOF (a,b); TO (c,d); and FM (e,f). 

(a) (b)

(c) (d)

(e) (f)
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From the TO M2 contours (Figure 9c,d), there is no amphidromic point at the northern part of the 
Bristol Bay entrance. The co-amplitude and co-phase lines in Bristol Bay tend to be perpendicular to 
the longitudinal axis of the bay, suggesting rectilinear tidal propagation. From the TOF M2 contours 
(Figure 9a,b), an amphidromic point appears at the north part of the Bristol Bay entrance, which is 
consistent with the FM M2 contours (Figure 9e,f) and indicates the more realistic presence of 
rotational tidal propagation. The magnitude of the TOF M2 amplitudes in the bay is also more realistic 
than the TO M2 amplitudes. In addition, compared to the TO contours, the M2 tide features in Norton 
Sound become clearer and more realistic in the TOF contours. The offshore M2 patterns have been 
changed even more significantly in terms of both amplitude and phase, since more model points are 
involved in the interpolation relative to the nearshore regions. 

For the K1 constituent, an amphidromic point to the south of Nunivak Island is only present in the 
TOF contours (Figure 10a,b). The K1 co-amplitude lines from TOF in Bristol Bay are thus more 
narrowly spaced than those from TO. In addition, a second K1 amphidromic point at the Norton 
Sound entrance shown in the TO contours (Figure 10c,d) is moved northward onto the land in the 
TOF contours. However, the K1 co-amplitude lines are not considerably altered from TO to TOF. 

3.3. Discussion 

Due to the scarce nearshore observations, it is difficult to directly evaluate the FM results and the 
interpolation results in the nearshore regions of interest to hydrographic surveys. However, there are 
some historic observed data available at offshore sites from Pearson et al. [29] and Mofjeld [30]. 
These two studies provide third-source data to be compared with the FM results and the interpolation 
results. The observed data and the offshore sites in these two studies will be referred to as the 
literature observations and the literature stations in the next discussion. The location and name of the 
literature stations are shown in Figure 8b. For each of the literature stations, we extract harmonic 
constants from the FM results and the interpolation results to be compared with the literature 
observations. The results for M2 and K1 are listed in Tables 2 and 3, respectively. In these two tables, 
the station names are the same as listed in the original literature. OBS refers to observed data (stations 
LD14A, NC17C, NC19C, and LD10A, Table 2) from Mofjeld [30] and observed data (all other stations) 
from Pearson et al. [29]. The RMSEs relative to OBS have been calculated using Equation (2) in 
Section 2.2 for FM, TO and TOF individually at each literature station. 

Overall, FM has the best performance, since this model has assimilated offshore altimetry data 
and most of the literature stations are located offshore. TO has the worst performance, suggesting 
that it is unreliable for capturing complex offshore tidal features by the interpolation of onshore 
observations only. On the other hand, TOF significantly improves the results relative to TO for 
almost all literature stations, confirming that TOF is a better option than TO for supporting 
hydrographic surveys. The only exceptions are the K1 comparisons (Table 3) at BC3, BC7, LD4 and 
LD5, where TOF is slightly worse than TO, indicating that the interpolated K1 values at these stations 
should be mainly controlled by the onshore observations. 

The M2 comparisons at seven stations (BC3, BC13B, BC13D, BC4, FX2, BC9 and BC21) show 
that TOF has the best performance, indicating that interpolation from combined onshore observations 
and offshore model outputs is a promising method. However, the M2 comparisons at other stations 
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(especially BC11, BC7, BC2, BC15, LD1, NC18, LD2, LD4 and LD5) show that TOF performs 
worse than FM. This may be due to the inadequate number or the inappropriate distribution of 
selected model points in the vicinity of these literature stations. 

Table 2. Comparisons of M2 amplitude and phase at the literature stations between 
observed data (OBS), FM, TO and TOF. The acronyms have been described in the text. 

Station 
Latitude 

(°N) 
Longitude 

(°W) 
Amplitude (cm) Phase (°) RMSE (cm) 

OBS FM TO TOF OBS FM TO TOF FM TO TOF
BC20 60.43 171.08 20.5 26.4 48.7 31.0 171.0 169.9 144.8 177.0 4.1 44.3 7.7 
BC3 55.02 165.17 41.9 42.7 52.0 39.8 89.0 84.5 79.3 89.5 2.4 22.3 1.5 

BC13B 55.50 165.82 35.5 37.3 54.9 38.7 106.0 99.1 86.2 102.2 3.4 30.0 2.9 
BC13D 55.78 165.38 39.0 41.0 59.8 40.6 109.0 109.3 91.6 108.8 1.4 33.7 1.1 
BC10 57.28 169.55 24.9 28.9 47.1 30.7 131.0 119.4 98.3 117.1 4.7 32.9 6.2 
BC4 58.62 168.23 33.4 35.7 57.7 35.1 151.0 145.0 121.3 151.8 3.0 46.4 1.2 
FX2 58.53 167.93 33.8 35.7 58.8 35.0 158.0 145.0 121.9 151.0 5.7 47.3 3.1 
BC9 59.22 167.70 36.7 38.1 59.8 36.1 164.0 157.3 135.8 169.9 3.3 53.0 2.7 
BC11 59.70 167.25 35.9 38.3 60.8 37.0 155.0 161.1 146.2 182.5 3.2 57.0 12.3 
BC21 60.38 169.18 30.9 36.8 51.8 35.6 189.0 186.2 152.8 185.2 4.3 51.6 3.7 
BC7 55.70 163.02 71.4 73.2 75.1 56.5 134.0 133.0 118.6 125.9 1.5 41.5 12.3 
BC2 57.07 163.37 45.2 43.6 82.5 56.1 157.0 157.9 141.0 147.3 1.2 69.3 9.7 
BC15 57.65 162.70 36.2 33.7 90.9 58.2 168.0 170.9 156.5 157.1 2.2 80.3 16.8 
LD1 62.50 166.12 46.1 44.2 30.3 22.9 328.0 325.0 76.3 327.0 2.2 17.7 16.4 

NC17 62.88 167.08 25.6 25.8 29.7 21.7 330.0 322.7 200.2 298.8 2.3 39.1 9.4 
NC18 63.15 168.38 22.4 20.2 30.4 21.1 324.0 314.9 246.7 272.3 2.8 34.7 13.5 
LD2 63.22 168.58 26.6 22.0 30.2 21.5 319.0 313.4 253.9 271.0 3.6 36.8 14.2 
LD4 64.78 166.83 4.9 3.8 16.9 12.9 138.0 162.7 191.8 219.4 1.5 15.4 9.2 
GEO 

PROBE 
64.00 165.50 13.0 11.4 18.4 14.4 44.0 32.5 35.4 15.6 2.1 5.7 4.8 

LD5 64.13 163.00 2.0 5.6 17.9 15.9 233.0 162.0 230.3 168.4 3.7 13.7 10.7 
LD14A 60.57 170.60 21.9 27.8 48.8 31.3 180.0 177.0 149.0 181.1 4.3 45.5 6.6 
NC17C 62.88 167.07 25.5 25.9 29.6 21.7 336.0 323.0 198.4 299.1 4.1 38.9 10.9 
NC19C 64.00 172.33 23.5 25.2 28.5 20.3 172.0 181.9 201.7 200.4 3.2 36.8 7.9 
LD10A 65.58 168.63 7.6 9.8 16.0 11.3 202.0 211.7 199.8 208.3 1.8 16.6 2.7 
Average           3.0 37.9 7.8 

The experiments presented here are the initial step for integrating tide models and observations to 
better support hydrographic surveys. We are working on more sensitivity tests to determine the 
optimal number and locations of the model points that should be included in TCARI interpolation 
for further improvement. Further tests of the method may also help to determine where the new tide 
gauges should be installed to improve the regional interpolated tidal fields. The corresponding 
analysis and results will be reported in future work. 

To further facilitate hydrographic survey planning, a series of tidal parameters, such as MN and 
HWI, are derived from the TOF amplitudes and phases of six tidal constituents using Form 180 [31]. 
Form 180 is an NOS CO-OPS’s standard procedure for estimating tidal parameters, including tidal 
datums, tidal ranges and tidal time intervals from tidal harmonic constants. In general, as shown in 
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Figure 11, the patterns of MN and HWI are similar to the M2 amplitude and phase (Figure 9a,b), 
respectively, in semidiurnal tide dominated areas. MN has near zero values in the vicinity of the M2

amphidromic points and to the south of some islands. HWI, mainly representing the M2 phase, shows 
rotational tidal propagation at the Bristol Bay entrance and rectilinear tidal propagation within  
Norton Sound. 

Table 3. Comparisons of K1 amplitude and phase at the literature stations between OBS, 
FM, TO and TOF. The acronyms have been described in the text. 

Station 
Latitude 

(°N) 
Longitude 

(°W) 
Amplitude (cm) Phase (°) RMSE (cm) 

OBS FM TO TOF OBS FM TO TOF FM TO TOF
BC20 60.43 171.08 18.1 19.7 30.5 21.5 326.0 322.8 337.6 315.6 1.4 9.4 3.5 
BC3 55.02 165.17 40.9 42.2 42.8 36.5 319.0 315.6 322.3 323.7 2.0 2.2 3.8 

BC13B 55.50 165.82 34.4 36.9 43.0 34.2 325.0 323.7 329.3 328.6 1.9 6.4 1.5 
BC13D 55.78 165.38 33.4 35.9 44.6 34.6 327.0 327.9 334.0 333.0 1.8 8.6 2.7 
BC10 57.28 169.55 24.9 26.9 36.7 25.8 333.0 327.8 332.8 322.3 2.2 8.4 3.4 
BC4 58.62 168.23 12.4 12.4 38.1 20.8 303.0 301.1 339.7 310.4 0.3 20.6 6.1 
FX2 58.53 167.93 8.9 11.0 38.8 21.3 288.0 299.7 340.9 313.1 2.1 24.2 9.7 
BC9 59.22 167.70 9.7 10.8 37.9 22.7 258.0 255.1 342.9 290.8 0.9 27.1 10.9 
BC11 59.70 167.25 18.3 18.0 37.3 22.5 207.0 219.2 343.1 263.9 2.7 36.8 14.0 
BC21 60.38 169.18 16.6 18.2 31.4 20.5 297.0 296.6 336.7 298.5 1.1 15.2 2.8 
BC7 55.70 163.02 49.0 51.8 50.8 44.0 335.0 331.7 348.4 352.2 2.9 8.3 10.4 
BC2 57.07 163.37 28.3 27.9 52.4 43.1 13.0 13.7 3.9 19.0 0.3 17.6 10.8 
BC15 57.65 162.70 29.9 31.5 55.5 49.5 48.0 49.0 20.6 43.7 1.2 22.7 14.0 
LD1 62.50 166.12 31.7 30.9 20.6 17.9 324.0 333.6 16.6 356.5 3.8 17.8 13.6 

NC17 62.88 167.08 19.0 19.2 19.4 16.2 341.0 347.9 10.6 353.1 1.6 6.9 3.3 
NC18 63.15 168.38 8.9 11.7 17.3 13.6 356.0 358.6 358.8 349.5 2.0 6.0 3.4 
LD2 63.22 168.58 8.1 10.9 16.6 13.0 359.0 4.5 358.7 350.5 2.1 6.0 3.6 
LD4 64.78 166.83 4.2 0.9 9.9 7.9 222.0 7.4 264.4 320.1 3.5 5.2 6.7 
GEO 

PROBE 
64.00 165.50 14.0 13.3 16.7 16.0 71.0 63.4 118.4 74.6 1.4 8.9 1.6 

LD5 64.13 163.00 32.1 26.6 28.8 30.2 110.0 119.2 112.1 98.5 5.1 2.4 4.6 
LD14A 60.57 170.60 17.2 18.9 30.2 20.8 322.0 318.2 337.8 312.7 1.5 10.2 3.4 
NC17C 62.88 167.07 18.5 19.3 19.4 16.2 346.0 348.0 10.8 353.3 0.7 5.8 2.2 
NC19C 64.00 172.33 9.9 11.4 14.3 10.9 328.0 329.7 326.9 334.5 1.1 3.1 1.1 
LD10A 65.58 168.63 2.7 3.3 6.6 4.5 359.0 322.6 276.1 304.3 1.4 4.8 2.6 
Average           1.9 11.9 5.8 

The traditional co-tidal lines for hydrographic survey planning and the real-time water level time 
series for hydrographic surveys in an area of interest are developed mainly based on the interpolated 
fields of tidal harmonics and tidal parameters from coastal observations. This work could be 
potentially improved if the tidal constituents and tidal parameters are estimated in a more realistic 
way by adding offshore tide model results, especially in tidally complex areas. The methodology 
proposed in this study will be further tested for regions with more onshore observations and better 
understood co-tidal line patterns, such as in Chesapeake Bay and San Francisco Bay. 
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Figure 11. (a) The mean tidal range (MN) and (b) the high water interval (HWI) derived 
from TOF harmonic constants. 

(a) (b)

4. Summary and Future Work 

NOAA’s VDatum program has a national tidal model development effort to systematically 
calculate spatially varying tidal datums. These high resolution tidal models [13] were developed 
using a finite element hydrodynamic model, ADCIRC, to simulate the tidal propagation in estuaries 
and coastal environments. The latest tidal modelling development effort in SE Alaska has 
approximately 2 million nodes with a minimum resolution of 50 m near the coast. The model is able 
to reach all 43 CO-OPS current and historical tidal stations in the modelling domain (Figure 1) for 
model validation. The SE Alaska tide model presented here has shown that tidal propagation 
characteristics are well represented with the ADCIRC model applied to the grid developed for this 
region. Of all 9 tide constituents (M2, S2, N2, K2, K1, O1, P1, Q1, and M4) used for model validation, 
three semidiurnal tides (M2, S2 and N2) and four diurnal tides (K1, O1, P1 and Q1) have a relative error 
below 10%. The K2 tide has a higher relative RMSE of 16.4%, and the M4 tide has a relative RMSE 
of 54.4%. The total mean RMSE (Table 1) for all 43 stations is 28.7 cm. A few model sensitivity 
tests have been conducted to test the model sensitivity to different bottom friction coefficients and to 
different prescribed boundary conditions. Further adjustments to this SE Alaska model will be 
focused on addressing the primary issues for model improvement, namely: (1) the general 
overestimation of amplitudes and the underestimation of phases; (2) local issues with accuracy due 
to local grid resolution and/or the lack of bathymetry; and (3) model stability in areas experiencing 
wetting/drying and associated development of landlocked wet cells in the grid. Overall, this model 
grid is quite advanced in that it has a significant amount of resolution to represent the numerous 
complex waterways throughout the Alexander Archipelago and associated coastal features. This grid 
and the model results will be invaluable in future VDatum representation of both regional and 
localized spatial variations in tidal datums. 
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While the primary output from the tidal models for VDatum has traditionally been used for 
computing tidal datums, new uses of modeled information should be more thoroughly evaluated.  
One such identified new use is to provide hydrographic survey planning with offshore tidal harmonic 
constants that can be integrated with tidal harmonic constants derived from observations in the 
TCARI interpolation. The western Alaska work presented here demonstrated a clear improvement 
of integrated offshore tidal harmonic constants over interpolated values based solely on tidal gauge 
data. The co-amplitude and co-phase contours of the M2 and K1 harmonic constituents are much 
more consistent with the contour output from FM by integrating modeled harmonic constants 
(Figures 9 and 10). The RMSE between the interpolated values and offshore observed values were 
improved from 37.9 cm to 7.8 cm for the M2 constituent and from 11.9 cm to 5.7 cm for K1 
constituent by integrating modeled harmonic constants (Tables 2 and 3). Further work will continue 
on sensitivity tests to determine the best approaches for selecting model points to use in this process, 
including the total number of points and their proximal location to amphidromes. The methodology 
will also be further examined using different tidal models, as well as new interpolation techniques, 
such as that developed by Shi et al. [32]. These tests will continue for the western Alaska domain, as 
well as for the VDatum tide models previously developed for other regions. The SE Alaska tide 
model will be used similarly as input to the process of updating contours of tidal information for 
hydrographic survey planning purposes. 
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Advances in a Distributed Approach for Ocean Model
Data Interoperability 

Richard P. Signell and Derrick P. Snowden 

Abstract: An infrastructure for earth science data is emerging across the globe based on common 
data models and web services. As we evolve from custom file formats and web sites to standards-
based web services and tools, data is becoming easier to distribute, find and retrieve, leaving more 
time for science. We describe recent advances that make it easier for ocean model providers to 
share their data, and for users to search, access, analyze and visualize ocean data using MATLAB®

and Python®. These include a technique for modelers to create aggregated, Climate and Forecast 
(CF) metadata convention datasets from collections of non-standard Network Common Data Form 
(NetCDF) output files, the capability to remotely access data from CF-1.6-compliant NetCDF files 
using the Open Geospatial Consortium (OGC) Sensor Observation Service (SOS), a metadata 
standard for unstructured grid model output (UGRID), and tools that utilize both CF and UGRID 
standards to allow interoperable data search, browse and access. We use examples from the U.S. 
Integrated Ocean Observing System (IOOS®) Coastal and Ocean Modeling Testbed, a project in 
which modelers using both structured and unstructured grid model output needed to share their 
results, to compare their results with other models, and to compare models with observed data. The 
same techniques used here for ocean modeling output can be applied to atmospheric and climate 
model output, remote sensing data, digital terrain and bathymetric data. 

Reprinted from J. Mar. Sci. Eng. Cite as: Signell, R.P.; Snowden, D.P. Advances in a Distributed 
Approach for Ocean Model Data Interoperability. J. Mar. Sci. Eng. 2014, 2, 194-208. 

1. Introduction 

Ocean modelers typically require many different types of input data for forcing, assimilation and 
boundary conditions, and routinely produce GB or larger amounts of output data. Depending on 
which model is used, the horizontal coordinate of the output data may be on a regular, curvilinear, 
or unstructured (e.g., triangular) grid, while the vertical coordinate may be on a uniform or 
stretched grid with a number of different possibilities (e.g., sigma, sigma-over-z, s-coordinate, 
isopycnal). Ocean modelers therefore often spend large amounts of time on mundane data 
manipulation tasks such as searching and reformatting data from external sources, writing custom 
readers for specific models so that results between models can be compared and assessed, as well 
as responding to custom data requests from consumers of their model products. Better tools reduce 
time spent on these mundane data manipulation tasks, thereby increasing time spent on modeling 
and analysis work. 

The U.S. Integrated Ocean Observing System (U.S. IOOS®) has been working on better tools to 
support not only its member organizations, but the entire ocean science community. U.S. IOOS 
(hereafter referred to simply as IOOS), is a collaboration between Federal, State, Local, Academic 
and Commercial partners to manage ocean observing and modeling systems to meet the unique 
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needs of each region around the US [1–3]. Federal partners provide the “National Backbone”, and 
11 IOOS Regional Associations (RAs) build upon the backbone with local assets to create 
observational and modeling systems designed to be more than the sum of the parts, capable of 
responding to the societal needs of each individual region (e.g., harmful algal blooms, 
eutrophication, search and rescue, oil spills, navigation, mariculture) (Figure 1). 

Figure 1. The 11 United States Integrated Ocean Observing System (U.S. IOOS)  
Regional Associations, reproduced with permission from © 2011 Dynamic Network 
Services—DynDNS.com Internet Guide.  

In 2008, IOOS held a community modeling workshop attended by 57 members spanning 
federal, research and private sectors, including modelers and stakeholders, and the workshop 
produced a report with nine specific recommendations to advance the state of ocean modeling in 
the US [4]. One of recommendations was to “develop an implementation plan for a distributed, 
one-stop shopping national data portal and archive system for ocean prediction input and output 
data”. The US Geological Survey (USGS) had been working on model data interoperability for 
their collaborative projects on sediment transport modeling [5–7] and in 2009 agreed to send one of 
their modelers to the U.S. IOOS Program Office, within the National Ocean and Atmospheric 
Administration (NOAA), for a one year detail to lead the effort. 

The one year project to develop model data interoperability for IOOS was remarkably 
successful. Leveraging technologies developed for the atmospheric community, a model data 
delivery and access system was implemented in all 11 IOOS RAs and at many of the National 
Backbone modeling centers [8]. The approach used mostly technologies that had grown from the 
community and emerged as community practices [9,10]. The system design allowed modelers to 
serve their data in a standardized manner via IOOS-approved web services without modifying their 
original data files or their models. Users were then able to access these standardized data streams 
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using a variety of tools, from simple map-based browsing, to more sophisticated 3D visualization, 
to full scientific exploration on their desktop computers. With this success, future work to build on 
this infrastructure was recommended, including improved techniques for searching datasets, better 
support for unstructured grids and observational data, server-side subsetting for unstructured grids, 
more tools for common analysis tasks, and tools for scientific analysis and visualization 
environments in addition to Matlab. 

Figure 2. (left) The structured (curvilinear orthogonal) grid SLOSH model. (right) The 
unstructured (triangular) grid ADCIRC model. 

In 2010, IOOS funded a Coastal and Ocean Modeling Testbed (COMT), with the goal of 
accelerating improvement in ocean forecasting through targeted model assessment and comparison 
projects. The initial COMT focused on Estuarine Hypoxia, Shelf Hypoxia and Inundation [11,12], 
and prioritized assessment of model data output from both curvilinear orthogonal grid models 
(SLOSH, ROMS, NCOM and HyCOM) and unstructured triangular grid models (ADCIRC, 
FVCOM and SELFE) (Figure 2). The COMT Cyberinfrastructure team was charged with 
developing and implementing technologies to meet these needs. 

Here we report on significant improvements of the IOOS infrastructure relevant to ocean 
modelers or users of ocean model products since the system described in [8]. Many of these were 
developed in the COMT and other IOOS activities, while other components were developed 
external to IOOS in the international geoscience community. These include new standards for 
unstructured grid model output and for observational data (e.g., time series, profiles, trajectories), 
new services and access tools for consuming these standardized data, more analysis tools for 
Matlab users, and new tools for Python users. These tools and techniques are not specific to IOOS, 
and should be of interest to anyone interested in more efficient distribution or access to ocean 
modeling and observational data. 
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Figure 3. Schematic of the IOOS Coastal and Ocean Modeling Testbed (COMT) 
model data interoperability design. Non-standard model output and data files are 
converted into standardized and aggregated virtual datasets using the NetCDF Markup 
Language (NcML), a lightweight XML layer. A custom NcML template is developed 
for each type of model output (e.g., collections of SELFE files). Once the data has  
been standardized to Common Data Model feature types (by the use of CF-1.6 and 
UGRID-0.9 conventions), it can be distributed uniformly by appropriate services and 
consumed by standards-based clients, providing data interoperability for the user.  

2. Methods 

2.1. IOOS COMT Model Data Interoperability Design 

The IOOS COMT model data interoperability design used the same basic core strategy 
described in [8]: Convert collections of non-standard data files to a common data model using a 
light-weight Extended Markup Language (XML) layer, which then allows distribution of datasets 
uniformly via standard services, which can be consumed by standards-based clients (applications) 
(Figure 3). At the heart of the system is the Unidata Thematic Realtime Environmental Distributed 
Data Services (THREDDS) Data Server, which is built on the Unidata NetCDF-Java library. The 
NetCDF-Java library is capable of reading NetCDF, HDF5, GRIB and GRIB2 data files into a 
common data model, which allows a uniform representation of the data regardless of input format. 
In addition, it can read NetCDF Markup Language (NcML) files, simple XML files that allow the 
provider to define aggregations of binary files as well as provide or modify metadata. Thus 
collections of non-standard convention binary files can be turned into aggregated, standardized 
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datasets without modification of the original files. This is a powerful feature that places minimal 
impact on the providers. They can continue to use their existing data files with their existing 
software while exploring the benefits of standardized tools. The new features of this system since [8] 
are described individually below. 

2.2. Advances in Model Data Standards, Tools and Techniques 

2.2.1. The ncSOS Service for Observational Data 

The CF Conventions and the Unidata Common Data Model were originally developed only for 
2D, 3D, and 4D gridded data (featureType:Grid) with two spatial dimensions (e.g., longitude, 
latitude), and time and/or depth dimensions. The success of this approach motivated the extension 
of this approach to observational data. In version 1.6 of the CF Conventions, metadata were defined 
to support observational data such as tide gauges, CTDs, ADCPs and ocean gliders (featureTypes: 
TimeSeries, Profile, TimeSeriesProfile, Trajectory). The NetCDF-Java library was updated to 
support these featureTypes, allowing for customized methods appropriate for these data types. 

The OGC Sensor Observation Service (SOS) is an IOOS-approved web service for delivering 
observational data, supporting GetCapabilities, DescribeSensor, and other service requests that 
allow for a rich exchange between the server and client. Typically SOS services connect to 
databases that store the observational data (e.g., NOAA-COOPS, NDBC, 52 North), but with the 
new CF-1.6 specifications allowing standardized collections of observed data in NetCDF files to be 
ingested into the Common Data Model, it was realized that an SOS service could also be developed 
relatively easily for the THREDDS Data Server. Under funding from IOOS COMT, RPS ASA 
developed ncSOS, released it as open source, where it continued to be developed with funding 
from USGS and IOOS [13]. Written in Java, it is a simple plug-in for the THREDDS Data Server, 
installing in minutes with no configuration necessary. This allows access to observational data by 
any broker or client that can formulate SOS requests such as XML or simple Representational State 
Transfer (REST) text and process the responses (currently XML, JSON or CSV). 

2.2.2. Unstructured Grid (UGRID) Standards and Tools 

To represent the data output from unstructured grid models a common way, metadata 
conventions need to be adopted. The CF Conventions have proven very popular and effective for 
structured (e.g., rectilinear, curvilinear) grid model output, but had no way of specifying the grid 
topology (connectivity) necessary for unstructured grids, or concepts such as location of data on the 
grid elements (e.g., located on faces, edges or nodes). Shortly after CF version 1.0 was released in 
2008 a UGRID Interoperability Google Group was formed with representatives from organizations 
such as Deltares, NOAA, USGS, DOE, and the FVCOM, ADCIRC, SELFE modeling  
communities [14]. After several years of discussion, development and testing, unstructured grid 
metadata conventions were finally released in 2013 as UGRID 0.9 [15]. The conventions were 
developed to allow specification of data variables on fixed horizontal unstructured grids. Higher-order 
element representation of data variables and handling data from moving or changing meshes were 
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left as future enhancements, with the realization that these enhancements might necessitate a 
different underlying data model, but leave the functionality for users intact. 

With the new UGRID 0.9 conventions for unstructured grid data, it was possible to create a new 
class for NetCDF-Java to support the UGRID featureType. This Java code was also developed by 
RPS ASA and released as an open source plugin for NetCDF-Java and/or THREDDS Data Server [16]. 
This allows for unambiguous retrieval of properties such as connectivity arrays or data location on 
the elements (e.g., face, node), which allows interoperable clients to be developed to support any  
UGRID-compliant data. 

The NCTOOLBOX was developed to leverage the NetCDF-Java library Common Data Model 
for Matlab users [17]. An evolution of the njTBX Toolbox for Matlab described in [8], it supports a 
wide range of operations on CF-compliant gridded data (rectilinear or curvilinear). With the new 
UGRID 0.9 conventions for unstructured grid data, and support in NetCDF-Java, it was possible 
for RPS ASA to create new tools for NCTOOLBOX to support UGRID-Compliant datasets as 
well. As an example, water levels from three different models used in COMT (ADCIRC, SELFE 
and FVCOM) can be accessed and displayed without using model specific code (Figure 4). The 
Matlab code to recreate this figure is the script demos/contrib/test_ugrid3.m from the UGRID 
version of NCTOOLBOX, available at [18]. 

Blanton et al. [19] leveraged the capabilities of UGRID standards and NCTOOLBOX to build a 
powerful GUI-based tool (ADCIRCVIZ) for accessing and visualizing storm forecasts run on 
unstructured grid models from multiple remote locations. While geared toward forecasts computed 
with ADCIRC, any model that conforms to UGRID standard can be visualized in this application. 

The THREDDS Data Server [20] currently includes the built in Web Map Services (WMS) 
provided by ncWMS, developed by the University of Reading [21]. Although this service works 
exceptionally well for rectilinear data, the performance is poor for curvilinear grids and there is no 
support for unstructured grids. 

To rectify this situation, ASA-RPS built a new Python-based WMS service called SciWMS [22] 
that uses standard Python plotting via the Matplotlib Basemap library to generate maps. This turns 
out to be several times faster than the approach ncWMS uses, at least for the current generation of 
models, and works for unstructured grids. Because it is written in Python, it can’t be bundled with 
THREDDS like NcWMS. It must be installed and configured separately, but the procedure is well 
documented, along with instructions how to customize a THREDDS server configuration to point 
to the SciWMS mapping services instead of the usual THREDDS-supplied WMS services. With 
this configuration in place, the SciWMS services become associated with the ISO metadata, which 
makes the SciWMS services discoverable via the catalog services instead of the default ncWMS 
services. Thus tools can be developed that allow searching for relevant datasets via the ISO 
metadata, and then quick display of model results via the SciWMS services. 
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Figure 4. Water levels from three different unstructured grid models (ADCIRC, 
SELFE and FVCOM) displayed by the NCTOOLBOX script demos/contrib/test_
ugrid3.m. The script takes advantage of the UGRID conventions to access and display 
data from different unstructured grid models without any model-specific code. Any 
UGRID-compliant model could be displayed. 
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Figure 5. Comparison of ocean glider data (top panel) with forecast data from three 
different forecast models: the SECOORA SABGOM ROMS model from NCSTATE, 
the NAVY USEAST NCOM model, and the NOAA Global RTOFS HYCOM model. 
Tools from NCTOOLBOX were used that can extract vertical sections along time and 
space paths from any Climate and Forecast (CF)-compliant structured grid ocean model. 
The scripts that produce these plots may be found in the toolbox demos/contrib directory. 

2.2.3. Expanded Analysis Functions and Demos in NCTOOLBOX for Matlab Users  

In addition to providing support for unstructured grids, more tools and demos have been added 
to the NCTOOLBOX for Matlab, significantly increasing the functionality over the preceding 
njTBX toolbox described in [8]. As an example, the nc_genslice.m function takes a CF-compliant 
model dataset URL and an [x,y,z,t] trajectory on input, and returns an interpolated track from the 
selected model along that path. Instead of downloading data from the entire bounding box and 
temporal extent of the glider path from the model, the data is extracted in small chunks following 
the glider path, and the end result is typically only a few hundred KB of data. This provides an easy 
way to compare different models to ocean gliders, and was recently used with several IOOS 
forecast models and data collected during GliderPalooza, a collaborative glider campaign run on 
the US East Coast during Sep–Nov 2013 (Figure 5). Because users of NCTOOLBOX have the 
data, not just graphics, quantitative model assessment can be performed in addition to visual 
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comparison. Wilkin and Hunter [23] leveraged the power of these new routines to objectively 
assess seven different forecast models in the Mid-Atlantic Bight, using IOOS community glider 
data collected over an 18 month period. 

2.2.4. An Improved Procedure for Modelers to Create Standardized Datasets 

In the COMT, many of the groups wanted to upload their data to a central server, requiring a 
procedure to catalog the datasets being uploaded. As typical in the larger ocean community, the 
modeling groups generated output files with differing metadata and conventions. All were NetCDF, 
but while some were nearly CF or UGRID-compliant, others contained only minimal metadata. For 
a single simulation, some modeling groups produced a single NetCDF file for all variables and time 
steps, while others produced collections of NetCDF files, with individual files for each variable and 
fixed number of time steps. To handle this situation, an approach was developed that used template 
NcML files and a Google Drive spreadsheet to automatically generate the THREDDS catalog.

Despite the non-uniformity of output files, NcML made it possible to virtually aggregate and 
standardize the datasets. For each modeling group, a template NcML file was provided that would 
turn their output files into a single, CF-compliant or UGRID-compliant dataset. For example, the 
template provided to the SELFE group aggregated each variable along the time dimension, and 
then aggregated all the variables together, while also aggregating a grid file that contained the 
lon/lat locations of the mesh, allowing the 49 different files constituting a single simulation to be 
accessed through a single UGRID-compliant URL. The modeling groups could use these templates 
without needing to understand the details of the CF or UGRID conventions, and the templates 
needed little or no modification to be used for each simulation performed by a particular  
modeling group. 

A spreadsheet on Google Drive was used by modelers to specify the location of their NcML 
template as well as additional custom descriptors for the model run. After completing a new 
simulation, they would create a directory on the testbed server and upload their output files and 
template NcML (preferably using GridFTP via Globus [24]). They then added a row to a shared 
Google Drive spreadsheet that specified a title for the run, the location of the NcML template, and 
a short summary statement describing the model run. Every hour a Python script running on the 
testbed server read the spreadsheet using the Google API and combined the metadata from the 
numerous NcML files and additional metadata from the Google Spreadsheet into a single 
THREDDS Catalog of CF- and UGRID-compliant datasets. 

2.2.5. Enabling Discovery via Standardized Metadata and Catalog Services

Enabling standardized datasets is a great step forward for interoperability, but it still can be 
difficult for users to find these standardized datasets. In [8] and in other projects (e.g., the NOAA 
Unified Access Framework project [25]) the approach was to build a single catalog that points to 
other catalogs, basically creating a large tree of datasets organized in a particular way (e.g., by 
IOOS region or NOAA Line Office). Thus a user had to navigate this tree to search for datasets that 
might be of interest. Instead, most users would rather search on space, time, and variable to 
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dynamically find datasets that are of interest. Thanks to advances in metadata standardization and 
cataloging services, this is now relatively easy to enable. 

With IOOS funding, NOAA NGDC developed a Java plug-in for THREDDS called NcISO that 
provides an ISO metadata service, converting the attributes and other metadata into ISO 19119-2 
XML. Written in Java, it also can be used as a stand-alone application which scans a remote 
THREDDS catalog and generates ISO metadata for each dataset. This metadata, in turn, can be 
harvested by catalog services such as Geonetwork, GI-CAT, Geoportal Server, CKAN and 
PYCSW. The COMT datasets were harvested from the testbed server THREDDS catalog by the 
NGDC Geoportal Server that drives the IOOS Catalog. The COMT datasets are therefore 
discoverable by users internal and external to the COMT project using a standardized approach 
(Figure 6). 

Figure 6. Results from a query for 3D FVCOM or ADCIRC datasets found within a 
specified bounding box (the extent of the map window). The user has selected one of 
the datasets returns, which displays the boundary of the dataset on the map  
(yellow rectangle), a summary (yellow-highlighted text), and dataset links, including 
“Open” to access the dataset using OPeNDAP, and “Metadata” to provide the full 
metadata document. 
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2.2.6. CF Compliant Tools for Python  

Matlab is one of the popular analysis and visualization environments in the oceanographic 
community, so it made sense to focus initial effort on standards-based Matlab tools. To improve the 
efficiency for as many users as possible, however, standards-based tools need to be developed for 
all commonly used environments so that users can continue to use their favorite environment yet 
benefit from standards-enabled data. 

One leading environment with similar capabilities to Matlab is Python. Python has the 
advantage of being open-source and free, so that tools and scripts developed for Python may be 
freely shared with scientists and other users without the requirement that they first buy a license. 
With hundreds of toolboxes giving capabilities like advanced time series, image processing, 
mapping and publication quality graphics, Python is becoming increasingly popular in the 
meteorological and oceanic research community. 

Figure 7. Access and display of CF-compliant WaveWatch III data using the Python 
Iris package from the British Met Office. This demonstration was done using the 
IPython Notebook, which allows code, output and rich text to be combined in a web 
document that can be easily shared with others. 
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Unlike Matlab, however, Python cannot directly utilize the Unidata NetCDF-Java library to  
take advantage of standards-based functionality. Although Python can easily take advantage of C 
and Fortran modules, and Unidata began working several years ago on a C library to support  
CF conventions (“LibCF”), progress has been slow, and LibCF does not yet have the capability  
to perform fundamental tasks such as returning the geospatial coordinates from CF-compliant 
ocean models. 

To fill this void, the British Met Office has created Iris, a CF-compliant package for Python [26]. 
The primary goal is to serve their own users, but because it is open and standards-based, Iris can 
support a much wider community. With Iris, as in NCTOOLBOX, users can access and work with 
output from different models without any specific code: any CF-compliant structured grid model 
can be easily opened, accessed and displayed in Iris (Figure 7). 

With several full time developers, government backing, a clear roadmap, and agile and open 
development approach, Iris is a strong contender to be the dominant met and ocean package for 
standards-based data access. Although Iris currently only supports structured grids, support for 
UGRID-compliant unstructured grid data and CF-1.6-compliant observational data is on the 
development roadmap. 

3. Conclusions 

Significant progress has been made in the international geoscience community to develop 
standards, services and tools that make data search, access, analysis and visualization easier and 
more efficient. In the ocean modeling community, techniques originally developed for atmospheric 
forecast and climate models have been adapted and extended to serve the ocean community. 
Leveraging Unidata technologies such as NetCDF, NcML and the THREDDS Data Server, coupled 
with international standards development work on the CF Conventions, UGRID Conventions and 
the OGC Services, a system has been developed that places relatively little burden on data 
providers or data users. 

There is still work to be done hardening and expanding the system. More providers need to be 
aware of existing tools that will allow them to easily serve standardized, aggregated data. WMS 
services for unstructured grids are functional, but need to be optimized for performance.  
Standards-based tools for Python need to be brought up to the same functionality as the tools for 
Matlab. Packages for other commonly used scientific analysis and visualization environments such 
as R still need to be developed. 

While additional work needs to be done, the advances described here bring us closer to a future 
where users discover data by keyword and geospatial queries on distributed holdings, access data 
via standard data services, and analyze and visualize data with common, standards-based software. 
The basic infrastructure depends on a common data model for each data type, a system that was 
first demonstrated on structured gridded data, and has been expanded to work with both 
unstructured grid data and specific observational data types. Although this approach has been 
developed for atmospheric, climate and oceanographic use, it could be used for hydrology, geology 
or other geoscience communities that use these data types. While applied here to IOOS, it is also 
being applied to support other applications [19,27]. With demonstrated success for IOOS, and with 



236

support from the international geoscience community, the future looks promising for this 
distributed, standards-based approach. 
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High Resolution 3-D Finite-Volume Coastal Ocean Modeling 
in Lower Campbell River and Discovery Passage, British 
Columbia, Canada 

Yuehua Lin and David B. Fissel 

Abstract: The 3-D unstructured-grid, Finite-Volume Coastal Ocean Model (FVCOM) was used to 
simulate the flows in Discovery Passage including the adjoining Lower Campbell River, British 
Columbia, Canada. Challenges in the studies include the strong tidal currents (e.g., up to 7.8 m/s in 
Seymour Narrows) and tailrace discharges, small-scale topographic features and steep bottom 
slopes, and stratification affected by the Campbell River freshwater discharges. Two applications 
of high resolution 3-D FVCOM modeling were conducted. One is for the Lower Campbell River 
extending upstream as far as the John Hart Hydroelectric dam. The horizontal resolution varies 
from 0.27 m to 32 m in the unstructured triangular mesh to resolve the tailrace flow. The bottom 
elevation decreases ~14 m within the distance of ~1.4 km along the river. This pioneering FVCOM 
river modeling demonstrated a very good performance in simulating the river flow structures. The 
second application is to compute ocean currents immediately above the seabed along the present 
underwater electrical cable crossing routes across Discovery Passage. Higher resolution was used 
near the bottom with inter-layer spacing ranging from 0.125 to 0.0005 of total water depth. The 
model behaves very well in simulating the strong tidal currents in the area at high resolution in both 
the horizontal and vertical. One year maximum near bottom tidal current along the routes was then 
analyzed using the model results. 

Reprinted from J. Mar. Sci. Eng. Cite as: Lin, Y.; Fissel, D.B. High Resolution 3-D Finite-Volume 
Coastal Ocean Modeling in Lower Campbell River and Discovery Passage, British Columbia, 
Canada. J. Mar. Sci. Eng. 2014, 2, 209-225. 

1. Introduction 

Discovery Passage (Figure 1) is located between the mainland of British Columbia and 
Vancouver Island along with many smaller islands. Campbell River is located in the southern part 
of the channel on the eastern shore of Vancouver Island. 

The ocean currents in Discovery Passage are very strongly dominated by tidal currents driven by 
a sea level difference of up to ~3 m at the two ends of Discovery Passage (i.e., Johnstone Strait and 
the Strait of Georgia). Flood and ebb tides in Discovery Passage are associated with southward and 
northward flows, respectively. Seymour Narrows is known for strong tidal currents (up to 7.8 m/s 
or 15 knots based on Canadian Hydrographic Service, CHS [1], Canadian Tide and Current 
Tables). However, currents in most places on the CHS Chart for Discovery Passage are not  
well observed (though limited data with short time periods are available from near  
surface measurements). 
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Figure 1. Map showing model grids, and Canadian Hydrographic Service (CHS) 
measurements sites. Positional data are presented in Universal Transverse Mercator 
(UTM) coordinates as UTM easting values, UTM northing values. 

 

During the last decades, large river discharge events can bring over 850 cubic meters per second 
of freshwater into the channel (Environment Canada’s Hydrometric Database, HYDAT), normally 
occurring in winter due to seasonal rains. 

Two applications of high resolution 3D modeling in this area were conducted and presented in 
this paper. One is for the Lower Campbell River extending upstream up to the John Hart 
Hydroelectric dam. In this numerical study, the objectives are to understand the potential impact on 
fish habitat within the Campbell River by investigating the detailed flow regime. The second 
application is to compute ocean currents immediately above the seabed along the present and future 
underwater electrical cable crossing routes between Campbell River and Quadra Island across 
Discovery Passage. Using the more reliable and long term tidal measurements from CHS 
instrumented measurements to force a three dimensional ocean circulation model provides the 
detailed resolution and better understandings of the near-bottom current regime in this area. Surface 
wind and wave effects were not considered in the circulation model. 
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FVCOM is a software framework developed by Chen et al. [2–4] and supported by Marine 
Ecosystem Dynamics Modeling Laboratory (MEDML) at UMASSD’s School of Marine Science 
and Technology. The model is supported for research and operational use at School of Marine 
Science and Technology (SMAST) and is widely used at many other institutions around the world. 
At its core FVCOM is differentiated from other models by the numerical method used to solve the 
hydrodynamic equations. The finite volume method efficiently computes the flow on an 
unstructured triangular grid that can be adapted from the existing MIKE21 [5] model mesh. 
Recently the application of the unstructured FVCOM was conducted within ASL Environmental 
Sciences Inc. in studying strong tidal currents in Discovery Passage [6]. 

This paper includes the model approaches and results in detail. Section 2 presents the model 
approach for the Lower Campbell River Hydraulic Modeling. Section 3 presents the numerical 
study of Discovery Passage Near-Bottom Flow, followed by summary and conclusion. 

2. Lower Campbell River Hydraulic Modeling 

2.1. Model Approach 

In this numerical study, the objectives are to understand the potential impact on fish habitat 
within the Campbell River by investigating the modified flow structure. The left and right channels 
of First Island, located some 150 m downstream of the existing tailrace (Figure 2), have been 
identified as areas of concern. Model domain and bathymetry are shown in Figure 2. Model grids 
and bathymetry were adopted from a previous study by Northwest Hydraulic Consultants (NHC) in 
2011. The bottom elevation decreases ~14 m within the distance of ~1.4 km along the river, with 
even steeper local bottom slope fractions. Challenges also include the strong volume discharges 
specified at the upstream tailrace and variable bottom roughness. This numerical study has great 
value for FVCOM river and estuary modeling. 

The 3-D hydraulic FVCOM model was applied with high horizontal resolution to incorporate 
the features of the powerhouse and tailrace design into the river bed. The horizontal resolution 
varies from 0.27 m to 32 m in the unstructured triangular mesh. The triangular grid for this 
FVCOM application has 16,625 nodes with 32,845 elements. A sigma-coordinate system was 
applied in the vertical with 3 levels, with a uniform inter-layer spacing in the vertical. The grid was 
generated with Gmsh (version 2.5) [7]. The wetting-and-drying option was activated in the model. 

The bottom roughness type was set to be “static” (spatial varying) and the bottom  
roughness length scale values were derived at each time step using the method suggested by 
Bretschneider et al. [8]. The calculation was carried at each time step based on the Manning’s M 
coefficients (averaged 24.9) and the total water depths in the model. A minimal value of 0.01 was 
set to prevent unrealistically small roughness lengths. 

The FVCOM model employed numerical integration involving a second-order accuracy finite 
volume flux discrete scheme, where internal and external modes are “splitted” and integrated over 
distinct time steps. The external time step was set as 0.01 s to preserve stability over the simulation. 
The ratio of time steps between the internal and external modes was set to 2 in this application. The 
Smagorinsky eddy parameterization [9] was used for horizontal diffusivity with coefficient  
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C = 0.15. The background vertical diffusion and viscosity were set to 10 4 m2/s with a MY2.5 [10]  
turbulence closure. 

Figure 2. A map showing the model mesh and bottom elevation of the Lower  
Campbell River.  

 

The model was driven by the tailrace discharges, Canyon inflow, and Quinsam inflow  
(Figure 2), with water levels specified at the southeast boundary. The model was run in a barotropic 
mode for 20 h to achieve a steady state. The model started from no water upstream, with only the 
specified south boundary water level. Water was then “injected” from upstream boundaries with 
associated discharges, and gradually filled up the whole river channel. After the spin-up period, the 
last 8-h results were used for analysis. Water levels and currents were outputted every 5 min during 
the model integration. 

There are two model runs conducted in this numerical study. One is for assessing the model 
behavior using observed water level profile along the channel. The second run is for comparing the 
model reproduced flow structures and ADCP measurements at the two channels around First 
Island. Model boundary conditions for the two model runs are listed in Table 1. 

2.2. Model Results 

First, the model performance was assessed by comparing model results with water levels along 
the river in March 2011 (Figure 3). Model results appear to be in very good agreement with 
observed profiles. Discrepancies near the southeast open boundary are caused by the specified 
downstream water levels. In the interior region, the major discrepancies are seen near the tailrace 
and the Quinsam confluence, as well as in the downstream area of First Island (UTM Easting 
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~33.48 km), where the bathymetry fluctuates dramatically. The difference between the modeled 
surface water levels and the observations are small (within ±0.2 m), except the above three 
locations where the model seems to underestimate the water levels by a small amount (~0.4 m). 

Table 1. Model Inputs for Profile Run and Flow-Split Run. 

Boundary Location 
Boundary Value 

Water Profile Run Flow-Split Run 
Total Flow Downstream of Powerhouse (m3/s) 118.6 118.4 

Canyon Flow (m3/s) 5.0 5.0 
Quinsam Flow (m3/s) 5.0 10.0 

Existing Tailrace 1 (north most) Flow (m3/s) 19.5 19.5 
Existing Tailrace 2 Flow (m3/s) 18.4 18.4 
Existing Tailrace 3 Flow (m3/s) 18.4 18.3 
Existing Tailrace 4 Flow (m3/s) 19.5 19.5 
Existing Tailrace 5 Flow (m3/s) 20.5 20.5 

Existing Tailrace 6 (south most) Flow (m3/s) 17.4 17.2 
Downstream Water Level (m) 5.0 5.0 

Figure 3. Lower Campbell River profile comparison (middle and bottom panels) 
between the observations and the model results at the 20th hour, along the black curve 
in the top panel. 
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The model was further validated by comparison with observed flow splits around First Island 
based on the ADCP transects completed on 4 April 2011 (Figure 4). Figure 5 compares the vertical 
integrated flux distribution along the ADCP transects between the observations and the model 
results. It indicates that the model can reproduce not only the total volume transports through the 
channels, but also the horizontal volume transport structures. The discrepancy between model 
results and observations mainly come from the mesh resolution (and the associated error during 
integrating the volume transports) and quality of the bathymetry in the model. 

Figure 4. The existing tailrace and bathymetry features near the outlets and First  
Island. Solid black lines mark the sections used for ADCP and model flow split assessment. 

 

Figure 5. Comparison of horizontal transport distributions at the left channel (top 
panel) and right channel (bottom panel) of First Island between ADCP measurements 
and the 8-h averages in the model. Distance defined from south to north. 
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Figure 5. Cont. 

 

A previous 2-D MIKE21 modeling study was carried out by NHC in 2011 using the same 
bathymetry, triangle mesh, and bottom roughness coefficients (Manning’s M numbers). MIKE21 
model results were used to calculate flow splits of the left and right channels around the island at 
the ADCP transects marked in Figure 4. Flow split calculations based on FVCOM model results 
(the 8-h average after the 12-h spin-up) were compared with the MIKE21 model results [11] and 
the ADCP observations in Table 2. The 3-D FVCOM model reproduced a the river flow split with 
only 1% difference than the observed, which is similar to the 2-D MIKE21 results (3%). The 
mainly improvement we found was for the left fork flow (Table 2). Overall, the high resolution 3-D 
FVCOM model demonstrated the capability for simulating the Lower Campbell River hydraulic 
regime to a reasonable accuracy. 

Table 2. Model Results for Flow Split Validation. 

Flow Split Validation Total Flow (m3/s)
Left Fork Flow  Right Fork Flow 

(m3/s) Percentage (m3/s) Percentage 
Discharges Specified at Upstream Boundaries 118.4     

Observed Transport 120.5 55.5 46% 65 54% 

MIKE21 
Transport 117.3 50.6 43% 66.7 57% 
Difference 1.1 (1)/ 3.2 (2) 4.9 3% +1.7 +3% 

FVCOM 
Transport 122.3 54.9  45% 67.4 55% 
Difference +3.9 (1)/+1.8 (2) 0.6  1% +2.4  +1% 

(1) Based on the total discharge specified at upstream open boundaries; (2) Based on ADCP observations. 
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3. Near-Bottom Currents Crossing the Discovery Passage 

3.1. Model Approach 

In this section, FVCOM numerical modeling was conducted for ocean currents above the seabed 
near the underwater electrical cable crossing routes between Campbell River and Quadra Island 
across Discovery Passage. The triangular mesh for this FVCOM application has 8899 nodes with  
15,896 elements (see Figure 1). The horizontal grid resolution varies from approximately 10 m for 
study area and small islands to ~600 m in the middle channel at the open boundaries. In the 
vertical, a sigma-coordinate system was applied with 15 levels. Higher resolution was used near the 
bottom with inter-layer spacing ranging from 0.125 to 0.0005 of total water depth. The high 
vertical resolution near bottom can simulate currents at 0.02, 0.07, 0.17, 0.38, 0.76, and 1.51 m 
above the seabed given the maximum water depths of 100 m.  

The model bathymetry was generated from digitized nautical charts obtained from CHS (Chart 
No. 3539 and 3540) [1]. Depth values are bottom elevation below chart datum (reduced to Lowest 
Normal Tide). In the study area near the underwater electrical cable crossing routes between 
Campbell River and Quadra Island, bathymetry was incorporated with the multibeam high 
resolution (5 m) bathymetric data set collected by Terra Remote Sensing Inc. in 2013. Based on the 
same survey results, the bottom roughness parameter was also determined (e.g., length scales are 
30 cm for boulders and 2 cm for sand). A minimal value of 0.005 for the bottom drag coefficient 
was used in the model to maintain the model stability. The wetting-and-drying option was activated 
and the minimum water depth for a cell to be active was set to 1.0 m in FVCOM although it plays a 
minor role in overall circulation dynamics [12]. Surface winds have been shown to have little effect 
on the near bottom circulation over most of Discovery Bay [12]. 

The model was driven by tidal forcing at open boundaries and freshwater input from Campbell 
River. Freshwater discharge at Campbell River has minor effluence on the near bottom flow, which 
was retrieved from daily discharge reported in the Canadian Hydrological Data (HYDAT) and 
applied in the model. There are two open boundaries in the model where tidal elevations and 
constant inflow salinity and temperature were specified. The model was driven with tidal elevations 
reconstructed from 69 tidal constituents at each open boundary using Foreman’s tidal prediction 
program [13]. Model results were saved at half hour time intervals. Readers are referred to Lin et 
al. (2012) [6] for more details about the model setup. The improvement in the FVCOM modeling 
mainly includes (1) refined model grids with higher resolution in both the horizontal and vertical, 
and (2) spatially variable bottom roughness derived based on the field survey. 

3.2. Model Verification 

First, the model was integrated for August 28 to September 3 in 1968 for verification. As shown 
in Figure 6, the model simulated water levels were compared with predicted tidal elevations (PTE) 
derived from CHS tidal data sets at the 5 sites inside the Discovery Passage as marked in Figure 1. 
The model demonstrated its capability of simulating the tidal levels throughout the whole 
Discovery Passage area. The associated root-mean-square deviation (RMSD) between model 
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derived water levels and the PTE is listed in Table 3. Among these comparisons, the modeled water 
levels for Seymour Narrows have the largest error but are still in reasonable agreement with the 
large observed ranges of 3 m at Campbell River and 4 m in Seymour Narrows. The difference is 
caused by the challenge of simulating the very strong flow and the associated water head loss.  

Figure 6. Model generated water levels (mod, dashed lines) at the 5 long-term tidal 
elevation sites as marked in Figure 1, with comparisons to the predicted tidal elevations 
(PTE, solid lines) derived from CHS tidal data sets. 

Table 3. Root-mean-square deviation (RMSD) between model derived water levels and 
the predicted tidal elevations (PTE). 

PTE SITE Brown Bay Seymour Narrows Nymphe Cove Campbell River Quathiaski Cove 
RMSD (m) 0.26 0.45 0.28 0.30 0.30 

In Figure 7, for the same verification period, model simulated tidal flow was compared with 
historical Institute of Ocean Sciences (IOS, Sidney, Canada) ocean current data at Seymour 
Narrows and ocean current data from the Department of Fisheries and Oceans (DFO, Ottawa, 
Canada) at DP11. Current meter data locations are also marked in Figure 1. Site DP11 is close to 
the study routes, with total water depth of 28 m. The overall agreement of the model and 
measurements is very reasonable, including the near bottom flow at 22 m of DP11 (6 m above the 
bottom). The RMSD for eastward and northward components (U and V) between model derived 
and the PTC, as shown in Table 4, shows reasonably good agreement given the very large tidal 
currents with a typical speed of 6 m/s. 
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Figure 7. Model (mod, gray lines) generated current speeds and directions (clockwise 
from North) at Seymour Narrows (at 1 m depth) and DP11 (at 10 m and 22 m depths 
separately) as marked in Figure 1, with comparisons to Predicted Tidal Currents based 
on IOS current meter measurements (PTC, red lines). 

Table 4. Root-mean-square deviation (RMSD) between model derived and the 
predicted tidal currents (PTC). 

PTC SITE Seymour Narrows (1 m) DP11 (10 m) DP11 (22 m) 
RMSD of U (m/s) 0.66 0.21 0.17 
RMSD of V (m/s) 1.00 0.47 0.37 

3.3. One Year Maximum near Bottom Tidal Currents 

In the next model runs, the model was used to study the one year maximum tidal currents 
immediately above the seabed along the crossing routes between Campbell River and Quadra 
Island across Discovery Passage (Figure 8). Tidal predictions at the south and north open 
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boundaries of recent years were examined. The model integration for this model run was then 
selected for the winter solstice in 2008 (15-day period of December 5–20). Model results for the 
transect along the crossing routes are summarized in Figures 8–10. 

Figure 8. Near bottom vertical distribution of model derived maximum current speeds 
along the routes during flood (red lines) and ebb (blue lines) tides at the 5 sites marked 
in the bottom map. 

 

Maximum current speeds were extracted from model results within the model integration period. 
The vertical distribution of model derived maximum near bottom current speeds along the routes is 
shown in Figure 8. The near bottom flood flow is generally stronger than the near bottom ebb flow. 

The vertical distribution of the one year maximum tidal currents along the crossing routes is 
shown in Figure 9. For the flood flow, the maximum velocities are found in the west and the 
middle channel (top panel of Figure 9), with the maximum value about 4.0 m/s. For the ebb flow, 
the maximum velocities are relatively larger slightly in the east side to the deep channel, with the 
maximum speed about 3.5 m/s (bottom panel of Figure 9). 
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Figure 9. Vertical distribution of model derived maximum current speeds along the 
routes during flood (upper panel) and ebb (bottom panel) tides. 

 

 

However, this maximum near surface velocity distribution feature does not exist in the near 
bottom velocity distribution. The one year maximum near bottom model current speeds along the 
crossing routes are presented in Figure 10 (up to 3 m above bottom). Unlike the surface maximum 
flow, the maximum near bottom flow was found on the west side of the channel, for both flood and 
ebb flow. The maximum ebb flow speeds are relatively smaller than the maximum flood flow 
speeds. The shallower region around UTM Easting 33.98 km on the west channel and the deep 

339.6 339.8 340.0 340.2 340.4 340.6 340.8 341.0 341.2 

UTM Easting (km) 
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middle channel have the first and second largest speed values as to the one year maximum near 
bottom velocity fields along the crossing routes. 

Figure 10. Near bottom vertical distribution of model produced maximum current 
speeds along the routes during flood (upper panel) and ebb (bottom panel) tides.  
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4. Conclusions 

The unstructured-grid, Finite-Volume Coastal Ocean Model (FVCOM) was used to simulate the 
flows in Discovery Passage including the adjoining Lower Campbell River, British Columbia, 
Canada. Discovery Passage located between the mainland of British Columbia and Vancouver 
Island along with many smaller islands. Two applications of high resolution 3D modeling in this 
area were conducted and presented in this paper. One is for the Lower Campbell River from the 
upstream as far as the John Hart Hydroelectric dam. The horizontal resolution varies from 0.27 m 
to 32 m in the unstructured triangular mesh. The triangular grid for this FVCOM application has 
16,625 nodes with 32,845 elements for existing dam tailrace runs. Model output was verified with 
observations and compared with the previous 2D MIKE21 model results with the same model grid 
and bottom roughness distribution. The model demonstrated a good performance in simulating the 
flow structures and capturing the volume transport split ratio at the left and right channels of First 
Island, located some 150 m downstream of the powerhouse as areas of concern. 

The second application is to compute ocean currents immediately above the seabed along the 
present and potential underwater electrical cable crossing routes between Campbell River and 
Quadra Island across Discovery Passage. The horizontal grid resolution varies from approximately 
10 m for the study area, incorporating a multibeam high resolution bathymetric data set. In the 
vertical, a sigma-coordinate system was applied with 15 levels. Higher resolution was used near the 
bottom with inter-layer spacing ranging from 0.125 to 0.0005 of total water depth. The high 
vertical resolution at near bottom levels allows simulation of currents at 0.02, 0.07, 0.17, 0.38, 
0.76, and 1.51 m above the seabed given the maximum water depths of 100 m. Model results were 
verified using available tidal gauge and current meter data throughout the Discovery Passage. The 
model behaves very well so as to simulate the strong tidal currents at very high resolution in the 
horizontal and vertical. The one year maximum velocity distribution crossing the channel along the 
routes was examined, which is useful for extreme value analysis as related to engineering design. 
Differences were found in the distribution of the maximum near surface velocities and the near 
bottom velocities along the crossing routes. 
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The Storm Surge and Sub-Grid Inundation Modeling in New 
York City during Hurricane Sandy 

Harry V. Wang, Jon Derek Loftis, Zhuo Liu, David Forrest and Joseph Zhang 

Abstract: Hurricane Sandy inflicted heavy damage in New York City and the New Jersey coast as 
the second costliest storm in history. A large-scale, unstructured grid storm tide model, Semi-
implicit Eulerian Lagrangian Finite Element (SELFE), was used to hindcast water level variation 
during Hurricane Sandy in the mid-Atlantic portion of the U.S. East Coast. The model was forced 
by eight tidal constituents at the model’s open boundary, 1500 km away from the coast, and the 
wind and pressure fields from atmospheric model Regional Atmospheric Modeling System 
(RAMS) provided by Weatherflow Inc. The comparisons of the modeled storm tide with the 
NOAA gauge stations from Montauk, NY, Long Island Sound, encompassing New York Harbor, 
Atlantic City, NJ, to Duck, NC, were in good agreement, with an overall root mean square error 
and relative error in the order of 15–20 cm and 5%–7%, respectively. Furthermore, using large-
scale model outputs as the boundary conditions, a separate sub-grid model that incorporates 
LIDAR data for the major portion of the New York City was also set up to investigate the detailed 
inundation process. The model results compared favorably with USGS’ Hurricane Sandy Mapper 
database in terms of its timing, local inundation area, and the depth of the flooding water. The 
street-level inundation with water bypassing the city building was created and the maximum extent 
of horizontal inundation was calculated, which was within 30 m of the data-derived estimate  
by USGS. 

Reprinted from J. Mar. Sci. Eng. Cite as: Wang, H.V.; Loftis, J.D.; Liu, Z.; Forrest, D.; Zhang, J. 
The Storm Surge and Sub-Grid Inundation Modeling in New York City during Hurricane Sandy.  
J. Mar. Sci. Eng. 2014, 2, 226-246. 

Abbreviations 

NOAA, National Oceanic and Atmospheric Administration, US Department of Commerce; 
USGS, U. S. Geological Survey, US Department of the Interior; SLOSH, Sea, Lake and Overland 
Surges from Hurricanes; ADCIRC, The ADvanced CIRCulation Model; FVCOM, Finite-Volume 
Coastal Ocean Model; CH3D-IMS, Integrated Modeling System based on CH3D (Curvilinear 
Hydrodynamic 3D); CEST, Coastal and Estuarine Storm Tide; ECOM-3D, Estuarine Coastal 
Ocean Model 3D. 

1. Introduction 

On 29 October 2012, around 7:30 pm EDT (UTC-4), Hurricane Sandy made landfall near 
Brigantine, NJ, and resulted in an enormous impact on life and property damage, with the estimated 
cost exceeding $50 billion along the eastern seaboard. The storm surge created some of the most 
devastating impacts, including flooding in New York City’s subway tunnels, LaGuardia and 
Kennedy airports, damage to the New Jersey transit system, and the coastal seashore [1]. 
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Hurricane Sandy was formed in the Caribbean Sea on 22 October 2012. It strengthened as it 
moved northwards and was a Category 2 hurricane at its peak. On October 28, as it passed through 
the mid-Atlantic Bight, the hurricane began to make a hard turn to the northwest because of the 
large-scale wind flow pattern favoring an upper-level blocking over Greenland and a mid-level 
trough coming from the U.S. southeast. As a result, Hurricane Sandy made a landfall as a Category 
1 hurricane on the New Jersey coast, impacting highly populated urban areas including nearby New 
York City. When it made landfall, an abnormal storm tide with catastrophic, record-setting water 
levels occurred in New Jersey, New York City and in a portion of Long Island Sound. The NOS 
tide gages records show water level at The Battery, NY, Bergen Point, NY, Sandy Hook, NJ, 
Bridgeport, CT, New Haven, CT, at 2.74, 2.90, 2.44, 1.77, and 1.69 meters above mean higher high 
water, respectively [1]. The worst flooding occurred over Staten Island and to the south along the 
New Jersey shore. The storm surge also caused significant flooding in parts of the Hudson River 
Valley, the East River, and the western part of Long Island Sound. 

Many storm surge models have been developed and applied in the U.S. coastal regions; they 
vary either by structured/unstructured grids or by different numerical schemes used. Examples are:  
Sea, Lake, and Overland Surges form Hurricanes (SLOSH) [2], ADCIRC [3], FVCOM [4],  
CH3D-IMS [5], and CEST [6]. SELFE is a semi-implicit finite element model developed by [7] 
using the Eulerian-Lagrangian scheme, which is not restricted by the CFL (Courant-Friedrichs-Lewy) 
condition, and thus allows large time steps and robust computations. The 2-D mode of Semi-
implicit Eulerian Lagrangian Finite Element (SELFE) was applied for the Hurricane Sandy 
simulation in a large-scale domain covering the entire U.S. East Coast. The purpose of the large 
domain model is to ensure that the storm tide driven by Hurricane Sandy from the ocean is 
accurately simulated in the major estuaries and waterways at the coast, where the model results can 
be evaluated by NOAA tidal gauge data. At the same time, it also provides boundary conditions for 
a separate, high-resolution, sub-grid inundation model designed specifically for the New York City 
metropolitan area. This is needed because the risk of inundated area per capita population is very 
high in the urbanized city. As a result, a highly resolved, accurate sub-grid inundation model 
UnTRIM2 [8], which incorporates LIDAR (Laser Imaging Detection and Ranging) data directly 
into the sub-grid, was set up to simulate the inundation of the city during Hurricane Sandy. With 
the resolution and accuracy, the street-level inundation was revealed and overall accuracy for the 
horizontal extent of the inundation was within 30 m mean absolute deviation (MAD) compared 
with the USGS Hurricane Sandy database. The remainder of the paper is organized as follows: in 
Section 2, the SELFE model setup is illustrated; the results of storm tide prediction are presented in 
Section 2.3. Section 3 describes the sub-grid inundation modeling paradigm and its setup in the 
New York City. The sub-grid model results are presented in Section 3.3. Finally, Section 4 
discusses the results and concludes the paper. 

2. Storm Tide Modeling along the U.S. East Coast 

The SELFE (Semi-implicit Eulerian Lagrangian Finite Element) model developed by Zhang and 
Baptista in 2008 is a fully 3-D, baroclinic unstructured grid, coastal ocean model [7]. The 2-D 
barotropic mode, which assumes vertically-averaged horizontal velocities, was applied for the 
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entire U.S. East Coast for the storm tide prediction during Hurricane Sandy. The model makes 
computations using global coordinates and has been parallelized using MPI (Message Passing 
Interface), thus making it suitable for large-scale calculations. Recent upgrades to the model 
include the improvements in the wetting and drying scheme, and coupling with the Wind Wave 
Model—WWM [9]. 

The model domain features a curvilinear open boundary stretching from Key West, Florida, to 
Nova Scotia in Canada at around 62°W (Figure 1). The finite element grid is comprised of  
207,996 nodes and 392,013 elements, and extends from the U.S. East Coast out about 1500 km into 
the Atlantic Ocean. The spatial resolutions are from about 50 km at the grid’s open boundary near 
Bermuda to about 50 m in the Hudson River near NY Harbor. The model grid includes  
134 open-boundary nodes, where the tidal constituent forcing can be applied from the open ocean 
far from the influence of a hurricane. Additionally, there are seven boundary nodes for applying 
river discharges from major rivers in the region with prescribed flux boundary conditions. 

2.1. Wind Forcing Using RAMS Model  

The high-resolution winds for Hurricane Sandy were produced from RAMS (Regional 
Atmospheric Modeling System) by WeatherFlow (http://www.weatherflow.com/). The wind field 
covers from Latitude 33.000 to 42.972 and Longitude from 78.000 to 68.026 with square elements 
of 2.16 arc-seconds (which is 4 km north-south by 3.4 km to 2.9 km east-west) with a 1-h temporal 
resolution. The duration of the wind and pressure field data provided is from October 24 00:00:00 
GMT through October 31 00:00:00 GMT, 2012. This wind product is a continuous hindcast run in 
contrast to the normal 30 h forecast runs produced every 6 h. The product assimilates observations 
from many sources, including Weatherflow’s extensive network of meteorological stations. The 
SELFE model’s atmospheric forcing field requires a fully-expanded longitude-latitude grid, 
specific variable names, time units measured in days, and a time origin in a specific format. The 
atmospheric data provided by Weatherflow is in an interoperable NetCDF format, which can be 
adapted to the SELFE model with minimal preprocessing. A short script using NetCDF operators 
can augment and adjust the metadata of this Weatherflow product in less than 10 s to support the 
SELFE model setup. The wind drag coefficient used is the Garratt formulation [10]: 

 (1)

where W is the wind speed in m/sec. The Cdw is capped at the maximum value of 0.003 in  
Equation (1). 
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2.2. Open Boundary Conditions and Tidal Calibration 

Eight global ocean tidal constituents, four semidiurnal constituents (M2, N2, S2, and K2) and four 
diurnal constituents (O1, P1, K1, and Q1), obtained via SMS (Surface-water Modeling System) 
version 8.0 by the FES95.2 global model formulation for harmonic tides [11] were used along the  
134 nodes open boundary to force the tides along the eastern boundary. Factors that can reduce the 
tidal potential forcing due to the Earth’s tide were also accounted for in SELFE by the nodal factor and 
equilibrium arguments. The friction parameters were obtained based on the calibration with tidal 
elevations at 14 NOS stations: Montauk, NY; Newport, RI; New London, CT; New Haven, CT; 
Bridgeport, CT; Kings Point, NY; The Battery, NY; Bergen Point, NY; Sandy Hook, NJ; Atlantic 
City, NJ; Lewes, DE CBBT, VA; Sewell Point, VA; and Duck, NC. The results showed that the 
Manning’s n = 0.020 could be used for the majority of the areas in the domain except: (1) n = 0.01 for 
the Hudson River, New York Harbor, and Raritan Bay; and (2) n = 0.045 for the East River and its 
junction with the Hudson River. These latter values were consistent with a study in the New York 
Bight using the ECOM-3D model [12]. During the storm tide simulation, because tangential stress on 
the sea surface is large, the Reid (1957)’s modified bottom friction formula [13] was used to account 
for the effect of wind:  

  (2)

where Cdb is the bottom drag coefficient, U is the vertically average velocity, w the wind stress. The + 
is used when the U is opposing the wind and  is used when U is following the wind.  

2.3. Storm Tide Hindcast for the U.S. East Coast 

Hurricane Sandy made landfall near Atlantic City, NJ, USA, on 29 October 2012, around 23:30 
GMT. The approaching hurricane generated wind fields, which had both local and remote effects. 
Given that the hurricane took the path along the offshore of the U.S. East Coast from the south to the 
north, the Eastern Seaboard experienced the remote wind effect before the hurricane made the landfall. 
In order to capture the buildup, the SELFE run started the spin up run with the tide only on  
October 12: 00:00:00 GMT for 3 days. The storm tide simulation then started (with the hot-start file) 
on October 15, 00:00:00 GMT for 16 days and ended on October 31, 00 00:00 GMT, 2012. For the 
early part of the storm tide period from October 15 to October 23, the model used NARR (North 
American Regional Reanalysis) wind and pressure fields every 3 h from the NOAA Earth System  
Research Laboratory. It was followed by the RAMS wind and pressure fields starting October 24, 
00:00:00 GMT until it ended on October 31, 00:00:00 GMT. Figure 2a–c show the storm tide results at 
nine stations from Long Island Sound, NY, encompassing New York Harbor, to Duck, NC, during the 
period from October 28, 00:00:00 GMT to October 31, 00:00:00 GMT. Figure 2a is grouped with the 
stations in the Long Island Sound. Comparing the timing of the highest water level suggested that the 
surge started at Montauk, NY and propagated westward toward Kings Point, NY at which the storm 
tide reached the peak at around 3.2 m above mean sea level. The model performance was satisfactory 
with the correlation coefficient square (R2) above 0.94 and root mean square error (RMS) equal to  
18 cm on average. It was noticed that there were phase discrepancies observed in the model at King’s 
Point, suggesting that some local effects contributed to the phase shift during the peak. Figure 2b was 
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grouped with the station in the New York Harbor, at the entrance of the Harbor and in Atlantic City, 
NJ. Comparing the timing of the highest water levels suggested that there was a primary surge 
originating near Atlantic City and propagating north toward the Battery. The maximum storm tide 
height at the Battery reached 3.5 m above mean sea level, which is higher than that near where the 
storm made landfall, suggesting occurrence of amplification in New York Harbor. The model 
performance was again quite satisfactory with the correlation coefficient square (R2) above 0.95 and 
the root mean square error (RMS) around 17 cm on average. It is obvious that during Hurricane Sandy 
there were two storm surges converging upon New York City; one from Long Island Sound westward 
and the other from the New Jersey coast. Figure 2c groups the stations in Delaware, Virginia, and 
North Carolina, which are in the third and fourth quadrants of the hurricane track. While the northern 
stations were experiencing the maximum surge setup, these stations were actually experiencing  
set-down, as evidenced by the data, because of the offshore wind field. The model faithfully captured 
the dynamics correctly. The model performance in the region has a coefficient of determination (R2) 
above 0.90 and a root mean square error (RMS) around 18 cm on average. For Figure 2a–c, the mean 
absolute errors (MAE) are all below 15 cm except those at the stations: Lewes, DE, and Kings Point, 
NY. For Lewes DE, there were observation errors found in the measurement at Lewes, DE around 
October 30, 00:00:00 GMT, 2012 (in the time scale near day 3), and for Kings Point, an unexplained 
phase shift occurred near the maximum surge.  
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3. Sub-Grid Inundation Modeling in New York City 

3.1. A New Paradigm for Inundation Modeling  

When a hurricane surge floods into a city, it encounters land surfaces characterized by a wide range 
of features, from waterfront berms, streets, railroads, parks, highways to bridges, and building of 
different kinds. High-resolution hydrodynamic models are needed to simulate these local features. 
Even with the superior computing power available today, it is still insufficient to model these complex 
topographic features at the street and building scales. Given that LIDAR land data and water depths 
can now be collected with a very high resolution, it was recognized that the availability of detailed 
sub-element bathymetric data within a coarse computation grid should and can be used for further 
improving the model accuracy without having to use a fine computational mesh [14]. In this paper, a 
semi-implicit, semi-Lagrangian model: UnTRIM2 was setup with the incorporation of LIDAR data in 
the sub-grid to simulate the inundation for New York City during Hurricane Sandy. It contains  
semi-implicit formulation and nonlinear solver for accurate simulating wetting and drying condition. 
The sub-grid friction and conveyance formulation were also included for the friction-dominated flow. 
The interested reader should refer to [8] and [14] for more detailed descriptions of the model feature. 
The basic concept of the sub-grid approach is to incorporate topographical details in a computational 
grid without having to make computations on the fine, sub-grid grid and hence achieve a fast 
computational runtime. For example, the sub-grid topography makes the co-existence of partially wet 
and dry regions, and the boundary, which separates the two, within a coarse computation grid possible. 
The end result is that the area calculation of a partially wetting and drying region can be determined 
more accurately instead of being designated as either completely wet or completely dry for the entire 
grid. In the same way, the cross-sectional areas perpendicular to the flow can also be obtained with 
higher accuracy by integrating slices of the sub-grid scale bathymetry across the flow face rather than 
based on one averaged depth for the entire flow face of a finite volume grid. In this way, more accurate 
flux calculation for the conveyance of the flow is achieved. In a friction-dominated flow, sub-grid 
bathymetry resolution can be further incorporated into the flow resistance formula to account for 
detailed bottom location and local bottom shear stress [8,15]. The formulation is briefly explained as 
follows. Let us assume that a 2-D flow is frictional dominated and thus the pressure gradient term is 
balanced by the friction term in the momentum equation at each time step:  

 (3)

where g is gravity,  is water surface elevation, cf is the friction parameter for which formulation can 
be given such as Chezy, where U is the velocity vector, and ||U|| is the magnitude of the velocity in 
Equation (3). This leads to:  

 or  with  (4)

where  is defined as conveyance velocity in Equation (4). If we assume that the pressure gradient is 
constant in the coarse grid cell during one time step, then given the fixed h and cf, it will lead to a 
single constant averaged velocity. On the sub-grid cell level, however, the velocity elds can vary 
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because of the differences in the sub-grid bathymetry and the conveyances. If we assume that every 
sub-grid has the same surface size, then each sub-grid velocity will obey: 

 constant (5)

where j is the index for each sub-grid cell;  and  are the sub-grid depth and velocity, respectively.  
The sub-grid velocities uj can be determined by ,  of the coarse grid, and cfj, and hj, as follows:  

Given    (6)

where: 

 and 
 

(7)

Therefore, the sub-grid level velocities and bottom stress can be obtained from the associated 
quantities at the coarse grid level through a simple algebraic relationship. These sub-grid information 
are integrated subsequently into the semi-implicit algorithm for the computation grid, permitting a 
substantial improvement of model accuracy without an overly expensive computational cost. 

3.2. Sub-Grid Model Setup for New York City 

In this study, the sub-grid hydrodynamic modeling effort was applied to research high-resolution 
street-level spatial inundation modeling in the New York Harbor region during Hurricane Sandy 
(2012). The sub-grid model domain encompasses the Hudson River up to Yonkers, the Harlem River, 
parts of Long Island Sound up to King’s Point, the East River and each of its tributaries  
(Figure 3a). Given that the New York City (NYC) building infrastructure is generally arranged in a 
block system, the grid developed using LIDAR-derived data has been scaled to square grids relatively 
congruent to the native resolution of the topographic data contained in the DEM (Digital Elevation 
Model, which is retrieved from the USGS National elevation dataset). The model grid designed for the 
New York City simulation makes use of a 200 m × 200 m square base grid and in each of the base 
grid, there are 40 by 40 numbers of 5 m × 5 m sub-grids embedded within each base grid cell 
(Figure 3b). To retain the accuracy, the uniform square grid LIDAR-derived data were imported 
directly into the sub-grid. When coupled with a nonlinear wetting and drying solver [14], the shoreline 
is intrinsically resolved in the sub-grid which allows partial wetting and drying within a coarse grid 
when the water level changes at with time step. The Open NYC Building Inventory is extremely 
important in the city landscape and was added separately to the DEM, and is resolved by the sub-grids 
(see right panel, Figure 3). The bathymetric and topographic data sources used in New York City are 
shown in Table 1. 
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Table 1. Data sources of the bathymetry and LIDAR topography used as inputs in  
the sub-grid. 

 Bathymetry Data Resolution Area 
Bathymetry NOAA Coastal Relief Model 3 arc s ( 90 m) Coastal Regions 

NOAA Bathymetric Survey Data 1/3 arc s ( 10 m) Hudson River, East River, Kill van 
Kull, Raritan Bay, and New York Bay 

Topography USGS National Elevation Dataset 1/3 arc s ( 10 m) Low-elevation areas around the New 
York Harbor and Raritan Bay 

USGS National Elevation Dataset 1/9 arc s ( 3 m) Select areas of New York City 
Open NYC Building Inventory 0.1 m New York City Buildings 

Tides are forced via three open boundaries, one to the south, one to the west, and one to the east. 
The southern open boundary in the sub-grid domain is located at the mouth of the New York Bay into 
the Raritan Bay leading to the Atlantic Ocean. The open boundary to the west is Bergen Point (NOAA 
Station #8519483) where the Kill van Kull connects Newark Bay to New York Bay. The third open 
boundary is near Kings Point (NOAA Station #8516945) which lies to the east and connects the East 
River to Long Island Sound. Hourly fresh water flows for the Hudson River were obtained from USGS 
and specified as a flux distributed along nine elements at the northern boundary of the model domain 
near Wappingers Falls (Station #01372500). Atmospheric data were collected from NOAA 
atmospheric observation data at Bergen Point (Station #8519483). Atmospheric pressure was 
prescribed uniformly throughout the domain similar to that prescribed for wind. A Manning’s n value 
of 0.025 was determined to be used throughout the Hudson River and New York Bay except in the 
East and Harlem Rivers after the sub-grid model was calibrated with the astronomical tide data. A 
slightly higher Manning’s n value of 0.035 for the East and Harlem River was needed because the river 
was narrow, winding and contained many man-made features. After the forcing and the friction 
parameters were determined, the sub-grid model simulation was executed on a Dell Precision T-3500 
with Intel Xeon W3670, Windows 7, 64-bit OS and 24 GB RAM. The CPU (Central Processing Unit) 
to real time ratio was roughly 240:1. Excellent storm tide results were obtained with a correlation 
coefficient of 0.98 compared with observed data from The Battery, NY NOAA tidal gauge station. 
Additional comparisons with the USGS rapid deployment gauges will be presented in the next section.  

3.3. Sub-Grid Inundation Model Results Compared with USGS Hurricane Sandy Mapper 

Aside from the modeling effort described so far, the USGS has made large efforts in deploying a 
monitoring network of water-level and pressure sensors along the U.S. Atlantic Coast during Hurricane 
Sandy [16]. These data combined with the field-verified high water marks collected post-storm were 
utilized to construct a water surface elevation, which was subsequently subtracted from the best 
available DEM to create a contour of the maximum extent of inundation, comprised of the inundation 
grid and surge boundary. The database and GIS (Geographic Information System) products produced 
by the USGS are tremendously valuable for benchmarking of the sub-grid model results. 
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3.3.1. Time Series Comparison—Timing of the Inundation 

One of the means for verifying model performance is the use of time series comparisons at fixed 
spatial points. Figures 4a and 5a,b show the comparison of sub-grid modeled storm tide results at three 
separate locations: Gowanus Canal, Brooklyn, Whitestone, Queens, and Lower Harlem, at the East 
River, where rapid deployment gauges were installed. In all three comparisons, it can be seen that the 
model-simulated results (shown in red) are consistent with the measured data (shown in blue) both in 
terms of the timing and the amplitude. The root mean square statistics for the above stations are  
7.7 cm, 9.2 cm and 16.8 cm, respectively (note, only partial records are available at the station in lower 
Harlem at East River). In Figures 4a and 5a, the gauge was set at a fixed height above the ground, 
which can become dry when the water falls below the gauge. What makes this comparison unique is 
that these stations are not permanently wet. That means the numerical wetting and drying scheme was 
quite robust and faithful in tracking the timing of the wetting and drying status revealed by the gauge. 
From the record, it is obvious that the inundation co-oscillated with the tidal cycle and that the model 
captured the timing and the depth of the water quite satisfactorily. 

3.3.2. Thickness of the Inundation 

When simulating inundation for the urban area such as the metropolitan area of New York City, one 
of the key parameters that needs to be determined is the flow resistance that includes the effects of 
high rise buildings and the streets. Since the flow resistance formula used is the Manning’s equation, 
values of Manning’s n are needed in addition to the water level calculated by the model. Our guidance 
in selecting the parameter mainly came from [17], in which the laboratory experiment was conducted 
to determine the friction parameters during the hurricane surge. The results from the laboratory 
experiment are then scaled up to the prototype using the dynamic similitude relationship. To do so, 
aerial photos were processed in order to estimate different scales and the distribution of the building. In 
the end, we resorted to determine different Manning’s n for large sections of the different 
neighborhoods of the city based on the non-dimensional number scaled between the building size and 
the street width. The detailed procedure for selecting Manning’s n for New York City can be found  
in [18]. The rapid deployment gauges provide unique and continuous information for checking the 
timing and the thickness of the inundation. Examining Figures 4 and 5 closely, it can be seen that the 
model under-predicted the amplitude of the measurements, particularly for Figure 5b. Our assessment 
is that the current model indeed used a higher than normal friction parameter (with n = 0.045), in the 
Harlem at East River station, which may have contributed to the under-prediction of amplitude. For the 
stations at Gowanus Canal, and Whitestone, Queens, the RMS for the time series amount to 2.5% and 
3.1% relative error of the total water level, demonstrating that the inundation calculations are accurate 
enough to estimate the thickness of the inundation, which is the total water level minus the local land 
height imbedded in the sub-grid. 
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3.3.3. Maximum Extent of the Inundation 

Maximum horizontal extent of the inundation is an important attribute for flood risk assessment. 
The accuracy of the horizontal extent of the inundation depends on total volume flux and the 
propagation speed of the long wave associated with water level variation. Using a nonlinear wetting 
and drying solver, UnTRIM2 sub-grid modeling allows the partially wet and dry status to be accurately 
resolved and switched naturally, and thus predict the maximum extent of the inundation accurately. 
We have made an animation of the floodwater movement in New York City during the entire event of 
Hurricane Sandy. With street buildings better resolved, one can clearly see the water rushing through 
the streets and flowing around the buildings with identifiable velocity and magnitude. The maximum 
extent of the inundation in the Brooklyn neighborhood is shown in the lower panel of Figure 4b: On 
the left is the prediction by the sub-grid model and on the right is the USGS observation. It can be seen 
that the patterns are extremely similar qualitatively; the model, however, provided additional 
quantitative information on the depth of the inundation and the velocity vector which which the water 
moved. The sensitivity test for running the inundation model with and without sub-grid was also 
conducted using 200 m, 150 m and 50 m resolutions, as shown in Figure 6. The top panel shows the 
result with the sub-grid and the lower panel that without sub-grid. It can be seen that the result without 
the sub-grid is sensitive to the grid resolution, the coarser the grid, the more dissipation on the surge 
wave height. In contrast, the result with the sub-grid is less sensitive to the grid resolution and closer to 
the observation. Lastly, the maximum extent of the horizontal inundation for the Hudson River 
(including the New York City and New Jersey sides), East and Harlem Rivers in New York City, was 
calculated and the distance between the model simulated extent and data-derived extent (estimated by 
USGS) was processed (see Table 2). It is pointed out that the second column in the table shows the 
number of points used and the third column shows the mean absolute difference in each of the regions. 
Overall, the mean difference of the horizontal extent is slightly less than 30 m, with a standard 
deviation of 25 m [18]. In comparison that is equivalent to about half a city block in Manhattan or a 
third of a football field. 

Table 2. The comparison of maximum horizontal extent of inundation in New York City 
between model-simulated and data-derived distance estimates by USGS. 

Survey Region # of Points Abs. Mean Difference Std. Deviation 
New York    

East River NY 47,283 33.34 35.65 
Harlem River NY 9,673 31.42 34.63 
Hudson River NY 21,492 22.68 18.43 

All New York 78,448 29.15 29.57 
New Jersey    

Hudson River NJ 16,396 30.49 21.71 
All New Jersey 16,396 30.49 21.71 

All Hudson River 37,888 26.58 20.07 
Total Across Domain 94,844 29.82 25.64 
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4. Discussion and Conclusion 

In the process of modeling the storm tide during Hurricane Sandy, other atmospheric models NAM 
(North American Mesoscale Model) and NARR (North American Regional Reanalysis) products were 
initially tested. The storm tide results produced by these two products were less satisfactory than those 
by RAMS, possibly due to temporal and spatial resolutions. The NAM and NARR only produce 
outputs every 3 h on a 12–32 km grid whereas RAMS provides hourly outputs on a 3–4 km grid. This 
could be significant considering coastal waterways are sensitive to the swift change of hurricane 
winds. In addition, the extension of simulation periods from 3 to 14 days before Hurricane landing also 
improved the results and allowed better capturing of the sub-tidal variations that occurred before the 
event. in the inundation model, the determination of Manning’s n for different sections of the 
neighborhood for New York City involved procedures to derive the building and street distribution 
from aerial photographs. Two GIS tools, distance and area methods, were used to compare the 
maximum inundation extent between modeled and USGS observed results. These procedures and 
many details can be found in [18].  

As a conclusion, the paper describes the application of a modeling system consisting of a  
large-scale storm tide and a high-resolution inundation model for New York City during Hurricane 
Sandy. For large-scale storm tide modeling, satisfactory storm tide results were obtained over the  
mid-Atlantic portion of the U.S. East Coast by SELFE with an overall RMS of 15–20 cm and a relative 
error of 5%–7%. The computational efficiency achieved is about 144 times that of the real time 
situation on a 128-processor cluster with MPI parallel programming and the usage of semi-implicit and 
Eulerian-Lagrangian numerical schemes. For the inundation modeling, a novel approach, the sub-grid 
modeling technique in UnTRIM2, was used, which incorporates high resolution LIDAR data of land 
heights and water depths in the sub-element of the computational grid. It provides more accurate 
calculations of conveyance fluxes, wetting and drying areas, and the bottom stress without having to 
make computations on the fine computation mesh, and so achieves savings of computational cost. The 
reasonably accurate high-resolution inundation was generated in New York City, which is consistent 
with the time series measurement of rapid deployment gauges. Overall, the mean absolute difference 
(MAD) of the maximum extent of inundation was less than 30 m between modeled and the  
data-derived estimates conducted by USGS. Finally, there are many processes at play during a 
hurricane surge event that are still not included in the current model; examples are precipitation, 
filtration, storm water drainage, and the effect of wind waves, which will be the focus of  
future improvement. 
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Towards the Development of the National Ocean Service San 
Francisco Bay Operational Forecast System 

Machuan Peng, Richard A. Schmalz Jr., Aijun Zhang and Frank Aikman III 

Abstract: The National Ocean Service (NOS), Center for Operational Products and Services 
installed a Physical Oceanographic Real Time System (PORTS) in San Francisco Bay during 1998 
to provide water surface elevation, currents at PORTS prediction depth as well as near-surface 
temperature and salinity. To complement the PORTS, a new nowcast/forecast system (consistent 
with NOS procedures) has been constructed. This new nowcast/forecast system is based on the Finite 
Volume Coastal Ocean Model (FVCOM) using a computational domain, which extends from Rio 
Vista on the Sacramento River and Antioch on the San Joaquin River through Suisun and San Pablo 
Bays and Upper and Lower San Francisco Bay out onto the continental shelf. This paper presents the 
FVCOM setup, testing, and validation for tidal and hindcast scenarios. In addition, the San Francisco 
Bay Operational Forecast System (SFBOFS) setup within the NOS Coastal Ocean Model Framework 
(COMF) is discussed. The SFBOFS performance during a semi-operational nowcast/forecast test 
period is presented and the production webpage is also briefly introduced. FVCOM, the core of 
SFBOFS, has been found to run robustly during the test period. Amplitudes and epochs of the M2 S2, 
N2, K2, K1, O1, P1, and Q1 constituents from the model tide-only simulation scenario are very close 
to the observed values at all stations. NOS skill assessment and RMS errors of all variables indicate 
that most statistical parameters pass the assessment criteria, and the model predictions are in 
agreement with measurements for both hindcast and semi-operational nowcast/forecast scenarios.  

Reprinted from J. Mar. Sci. Eng. Cite as: Peng, M.; Schmalz Jr., R.A.; Zhang, A.; Aikman III, F. 
Towards the Development of the National Ocean Service San Francisco Bay Operational Forecast 
System. J. Mar. Sci. Eng. 2014, 2, 247-286. 

1. Introduction 

In 1998, the National Oceanic and Atmospheric Administration (NOAA)/National Ocean Service 
(NOS) installed a Physical Oceanographic Real Time System (PORTS) in San Francisco Bay to 
provide water surface elevation, current, near-surface and near-bottom temperature and salinity, and 
meteorological information to promote safe and efficient navigation in this area [1]. As PORTS only 
supplies measured data at selected stations, NOS’ National Operational Coastal Modeling Program 
(NOCMP) is developing an Operational Forecast System (OFS) to complement the service. 

Many researchers have employed different versions of TRIM (Tidal, Residual, Intertidal, Mudflat 
Model) [2–4] for their purposes in the bay. For example, Cheng and Smith [5] employed the TRIM2D 
(two-dimensional TRIM) for the San Francisco Bay Marine Nowcast. The TRIM3D was recently 
applied by Gross et al. [6] to the entire San Francisco Bay. The UnTRIM, an unstructured version of 
TRIM3D, has also been applied to San Francisco Bay by MacWilliams and Cheng [7]. 

Two- and three-dimensional models have been extensively applied to investigate the 
hydrodynamic and morphologic processes in San Francisco Bay. Barnard et al. [8–10] report the 
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existence of sand waves with heights in the order of 2 meters at the entrance of the Bay and consider 
coastal process evolution and the numerical prediction of severe storms on the coastline initially using 
the two-dimensional vertically integrated mode of the Delft3D-FLOW model [11]. Uslu et al. [12] 
developed a very high resolution two-dimensional vertically integrated model for tsunami forecasts 
in this region. 

Fringer et al. [13] developed the non-hydrostatic option SUNTANS (Stanford Unstructured 
Nonhydrostatic Terrain-following Adaptive Navier-Stokes) model, which has also been applied in 
San Francisco Bay by Chua and Fringer [14]. 

Some of these structured and unstructured models [15,16] have been employed to understand the 
role of stratification and baroclinic circulation on salt intrusion in the northeastern part of Figure 1. 
They focus on the dynamic interactions between fresh water from the Sacramento and San Joaquin 
Rivers and salt water from the open ocean. Their studies, as will be seen later in this paper, have 
great value in evaluating the advantage and disadvantage of using a flow or stage river boundary 
condition for these two rivers. 

Figure 1. The bathymetry of San Francisco Bay Operational Forecast System and the 
major gauge stations. The definition of “delta” in this paper is the region with 
complicated water channels to the east of Antioch and Rio Vista. The locations of the 
three major bays are indicated. Note: the domain in this figure is a little larger than the 
model grid domain as shown in Figure 2. 
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Figure 2. The SFBOFS grid structure and the open boundaries. Measured river flow data 
from USGS are used as river forcings for the five small rivers in blue. Measured river 
flow or river stage data at Rio Vista and Antioch may be used as river forcings, 
respectively, for Sacramento River and San Joaquin River. Technically, if river stage 
data are employed, the grid points across these two major rivers are treated the same way 
as those on the Pacific Open Boundary. 

 

The primary objective of the NOCMP, however, is to develop and operate a national network of 
OFSs to support NOAA’s mission goals and priorities. This ongoing San Francisco Bay Operational 
Forecast System (SFBOFS) will become a new member of the existing OFS family. Up to now, 
NOCMP has successfully developed CBOFS (Chesapeake Bay), DBOFS (Delaware Bay), TBOFS 
(Tampa Bay), NGOFS (Northern Gulf of Mexico), CREOFS (Columbia River Estuary) and other 
OFSs which along the Atlantic, Gulf of Mexico, Great Lake and Pacific Coasts. 

With the use of the COMF (Coastal Ocean Model Framework) on NOAA’s High Performance 
Computer (HPC), each OFS automatically integrates NOAA’s observing system’s data streams and 
the forecast output from meteorological and basin scale ocean models to generate necessary model 
input forcings, and then perform hydrodynamic model predictions with such forcings. Also with 
COMF, these OFSs perform nowcast and short-term forecast predictions (48 hours in most case) of 
pertinent parameters which include water levels, currents, salinity, and temperature and disseminate 
them to users. A state-of-the-art numerical hydrodynamic model driven by real-time data and 
meteorological, oceanographic, and river flow (or stage) forecasts forms the core of the end-to-end 
system. For detailed information on the COMF refer to Zhang et al. [17]. NOS CO-OPS is evolving 
to support two hydrodynamic models: ROMS for structured grid applications and FVCOM for 
unstructured grid applications. 

As San Francisco Bay (Figure 1) has complex topography and shallow water features (the average 
water depth is less than 5 meters in the Bay), the well tested unstructured Finite Volume Coastal 
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Ocean Model (FVCOM) [18–20] is employed as the core of the SFBOFS. Another reason to employ 
FVCOM lies in the fact that this model has already been ingested into the COMF-HPC as one of the 
major core models. 

This paper shows the major steps in how SFBOFS has been developed, assessed and put into  
quasi-operational status. First, FVCOM is briefly reviewed in Section 2, followed by an overview of 
the model’s setup in Section 3 for the tide and hindcast cases. Section 4 presents the model’s 
astronomical tide-only scenario simulation evaluation, while the hindcast skill assessments are 
described in Section 5. The COMF setup and assessment of the quasi-operational nowcast/forecast test 
are discussed in Section 6. Conclusions and discussion are given in Section 7. 

2. The Model Overview, its Grid, and Subsequent Revisions 

The physics of the FVCOM model and many aspects of the computational scheme are equivalent 
to the widely used Princeton Ocean Model. The FVCOM model solves the three-dimensional, 
vertically hydrostatic, free surface, turbulent averaged equations of motions for a variable density 
fluid. The model uses a triangular unstructured horizontal grid with a generalized sigma vertical 
coordinate. Dynamically coupled transport equations for turbulent kinetic energy, turbulent length 
scale, salinity and temperature are also solved. The two turbulence parameter transport equations 
implement the Mellor-Yamada level 2.5 turbulence closure scheme. The numerical scheme employed 
in FVCOM to solve the equations of motion is summarized in [18–20]. 

The FVCOM application to San Francisco Bay uses external forcing of water level, ocean density, 
wind, sea level atmospheric pressure, air temperature, relative humidity, downward long wave 
radiation, short wave radiation, and fresh water discharges entering the model domain. The model 
calculates water levels, three dimensional velocity, salinity, and temperature. 

The horizontal grid structure and open boundaries are shown in Figure 2. This grid was developed 
using the Surface Water Modeling System (SMS) Version 10.1 as described by Brigham Young 
University Surface Modeling Laboratory and was based on the VDATUM grid developed for the 
coastal waters of North/Central California, Oregon and Western Washington [21]. The open 
boundary of the San Francisco Bay grid was developed from this grid in the near shelf region external 
to the Bay. It was necessary to modify the VDATUM grid such that the outer boundary of the San 
Francisco Bay grid follows an approximate circular arc with one of the element sides near orthogonal 
to the boundary arc. The grid contains 102264 elements and 54120 nodes with a minimum depth of 
0.2 m and maximum depth of 106.8 m [22]. A uniform 20-layer sigma level vertical discretization 
was considered. 

The following element quality checks were used: (1) minimum and maximum interior angles of 
10 and 130 degrees, respectively, (2) maximum slope of 0.1, (3) maximum adjacent element area 
change ratio of 0.5, and (4) maximum number of elements connected to a node of 8. Note the slope 
corresponds to the maximum allowed gradient of the edge length inside the domain. The slope 
determines how fast the mesh size will increase toward the middle of the region. A small slope order 
of 0.1 means small meshes. The paving method was used, which uses an advancing front technique 
to fill the polygon with elements. Based on the vertex distribution on the boundaries, equilateral 
triangles were created on the interior to define a smaller interior polygon. Overlapping regions were 
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removed and the process is repeated until the region is filled. Interior nodal locations are relaxed to 
create better quality elements. Several triangles were adjusted such that the minimum interior angle 
was at least 30 degrees to improve FVCOM stability. In addition, along the open boundaries, the 
element topology was adjusted such that each boundary element contained only one boundary side. 
The triangle lengths are sufficiently small, that a reasonable M2 wavelength to grid size is obtained 
as shown in Figure 3, where element lengths decrease from 400 to 1700 m along the open ocean 
boundary to a near uniform resolution of order 150 m throughout the interior bays and into the  
lower delta. 

Several modifications were made in the development of SFBOFS to Version FVCOM 3.1.6. It 
should be noted that if the HEATING_CALCULATED_ON options is selected then the 
AIR_PRESSURE_ON option must be selected. While the sea level atmospheric pressure field is 
needed for the heating calculations, its gradient does not need to be applied in the momentum 
equations. In fact, for tidal simulations this is not correct. For tidal simulations with the heat  
flux calculations selected, it is necessary to provide a constant sea level atmospheric pressure field 
(1013 mb). Also, if one selects AIRPRESSURE_ON = F in namelist, the flag FLAG_28 = 

DAIR_PRESSURE in file make.inc should be noted. 
The bottom roughness fix reported by Warner [23] for wetting/drying was added in file brough.F. 

In model testing, with the min_depth as 0.05 m, the model ran successfully and works for the 
wetting/drying case in San Francisco Bay. A Newtonian damping sponge layer was implemented by 
Lettmann [24], which provides a more robust implementation of the clamped water level open ocean 
boundary condition. 

In the shallow mud flat regions of the Bay, there was also an issue with overheating. As a result, 
subroutine vdif_ts.F was modified to limit the short wave radiation and total heat flux as a function 
of depth. For depths less than 10 m, the fluxes were set to zero. In this manner, the heat transfer is 
due to only advection and diffusion. There, the zeta1_eff and zeta2_eff parameters which control the 
attenuation of the short wave radiation are set never to be less than 30% of the water depth and 
therefore always allow attenuation. In total, the following routines are involved in the above 
modifications:  

1. fvcom.F, mod_ncdio.F, mod_timeseries.F—air_pressure option or heating_calculated_on option. 
2. brough.F—bottom roughness with the Warner [23] wet/dry treatment. 
3. advave_edge_gcn.F, advave_edge_gcy.F, extuv_edge.F, mod_semi_implicit.F and 

vdif_uv.F—Lettmann [24] sponge boundary. 
4. vdif_ts.F and vdif_ts_gom.F—revised heat flux in shallow water. 

The interaction between the hydrodynamic and the sediment-water interface, particularly in the 
shallow water mudflat areas, which occupy some 16% of the Bay surface area, is an area where 
further research is needed. Fang and Stefan [25] considered the dynamics of heat exchange between 
the sediment and the bottom boundary layer for several hypothetical lakes. They found that the 
direction of the heat transfer reverses frequently on daily timescales as well as following an overall 
seasonal cycle based on weather conditions at Minneapolis-St. Paul, MN. Smith [26] performed a 
series of heat budget studies in Indian River Lagoon, FL, to estimate the water-sediment heat 
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exchanges using assumed values for conductivity and density. The study sought to characterize 
subseasonal heat fluxes and temperature changes in the sediment and overlying estuarine waters. 

Figure 3. The SFBOFS grid resolution structures are depicted. The element length sizes 
range from order 400–1700 m along the ocean boundary to order 200 m at the Bay 
Entrance as shown in the top panel. Within the Bay region the element lengths are 
reasonably uniform of order 150 m as shown in the lower panel with finer resolution 
around a few small islands of order 50 m. 

 

 

The bottom stress formulation in shallow water for wetting and drying has received continuing 
interest. Research by Xue and Due [27], Uchiyama [28], Oey [29,30], and Oey et al. [31] has 
indicated that the bottom drag coefficient must be adjusted if the water depth approaches the bottom 
roughness height. How to perform this adjustment is an area for further consideration. In the present 
version of FVCOM, the effective water depth used in the bottom friction formulation is limited to 3 m; 
e.g., when the actual water depth is less than 3 m, the depth used in the bottom friction formulation 
is set to 3 m.  
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3. Model Setup 

Basically, the model needs reasonable specifications of the following four items to obtain skillful 
predictability. They are (1) River boundary forcing conditions, (2) open ocean boundary conditions,  
(3) initial conditions, and (4) surface forcings. Each of these model elements is discussed below.

3.1. River Boundary Forcing Condition Specification 

There are seven rivers considered in the model. Traditional river discharge condition is used for 
the five small rivers that are not in the delta (the rivers with names in blue in Figures 2 and 3) area. 
These five rivers are the Petaluma River (2 m3/s), Alameda Creek (3 m3/s), Napa River (100 m3/s), 
Coyote Creek (2 m3/s) and Guadalupe River (3 m3/s) with approximate mean annual flows in 
parentheses. The two rivers in the delta are Sacramento River at Rio Vista (1000 m3/s) and San 
Joaquin River at Antioch (100 m3/s) with approximate mean annual flows in parentheses. Two 
different upstream boundary condition types were considered for the Sacramento and San Joaquin 
Rivers forcing specification. 

In type one, the average daily flow of Sacramento River was used to specify the flow at Rio Vista 
(RIO), while the San Joaquin River flow was estimated as the total delta outflow (OUT) minus the 
Rio Vista flow (RIO). The measured data are from the California Department of Natural Resources’ 
DAYFLOW [32]. The average daily flows (note: negative flow indicates flow into the Delta from 
the Bay) are used only for the hindcast scenario testing. Minimum inflow and zero salinity were set 
up for the two rivers in low flow period when DAYFLOW’s estimates may be suspect as noted by  
Oltmann [33]. In type two, the water level surface elevations (stage) were specified at Rio Vista and 
Antioch for Sacramento River and San Joaquin River, respectively, similar to the previous work in 
this region by MacWilliams et al. [16]. 

Both flow and stage river boundary conditions were used in the hindcast for comparison purposes. 
Please see Schmalz [22] for details. However, in the nowcast/forecast system we only use a river 
stage forcing for these two rivers. This is because NOCMP’s top priority is to support PORTS for 
navigation safety, and water level prediction is paramount. Previous studies and personal 
communication with Michael MacWilliams [34] have found that flow boundary condition may be 
more suitable if the focus is on salinity prediction. However, our major concern is surface water level 
as in PORTS, and the stage boundary condition is more suitable. 

3.2. Open Ocean Boundary Condition Specification 

The open ocean boundary of the grid (see Figures 2 and 3) is forced with a superposition of the 
subtidal water levels and predicted tides. The harmonic constants of M2, S2, N2, K2, K1, O1, P1, and 
Q1 that are used to predict tide are derived from the Oregon State University Tidal Inversion Software 
(OTIS) for the West Coast (WC2010 1/30°) [35]. 

In the hindcast scenario, the subtidal water level signal at Point Reyes (see Figure 1 for its 
location) is used to prescribe the subtidal water level along the outer boundary. A revised sponge 
layer treatment at the open ocean boundary was considered. The salinity and temperature at the open 
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boundaries were determined, with nudging, from NOAA’s World Ocean Atlas 2001 [36]. No 
velocities are prescribed along the open ocean boundary. 

In the nowcast and forecast scenarios, subtidal water level open boundary conditions are generated 
from the NCEP’s (National Centers for Environmental Prediction) G-RTOFS (Global Real-Time 
Ocean Forecast System) gridded operational products. The temperature, salinity and baroclinic 
current open boundary conditions are also generated from G-RTOFS. The most recently available 
products for the given time period are searched and used for adjustments of the open boundary 
conditions using the COMF-HPC. Several horizontal interpolation methods are implemented, and a 
linear method is used for vertical interpolation from G-RTOFS vertical coordinates to model vertical 
coordinates. Measured real time sea surface elevation data at Point Reyes are used for the subtidal 
water level adjustment along the open boundary. Similarly, measured temperature data at San 
Francisco (see Figure 1 for its location) are used for boundary temperature adjustment. The 
adjustment is the difference between the observation and the G-RTOFS prediction at the start of the 
nowcast/forecast cycle and is discussed in greater detail in Section 6.1. 

3.3. Initial Condition Specification 

For the 19-month hindcast initial condition specification, the salinity and temperature fields  
were developed for 1 April 1979 using the joint NOS and USGS historical circulation survey  
conductivity-temperature-depth (CTD) datasets and the model was started from rest. The  
quasi-operational nowcast/forecast system started in the middle of March 2013 when a climatological 
temperature and salinity file (with adjustment from observation) was used as the very first initial 
condition. For each nowcast/forecast cycle, the COMF-HPC will automatically find the most recent 
restart file as this cycle’s initial condition (SFBOFS has four cycles a day). The details of the  
HPC-COMF can be found in Zhang et al. [17]. 

3.4. Surface Forcing Specification 

For hindcast scenario, the North American Regional Reanalysis (NARR) 2007 datasets with 32 
km spatial and 3 h temporal resolution were interpolated to the model grid to provide 10 m winds, 
sea level atmospheric pressure, and 2 m fluxes of downward shortwave radiation and net total heat 
flux. For the nowcast and forecast, the COMF-HPC will automatically find the most recent NAM4 
(North American Mesoscale Model 4 km resolution) results in NCEP’s data tank to get the necessary 
input surface forcings. 

4. Tidal Simulation 

The tide scenario simulation is the standard first step for all OFS’ development. This is due in 
good measure to the fact that water level is the first priority for safe navigation, and tide and tidal 
current are the dominant dynamic processes in most coastal waters. For the tide scenario, the model 
setup for the four forcing specifications as mentioned in the previous section is similar to that for 
hindcast scenario. The slight differences can be found below. 
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4.1. Short Term Experiment: 1–15 April 1979 

A three-dimensional simulation approach including baroclinics was used to capture the influence 
of internal waves on the tidal dynamics following [37,38]. The slight model setup difference from 
hindcast scenario is: winds were set to zero and the sea level atmospheric pressure set to 1013 mb. 
River flow conditions are used for all rivers. The April 1979 NOS and USGS historical circulation 
survey data were used to compare the model results with the observation. 

To develop initial salinity and temperature conditions on 1 April 1979 (and on 1 September 1980 
for the later extended experiment case), the available CTD and CT time series data were placed on a 
coarse unstructured grid of order 50 elements. An interpolation program was developed in which 
each FVCOM grid node was assigned a given element and the salinity/temperature value interpolated 
from the node values at the appropriate depths. This program allows the initial density condition to 
be developed for the tidal and hindcast simulations. 

To calibrate the bottom roughness, the approach of Cheng et al. [15] was used, in which the 
bottom roughness is made a function of water depth as in Table 1. To reduce the amplitude of the 
simulated water level response at Port Chicago, the bottom friction was further increased above 
Carquinez Strait as noted in Table 1. The water level response with respect to MLLW at Port Chicago 
for Experiments 1 and 2 is similar (See Figure 4). Results for Experiments 5 and 7 show very minor 
improvement in the agreement with water level observations at Port Chicago in the order of a 2 cm 
reduction in RMSE. Experiments 3, 4, and 6 were unstable, due to large horizontal gradients in 
bottom roughness during the wetting/drying cycle. 

Table 1. Delta Inflow Bottom Friction Experiment Summary. The scale factor was used 
to multiply bottom roughness in model domain above Carquinez Strait. The tapered scale 
factor ranges from 1 to the full value in a linear fashion from Carquinez Strait to the river 
inflows based on longitude. The bottom roughness sets are given in the second table. The 
HA amplitude reduction corresponds to reducing the amplitudes of the offshore boundary 
harmonic constants.  

Experiment Scale Factor Bottom Roughness Set HA Amplitude Reduction (%) 
Exp1 2 1 0 
Exp2 5 1 0 
Exp3 10 tapered 1 0 
Exp4 10 1 0 
Exp5 5 1 5 
Exp6 5 2 10 
Exp7 1.2 2 10 

Roughness Zone 
Number 

Lower Depth  
(m) 

Upper Depth 
(m) 

Set 1 Bottom Roughness
z0 (mm) 

Set 2 Bottom Roughness 
z0 (mm) 

1 0 1 30 40 
2 1 3 20 30 
3 3 10 10 20 
4 10 50 7 17 
5 50 1000 5 15 
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Three additional Experiments 8–10 were conducted in which the river stage at Rio Vista and at 
Antioch was reconstructed from NOS harmonic constituents. Experiment 8 used the Experiment 7 
bottom roughness specification. Experiment 9 included a 20 cm offset for the San Joaquin River and 
a 22 cm offset for the Sacramento River. In Experiment 10, the Experiment 9 offsets were retained 
and the Set 1 Bottom Roughness z0 values were used. Note in these stage experiments the Oregon 
State University Tidal Data Inversion, OTIS Regional Tide Solutions [35] harmonic analysis results 
were reduced by 5% for the four ocean open boundary stations. Note the Sa and Ssa harmonic 
constituents derived from San Francisco water level analysis were used at these stations. All other 
open boundary node water levels were derived via linear interpolation of values from two of the 
stations surrounding the node. 

Figure 4. Comparison of modeled versus predicted water level at Port Chicago with flow 
boundary condition over the period 1–15 April 1979. 

 

In SFBOFS, we assume that the model datum is equal to the North American Vertical Datum of 
1988 (NAVD88) minus 0.955 m (this resultant level is close to the MSL at open ocean boundary). 
Therefore, an additional field, model datum minus mean sea level, was developed. In San Francisco 
Bay, NAVD88 data were available from Point Reyes up to the river inflow locations. 
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A program was developed to access the VDATUM database and to interpolate onto the SFBOFS 
grid the following four datum fields: MLLW to MSL, MLW to MSL, MHHW to MSL, and MHW 
to MSL. In addition, the specification of the model datum (MD) to MSL allows the model predicted 
water level results to be presented with respect to all of the tidal datums. MSL, MLLW, NAVD88 
and MSL-MD of key stations are listed in Table 2. 

Table 2. Water Level Vertical Datums. Note tidal datums and NAVD88 are with respect 
to gage zero. Model Datum (MD) is given with respect to MSL. Note at the up estuary 
stations, MSL is above the model datum, while at the entrance to the Bay, MSL and the 
model datum are coincident. Using the table, it is possible to determine MLLW with 
respect to MD. 

Station Number Station Name MSL MLLW NAVD88 MSL-MD 
941-5020 Point Reyes 2.152 1.206 1.214 0.017 
941-4290 San Francisco 2.773 1.822 1.804 0.014 
941-4523 Redwood City 3.378 2.033 n/a 0.026 
941-4575 Coyote Creek 1.388 0.112 n/a 0.026 
941-4750 Alameda 2.067 1.016 1.086 0.026 
941-4863 Richmond 4.520 3.528 3.530 0.035 
941-5218 Mare Island 1.864 0.922 0.784 0.125 
941-5144 Port Chicago 1.996 1.215 0.880 0.161 

Note that MSL-MD difference increases from the Bay entrance to Antioch and Rio Vista. The 
MSL at Antioch and Rio Vista are 0.20 and 0.22 m above model datum, respectfully. The digital 
relationships among the different tidal datums, the model datum and NAVD88 are helpful in 
correctly comparing model results with measured water level data. The Experiment 10 water level 
response at Port Chicago with respect to MLLW is shown in Figure 5. Note by using the stage 
boundary condition with the offsets in Experiment 10, the agreement with observations is reduced 
from 19 cm in Figure 4 with the flow boundary condition to 9 cm RMSE. This is due in large measure 
to the improvement in the simulated tidal range. 

4.2. Extensive Tidal Calibration 

For further calibration, the model setup used for the short term tidal experiment was used over an 
extended 19-month simulation from April 1979 through October 1980. Meteorological forcings were 
specified by setting the wind speed to zero and the sea level atmospheric pressure to 1013 mb over 
the entire model domain. A nudging of both salinity and temperature to specified climatological 
values was used along the open ocean boundary. The nineteen month simulation was completed in  
38 segments of approximately 15 days’ duration each, with each segment restarted from the previous 
segment’s final fields. 
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Figure 5. Comparison of modeled versus predicted water level at Port Chicago with  
stage boundary condition and 5% harmonic amplitude reduction over the period 1–15  
April 1979. 

 

In Table 3, simulation segment results for water surface elevation are compared respectively to 
harmonic predictions in terms of RMS error and Willmott relative error [39], which is given by
<(abs(Y-X))2>/<(abs(Y-<X>)+abs(X-<X>))2>, with Y the model prediction and X the observation. 
Station locations can be found in Figure 6. In addition, model and predicted means are compared 
with respect to station MLLW. In general, the water level RMS errors do not exceed 15 cm and are 
consistent from month to month from Port Chicago in Suisun Bay through San Pablo and mid-Bay 
regions, as well as in the offshore and southern regions of San Francisco Bay. At Coyote Creek, at 
the southern end of South Bay, while the means are in close agreement, the RMS errors range from 
13 to 22 cm and often exceed 15 cm. The adjustment of the bottom friction over salt marsh regions 
undergoing wetting and drying may need further consideration. In Table 4, principal component 
direction currents at mid layer (k = 10) are compared respectively to harmonic predictions in terms 
of RMS error and Willmott relative error. In addition, model and predicted mean currents are given. 
Current amplitude RMS errors are consistent from month to month and are generally less than 35 
cm/s. Willmott relative errors are less than 10% except at C-33. 

A more formal skill assessment has been performed in two parts. In part one, harmonic analysis 
was used to compare water level and principal component current strengths for the M2, S2, N2, O1, 
and K1 tidal constituents. NOS accepted harmonic constants are compared with tidal simulation 
results in Table 5. Favorable comparisons were obtained for all constituents at all stations. In  
Table 6, model principal component current strengths are compared with NOS harmonic constants. 



287 
 

 

Again, comparisons are favorable for both amplitude and phase at most stations except at Station  
C-18 for the M2 amplitude. In part two, model and predicted means, root mean square error, standard 
deviation of the error, and central frequency (at reference levels of 15 cm for water level and 26 cm/s 
for current) were considered. In Table 7, water level skill assessment results are given with favorable 
comparisons exhibited for means and RMSE at all stations with the exception of Coyote Creek, 
where the water level error exceeded 15 cm 33.9% of the time. In Table 8, principal component 
current strength skill assessment results are shown with favorable results observed at most stations 
except again at Station C-18. 

Figure 6. NOS and USGS Historical Circulation Survey Water Level, Current, Salinity, 
and Temperature Stations. Note current meters were collocated with conductivity-temperature 
sensors. Note the location of Point Reyes is shown in Figure 1. 

 

The heat flux algorithm generates no excessive temperatures and produces accurate seasonal 
heating and cooling [22]. No comparisons with observed salinity are made, since meteorological 
forcings are not included. However, the simulated salinity gradients are reasonable and a density 
front is present with the inclusion of the freshwater inflows [22]. The salinity structures through the 
entrance are in line with climatological values. In the next section, all forcings will be turned on for 
the hindcast simulation and the model skill assessment will be conducted for further validation. 
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5. Hindcast Validation 

An extended 19-month hindcast model validation was performed with complete meteorological 
forcings. The details of the model setup can be found in Section 3. During the simulation period, RMS 
wind speed errors are less than 5 m/s with direction RMS errors order 50 degrees. For sea level 
atmospheric pressure, the RMS errors are near 2 mb. For the offshore temperature and salinity, a zero 
gradient boundary condition is used. Since the meteorological forcings are at 3 h intervals, the effect of 
the sea breeze may not be completely captured. 

The results are presented in 15 day increments in Table 9 for water levels. There are fewer stations 
available with measured data for comparison than for the tidal calibration. In addition, there are gauge 
datum issues at several water level stations. Generally, the water level RMS errors do not exceed  
15 cm and are consistent from month to month in almost all regions. At Point Reyes, there are issues 
with the data, which cause errors in the subtidal water level forcings for several months indicated  
as blanks. 

As shown in Table 10, current amplitude RMS errors are consistent throughout the period and are 
generally less than 35 cm/s. The salinity response is summarized in Table 11. Generally, the model 
salinity was in agreement with the observations at most of the stations. However, it was overestimated 
in the northern portion of San Pablo Bay and throughout Suisun Bay. This is believed to be due to the 
fact that the river subtidal water levels were not included since no measured river stage data were 
available. As a result, the model results could not correctly reflect the freshwater runoff during the high 
flow months when substantial river subtidal levels were present. This in effect, limited the amount of 
freshwater entering the Bay through the Delta. The temperature response is summarized in Table 12 and 
exhibited a normal seasonal response, but in October 1980 there was some evidence of overheating by 
about 2 °C in Suisun Bay. 

In addition to the validation in terms of RMS errors, the NOS skill assessment criteria [40,41] are 
also applied to the hindcast. We show in Table 13 the results at some of the major water level stations. 
Additional model skill assessment results for currents, salinity, and temperature are given in [22]. 
Generally, the skill assessment indicates that most water-level related statistical parameters pass the 
NOS skill assessment criteria for different scenarios, and that amplitudes and epochs of major harmonic 
constituents such as M2, S2, N2, K2, K1, O1, P1, and Q1 from the tide-only scenario simulation are very 
close to the observed values at almost all stations. 

Most of CF (Central Frequency), NOF (Negative Outlier Frequency), POF (Positive Outlier Frequency), 
MDNO (Maximum Duration of Positive Outliers), and MDPO (Maximum Duration of Positive Outliers) 
either pass or are close to the criteria at the Bay current stations for not only the tide-only scenario but 
also the hindcast scenario, since tidal current dominates the signal in San Francisco Bay region. See 
Schmalz [22] for more complete definitions of the skill assessment parameters. 

The tidal and hindcast simulations indicate that the SFBOFS runs robustly and that the results are in 
acceptable agreement with the measurements. The model package was therefore loaded into the  
COMF-HPC on NCEP’s high performance computers to perform semi-operational nowcast/forecasts. 
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6. Semi-Operational Nowcast/Forecast Simulation 

The SFBOFS runs four cycles each day. In each cycle, the model performs a six hour nowcast 
followed by a 48 h forecast. During the model preparation process, the COMF-HPC automatically 
searches for and obtains the necessary observed data and other model (e.g., NAM4 and RTOFS) 
generated data to obtain the required forcings. 

6.1. COMF-HPC Generated Input Forcings 

For the nowcast, the subtidal water levels along the open ocean boundary are determined using an 
adjustment of the Global RTOFS (G-RTOFS) latest hourly subtidal forecast guidance. The 
adjustment is determined by averaging the hourly subtidal anomalies at Point Reyes (NOAA gauge) 
over the previous six-hour nowcast period and ramping the forecast subtidal values to the adjustment. 
The astronomical tide is determined from the tidal constituent netCDF file and the application of the 
latest node factor and equilibrium argument values at six-minute intervals. The total open ocean 
boundary six-minute water level values are the sum of the adjusted subtidal levels and the predicted 
tidal values at each boundary grid point. Salinity and temperature along the open ocean boundary are 
obtained from the adjusted G-RTOFS forecast guidance. The adjustment is determined by averaging 
the salinity and temperature anomalies at San Francisco (NOAA gauge) over the previous six-hour 
nowcast period and ramping the nowcast values to the adjustment. 

For the forecast, along the open ocean boundary, water levels are specified as a superposition of 
the tide predictions and the subtidal water level forecast. Note the nowcast adjustments are 
maintained for the forecast period for water level, salinity and temperature open boundary conditions. 

For both nowcast and forecast, the most recent NAM4 results in NCEP’s data tank are input into 
COMF-HPC to get the necessary input surface forcings. 

The methodology to treat the Sacramento and San Joaquin River forcings in nowcast and forecast 
scenarios is different because no river stage subtidal signals are available in the forecast period. Even 
during the nowcast, stage data are not necessarily available. COMF-HPC uses the following 
approach to handle this. 

Subtidal river stage data adjustment is performed on the boundary nodes of the two rivers.  
Real-time observed stage height data from USGS 11337190 Station are taken for the San Joaquin 
River nodes adjustment and the data from USGS 11455420 are used for the Sacramento River nodes. 
The real challenge though is how to determine the subtidal water level time series for the whole 
nowcast and forecast time window. 

As shown in Figure 7, the green curves indicate the subtidal stage height time series, which is 
computed as the direct water level measurement minus the tidal prediction. The vertical black time 
line is the current run cycle time, for example 12Z. Since the cron job is launched after the cycle time 
(after the NAM4 and RTOFS forcings of the same cycle are obtained), the USGS river stage reading 
end time, RT(end), is always on the right side of the black time line. The reading start time RT(I), 
however, can be on either side of the nowcast start time, ZetaT(I).
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The ultimate goal is to obtain the subtidal stage height for the whole nowcast and forecast period, 
the time between ZetaT(I) and ZetaT(end). For the upper case in Figure 7, when RT(I) is later than 
ZetaT(I), we assume that stage height between ZetaT(I) and RT(I) equals the height at RT(I). For 
model stability, the subtidal stage height from RT(I) to RT(end) is decomposed into “mean” and 
“fluctuating” parts. The “mean” is indicated by the horizontal black line in Figure 7, and the 
“fluctuating” part is in green. The “fluctuating” part at RT(end) is ramped off lineally to zero in the 
next six hours. The “fluctuating” part in the rest of forecast time period is therefore taken as zero. In 
other words, the subtidal stage height in this period is the “mean” from RT(I) to RT(end). 

Figure 7. Diagram on how measured river stage height is used in COMF. 

 

As water temperatures are not available for the two USGS stations, the real-time temperature 
measurement data are obtained from Port Chicago, a NOAA Gauge Station with NOS_ID of 
9415144. When no real-time stage non-tidal data are available from the NCEP data tank, the 
climatological stage height and temperature data are automatically input into the model.  

6.2. Semi-Nowcast/Forecast Results 

The SFBOFS semi-operational nowcast and forecast model assessment period started from  
10 March 2013 and continued to 10 June 2013. The results from these simulations were concatenated 
into continuous time series for analysis using the NOS skill assessment software [17]. The model ran 
robustly in the whole assessment period. Generally, the results of water level, current, temperature 
and salinity agree well with observations, and CF, NOF, POF, MDNO, MDPO, WOF and other 
statistical variables pass the criteria in both nowcast and forecast scenarios. Figure 8, as an example, 
shows the agreement of model results and observation of water level at three major stations. Refer 
to Peng and Zhang [42] for complete model skill assessment results at all stations for the water level, 
current, salinity, and water temperature. 
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Figure 8. The comparison of modeled versus observed sea levels at three stations in April 
2013. The station locations can be found in Figure 1. 

 

Semi-nowcast/forecast model performance is statistically shown in Figure 9. The Taylor  
diagrams [43] indicate that the water level results are better than the water temperature and salinity. 
Water level correlation coefficients at all stations are higher than 0.98, while the salinity correlation 
coefficient at S1 is only about 0.50 for both nowcast and forecast scenarios. The normalized modeled 
standard deviation at all stations is close to 1.0 for water level, but it is higher than 2.0 for some 
stations for salinity. Similar to the hindcast scenarios, as mentioned previously, the water level 
performs the best followed by water temperature and salinity. One should note that the RMSD value 
shown in these normalized Taylor diagrams needs to be multiplied by its corresponding measured 
standard deviation as listed in Tables 14–16 to get its real value. 
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Figure 9. Normalized Taylor diagrams of water level, surface temperature and surface 
salinity for nowcast and forecast scenarios. S1, S2, S3, etc. are station series numbers. Si 
of water level, temperature and salinity does not necessarily indicate the same station. 
The modeled standard deviation of each variable at each station is normalized by its 
corresponding observed standard deviation. The data are from October 2013. 
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Table 14. Observed water level standard deviations (m) at selected stations in nowcast 
and forecast scenarios.

Station # S1 S2 S3 S4 S5 S6 S7 
Station names Port Chicago Martinez Point Reyes Richmond San Francisco Alameda Redwood City

Nowcast 0.44 0.47 0.53 0.56 0.55 0.61 0.75 
Forecast 0.44 0.48 0.55 0.57 0.55 0.62 0.76 

Table 15. Observed temperature standard deviations (°C) at selected stations in nowcast 
and forecast scenarios. 

Station # S1 S2 S3 S4 S5 S6 
Station Names Rio Vista Suisun Slough Collinsville Port Chicago Mallard Island Martinez 

Nowcast 1.52 1.87 1.48 1.48 1.42 1.43 
Forecast 1.72 2.13 1.65 1.66 1.59 1.63 
Station# S7 S8 S9 S10 S11 S12 

Station Names Antioch Point Reyes Richmond San Francisco Alameda Redwood City 
Nowcast 1.57 0.92 0.82 0.63 1.25 1.54 
Forecast 1.66 1.06 0.95 0.73 1.46 1.83 

Table 16. Observed salinity standard deviations (PSU) at selected stations in nowcast 
and forecast scenarios. 

Station # S1 S2 S3 S4 S5 S6 
Station Names Suisun Slough Collinsville Port Chicago Mallard Island Martinez Antioch 

Nowcast 0.40 1.10 1.56 1.35 2.18 0.95 
Forecast 0.41 1.12 1.58 1.37 2.19 0.97 

The semi-nowcast/forecast results can be found on the SFBOFS web page [44]. To serve the San 
Francisco Bay maritime community, the SFBOFS provides users with nowcast and forecast guidance 
for water levels, currents, water temperature, and salinity out to 48 h, four times per day. The 
SFBOFS model domain on the web is divided into two separate subdomains (the San Francisco Bay 
and the San Francisco Bay Entrance), allowing users to focus on their area of interest. 
Nowcast/forecast animations of each of the two subdomains as well as time series at over 50 locations 
are available for winds, water levels, currents, temperature, and salinity. 

Figure 10 is a snapshot from nowcast salinity animation of the larger subdomain at 0600 PST of  
2 December 2013. Figure 11 illustrates that model salinity results agree well with the measurement 
at locations where Sacramento and San Joaquin Rivers have noticeable effect on salinity 
distributions. Meanwhile the available measurement at Port Chicago indicates, as shown in Figure 
12, that the water level nowcast is also in good agreement with observations. The satisfying model 
results for both water level and water salinity near the two rivers are largely due to the fact that river 
stage boundary conditions have been employed. 

The SFBOFS webpage offers not only the latest model output graphics as shown in Figures 10–12, 
but also links where users can get access and download one-year historic output files (in NetCDF 
format) through CO-OPS’s OPenDAP and THREDDS servers. 
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Figure 10. Nowcast salinity distribution for San Francisco Bay (12/02/13 0600 PST). 

 

Figure 11. The nowcast/forecast water surface salinity versus measurement at  
stations where the Sacramento and San Joaquin Rivers have noticeable effects on  
salinity distrubution. 
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Figure 11. Cont.

 

Figure 12. The nowcast/forecast versus observed water levels at Port Chicago. 
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7. Conclusion and Discussion 

This paper details how the SFBOFS was setup, tested and extensively validated in tidal and 
hindcast scenarios. The performance of the model package during the three-month semi-operational 
nowcast and forecast using the NOS COMF-HPC is discussed. FVCOM, the core of SFBOFS, ran 
robustly during the trial. Amplitudes and epochs of the M2 S2, N2, K2, K1, O1, P1, and Q1 constituents 
from the tide scenario simulation are very close to the observed values at all stations. NOS skill 
assessment and RMS errors of all variables indicate that most statistical parameters pass the 
assessment criteria for both hindcast and nowcast/forecast scenarios and model outputs have good 
agreements with the measurement. We have to note that OTIS Regional Tide Solutions harmonic 
analysis results were reduced by 5% on the open boundary. Though this ad hoc treatment ensures 
very good water level results, more work needs to be done to understand the dynamics behind  
the adjustment. 

Modeled water level and salinity from Martinez to Mallard Island (see Figure 10 for locations) 
showed strong disagreement with measurement during hindcast period when flow river boundary 
conditions were employed for the Sacramento and San Joaquin Rivers. The model water level results 
after using stage river boundary for the two rivers were greatly improved. However, salinity 
disagreement still existed, though in very low occurrence, during the past ten months after the  
semi-operational nowcast/forecast trial period. As shown in Figure 13, the model predicted salinity 
at Port Chicago was in agreement with the observations from October 15–October 25. However, on 
October 26 and 27, the model salinity predictions at Port Chicago abruptly deviated from the 
observations. On the 10/27/18Z cycle, the model under predicted the salinity by up to 8 PSU in the 
nowcast time window. A comparison of the model river forcing water surface elevation to the USGS 
stage data at the two rivers showed no indication that the model stage was in error. 

The location of the river boundaries is still within the tidal domain and either a stage or flow 
boundary condition is not entirely appropriate. In effect, the boundary location is not at the head of 
tide and is a tidal river with flow in both directions. In the case of a stage boundary condition, no 
unique stage discharge relationship exists. The stage is a function of both the discharge and the 
offshore subtidal water level. The imposition of the stage boundary condition yields accurate water 
level prediction, but is problematic for salinity, since the appropriate discharge cannot always be 
specified. For a flow boundary condition, since the boundary is not at the head of tide, tidal wave 
reflections will occur and will lead to inaccurate stage predictions in the lower delta and even at  
Port Chicago. 

In addition, the model grid cannot represent the complex water channel system in the delta region. 
One can compare the real delta system in Figure 1 and the model grid in Figure 2. While previous 
work [15] has used a 20 m deep rectangular “false delta” to produce the appropriate tidal prism of 
the unresolved area, this approach was not used in the present SFBOFS, since it was felt that the 
entire delta region may need to be represented as discussed by MacWilliams et al. [45]. This further 
effort initially considered outside the scope of the SFBOFS is now being considered to improve the 
salinity prediction in the lower delta and to also potentially provide additional navigation guidance 
to the Ports of Stockton and Rio Vista. As an interim measure, a data assimilation scheme is being 
considered within the present SFBOFS, to correct the model salinity predictions from Martinez to 
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Rio Vista on the Sacramento River and Antioch on the San Joaquin River at the start of each 
nowcast/forecast cycle. Future work will also consider the extension of the offshore boundary to 
include the Farallon Islands, which will allow for a more accurate specification of the offshore water 
level and current boundary conditions. 

Figure 13. Modeled salinity strays away from observation with time. 

 

Acknowledgments 

Richard Patchen, Chief Science Officer (retired) of the CSDL provided several insights on model 
grid development. Jiangtao Xu, CSDL, provided valuable assistance with the development of multiple 
grids and with the use of the SMS software. Philip Richardson, CSDL, assisted with the hindcast 
initial condition specification, validation data preparation, and the skill assessment. Special thanks 
to the two anonymous reviewers, who provided many insights and suggestions, which greatly improved 
the paper. 



310 
 

 

Author Contributions 

R. A. Schmalz and M. Peng conducted hindcast, nowcast and forecast development and are the 
key authors for the manuscript writing. A. Zhang developed COMF for the operational modeling and 
supervised the nowcast and forecast development. F. Aikman supervised the hindcast development. 

Conflicts of Interest 

The authors declare no conflict of interest. 

References 

1. NOAA, National Ocean Service, Center for Operational Oceanographic Products and Services, 
San Francisco Bay PORTS. Available online: http://tidesandcurrents.noaa.gov/ports/index. 
html?port=sf (accessed on 15 October 2013). 

2. Cassuli, V. Semi-Implicit Finite Difference Methods for the Two-Dimensional Shallow Water 
Equations. J. Comput. Phys. 1990, 86, 56–74. 

3. Casulli, V.; Cattani, E. Stability, Accuracy and Efficiency of A Semi-Implicit Method for  
Three-Dimensional Shallow Water Flow. Appl. Math. Comput. 1994, 27, 99-112. 

4. Casulli, V.; Walters, R.A. An Unstructured Grid, Three-Dimensional Model Based on the 
Shallow Water Equations. Int. J. Numer. Meth. Fluids 2000, 32, 331-348. 

5. Cheng, R.T.; Smith, R.E. A Nowcast Model for Tides and Tidal Currents in San Francisco Bay, 
California. In Proceedings of Ocean Community Conference, Baltimore, MD, USA,  
15–19 November 1998; pp. 537–543. 

6. Gross, E.S.; MacWilliams, M.L.; Kimmerer, W.J. Three-Dimensional Modeling of Tidal 
Hydrodynamics in the San Francisco Estuary. San Franc. Estuary Watershed Sci. 2010, 7,  
1–37.  

7. MacWilliams, M.L.; Cheng, R.T. Three-Dimensional Hydrodynamic Modeling of San Pablo 
Bay on an Unstructured Grid. In Proceedings of the 7th International Conference on 
Hydroscience and Engineering, (ICHE-2006), Philadelphia, PA, USA, 10–13 September 2006. 

8. Barnard, P.L.; Hanes, D.M.; Rubin, D.M.; Kvitek, R.G. Giant Sand Waves at the Mouth of San 
Francisco Bay. EOS Trans. Am. Geophys. Union 2006, 87, 285–289. 

9. Barnard, P.L.; Eshleman, J.L.; Erikson, L.H.; Hanes, D.M. Coastal Processes Study at Ocean 
Beach, San Francisco, CA: Summary of Data Collection 2004–2006; Open File Report  
2007-1217; U. S. Geological Survey: Reston, VA, USA, 2007. 

10. Barnard, P.L.; O’Reilly, B.; van Ormondt, M.; Elias, E.; Ruggiero, P.; Erikson, L.H.; Hapke, C.; 
Collins, B.D.; Guza, R.T.; Adams, P.N.; et al. The Framework of a Coastal Hazards Model-A 
Tool for Predicting the Impact of Severe Storms; Open File Report 2009-1073; U. S. Geological 
Survey: Reston, VA, USA, 2009. 

11. Deltares. Delft3D-FLOW User Manual; Deltares Rotterdamseweg: Delft, The Netherlands, 
2014; p. 684. 



311 
 

 

12. Uslu, B.; Arcas, D.; Titov, V.V.; Venturato, A.J. PMEL Tsunami Forecast Series: Vol. 3. A 
Tsunami Forecast Model for San Francisco, California; NOAA/OAR Special Report, 
NOAA/PMEL Contribution No. 3342; NOAA/PMEL Center for Tsunami Research: Seattle, 
WA, USA, 2010. 

13. Fringer, O.B.; Gerritsen, M.; Street, R.L. An Unstructured-Grid, Finite Volume, 
Nonhydrostatic, Parallel Coastal Ocean Simulator. Ocean Model. 2006, 14, 139–173. 

14. Chua, V.P.; Fringer, O.B. Sensitivity Analysis of Three-Dimensional Salinity Simulations in 
North San Francisco Bay Using the Unstructured-Grid SUNTANS Model. Ocean Model. 2011, 
39, 332–350. 

15. Cheng, R.T.; Casulli, V.; Gartner, J.W. Tidal Residual Intertidal Mudflat (TRIM) Model and its 
Applications to San Francisco Bay, California. Estuar. Coast. Shelf Sci. 1993, 36, 235–280. 

16. MacWilliams, M.L.; Gross, E.S.; DeGeorge, J.F.; Rachielle, R.R. Three-Dimensional 
Hydrodynamic Modeling of the San Francisco Estuary on an Unstructured Grid. In Proceedings 
of the 32nd International Association for Hydraulic Research Congress, Venice, Italy,  
1–6 July 2007. 

17. Zhang, A.; Yang, Z. Coastal Ocean Modeling Framework on NOAA’s High Performance 
Computer (COMF-HPC); NOAA Technical Report NOS CO-OPS 039; National Oceanic and 
Atmospheric Administration: Silver Spring, MD, USA, 2014; p. 70. 

18. Chen, C.; Liu, H.; Beardsley, R.C. An Unstructured, Finite-Volume, Three-Dimensional, 
Primitive Equation Ocean Model: Application to Coastal Ocean and Estuaries. J. Atmos. Ocean. 
Technol. 2003, 20, 159–186. 

19. Chen, C.; Beardsley, R.C.; Cowles, G.W. An Unstructured Grid, Finite-Volume Coastal Ocean 
Model (FVCOM) System. Oceanography 2006, 19, 78–89. 

20. Chen, C.; Beardsley, R.C.; Cowles, G.W. An Unstructured Grid, Finite-Volume Coastal Ocean 
Model FVCOM User Manual; Technical Report SMAST/UMASSD-06-0602; University of 
Massachusetts-Dartmouth: New Bedford, MA, USA, 2006. 

21. Xu, J.; Myers, E.P.; White, S.A. VDATUM for the Coastal Waters of North/Central California, 
Oregon and Western Washington: Tidal Datums and Sea Surface Topography; NOAA 
Technical Memorandum, NOS CS 22; National Oceanic and Atmospheric Administration: 
Silver Spring, MD, USA, 2009. 

22. Schmalz, R.A. Hydrodynamic Model Development for the San Francisco Bay Operational 
Forecast System (SFBOFS); NOAA Technical Report NOS CS 34; National Oceanic and 
Atmospheric Administration: Silver Spring, MD, USA, 2014. 

23. Warner, J. Re: Problem with ROMS Wetting/Drying and Turbulence Model(s); ROMS 
Discussion Group. Available online: http://www.myroms.org (accessed on 6 February 2012). 

24. Lettman, K. University of Oldenburg, Oldenburg, Germany. Personal Communication, 2012. 
25. Fang, X.; Stefan, H.G. Dynamics of Heat Exchange between Sediment and Water in a Lake. 

Water Resour. Res. 1996, 32, 1719–1727. 
26. Smith, N. Observations and Simulations of Water-Sediment Heat Exchange in a Shallow 

Coastal Lagoon. Estuaries 2002, 25, 483–487. 



312 
 

 

27. Xue, H.; Due, Y. Implementation of a Wetting-and-Drying Model in Simulating the  
Kennebec-Androscoggin Plume and the Circulation in Casco Bay. Ocean Dyn. 2010, 60,  
341–357. 

28. Uchiyama, Y. Modeling Three-Dimensional Cohesive Sediment Transport and Associated 
Morphological Variation in Estuarine Intertidal Mudflats; Port and Airport Research Institute: 
Yokosuka, Japan, 2005. 

29. Oey, L. A Wetting-Drying Scheme for POM. Ocean Model. 2005, 9, 133–150. 
30. Oey, L. An OGCM with Movable Land-Sea Boundaries. Ocean Model. 2006, 13, 176–195. 
31. Oey, L.; Ezer, T.; Hu, C.; Muller-Karger, F.E. Baroclinic Tidal Flow and Inundation Processes 

in Cook Inlet, Alaska: Numerical Modeling and Satellite Observations. Ocean Dyn. 2007, 57,  
205–221. 

32. California Department of Natural Resources, DAYFLOW program. Available online: 
http://www.water.ca.gov/dayflow/documentation/dayflowDoc.cfm#Introduction (accessed on  
15 October 2010). 

33. Oltmann, R.N. Indirect Measurement of Delta Outflow using Ultrasonic Velocity Meters and 
Comparison with Mass-Balance Calculated Outflow; Interagency Ecological Program (IEP) for 
the Sacramento-San Joaquin Estuary Newsletter: San Francisco, CA, USA, 1998.  

34. MacWilliams, M. Delta Modeling Associates, San Francisco, CA, USA. Personal  
Communication, 2013. 

35. Oregon State University Tidal Data Inversion, OTIS Regional Tide Solutions, 2010: West Coast 
of the USA. Available online: http://volkov.oce.orst.edu/tides/WC.html (accessed on 15 June 
2011). 

36. Conkright, M.E.; Boyer, T.P.; Antonov, J.I.; Baranova, O.K.; Garcia, H.E.; Gelfeld, R.; 
Johnson, D.; Locarnini, R.A.; Murphy, P.P.; O’Brien, T.D.; et al. World Ocean Database 2001, 
Volume 5: Temporal Distribution of Nutrient Profiles; Levitus, S., Ed.; NOAA Atlas NESDIS 
46, U.S. Government Printing Office: Washington, DC, USA, 2002; p. 286. 

37. Carter, G.S. Barotropic and Baroclinic M2 Tides in the Monterey Bay Region. J. Phys. 
Oceanogr. 2010, 40, 1766–1783. 

38. Carter, G.S.; Fringer, O.B.; Zaron, E.D. Regional Models of Internal Tides. Oceanography 
2012, 25, 56–65. 

39. Willmott, C.J.; Ackleson, S.G.; Davis, R.E.; Feddema, J.J.; Klink, K.M.; Legates, D.R.; 
O’Donnell, J.; Rowe, C.M. Statistics for the Evaluation and Comparison of Models. J. Geophys. 
Res. 1985, 90, 8995–9005. 

40. Hess, K.W.; Gross, T.F.; Schmalz, R.A.; Kelley, J.G.W.; Aikman, F.; Wei, E.; Vincent, M.S. 
NOS Standards for Evaluating Operational Nowcast and Forecast Hydrodynamic Model 
Systems; NOAA Technical Report NOS CS 17; National Oceanic and Atmospheric 
Administration: Silver Spring, MD, USA, 2003. 

41. Zhang, A.; Hess, K.W.; Wei, E.; Myers, E. Implementation of Model Skill Assessment Software 
for Water Level and Current in Tidal Regions; NOAA Technical Report NOS CS 24; National 
Oceanic and Atmospheric Administration: Silver Spring, MD, USA, 2006. 



313 
 

 

42. Peng, M.; Zhang, A. San Francisco Bay Operational Nowcast and Forecast System 
Development and its Skill Assessment; NOAA Technical Report (unpublished work); National 
Oceanic and Atmospheric Administration: Silver Spring, MD, USA, 2013. 

43. Taylor, K.E. Summarizing Multiple Aspects of Model Performance in a Single Diagram.  
J. Geophys. Res. 2001, 106, 7183–7192. 

44. NOAA, National Ocean Service, Center for Operational Oceanographic Products and Services, 
San Francisco Bay OFS. Available online: http://tidesandcurrents.noaa.gov/ofs/sfbofs/ 
sfbofs.html (accessed on 2 December 2013). 

45. MacWilliams, M.L; Salcedo, F.G.; Gross, E.S. San Francisco Bay-Delta UnTRIM Model 
Calibration Report, POD 3-D Particle Tracking Modeling Study; California Department of 
Water Resources: Sacramento, CA, USA, 2008. 



314 
 

 

Strengthening the Resiliency of a Coastal Transportation 
System through Integrated Simulation of Storm Surge, 
Inundation, and Nonrecurrent Congestion in
Northeast Florida 

Justin R. Davis, Vladimir A. Paramygin, Chrysafis Vogiatzis, Y. Peter Sheng,  
Panos M. Pardalos and Renato J. Figueiredo 

Abstract: The Multimodal Transportation Educational Virtual Appliance (MTEVA) is an application 
developed within the framework of the broader Coastal Science Educational Virtual Appliance 
(CSEVA) to enhance coastal resiliency through the integration of coastal science and transportation 
congestion models for emergency situations. The first generation MTEVA enabled users to perform 
and visualize simulations using an integrated storm surge and inundation model (CH3D-SSMS) 
and transportation evacuation/return modeling system that supports contraflow in a simple 
synthetic domain (order of tens of intersections/roads) under tropical storm conditions. In this 
study, the second generation MTEVA has been advanced to apply storm surge and evacuation 
models to the greater Jacksonville area of Northeast Florida (order tens of thousands of 
transportation intersections/roads). To support solving the evacuation problem with a significantly 
larger transportation network, new models have been developed, including a heuristic capable of 
efficiently solving large-scale problems. After initial testing on several smaller stand-alone 
transportation networks (e.g., Anaheim, Winnipeg), the heuristic is applied to the Jacksonville area 
transportation network. Results presented show the heuristic produces a nearly optimal (average 
optimality gap <0.5%) solution in 90% less wall clock time than needed by the exact solver. The 
MTEVA’s new capabilities are then demonstrated through the simulation of a Hurricane  
Katrina-sized storm impacting the region and studying how the evacuation patterns are affected by 
the closing of roads due to flooding and bridges due to high winds. To ensure residents are able to 
leave the area, evacuations are shown to need to have begun at least 36 h prior to landfall. 
Additionally it was shown that large numbers of residents would be left behind if evacuation does 
not begin within 18 h of landfall and ~97% would not escape if evacuation did not begin until 
landfall, when areas of the coast that are the most prone to flooding are already cut off from the 
“safe” nodes of the transportation network. 

Reprinted from J. Mar. Sci. Eng. Cite as: Davis, J.R.; Paramygin, V.A.; Vogiatzis, C.; Sheng, Y.P.; 
Pardalos, P.M.; Figueiredo, R.J. Strengthening the Resiliency of a Coastal Transportation System 
through Integrated Simulation of Storm Surge, Inundation, and Nonrecurrent Congestion in 
Northeast Florida. J. Mar. Sci. Eng. 2014, 2, 287-305. 

1. Introduction 

Hurricanes, earthquakes, industrial accidents, terrorist attacks and other such emergency 
situations pose great dangers to lives and property. Efficient evacuation during these events is one 
way to increase safety and avoid escalation of damages. The penalties incurred when Hurricane 
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Katrina caught the nation off guard were severe. It is estimated that Hurricane Katrina displaced 
more than 1.5 million people and caused economic damages of $40–120 billion [1]. Over the past 
decade, evacuation problems have been given a heightened attention and there are numerous 
studies available in the literature on evacuation strategies [2–7]. 

The evacuation problem has attracted significant scientific interest over the years, and 
mathematical models and approaches have been devised to solve it, based on network flow 
optimization techniques [8]. The problem is formally stated as follows. Given a transportation 
network G(V,E), where each node (intersection) i  V has a set demand di and each arc (road) has a 
capacity of uij, and a set of safe nodes S (destinations), find the optimal routes to safety. Optimality 
here can be defined in different ways: number of evacuees that reach safety, smallest overall time 
to safety, average time to safety. In this effort, we aim to maximize the number of people that are 
safely evacuated to one of the nodes in set S. 

Maximizing the number of people that are safely evacuated to secure areas is often modeled as a 
quickest transshipment problem [9]. Models for solving the problem were proposed in [10], while a 
summary of recent results can be found in [11]. In the context of evacuation, contraflow can be 
defined as the flow that traverses an arc in the reverse way. That is, if an arc (i,j) is reversed, then 
flow can travel from node j to node i. However, when we consider contraflow, the problem 
becomes NP-hard [12], and as such it is inherently more difficult to solve. Hence, in large-scale, 
realistic transportation networks, the size of the problem renders exact approaches impractical, as 
significant computational time and power would be required. Decomposition schemes [13] and 
heuristics are thus preferred for practical reasons. 

A comprehensive survey was carried out to identify and evaluate the existing techniques for  
solving large-scale evacuation problems available in literature [14]. Recognizing a reasonable level 
of insufficiencies in multimodal transportation, alternate evacuation routes in case of accidents and 
congestion, and heuristic exploration of difficult optimization problems, this survey helped explain 
the deficiencies in current techniques and also identified the features that significantly affect 
evacuation efficiency. At this moment, key approaches to solving evacuation problems (as defined 
previously) are optimization and simulation. In both cases, the factors that come into play are 
origin-destination assignments (i.e., people that need to reach specific safe zones), arc capacities 
(static or dynamic, contraflow), and priorities (for sensitive groups of people or areas). 

The type of optimization or simulation technique can also be used to classify the problem. The 
most widely used approach (and the approach adopted herein) is the maximum dynamic flow 
problem [15]. Other approaches include, but are not limited to, the Dynamic Traffic Assignment 
Problem [16], Macroscopic Simulation Techniques (NETVAC [17] and MASSVAC [18]), and 
techniques that utilize both optimization and simulation, as in the cell based formulation of [19,20]. 
For more information on these techniques, see [20], where 22 evacuation models are compared. 

Evacuation (and return) planning and disaster management are a vital necessity to the coastal 
areas of Florida where tropical storms are an ever present threat. In particular, to better understand 
how tropical storms impact evacuation patterns in coastal areas and to assist in coastal science, 
transportation, and cyberinfrastructure education, research and outreach, the Multimodal Transportation 
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Educational Virtual Appliance (MTEVA), has been developed [21]. The MTEVA is an application 
developed within the framework of the broader Coastal Science Educational Virtual Appliance (CSEVA). 

The CSEVA [22] is a unique, self-contained software environment designed to support 
interdisciplinary coastal science education and outreach activities, enabling active, hands-on 
numerical modeling experiments by researchers, stakeholders and the general public. Contained 
within the “virtualized” environment of the CSEVA, are the applications that cover a variety of 
coastal science topics. Integration of these applications into a single appliance enhances the user 
experience (less storage requirements, easier to install, linked application scenarios, etc.) and 
provides a single collection of applications that can serve as practical and educational tools to 
scientists, educators and students, alike. In addition to the MTEVA, the CSEVA contains  
CI-TEAM [23] and SCOOP [24] applications as well as built-in and ready to use models and tools 
such as the atmospheric model WRF (Weather Research and Forecasting model) and a fully 
functional THREDDS Data Server (TDS) [25]. The CI-TEAM application simulates the release of 
a tracer into the waters of the Indian River Lagoon estuarine system (Northeast Florida). While, the 
SCOOP application simulates storm surge and inundation in two different domains: a simple 
domain being impacted by a synthetic storm and Charlotte Harbor (southwest Florida) being 
impacted by various different wind forecasts for Hurricane Charley (2004). 

The first generation MTEVA enabled users to perform and visualize simulations using an 
integrated storm surge and inundation model (CH3D-SSMS) and transportation evacuation/return 
modeling system that supports contraflow in a simple synthetic domain (order of tens of 
transportation nodes/arcs) under tropical storm conditions. In this study, the second generation 
MTEVA has been advanced to apply storm surge and evacuation models to the greater Jacksonville 
area of Northeast Florida (order tens of thousands of transportation nodes/arcs). To support solving 
the evacuation problem with the significantly larger transportation network, several new algorithms 
have been developed including a heuristic. After initial testing on several smaller stand-alone 
transportation networks (e.g., Anaheim, Winnipeg), the heuristic is shown to be near optimal 
network (average optimality gap <0.5%) for the Jacksonville transportation, while the wall clock 
time necessary to reach a solution decreased more than 90%, compared to the time needed to obtain 
a solution solving the optimization problem using an exact solver. The MTEVA’s new capability to 
simulate the transportation network response to a significantly larger network is demonstrated 
through the simulation of a Hurricane Katrina-sized storm impacting the region and studying how 
the evacuation patterns are affected by the closing of roads due to flooding and bridges due to  
high winds. 

The paper is outlined as follows. First, we give a description of the Storm Surge and Inundation 
Modeling part within the MTEVA, and provide information on its main component, the CH3D-SSMS. 
Further, in Section 3, we introduce notation and provide optimization models to describe the 
problem. We then describe three different methods to tackle the large-scale problem, and compare 
them in terms of solution quality and computational efficiency. In Section 4, a demonstration 
application is presented in which a synthetic storm is bearing down on the Jacksonville area. 
Finally, Section 5 summarizes the findings of this effort and aims to give further insight in future 
work and approaches on the field. 
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2. Storm Surge and Inundation Modeling within the MTEVA 

The core of the MTEVA is a coupled storm surge and transportation network modeling system. 
These models, the optimization engine used to solve the network optimization problem, and all  
of the associated pre- and post-processing utilities are then packaged into the MTEVA. The  
main driver of the coupled modeling system is the storm surge modeling system, CH3D-SSMS  
(e.g., [26]). It includes a high-resolution coastal surge model CH3D, developed by [27,28], which 
is coupled to a coastal wave model SWAN [29] and large scale surge and wave models. Both 
models can receive open boundary conditions from a number of large-scale surge and wave 
models. Finally, a synthetic hurricane wind [30] model is also incorporated into the system that 
provides wind and barometric pressure forcing in the domain. CH3D-SSMS is validated using 
many recent Atlantic Basin hurricanes (e.g., [26]) and is used to produce a FIRM (Flood Insurance 
Rate Map) for Pinellas County, FL. CH3D-SSMS was also used to produce surge atlas which was 
compared with the SLOSH (the model used by the National Hurricane Center) surge atlas. Since 
2004, CH3D-SSMS has been advanced to provide real-time forecast of hurricane wind, storm 
surge, wave, and coastal inundation for various parts of FL and Gulf coasts during hurricane 
seasons [26,31]. 

Also, given that the issue of sea level rise (SLR) has garnered attention recently, an option to 
simulate the effect of SLR is included. The SLR values chosen are: the 100-year projections 
derived from a continuation of the approximate local linear trend (+21 cm), the value in between of 
the nearby Mayport (2.40 mm/year) and Fernandina (2.02 mm/year) tide stations through 2006 [32]; 
the value developed for the Intergovernmental Panel on Climate Change (IPCC) mid-range 
scenario A1B (+50 cm) [33]; and an estimate near the upper SLR limits found for several IPCC 
scenarios in [34] (+150 cm). Two algorithms for implementing the SLR physics on storm surge and 
inundation are included. In the first algorithm (“ad-hoc”), SLR is simply added onto the final 
simulated water level. In the second algorithm (“integrated”), SLR is added onto the water level 
boundary and initial conditions used in the model such that the model simulates the end effect of 
the SLR providing a much more realistic estimate of flooding due to SLR as it takes into 
consideration the hydrodynamics. 

For a given storm surge and inundation simulation, CH3D-SSMS either sends the entire  
simulated response at the completion of the simulation or it sends the response periodically (e.g., 
once every 15 min of simulated time) including the current pattern of storm surge and inundation as 
well as the state (all roads passable, certain roads flooded, etc.) of the transportation network. The 
state of roads (arcs) and intersections (nodes) are based on inundation and wind conditions. 
Exceeding threshold inundation values will mark a road (arc or a node) as impassable and 
unavailable to be used in evacuation. The transportation network optimization model then reads in 
the state of the network along with a set of capacities, demands, etc. and determines the optimal 
traffic flow either using an exact solver or a heuristic approach. 

During a simulation, potential nodes fall into several possible categories: (1) The node is 
connected to one or more other nodes via an arc; (2) The node is isolated and no longer has any 
connections (e.g., due to flooded roads), but may reconnect in the future; or (3) The node has been 
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destroyed and will never again be connected to any other nodes (node becomes permanently 
flooded for the duration of the evacuation, so that for the remainder of the evacuation event it 
cannot be used). Nodes are considered destroyed if flooding exceeds some critical value, HNcr.

Each arc within the network is defined as either a “road” (considered indestructible) or a 
“bridge”. Roads are assumed at some height, RA, above (or below) the surrounding topography and 
become unusable if, during the course of a simulation, the water level at any location on the road 
exceeds some critical height, HAcr, above the road. If, at any point of time later the water level 
retreats, the road becomes usable again. Each bridge has its own elevation relative to the simulation 
vertical datum (e.g., NAVD88), BA. If, during the course of a simulation the water reaches the 
bridge, it is considered “destroyed” and permanently unusable. Additionally, regardless of water 
level, bridges are also assumed to be impassable during periods of high wind when the wind speed 
exceeds some critical value, WAcr. For practical purposes HNcr is set to 30 cm (about one foot of 
flooding) and WAcr to 45 mph. In reality these number can vary depending on location, but they are 
in line with actual values used by authorities. Critical values can be customized in the system, but 
not directly in the user interface. 

Finally, for the optimization phase, we consider the transportation network as a graph G(V,E), 
where V is the set of nodes and E the set of roads. We further define two costs for the roads, 
namely  and . The first represents the time/cost to use arc (i,j)  E, while the latter the cost to 
reverse it, in order to allow the contraflow. It is easy to see that in order to reverse a road, some 
actions are necessary; police officers should be employed to control traffic, proper traffic signs 
should be used, etc. For simplicity, we treat every arc the same way, hence  

3. The Transportation Network Assignment (aka Evacuation) Model 

Within the MTEVA, three algorithms are now available to solve the transportation network 
assignment (aka evacuation) problem: (1) Time Static—a fast algorithm that works with a single 
time instance attempting to move as many people as possible to safety (any node in the set S) and is 
then iterated for multiple time steps; (2) Time Dynamic—attempts a planned evacuation, however, 
adding the time dimension to the problem increases its size and thus takes significantly longer to 
solve; (3) Heuristic—a compromise between the computational time and problem complexity. 
Coupled to the surge model—the transportation model operates based on knowledge about flooding 
extents and dynamics. The mathematical models that arise within the time static, time dynamic 
heuristic, along with the model of the time dynamic version (exact) are all solved using the GNU 
Linear Programming Kit (GLPK) contained within the MTEVA. 

3.1. Algorithms and Implementation 

In this section, we first give the notation (Table 1) and the necessary information we need, and 
then proceed to formulate the problem as a mixed-integer linear program. We also propose two 
heuristic approaches, and evaluate their efficiency in synthetic and real transportation networks. 
The two heuristic approaches can be summarized as: (1) Iteratively solve each discrete time step, 
updating each node’s demand and status (Time Static); (2) Heuristically solve the time dynamic 
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version (NP-Hard) of the problem, after smartly selecting the arcs to be reversed (Time Dynamic 
Heuristic). Solving the NP-hard problem provides an optimal solution as to the routes that each 
vehicle needs to use, and the routes that need to be reversed in order to achieve maximum 
efficiency. On the other hand, both Time Static and Time Dynamic Heuristics provide approximate 
solutions that can be significantly faster to compute. The results show that the heuristics developed 
produce solutions within reasonable optimality gaps, and are significantly faster to compute. 

Table 1. Notation used to describe the transportation network, , of a region and 
the mathematical model. 

Sets
V The set of all nodes (intersections) in the network. 
E The set of all arcs (roads) in the network 
S The set of nodes that are considered safe 

Input Parameters 
 The capacity of arc . For any two nodes , . 

A binary input parameter that is equal to 0 if node  is destroyed at time , or 1 otherwise. 
A binary input parameter that is equal to 0 if arc  is destroyed at time , or 1 otherwise. 
The budget of arcs that can be reversed during the evacuation process. 

Variables to be Optimized 
 The demand of node  at time .  is the initial demand of node  and is given.
 The flow on arc  at time .
 A binary variable that is equal to 1 if arc  is reversed, or 0 otherwise. 

The first approach, Time Static [21], involves the decomposition of the big, time dynamic, 
problem into smaller problems, each considered as one discrete time step. The final solution is 
essentially the collection of all partial solutions, obtained after each step. However, this approach is 
myopic as it does not consider future consequences. For example, evacuations are performed 
without any consideration of which areas are physically closer to being flooded and thus, need to 
be evacuated first. 

On the other hand, the second approach (Time Dynamic Heuristic) considers future consequences, 
and selects routes and road reversals that are going to maximize the number of people that reach 
safety in the end, rather than at each time step. The heuristic uses model information to locate the 
arcs that seem to be bottlenecks for the evacuation process. This approach is based on the “shadow 
prices” of the capacity constraint set of the original problem. In mathematical programming, every 
linear program has its dual, which is typically used to extract information on the model and the 
solution. The capacity constraints state that the flow on any road at any time has to satisfy the 
capacity of the road  without consideration of contraflow. The dual multiplier of this set 
of constraints represents the increase in the number of evacuees, if the capacity of the arcs were 
bigger. However, this assumes that the number of evacuees is much bigger (which might not be the 
case). Now, let  be the dual multipliers of the relaxed constraint. Selecting the  arcs with the 
biggest  gives a greedy approach on the  arcs that should be reversed. 

After the arcs have been reversed, the remaining problem is a large-scale, time-dynamic 
evacuation problem that can be solved as a quickest transshipment problem [9]. We, instead, 
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dualize the capacity constraints, and augment them, based on an Augmented Lagrange duality 
iterative scheme. 

The two heuristic approaches can be summarized as follows: 

Time Static [21] 

o Everyone evacuates simultaneously. Future events (congestion/flooding) not considered. 
o Decomposition into discrete, smaller problems, each considering only one time step. 

Time Dynamic Heuristic (Present Study) 

o Evacuation is phased. Future events (congestion/flooding) are considered. 
o Relaxation involves the selection of the arcs to be reversed. 
o Locates the arcs that would benefit evacuation the most (if equal demand everywhere). 
o Resulting formulation of a dynamic network flow problem is solved using the Augmented 

Lagrange relaxation approach. 

The formulation can be given as 

  (1)

  (2)

  (3)

  (4)

  (5)

  (6)

  (7)

The objective function in (1) ensures that the number of people exiting the “unsafe” areas of the 
network and entering a secure location (safe zone) is maximized. Constraint (2) is the time-dynamic 
counterpart of the well-known flow conservation constraint in network flow problems. Then, the 
capacity of the arcs is set in constraint (3). Observe that when an arc is reversed, its capacity is 
added to the one of the opposite direction. For simplicity, we assume that for a one-way road (i,j), 
there exists a reverse direction road (j,i) as well with a capacity of uij = 0. Equation (4) is a typical 
budget constraint that ensures no more than K arcs can be reversed. The reason for that limitation is 
logistical; reversing a road takes time and needs to be done carefully. Hence, it is realistic to 
assume a limit on that number. Last, constraints (5)–(7) define the restrictions on the variable values. 

Observe that in an optimal solution, no road (i,j) can have positive values for the flows xij and 
xji. The proof, which is done by contradiction, can be found in Lemma 1 of [13]. 

3.2. Computational Results 

The key advantage of the heuristics developed herein are that they are computationally efficient. 
This is particularly important as events which lead to mass evacuations can be unpredictable. For 
example, Hurricane Charley (2004) was forecast to make landfall in Tampa Bay, FL. Within 24 h 
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of making landfall, the storm made an abrupt turn to the right and residents of the Charlotte Harbor 
area (several hundred miles to the South of Tampa Bay) had little time to evacuate. In this section, 
we present the results of a computational study using the MTEVA to show how the heuristic 
performs on both synthetic and real transportation networks and show the heuristics feasibility for 
potential use in real-time evacuation planning. Three algorithms are compared: (1) the exact 
method (i.e., optimizing using GLPK); (2) the time static heuristic; and (3) the time dynamic 
heuristic. Findings are reported in terms of “optimality gaps” (difference between the estimated 
values calculated by the heuristic and the exact values) and the computational time required to 
reach a solution. In our approach, we measure the objective function by the number of evacuees 
that reached a safe node within the time horizon. Each algorithm is written in C++, and the 
numerical experiments were performed on a server with two AMD Opteron 6128 Eight-Core CPUs 
and 12 GB of RAM, running Linux x86_64, CentOS 5.9. Even though the server supports 
parallelization, at the moment the algorithms are not implemented in parallel. 

The computational experiments were designed as follows. First, 5 synthetic networks of 
different sizes ranging from 20 to 10,000 nodes were created, where 5%–10% of the nodes were, at 
random, selected to serve as safe areas. Then, the three approaches (exact, time static, and 
heuristic) were tested, reporting their respective optimality gaps and computational time. In 
addition, real transportation networks from a set of well-known transportation network test 
problems (Anaheim, Austin, Philadelphia, Sioux Falls, and Winnipeg) [35] were optimized. The 
safety nodes for the real networks were randomly selected and the optimization process was 
repeated 10 times for each network. On the other hand, for the Jacksonville transportation network, 
the set of safe nodes was known in advance, and hence, only one experiment was performed. 

From the results of the numerical experiments, it can be seen that the optimality gap is small and 
the computational time was reduced significantly as compared to the exact solver. For example, for 
large network (10,000 nodes) simulations performed using synthetic transportation networks (Tables 
2 and 3), the time static heuristics is shown to decrease simulation time on average by 89% while 
providing a result on average within 8.11% of being optimal. For the more realistic time dynamic 
heuristic, simulation time is cut by 87% and optimality is within 1.99%. Similar results can be seen 
when simulating real transportation networks (Tables 4 and 5).

Table 2. Time Static Heuristic Statistics on Synthetic Networks. 

Network Size 
(nodes)

Average Optimality 
Gap (%) 

Maximum 
Optimality Gap (%) 

Average Time 
Decrease (%) 

Maximum Time 
Decrease (%) 

20 0.28 1.27 81 89 
100 0.41 3.89 85 92 
500 0.80 8.02 87 93 

1000 2.54 14.47 87 94 
10,000 8.11 31.12 89 97 
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Table 3. Time Dynamic Heuristic Statistics on Synthetic Networks. 

Network Size 
(nodes)

Average Optimality 
Gap (%) 

Maximum 
Optimality Gap (%) 

Average Time 
Decrease (%) 

Maximum Time 
Decrease (%) 

20 0.19 1.01 79 85 
100 0.24 1.15 85 89 
500 0.55 2.01 86 90 

1000 1.54 3.60 87 90 
10,000 1.99 4.41 87 91 

Table 4. Time Static Heuristic Statistics on Real Networks. |V| indicates the number of nodes. 

Network (nodes)
Average Optimality 

Gap (%)
Maximum 

Optimality Gap (%)
Average Time 
Decrease (%)

Maximum Time 
Decrease (%)

Sioux Falls 
(|V| = 24) 

0.00 0.00 75 90 

Anaheim 
(|V| = 416) 

1.08 1.17 85 90 

Winnipeg 
(|V| = 1057) 

3.02 3.66 86 92 

Austin 
(|V| = 7388) 

6.97 7.11 86 94 

Philadelphia 
(|V| = 13,389) 

14.90 20.00 90 97 

Table 5. Time Dynamic Heuristic Statistics on Real Networks. |V| indicates the number of nodes. 

Network (nodes) 
Average Optimality 

Gap (%) 

Maximum 
Optimality Gap 

(%) 

Average Time 
Decrease (%) 

Maximum Time 
Decrease (%) 

Sioux Falls (|V| = 24) 0.00 0.00 72 86 
Anaheim (|V| = 416) 0.00 0.00 76 88 

Winnipeg (|V| = 1057) 0.00 0.00 76 88 
Austin (|V| = 7388) 0.98 2.11 77 92 

Philadelphia (|V| = 13389) 3.25 3.89 82 92 

3.3. Virtual Appliance Performance 

Virtual machines, as can be used in the MTEVA, do not provide the same computation 
efficiency as native hardware due to I/O overhead, etc. However, test simulations indicate (Table 6) 
that this overhead is fairly small and is more than compensated for by the computational efficiently 
improvements of the heuristics. 
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Table 6. Computational overhead due to performing simulations in the virtual  
MTEVA environment. 

Algorithm Computational Overhead 
Time Static +4.2% 

Time Dynamic +4.8% 
Heuristic +6.2% 

4. Demonstration Application to the NE Florida Coast 

The MTEVA’s enhanced ability to simulate the evacuation patterns in significantly larger 
transportation networks (in a reasonable amount of time) using a heuristic are demonstrated 
through the simulation of a Hurricane Katrina-sized storm impacting the Northeast Florida coastal 
region and studying how the evacuation patterns are affected by the closing of roads due to 
flooding and bridges due to high winds. Results within the MTEVA are presented using high-level, 
standards-compliant, GUI-driven interfaces. Specifically, CH3D-SSMS output is written as 
NetCDF compliant with CF (climate forecasting) conventions, which enables the use of a TDS to 
provide access to data and simplify visualization. OpenLayers is then used to bring together the 
mapping of storm surge and transportation results. As part of the second generation MTEVA, the 
interactive interface is now developed using AJAX and PHP (Figure 1 shows the simulation setup 
and Figure 2 shows visualization of results as examples of the first generation interface). 

Storm surge and inundation in the Northeast Florida region is simulated using a high resolution 
(100 m) CH3D-SSMS model for Northeast Florida (255 × 1201 cells), which domain spans from 
West Palm Beach to the Florida/Georgia border and extends ~40 km offshore. This model is then 
coupled with the transportation network that is based on the newest NERPM4 (NorthEast Regional 
Planning Model version 4, created for Northeast Florida (Figure 3) “2005 base” MTEVA 
configuration. The network includes 28,585 nodes and 57,814 links. Demands at the nodes are 
obtained by combining different types of demands (various types of cars, public transportation, 
etc.) data from the NERPM4 as the current network optimization model does not differentiate 
between different transportation modes. 

Figure 1. User interface for the simple network MTEVA configuration featuring a 
synthetic tropical storm making landfall in an idealized domain with a bay. 
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Figure 2. Simulated transportation network response to the synthetic storm making 
landfall in an idealized domain. The initial configuration of the transportation network 
is shown on the left while the simulated network assignment and storm surge and 
inundation as the storm approaches is shown on the right. 

Figure 3. NERPM4 road capacities (left) and demands (right). 

 

To assess the efficiency of the newly developed heuristic for the Northeast Florida transportation 
network, another set of computational experiments was performed (Table 7). As with the experiments 
presented earlier, both the original and newly developed heuristics are shown to significantly 
improve the speed at which the evacuation problem can be solved. 
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Table 7. Efficiency of the heuristics for the Northeast Florida network. 

Heuristic 
Average Optimality 

Gap (%) 
Maximum Optimality 

Gap (%) 
Average Time 
Decrease (%) 

Maximum Time 
Decrease (%) 

Static 14.51 14.51 88 88 
Dynamic 4.33 4.33 80 80 

The simulation of several different Northeast Florida scenarios can be performed within the 
MTEVA based on a synthetic storm, similar in size to Hurricane Katrina, making landfall on the 
east coast of Florida in presence of varying amounts of SLR (Figure 4). Inputs are provided 
through a simple interface which allows for variation of network assignment algorithm, amount of 
SLR, SLR algorithm, etc. The atmospheric storm wind and pressure gradient forcing is supplied by 
an analytic wind model [30] which uses a synthetic Katrina-like (size/intensity) storm track that 
makes landfall in the region. After completion, simulated storm surge and inundation are displayed 
in an interface (Figure 5) which allows map navigation along with the ability to toggle display 
layers (surge and inundation, transportation network, background layers, etc.). For reference, using 
relatively modern computational hardware, the evacuation model building and optimization phase, 
using a commercial solver, takes ~25 h to compute using the exact solver, due in part to the large-
scale model and inherent difficulty of the problem. 

The Northeast Florida MTEVA configuration provides an opportunity to study how timing of 
evacuation affects the ability to do it as well as how SLR may potentially impact evacuation plans. 
As a demonstration application under present day conditions (no SLR), Figure 6 shows the use of 
evacuation routes at different times (5 and 2 h until landfall, respectively, with evacuation starting 
48 h before landfall) and how traffic patterns change as a bridge closes due to high wind intensity 
and Figure 7 shows changes in local traffic routes due to flooding of roads (snapshots of traffic 3 
and 2 h until landfall are shown). 

Figure 4. Interface for the Northeast Florida MTEVA configuration showing the track 
and intensity of the synthetic storm. 
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Figure 5. Visualization of model simulation results. 

 

Figure 6. Comparison of evacuation routes at different time instances three hours apart.  
In the second case the evacuees are forced to take Acosta Bridge (right) because of the 
inaccessibility of the Fuller Warren Bridge (which is otherwise the preferred route, left) 
due to high wind intensity. 

Full Warren Bridge Acosta Bridge 

To determine the optimal time to begin an evacuation, a series of simulations were performed 
using different evacuation times. Figure 8 illustrates the number of people located in areas that 
flood that will not have enough time to evacuate as a function of evacuation start time. For the 
particular demonstration application presented, all evacuations that start at least 36 h prior to 
hurricane landfall are 100% successful in evacuating flooded areas. However, the number of people 
unable to escape increases dramatically if an evacuation has not begun at least 18 h prior to  
landfall with about 97% loss if evacuation starts at landfall. This is not surprising as areas near the 
coast that are the most prone to flooding are already cut off from the “safe” nodes of the 
transportation network. 
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Figure 7. Raised water level alters local traffic patterns due to flooding of roads and intersections. 

Figure 8. Estimated percentage of the number of people in flooded areas unable to 
evacuate (loss) as a function of evacuation start time. 

 

5. Summary and Conclusions 

Enhancements to a unique, self-contained, software environment, the MTEVA, have been presented. 
The MTEVA seeks to assist in coastal science, transportation and cyberinfrastructure research, 
education and outreach by creating a coupled modeling system capable of simulating the transportation 
network response in synthetic and real physical domains to a system subject to high winds, storm 
surge, and inundation. The MTEVA allows individual science components to be brought together 
in a simple-to-use infrastructure where users can focus on learning the science instead of trying to 
setup and perform simulations. 

While there are countless possible uses of the MTEVA, three will be highlighted. First, the 
MTEVA would be well suited for use by planners and organizers of emergency preparedness 
exercises who need to develop (in an easy-to-use fashion) realistic scenarios of conditions and 
transportation network conditions before (evacuation), during, and after (return) a storm. Second, 
the MTEVA is now, thanks to the inclusion of a heuristic, well suited towards “real-time” use in an 
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Emergency Operations Center (EOC) (i.e., after evacuation has occurred) to assist first responders 
in predicting specific transportation infrastructure which may be impassable. Finally, the MTEVA 
is ideally suited for deployment in educational environments where students of all skill levels can 
learn, through hands-on activities, about: storm surge and inundation, transportation engineering 
and optimization. 

In summary, the MTEVA: 

contains a storm surge and inundation modeling system coupled with a transportation 
network optimization model capable of simulating lane reversal. The coupled modeling system 
is then applied to both synthetic and real domains. 
demonstrates and promotes interoperability through its use of a THREDDS Data Server (TDS) 
for distribution and visualization of results. At the most basic level, users can access the MTEVA 
through the web-based GUI. However, more advanced users are able to setup and perform 
simulations using the scheduling interfaces directly (e.g., using the “condor_submit” command). 
is completely configurable, customizable and expandable. Because the tools, scripts, web 
interfaces, etc. are located within the MTEVA; any individual component can be altered to 
meet an individual user’s needs. For example, locations of nodes modified, additional 
network nodes/arcs can be added, or demands and capacities changed. 
provides an educational environment useful for students of coastal science, cyberinfrastructure, 
and transportation engineering. For example, coastal science students can better understand 
how storm surge impacts a domain given storm strength, domain shape, etc. Cyberinfrastructure 
students can focus on the technical details of the MTEVA itself along with its web interfaces, 
databases and scripting technologies used behind the scenes. Transportation engineering 
students could investigate how the use of lane reversal can be optimized during a storm 
event. Finally, transportation practitioners in Northeast Florida could use the MTEVA to 
investigate how their domain responds to different synthetic tropical storms. 

As part of this study, the MTEVA has been enhanced to includes three algorithms for solving 
the transportation network optimization problem for evacuation: (1) Time Static—a fast algorithm 
that works with a single time instance attempting to move as many people of possible to safety and 
is then iterated for multiple time steps; (2) Time Dynamic—attempts a planned evacuation, 
however, adding the time dimension to the problem increases its size and thus takes significantly 
longer to solve; (3) Heuristic—a compromise between the computational time and problem complexity. 

The heuristic was shown to be able to successfully simulate large scale transportation networks 
with only a small optimality gap but a large decrease in computational time. For example, when 
using the realistic time dynamic heuristic, simulation time is cut by 87% (~3 h to obtain a heuristic 
solution, compared to ~25 h to solve the problem exactly) and optimality is within 1.99%, making 
the heuristic highly suitable for simulation of the large Northeast Florida MTEVA configuration 
(also implemented as part of this study) which is based on the NERPM transportation network. 

Finally, a demonstration application was presented which illustrates how the MTEVA can be  
used to better understand how storm surge and inundation impacts key evacuation travel routes  
and leads to an increase in non-recurrent congestion. Through better understanding of such 
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impacts, emergency managers and planners can better optimize evacuation/return routes increasing 
coastal resiliency. 
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Evaluation of the Zone of Influence and Entrainment Impacts 
for an Intake Using a 3-Dimensional Hydrodynamic and 
Transport Model 

Shwet Prakash, Venkat Kolluru and Carol Young 

Abstract: Ballast water systems in large LNG carriers are essential for proper operations and 
stability. Water withdrawn from the surrounding environment to supply to the ballast can pose 
entrainment and impingement risk to the resident fish population. Quantification of these risks and 
the net effect on population is usually quite challenging and complex. Various methods over the 
last several decades have been developed and are available in the literature for quantification of 
entrainment of mobile and immobile lifestages of resident fish. In this study, a detailed 3-dimensional 
model was developed to estimate the entrainment of ichthyoplankton (fish eggs and larvae) and fish 
from an estuarine environment during the repeated short-term operation of a ballast water intake for 
an LNG carrier. It was also used to develop a zone of influence to determine the ability of mobile 
life stages to avoid impingement. The ichthyoplankton model is an Equivalent Adult Model (EAM) 
and assesses the number of breeding adults lost to the population. The EAM incorporates four 
different methods developed between 1978 and 2005. The study also considers the uncertainty in 
estimates for the lifestage data and, as such, performs sensitivity analyses to evaluate the 
confidence level achievable in such quantitative estimates for entrainment. 

Reprinted from J. Mar. Sci. Eng. Cite as: Prakash, S.; Kolluru, V.; Young, C. Evaluation of the Zone 
of Influence and Entrainment Impacts for an Intake Using a 3-Dimensional Hydrodynamic and 
Transport Model. J. Mar. Sci. Eng. 2014, 2, 306-325. 

1. Introduction 

Intake systems are used throughout the world for a variety of reasons including: ballast water 
systems, cooling water systems, drinking water systems and industrial use systems. In all of these 
intake systems, water is withdrawn from the surrounding surface waters and can entrain 
ichthyoplankton (IP) and other life stages. Quantification of entrainment and the resulting effect on 
a population is usually quite challenging and complex. Various methods over the last several 
decades have been developed and are available in the literature for quantification of entrainment of 
mobile and immobile lifestages of resident fish. However, accurate estimation relies heavily on 
field sampling, understanding of the fish population and the choice of appropriate methodologies. 
Due to the differences in volitional movement, planktonic stages must be evaluated differently than 
swimming life stages. 

Typically the risks to fishes associated with intake operations can be categorized into the 
following main impacts: 

Change in local circulation 
Entrainment of planktonic organisms 
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Entrainment and impingement of mobile organisms 
Mortality of entrained or impinged organisms 
Effects on the population 

Figure 1 shows a conceptual model of the various capture zones. 

Figure 1. Conceptual model of capture zones for planktonic and mobile life stages. 

2. Objectives 

Environmental impacts from the operations of intakes have been studied throughout the 
literature. The literature, however, does not include a comparison of the impact assessment 
methods. The objectives of this paper are: 

evaluation of intake zones of influence using a hydrodynamic model; 
comparison of literature methods for fish population impact assessment; and 
development of tools that will: 
o assist with design of intakes 
o delineate zone of influences 
o quantify impacts 

While impingement risk was assessed for the case study discussed here, this paper focuses on 
the entrainment element. Entrainment was considered in two different contexts: (1) entrainment of  
non-mobile IP based on concentrations in the water column and (2) entrainment of mobile life 
stages based on a zone of influence and burst swimming speeds. Since the ballast water along with any 
entrained organisms is removed from the area by the vessel, entrainment mortality was assumed to 
be 100%. 

To accomplish these objectives, two 3-dimensional models were used. The first 3-dimensional 
model was used to develop the flow fields and was based on Delft3D [1,2]. The second model was 
based on Generalized Environmental Modeling System for surface waters [3–5] and was used to 
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estimate the entrainment of IP from an estuarine environment during the short-term operation of a 
ballast water intake for an LNG carrier. The equivalent adult model (GEMSS-EAM) assesses the 
equivalent adults lost through entrainment of ichthyoplankton using the modeled flow fields and 
incorporates four different methods developed between 1978 and 2005. These methods stem from 
the same approach of considering lifestages, lifestage durations, natural mortalities related to 
planktonic lifestages and entrainment mortalities attributable to the intake operations. The study 
also considers the potential for juveniles and adults to become entrained based on their swimming 
ability relative to the zone of influence at the intake. The study also considers the uncertainty in 
estimates for the lifestage data and, as such, performs sensitivity analyses to evaluate the 
confidence level achievable in such quantitative estimates for entrainment. 

For mobile life stages, the focus was on the endangered shortnose sturgeon (Acipenser 
brevirostrum) and the protected (due to its similar appearance) Atlantic sturgeon (Acipenser
oxyrhynchus). The second element of the analysis considered the burst swimming speeds of adults 
and juveniles and their ability to escape either impingement (larger adults) or entrainment (smaller 
adults and juveniles). 

All entrainment calculations relied on a hydrodynamic model for the estuary that simulates a  
3-dimensional near-field zone of influence in a tidal environment. The 3-dimensional 
hydrodynamic model was run to predict baseline (no intake operation) hydrodynamic conditions 
which were contrasted against the conditions during the intake operations. The two modeled 
conditions were quantitatively compared and the resulting changes in the hydrodynamic conditions 
were calculated. For plankton, the model was used to predict the number of each species group and 
planktonic life stage entrained as a function of the volume of water and concentration of IP by 
species group and life stage. This analysis was then introduced to an Equivalent Adult Model 
(EAM) to project the number of adults lost to the population. For mobile life stages, the changes 
were quantitatively compared against swimming speeds for shortnose sturgeon (Acipenser 
brevirostrum) and Atlantic sturgeon (Acipenser oxyrhynchus). Sustained, prolonged and burst 
speeds were considered during evaluation of effects of the intake zone of influence on these species 
and their ability to escape entrainment. 

3. Equivalent Adult Model (EAM) 

The GEMSS-EAM model was developed by extending the Equivalent Adult Model (EAM) 
formulation described in Horst [6] and Goodyear [7] to include the entrainment estimates from near 
field regions of a surface water intake. The Goodyear EAM [7] estimates the numbers of adult fish 
that would result based on the early life-stage population. EAM estimates the loss of IP vulnerable 
to intake system withdrawals based on the fraction of water volume drawn from various areas 
throughout the range of vulnerability multiplied by the density of vulnerable IP in those areas. The 
analysis allows direct comparison of what mortality occurs as a result of fish losses due to 
entrainment and impingement, compared to populations in the area. From this point, the IP losses 
are projected to equivalent adults using four methods available in the literature: 
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Method 1. Extension of the Horst [6] and Goodyear [7] methods to near-field entrainment estimates; 
Method 2. Adjustment of the Horst [6] and Goodyear [7] based estimates to consider  
natural mortality; 
Method 3. Adjustment using a survival function developed by EPRI [8]; and 
Method 4. Adjustment using a survival function published by Exponent [9]. 

These methods provide a range of projected equivalent losses which can be used to assess the 
impacts of intake operations. 

The hydrodynamic and entrainment modeling is used as input densities of IP from the field 
sampling data from the sampling regions. The density of a species for a given life-stage “j” at the 
intake during week “i” is defined mathematically as DWi,j. If Di,j,k is the density of the same species 
for life stage “j” and in region “k” during week “i”, then its density at the intake becomes: 

k
koikikjiji EEDDW ,,,,, (1)

Where Ei,k/EOi,k is the fraction of density entrained from a sampling region to the initial sampling 
region density. The sampling density is population density which is the number of organisms per  
1000 ft³ of water and is defined individually for each species, lifestage, region and week. Thus, 
using the parameters computed from the hydrodynamic and transport model, the intake density 
required for performing the entrainment analysis leading to the EAM evaluation, DWi,j can be 
estimated from the observed densities, Di,j,k in all sampling regions, weighted by the fractional 
entrainment from that region. 

3.1. EAM Modeling from Biological Sampling Region Data 

Placing the fractional loss of IP data into context is difficult, largely due to incomplete 
knowledge of the total population of vulnerable life stages available, their period of vulnerability 
within each age class or life stage (to the point where they are mobile and can avoid the effects of 
entrainment or impingement), or their mortality through the system (assumed to be 100%: all 
entrained IP are lost). The model calculates the portion lost due to entrainment based on the 
hydrodynamic modeling and the population of vulnerable IP throughout the area potentially 
affected by the water withdrawals. The identification of vulnerable IP population was based on the 
extent of the withdrawal modeled by the hydrodynamic model. 

Having calculated the number of IP lost, the next task is to place that loss into some context, 
such as the equivalent number of adults lost to the system, as a result of losses at each life stage 
(day-age-class, cohort, etc.). There are two methods to complete that analysis, either estimating the 
population of adults that loss would have represented by forecasting the numbers of adults that 
would have resulted from the population of earlier lifestages by cascading throughout successive 
lifestages to the adult stage, or estimating the stock size from which those numbers derived in the 
first place by hind-casting losses of IP into adults that would have produced that number of those 
life stages or age-classes of fish. Forecasting the loss of adults applies some estimate of survival to 
adulthood for each life stage, which itself is subject to debate. We address the former, using the 
EAM tool. 
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For a species, the number of equivalent adults entrained can be expressed mathematically as: 
n

j

n
jj SNNa

1
(2)

where Nj is the number of individuals at life stage (or age class) “j” that have been entrained, Snj is 
the survival probability from the jth life stage class to adulthood, and “n” is the total number of life 
stages before reaching adulthood. Equation (2) can be expanded to give the number of organisms 
entrained from each sampling region for each weekly set of observed densities, or Ni,j,k. It can be 
computed as: 

kiki
n
jkjikji FEVSDN ,,,,,, (3)

where FEi,k is the fraction entrained from region “k”, and is computed from the hydrodynamic and 
transport model as: 

koikiki EEFE ,,, / (4)

The net equivalent adults entrained, Na, from all the regions and over the entire simulation 
period, then, is: 

i j k
kjiNNa ,, (5)

Expanding Equation (5) using Equations (3) and (4) gives: 

Method 1:
i k

kiki
j

n
jkji VFESDNa ,,,, (6)

This formulation of the EAM, with application over several sampling regions, using weekly 
density data and results from the hydrodynamic model provides a necessary and important 
refinement to its computation as recommended by Horst [6]. 

3.2. Determination of the Probability of Survival Sj

An important part of the EAM model is the estimation of natural survival rate, Sj. The original 
Goodyear [7] paper uses a complex method based on fecundity and cumulative catch data 
segregated into separate length classes. Others have segregated the data into day-age classes, 
cohorts (groups of fish spawned within a similar time frame or of like age) or life stages (yolk-sac 
or prolarvae, post yolk-sac larvae, juveniles, etc.). 

Another method, and one used locally in the Salem PSEG 316(b) demonstration as part of their 
NPDES permit application report [10], is to compute Sj from the mortality rate of each successive 
life stage through to the adult stage. A limitation of this approach is the varying efficiencies of 
sampling used to estimate populations of successive lifestages of species, but the survival through 
an individual life stage can be computed as: 

llTz
lf exp (7)
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where fl is the probability of survival through life stage l (fraction survived at the end of the life 
stage), and l = an index for the individual life stage; e.g., l = 1 is eggs, l = 2 is larvae, l = 3 is 
juveniles etc. The zl is the natural mortality rate (1/day) for life stage l, and Tl is the length (days) of 
life stage l. Snj the product of the probability of survival from life stage l through all successive life 
stages to the adult life stage, then can be given by: 

n

jl
l

n
j fS (8)

where “n” is the final life stage. Equation (8) can also be written as: 
n

jl
llTz

n
jS exp  (9)

The sum within Equation (9) goes from life stage j through all life stages to the adult stage, n, 
even though entrainment does not take place beyond a certain life stage. This varies by species, but 
was assumed to be through the post-yolk larval stage. For the computations in Equation (6) only 
the densities up through the entrainable life stages should be used. 

3.3. Percent of Population Entrained 

Entrainment impact assessment compares the number of fishes entrained through and lost to the 
intake against the population at risk. A common limitation in extrapolating the IP losses to 
equivalent adults in many of these analyses is the lack of good fisheries data for the broader system 
feeding IP into the region potentially affected by the intake. In fact, locally, comments made in the 
Salem report [10] were that the EAM was not used extensively because there were no fishery data 
or other information available for comparative purposes. This limitation can be overcome, in part, 
using the extended model with weekly regional sampling. Examination of Equation (6) shows that 
the adult population within the sampled regions that could have survived in the absence of the 
entrainment from the ballast intake over the different life stages is: 

i k
ki

j

n
jkjiT VSDNa ,,, (10)

Thus, the percent entrainment of equivalent adults from the full population of adults that might 
have been entrained from those regions becomes: 

100*%
TNa

NaEntrained (11)

The percent entrained is determined only from the potential adults that could have been 
entrained from the surveyed regions, and not to the total fisheries population produced for the 
whole waterbody that may include un-sampled regions. Thus, in that case, Equation (11) will give a 
larger percentage entrained than if the total fisheries of the whole waterbody (entire waterbody 
sampled) population were known. 
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3.4. Entrainment Mortality 

The above formulation includes the implicit assumption that all the species are entrained at the 
beginning of the life stage, in that it does not account for natural mortality that occurs on that life 
stage. This assumption, however, is invalid per se, as both the natural mortality and entrainment 
mortality occur simultaneously. The assumption of all the entrainment occurring at the beginning 
of the life stage is therefore conservative; it overestimates the effect of entrainment mortality on the 
population by not accounting for the natural mortality that would have reduced that same 
population over the period for which they were entrained. To decrease this overestimate, an 
entrainment function is required. This entrainment function depends on the entrainment mortality. 

Entrainment mortality is defined as the rate of entrainment from each region due to the intake 
operations and is treated similar to the natural mortality. For instance, if there is no natural 
mortality, then the survival rate for species can be estimated by a formula similar to the one given 
by Equation (9). Equation (12) below shows the entrainment mortality which depends only on the 
intake operations and the regional hydrodynamics.  

T

In

V
QMortalitytEntrainmen (12)

where QIn is the intake flow rate and VT is the total volume of the waterbody disturbed. In cases 
where the waterbody is divided in to “k” regions, the entrainment mortality is given by Equation (13). 
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where Fi,k is defined as the ratio of the number of individuals entrained at the intake from region 
“k” during week i to the total number of individuals entrained from all regions and is shown in  
Equation (14). 
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The survival function due to the entrainment is then given by Equation (15). 
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The number of equivalent adults entrained then can be expressed by Equation (16). 

Method 2:
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3.5. EPRI Adjusted Entrainment Survival Function 

The above formulation applies the entrainment mortality at the end of the life stage, and thus has 
tendency to under-predict the entrained population. When day-age class population size and 
survival functions by day-age class are unavailable, the Electric Power Research Institute [8] 
suggests that the entrainment mortality should be applied assuming that half the natural mortality 
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has occurred (e.g., the middle of the life stage). At this point, the IP population at each life stage 
has decreased due to the natural mortality and thus more accurately attributes losses due to 
entrainment. When the entrainment mortality is applied at this half-life-stage, the survival function 
due to entrainment is given by EPRI [8]: 
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,

* exp**2 j
nSn

jki SS (17)

The number of equivalent adults entrained then can be expressed by Equation (18). 
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3.6. Exponent, Inc.-Adjusted Entrainment Survival Function 

Exponent, Inc. was commissioned by the Center for Liquefied Natural Gas (CLNG) to 
investigate and critique the technical work adopted to estimate the entrainment impacts in Open 
Loop Vaporization (OLV) systems, which were commonly proposed in warmer open water 
(offshore) LNG revaporization designs. Exponent, Inc. found that the assumption of half natural 
mortality used in EPRI’s method still makes the entrainment mortality conservative since the 
natural mortality survival function is an exponentially decreasing term. This results in an 
overestimation of the entrainment impacts. To further improve the entrainment survival function, 
Exponent, Inc. suggested an alternate relationship which defines the survival function at the end of 
each life stage as given by Equation (19) [9]: 
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The survival function is continuous within each stage as opposed to at the half-life stage. This 
further corrects the estimate of survivability by discretizing the continuous effects of natural and 
entrainment mortality into smaller steps (life stages). The number of equivalent adults entrained 
then can be expressed by Equation (20). 
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4. Case Study 

The case study used to demonstrate the entrainment computations and study the possible fish 
population-level impacts is vessel ballasting in an estuarine system. The site is located in the 
Delaware River Estuary where concerns were raised about the potential negative effects on the 
population of ichthyoplankton from entrainment during ballast water intake at the terminal berth 
and also the entrainment risk to sturgeon presented by the ballast intake. A 138,000 m3 LNG 
carrier, the design vessel for this study, will withdraw approximately 8 million gallons [11] of 
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ballast water while at berth. The operations assume that one LNG carrier will call at the project 
every two to three days, resulting in approximately 150 ship calls per year or 12 per month. For the 
purposes of this study, the design intake rate of 660,430 gallons per hour and the design 
reballasting period of 12 h were selected. Figure 2 shows the site location in New Jersey near the 
state lines of Pennsylvania and Delaware. 

Figure 2. Site location. 

4.1. Ichthyoplankton 

Striped bass, white perch, clupeidae (river herring and American shad), and bay anchovy were 
the species and groups of concern since they consistently dominate the IP population in the project 
area. Mean IP densities between the months of April and July were available for the Delaware 
River in the project area. These density data were collected by PSEG during the springs of 2002 [12] 
and 2003 [13]. The density data were separated into different zones along the length of the 
Delaware River and, for purposes of this case study, it was assumed that these densities did not 
vary vertically and were composites of all trawls in each zone; however, the hydrodynamic model 
was divided into three vertical zones: epilimnion, metalimnion and hypolimnion. Only four zones 
(8–11) around the import terminal were considered as they covered a region of 25 miles 
downstream and 30 miles upstream (see Figure 3). The entrainable population within these four 
zones is shown in Table 1. IP is assumed to be present only during the months of April through 
July, so annual losses are calculated as a sum of these four months. 
 

Crown Landing 
 Project Site 
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Figure 3. Project location and IP data zones. 

Table 1. Entrainable IP by PSEG zone (number of organisms per 1000 ft3 of water). 

Species/Group Life Stage Zone 8 Zone 9 Zone 10 Zone 11 
Clupeidae

(American Shad 
and River Herring) 

Egg 0.00 0.06 0.14 1.39 
Prolarvae 0.00 0.51 1.64 8.92 
Postlarvae 5.18 8.61 9.86 12.57 

Bay Anchovy 
Egg 0.00 0.00 0.00 0.00 

Prolarvae 0.00 0.00 0.00 0.00 
Postlarvae 72.13 0.57 0.03 0.00 

White Perch 
Egg 0.03 1.16 0.91 1.36 

Prolarvae 0.65 0.76 1.19 3.34 
Postlarvae 156.87 10.17 16.17 23.25 

Striped Bass 
Egg 31.44 41.4 1.05 0.54 

Prolarvae 27.90 21.75 0.88 0.17 
Postlarvae 938.00 5.8 7.1 0.86 



343

Figure 4. Ballast intake extent of influence. 

A hydrodynamic model and a water quality transport model were developed to evaluate the 
percentage of water entrained during a single ballast water intake at the project location. The 
numerical modeling protocol established in Edinger and Kolluru [14] to estimate the entrainment of 
ichthyoplankton due to power plant cooling water intakes along a body of water was used as the 
basis for this study. Edinger and Kolluru divided the domain into several regions and used a 
numerical hydrodynamic model and a numerical transport model to simulate the entrainment of dye 
from each of these regions. The dye does not react or decay. The percentage of the dye entrained is 
used as a proxy to represent the amount of ichthyoplankton entrained. The model was based on the 
Delft3D [1,2] modeling system. The grid was created around the LNG terminal with grid sizes 
varying between 50 m and 200 m in the x-direction (along the river) and 65 m and 100 m in the  
y-direction (across the river). The grid extends all the way down to the Delaware Bay on the 
southern side and to Philadelphia on the northern side with 21,669 surface cells. The vertical 
resolution of the grid is chosen as 1 m. The model was run under flood and ebb conditions at the 
import terminal. Figure 4 shows the extent of influence of the ballast intake as modeled. 

The percentage of water entrained during each ballast water intake cycle during the flood 
condition is shown in Table 2. 
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Table 2. Percent of each water layer entrained by ballasting—flood condition. 

Zone/Month 
Percent Entrained  
from Epilimnion 

Percent Entrained 
from Metalimnion 

Percent Entrained  
from Hypolimnion 

April
Zone 8 0.000% 0.000% 0.000% 
Zone 9 0.033% 0.012% 0.017% 

Zone 10 0.002% 0.002% 0.002% 
Zone 11 0.000% 0.000% 0.000% 

May
Zone 8 0.000% 0.000% 0.000% 
Zone 9 0.034% 0.012% 0.018% 

Zone 10 0.002% 0.001% 0.001% 
Zone 11 0.000% 0.000% 0.000% 

June
Zone 8 0.000% 0.000% 0.000% 
Zone 9 0.034% 0.012% 0.017% 

Zone 10 0.001% 0.001% 0.001% 
Zone 11 0.000% 0.000% 0.000% 

July
Zone 8 0.000% 0.000% 0.000% 
Zone 9 0.035% 0.012% 0.017% 

Zone 10 0.001% 0.001% 0.001% 
Zone 11 0.000% 0.000% 0.000% 

These percentages were further used to estimate the entrainment potential for the four species 
based on their lifestage duration and natural mortality as shown in Tables 3 and 4. 

Table 3. IP stage durations. 

Species/Group Lifespan in Each Life Stage (Days) 
Egg Yolk Sac Larvae Post-Yolk Sac Larvae 

White Perch 3 30 332 
Clupeidae 6 53 306 

Striped Bass 2 52 311 
Bay Anchovy 1 34 330 

Table 4. Natural mortality rates. 

Species/Group Natural Mortality in Each Life Stage (Day 1) 
Egg Yolk Sac Larvae Post-Yolk Sac Larvae

White Perch 0.601 0.164 0.005 
Clupeidae 0.088 0.065 0.020 

Striped Bass 0.601 0.164 0.005 
Bay Anchovy 0.648 0.202 0.004 

Overlaying the water capture fraction with the IP densities, life stage durations and natural 
mortality, the EAM model can calculate the effective entrainment. All four methods described 
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previously were examined to compare the predictions of the different methods. Table 5 summarizes 
the results and shows the predicted number of equivalent adults lost annually due to the intake 
operations. Methods 1 and 2 provide estimates of the likely upper and lower bound of the adults 
lost, while Methods 3 and 4 tend to give results reflective of the actual numbers likely to be lost. 
Table 6 shows the equivalent number of adults lost as a percentage of total equivalent adults 
available within the entrainable zone. The projected number of adults lost are very small 
(maximum of 0.12%) and thus suggest that the intake operations will likely have very little effect 
on the regional fish populations, if any. 

Table 5. Total number of equivalent adults lost annually during flood and ebb 
condition ballast water intake operations using the four equivalent adult methods 
available in GEMSS-EAM. 

Species/Group Method 1 Method 2 Method 3 Method 4 
Flood Condition 

Clupeidae 478 89 476 459 
Bay anchovy 7472 1133 4245 2869 
White perch 13,706 1325 9485 6618 
Striped bass 30,671 5725 20,324 14,120 

Ebb Condition 
Clupeidae 360 55 357 344 

Bay anchovy 16,425 994 9330 6270 
White perch 15,454 1817 10,695 7473 
Striped bass 110,427 3594 73,166 50,327 

Table 6. Total number of equivalent adults lost annually as percentage of total equivalent 
adults available in the entrainable zone (average of flood and ebb condition). 

Species/Group Method 1 Method 2 Method 3 Method 4 
Clupeidae 0.01% 0.00% 0.01% 0.01% 

Bay anchovy 0.00% 0.00% 0.00% 0.00% 
White perch 0.00% 0.00% 0.00% 0.00% 
Striped bass 0.12% 0.02% 0.08% 0.05% 

The Methods 1 and 2 are clearly bounding approaches because Method 1 applies the 
entrainment mortality at the beginning of the life stage (largest population size within the life stage) 
whereas Method 2 applies entrainment mortality at the end of the life stage (smallest population 
size within the life stage). These two assumptions lead to Method 1 over predicting and Method 2 
under predicting the actual losses. The remaining two models attempt to apply the entrainment 
mortality at a more reasonable point (within the life stage). Method 3 uses the midpoint of the life 
stage whereas Method 4 applies it continuously along with the entrainment mortality (net mortality 
which is a result of exponentially decaying population from entrainment and natural mortality 
individually). It is therefore important to bind the estimated impacts using these approaches along 
with considering the Method 4 as a more realistic estimate. 
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4.2. Zone of Influence—Sturgeon Effects

To address sturgeon entrainment, the zone of influence from the operation of the ballast water 
intake was studied using a second hydrodynamic model, GEMSS (Generalized Environmental 
Modeling System for Surface waters). A second model was applied to capture the level of detail 
required to evaluate the active swimming of fish as opposed to the passive entrainment of IP. The 
first step of the modeling was to create a high resolution near field grid around the ballast intake. 
The high resolution grid was created around this intake location with grid sizes varying between  
10 m and 250 m in the x-direction (along the river) and 15 m and 300 m in the y-direction (across 
the river). The grid extends about 1 km on either side of the terminal along the river and covers the 
entire cross section with 1850 surface cells. The vertical resolution of the grid is chosen as 0.5 m. 
Based on the design information, the ballast intake of diameter 0.6 m (600 mm) and location of  
3.7 m above the keel and 57 m forward of the stern was assumed. The high resolution model did 
not separate the two tidal cases as with the low resolution model earlier. The entire tidal cycle was 
combined into one model simulation to obtain cumulative effects. Some adults are long enough to 
become impinged if captured sidelong across the intake. Other mobile stages (adults and juveniles) 
can become entrained due to size or body orientation when they encounter the intake. These intake 
dimensions were closely followed in setting up the LNG carrier in the model domain as shown in 
Figure 5. 

Figure 5. Carrier representation on the model domain. 

Shortnose sturgeon have typical mean swimming speeds of 8.1 cm/s to 34.0 cm/s. These 
swimming speeds (and also burst speeds) are size dependent [15]. McCleave [16] found that the 
mean swimming speeds for shortnose sturgeon vary between 0.07 and 0.37 body lengths/s. Limited 
information is available about the swimming speeds for Atlantic sturgeon. Shortnose sturgeons are 
endangered species due the historical fishing and Atlantic sturgeon are similarly protected due to 
their resemblance to the shortnose. Entrainment of these sturgeons due to intake operations in the 
Delaware River is of concern. Sturgeons, and other species, as well can attain peak swimming 
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speeds of up to 10–22 lengths/s [15] under increased opposing flows. However, during these 
increased swimming speeds (burst speed), respiration increases which results in exhaustion 
decreasing the distance traveled. Thus, they are expected to escape high flow conditions if the zone 
of this high flow is less than their endurance. The swimming speeds for these sturgeons were 
obtained from Amaral and Sullivan [17] and are summarized in Table 7. 

Table 7. Swimming speeds. 

Swimming/Speed Type Sustained Duration Speed Fish Length 
Maximum Sustained 

Speeds
>200 min 4 cm/s 15 cm 

84 cm/s 120 cm 
Prolonged Speeds 20 s–200 min 39 cm/s 16 cm 

90 cm/s 120 cm 
90 cm/s 45 cm 

Burst Speeds <20 s Same as Prolonged Same as Prolonged 

The ballast water intake was located at a depth as shown in Figure 5. The high resolution model 
was run for two cases. Case 01 was run with the intake turned on whereas the Case 02 was run 
without the intake. These two cases were needed to determine the change in hydrodynamic 
conditions attributable to the intake operations. At this depth, in the near field, the horizontal 
velocity was predominantly towards the intake. There is a drastic difference in the horizontal 
velocities between the two cases. To better understand the effects due to the intake operation alone, 
consider Figure 6, which shows the velocity difference (with intake—without intake). The 
difference was very high close to the intake (~35 cm/s) but this difference rapidly decreased with 
distance from the intake. 

A northwest-southeast plane (Slice AB) passing through the ballast water intake, as shown in  
Figures 5 and 6, was chosen to study the vertical and northwest-southeast directional flow and zone 
of influence. The hydrodynamics of the region close to the intake is mostly dominated by the intake 
momentum as compared to the tidal influence. As we move slightly away from this region a small 
tidal variation in the circulation is seen under different tidal phases. The difference in the flow 
conditions between the two cases is shown in Figure 7. The flows are high and directed towards the 
intake with a defined circulatory flow pattern. The effects of the intake, though smaller, can be seen 
even close to the bottom (~6 m below the intake). The difference in the velocity magnitude 
between the two cases is as high as 50 cm/s (Figure 7). The differential velocity vectors clearly 
show a new eddy type circulation pattern introduced during the up estuary flow condition. The 
incremental velocity magnitude close to the bottom ranges between 0.5 cm/s and 6 cm/s. The zone 
of influence is about 5 m–6 m in the vertical direction and about 50 m in the horizontal direction. 
After around 50 m in the horizontal direction at the intake level, the difference in net velocity 
magnitude drops to 0.1% (<0.5 cm/s as compared to 50 cm/s at the intake cell). 
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Figure 6. Horizontal velocities at intake for each case. 

Figure 7. Differential velocities. 

The mouth of the intake experiences the maximum increased flow (increase of 30–50 cm/s) 
which results in similar intake velocities of 30–50 cm/s (Figure 8). These velocities at the intake 
when the ballast water intake is active are within the mean swimming speeds of both Atlantic and 
shortnose sturgeon. The burst speeds are much higher than the intake velocities and thus can allow 
them to escape the zone of influence. The burst swimming speeds cannot be sustained for a long 
duration (Table 7). However, at these speeds (e.g., 90 cm/s) fish can move up to 18 m (90 cm/s × 

A 

B 

Intake

LNG Carrier
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20 s) to 54 m (90 cm/s × 60 s) which will move them out of the zone of influence (50 m). Even 
though the burst swimming speeds are not sustainable, the extent of the zone of influence is small 
to allow the fish to quickly escape. However, there may be instances when the fish are close to the 
intake and may be entrained due to the smaller net velocity (swimming speed—velocity towards 
intake). Only a volume of 13 m3 was above the lowest burst swimming speed of 40 cm/s, a very 
small region. 

Figure 8. Velocity magnitude when intake is active. 

5. Summary and Conclusions 

5.1. Ichthyoplankton and Equivalent Adults

Using these data, the GEMSS-EAM was run for each of the four months in question (April, 
May, June and July), assuming all ballast intake occurs while the ship is at berth. Methods 1 and 2 
provide estimates of the likely upper and lower bound of the adults lost, while Methods 3 and 4 
tend to give results reflective of the actual numbers likely to be lost. The projected numbers of 
adults lost are very small (maximum of 0.12%) and thus suggest that the intake operations will 
likely have very little effect on the regional fish populations. Use of all four methods provides 
confirmation bounds for these quantifications that rely heavily on lifestage information which is 
hard to predict. A range of equivalent adults lost, therefore, is an appropriate choice. Additionally, 
sensitivity analysis should be performed to assess the uncertainty potential of these estimates. 

It should be noted that there is always some risk associated with the withdrawal of ballast water 
by the ship intake. An expectation of no risk should not be a criterion for evaluating such impacts 
as the ecosystem, under natural conditions, has the ability to recover from small impacts. The risk 
evaluation completed as part of the study shows that the impacts are minimal, and within the 
ecosystem’s ability to recover from. 

LNG Carrier 
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5.2. Sturgeon Effects

The velocity at the mouth of the intake was calculated as 30–50 cm/s. These velocities are 
within the mean swimming speeds of both Atlantic and shortnose sturgeon. The burst speeds are 
much higher than the intake velocities and thus can allow them to escape the zone of influence. At 
these speeds (e.g., 90 cm/s), fish can swim up to 18–54 m, which will move them out of the zone of 
influence (50 m). Even though the burst swimming speeds are not sustainable, the extent of the 
zone of influence is small to allow the fish to quickly escape. Only a volume of 13 m3 was above 
the lowest burst swimming speed of 40 cm/s. 
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Bed Scouring During the Release of an Ice Jam
Michail Manolidis and Nikolaos Katopodes

Abstract: A model is developed for simulating changes in river bed morphology as a result of

bed scouring during the release of an ice jam. The model couples a non-hydrostatic hydrodynamic

model with the processes of erosion and deposition through a grid expansion technique. The actual

movement of bed load is implemented by reconstructing the river bed in piecewise linear elements

in order to bypass the limitations of the step-like approximation that the hydrodynamic model uses

to capture the bed bathymetry. Initially, an ice jam is modeled as a rigid body of water near the free

surface that constricts the flow. The ice jam does not exchange mass or momentum with the stream,

but the ice body can have a realistic shape and offer resistance to the flow of water through the

constriction. An ice jam release is modeled by suddenly enabling the ice to flow and exchange mass

and momentum with the water. The resulting release resembles a dam break wave accelerating and

causing flow velocities to rise rapidly. The model is used to simulate the 1984 ice jam in the St. Clair

River, which is part of the Huron-Erie Corridor. The jam had a duration of 24 days, and its release

was accompanied by high flow velocities. It is speculated that high flow velocities during the release

of the jam caused scouring of the river bed. This led to an increase in the river’s conveyance that is

partly responsible for the persistence of low water levels in the upper Great Lakes. The simulations

confirm that an event similar to the 1984 ice jam will indeed cause scouring of the St. Clair River bed.

Reprinted from J. Mar. Sci. Eng. Cite as: Manolidis, M.; Katopodes, N. Bed Scouring During the

Release of an Ice Jam. J. Mar. Sci. Eng. 2014, 2, 370–385.

1. Introduction

The Great Lakes account for 20% of the Earth’s surface freshwater and for 90% of North

America’s surface freshwater [1]. These figures indicate the importance of these lakes as a freshwater

reservoir. Furthermore, the Great Lakes have great importance as an ecosystem. With respect to

human activities, they are a source of food, they encompass commercial routes for industry, they

offer tourist attractions and entire communities and recreational facilities are built around the Great

Lakes. A general map of the Great Lakes System can be seen in Figure 1.

Between 1963 and 2006, there has been a lake-to-lake head fall between Lakes Michigan-Huron

and Lake Erie of approximately 23 cm. A drop of the water level in the Great Lakes, in addition

to translating to a loss of colossal amounts of freshwater, can affect and change the shoreline

and the communities that have been built around the Lakes. It may affect the entire ecosystem

and can also cause disruptions to human activities, such as creating impediments for the passing

of ships. Bathymetric studies indicate that St. Clair River’s conveyance increased during the

1980s; four hydrodynamic models were used during the development of a joint commission

report, and all indicated an increase in conveyance [2]. Namely, the models that were used were

HEC-RAS (Hydrologic Engineering Centers River Analysis System), RMA-2, HydroSed2D (2D



353

Hydrodynamics and Sediment transport model) and TELEMAC-2D. It is speculated that the increase

in conveyance was caused by a deepening of the river related to a major ice jam in 1984 [3]. From the

HydroSed2D model, it was estimated that under normal flow conditions, the stresses at the bottom

of the St. Clair River would not suffice to induce any bed erosion, considering the bed composition.

However, during episodic events, as in ice jam releases, high flow velocities may induce scouring of

the bed.

Figure 1. Map of the Great Lakes System [2].

In this work, flow in the St. Clair River is simulated during the presence and the release of an ice

jam similar to the one in 1984. A hydrodynamic model is modified in such a way as to simulate

the presence of a jam and its subsequent release. A bedload transport model is developed and

combined with the hydrodynamic model, and a simulation of the 1984 ice jam release is carried out.

The hydrodynamic model is based on the Stanford Unstructured Non-hydrostatic Terrain-following

Adaptive Navier–Stokes Simulator (SUNTANS) project [4] and implements the finite volume method

to solve the non-hydrostatic Reynolds-averaged Navier–Stokes (RANS) equations on an unstructured

z-coordinate grid. The free surface is handled by depth-integration of the continuity equation. Recent

ice jam models are based on the St. Venant equations [5,6]. Liu [5] developed a 2D finite element

model that treated ice as a separate viscous-plastic continuum. Ice jam release simulations were

run with and without the inclusion of ice, and the authors concluded that the presence of ice has

a dampening effect on the surge that follows the release of an ice jam, but leads to higher flow

velocities after the initial surge. Later, She [6] modified the 1D finite element model by Hicks [7] to

account for ice implicitly by adding a resistance term to the momentum equation. Their results were

similar to those of Liu [5]. This work marks the first time a fully 3D, non-hydrostatic model was
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implemented for simulating the presence and release of an ice jam. Complex turbulent structures

and non-hydrostatic gradients may affect the stresses on the river bed during the stay and release

of an ice jam, and their capture is important in assessing the possible effects on river bed scouring.

Furthermore, the hydrodynamic model is computationally efficient at large scales, which is essential

in being able to run meaningful simulations in the physical domain involved. The ice jam is modeled

as a foreign rigid object in the flow field by setting all fluxes within the ice jam to zero. A drag law

is enforced on the underside of the jam to account for flow-induced friction. The ice jam release is

simulated by simply removing the zero-flux condition and releasing the initially still body of water in

the flow. Several bed scouring models have been developed recently, and all employ a non-hydrostatic

RANS solver and all, with the exception of one [8], employ adaptive gridding with continuous

meshing [9–13]; the exception being the model by Khosronejad [8] that uses the immersed

boundary method.

The scouring model developed in this work is unique in that it employs adaptive gridding

without the need for continuous re-meshing. It achieves this by adding or removing cells from

the computational domain and the flow field. Unlike the case of the immersed boundary method,

the approach followed in this work does not require interpolation for computing boundary flow

velocities, since those are readily computed in the finite volume scheme. The hydrodynamic model

employs a z-coordinate grid, and the bed is modeled with a step-like approximation. As such, angles

of inclination are not readily available for the bed, which are required in order to be able to solve

the constitutive relations that give the bedload fluxes. Two different methods for geometric modeling

of the river bed are developed and successfully implemented. The methods provide an approach

for finding angles of inclination, as well as discretizing the boundary domain in order to solve the

Exner equation. Once the bed morphology is modeled, the approach by Roulund [10] is followed to

compute the bedload fluxes. In this approach, the equations of motion are solved for a representative

bed particle, taking into account not only all the forces involved, but also that the particle may be

moving at an angle with the flow. Once the bedload fluxes are computed, the Exner equation is

solved numerically, so the approach is contingent upon the geometric modeling methodology for the

river bed.

A computational grid is constructed of the St. Clair River, and appropriate bathymetric data are

used, as obtained from the Great Lakes Environmental Research Laboratory of the National Oceanic

and Atmospheric Administration (NOAA). Boundary conditions are set appropriately, and an ice

jam similar to the one in 1984 is modeled. The jam geometric parameters are adjusted so that flow

conditions agree with recorded values. Normal flow conditions are also simulated. Finally, flow

conditions are simulated with the ice jam in place. Once the steady state is achieved, the stresses on

the bed are computed. Then, the ice jam is released, and the bed stresses are computed again.

2. The Hydrodynamic Model

The hydrodynamic model used in this work is a non-hydrostatic, RANS solver that uses the finite

volume method on a triangular, z-coordinate staggered grid. It is based on SUNTANS, originally

developed by Fringer [4]. A typical cell comprising the grid can be seen in Figure 2.
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Figure 2. Description of a 3D prismatic grid cell.
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The solver computes the horizontal velocity at each vertical face, the vertical velocity at each

horizontal face, as well as the free surface height and the non-hydrostatic pressure. The two

horizontal momentum equations can be written as follows:
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and:
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where u and v are the horizontal x and y velocity components, p is the non-hydrostatic pressure, g is

the acceleration of gravity and h is the free surface height. νH and νV are the horizontal and vertical

eddy viscosities, following the Boussinesq approximation. Combining the two horizontal momentum

equations and taking the dot product with the face normal, �n, results in:

∂U

∂t
+ �n · ∇ · (�u�u) = − 1
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where ∂
∂n

is the derivative in the direction of the normal and �u is the flow velocity vector. The vertical

momentum equation is given by:
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In addition, the incompressibility condition is written as follows:

∇ · �u = 0 (5)

The free surface is computed by depth-integrating the continuity equation. After enforcement

of the kinematic condition at the free surface, an evolution equation for the total depth of flow is

obtained, as follows:

∂h

∂t
+

∂

∂x
(

∫ h

−d

u dz) +
∂

∂y
(

∫ h

−d

v dz) = 0 (6)
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where d is the depth measured from the undisturbed free surface. The two momentum equations, the

depth-integrated continuity equation and the incompressibility constraint form a set of four equations

in four unknowns, namely the face-normal velocity, U , the vertical velocity, w, the free surface height,

h, and the non-hydrostatic pressure, q. The velocities at the cell centers are found by interpolation.

The boundary condition at the river bed determines the flow resistance using the law of the wall

and can be written as follows:

νV
∂U

∂z

∣∣∣∣
z=h

= Cd,B|U |U (7)

where Cd,B is the drag coefficient for the bed.

In the numerical scheme for the momentum equations, the convection and horizontal diffusion

terms are discretized explicitly. Vertical diffusion terms are discretized semi-implicitly with the

theta method. The semi-implicit treatment of vertical diffusion terms, as opposed to the explicit

treatment of other diffusion and convection terms, allows for the use of smaller discretization

scales in the vertical direction, while keeping a relatively large time step. This makes SUNTANS

suitable for simulations in estuaries, rivers and oceans, where horizontal scales are much bigger than

vertical ones.

The non-hydrostatic solver uses a predictor-corrector method. The velocity field is predicted

based on the non-hydrostatic pressure of the previous time step. The momentum equations are solved

jointly with the depth-integrated continuity equation, where the predicted horizontal velocity is used,

to give the predicted velocity field, as well as the free surface height at the next time step. The

predicted velocity field is then inserted into the local continuity equation, and a Poisson equation is

solved for the non-hydrostatic pressure correction term at the next time step. Once the correction

term is computed, the velocity and pressure fields are updated to those of the next time step.

2.1. The Turbulence Model

Closure to the RANS equations is achieved with the Mellor and Yamada 2.5 model. The key

characteristic of the model is that it applies to situations where the horizontal scales are much bigger

than the vertical scales, and as such, it is assumed that turbulence is resolved only in the latter. Only

the vertical eddy viscosity is solved for, while the horizontal eddy viscosity is set to a constant in

order to preserve stability. The vertical eddy viscosity is given by:

νV = −lqSM (8)

where l is a length scale, q is the turbulent kinetic energy and SM is an algebraic function of the

vertical horizontal velocity gradients. The Mellor and Yamada model is a two-equation model. The

equation for the turbulent kinetic energy is given by:

D(q2/2)

Dt
− ∂

∂z
(lqSq

∂

∂
(
q2

2
) = Ps − ε (9)

where Sq is a constant and ε is the turbulent kinetic energy dissipation rate given by:
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ε =
q3

B1l
(10)

The dissipation rate is inversely proportional to the length scale, since the latter represents an

average distance that a turbulent eddy travels before it is dissipated. The equation for the length scale

is given by:

D

Dt
(q2l)− ∂

∂z
[qlSl

∂

∂z
(q2l)] = lE1Ps − q3

B1

[1 + E2(
l

κL
)2] (11)

where Sl, E1 and E2 are constants, κ is the von Karman constant and L is the distance from the wall.

3. The Bed Scouring Model

The boundary condition that the hydrodynamic model uses for the bed is given by Equation (7)

and is based on the law of the wall. It can be shown that the drag coefficient, Cd,B, is given by:

Cd,B = (
1

κ
ln

z

zo
)−2 (12)

where z is the distance from the bed at which the velocity is measured and zo is the theoretical

distance from the bed at which the velocity becomes zero. For rough boundaries, zo is given by:

zo =
ks
30

(13)

where ks is the equivalent roughness height. For typical river beds, ks can be taken as [14]:

ks ≈ 3.5d85 (14)

where d85 is the the 85th percentile grain diameter. Generally, d85 can be taken to be 1.5 times the

median grain diameter, d50, of the bed [15]. If the sediment size and type are known, the shear

velocity can be computed by measuring the flow velocity some distance z above the bed and taking:

u∗ =

√
(
1

κ
ln

z
3.5∗1.5∗d50

30

)−2|U | (15)

The dimensionless Shields stress, θ, can then be calculated using the formula:

θ =
u2
∗

(s− 1)gd50
(16)

where s is the specific gravity of the sediment. In the model, both the median sediment grain size,

d50, and the specific gravity can vary along the bed, with the resolution of the field distribution being

limited only by the resolution of the horizontal mesh.

The constitutive relations that couple the flow field with sediment movement at some point

along the bed require that the local angle of inclination of the bed at that location be known.

SUNTANS implements a step-like approximation of the bed, and as such, local angles of inclination

are not readily available. Two different approaches were developed in order to estimate the angle of
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inclination. In both methods, the bathymetry is approximated by projecting the horizontal triangular

mesh on the plane of the bed. In the first method, each vertex of a triangle is assigned a depth equal to

the weighted average of the depths of the Voronoi points of triangles that share that vertex. Figure 3

shows a schematic of the two-dimensional equivalent case.

Figure 3. Reconstructing the bed geometry: the 2D case. The red dotted line is the

reconstructed continuous surface.

As shown in Figure 4, the angle of inclination is just the inverse cosine of the z-component (nz)

of the normal vector, �n. The direction of maximum slope, given by the vector, �b, along which the

weight component acts, is given by:

�b =
(êz × �n)× �n

|(êz × �n)× �n| (17)

where êz is the unit vector in the z-direction. Once these important geometric parameters are known,

i.e., the angle of inclination and the direction of maximum slope, the flow field can be coupled with

sediment transport. The key coupling factor is the shear velocity, which is essentially a measure of the

stress on the bed. The application of the constitutive relations follow the approach by Roulund [10],

where a force balance is applied to a representative sediment particle. The schematic shown in

Figure 5 shows the forces involved, as well as their geometric relationships.
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Figure 4. Finding the bed inclination.

Figure 5. Forces on a bed particle and their geometric relationships.

A set of dynamic and kinematic non-linear algebraic relations are produced and solved in our

model by the Newton–Raphson method. The solution to the system of equations provides the velocity

of the representative particle, which is then extrapolated to compute the bed load fluxes along the bed.

Once the fluxes are known, a bed evolution equation is solved, also known as the Exner equation,

given below:

∂η

∂t
= − 1

1− n
∇ · �qb (18)

where η is the bed elevation, n is the sediment porosity and �qb are the 2D fluxes. Integrating over an

element and applying the divergence theorem gives:

A
∂η

∂t
= − 1

1− n

∫
∂A

�qb · �n (19)
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where �n is the outward normal and A is the projected area of an element. Discretization of the last

equation yields:

Δηi
Δt

= − 1

1− n

1

Ai

3∑
j=1

�qj · �njlj (20)

where the index, i, refers to the cell number and the index, j, refers to the number of the side of the

cell. lj is the length of side j. In this method of geometric modeling of the bed, the fluxes are initially

computed at the cell centers. The fluxes at the sides are computed by simple interpolation.

The aforementioned model was used to simulate the scouring downstream of a sluice gate. The

specifics of the computational setup are given by [16]. The computed bed surface is shown in

Figure 6. While the results are qualitatively correct, a noticeable irregularity is present. The errors

are a direct result of the averaging process proposed above for the computation of the local angels

of inclination. Although artificial diffusion has been added to the Exner equation, the erratic bed

scouring persists.

Figure 6. Scouring under a sluice gate.

To avoid the irregularities that result from the geometric modeling technique, an alternative

method was developed and used in the simulations. Figure 7 explains schematically the proposed

method. It involves the division of each element in three parts and the assignment of a different

angle of inclination to each part. The angle is shared by the corresponding part of the adjacent cell,

depending on the depth difference between the two cells.

The constitutive relations are then solved separately for each part of the cell, but always using the

shear velocity derived at the center of the cell. Therefore, each part of the cell has a different flux

assigned to it. Fluxes at the edges are computed by simple interpolation, and the Exner equation is

solved accordingly, following the procedure presented above.

Figure 8 depicts scouring under a sluice gate, under the same flow conditions, i.e., those used

to produce the results in Figure 6. The superiority of the alternative method is obvious, as no

irregularities appear in the solution of the Exner equation, and no artificial diffusion is needed.
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Figure 7. The geometric scheme followed in order to find the bed inclination.

Figure 8. Scouring under a sluice gate (not shown) with the latter modeling scheme. No

irregularities are present.

While the bed morphology used for bed scouring is not exactly interpreted by the hydrodynamic

model, since it implements step-like approximation, the z-coordinate meshing offers an advantage

over other existing models. An algorithm was developed and implemented, whereby the grid adapts

to the changing bed by shrinking or elongating the cells nearest to the bottom when the change in bed

elevation is small. However, when the change in bed elevation exceeds a certain threshold, cells are

added or removed from the computational grid. This allows the grid to adapt to any change in bed
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morphology, however great that may be, by not having to re-mesh the entire domain and by avoiding

any grid distortions if the change is significant. At the same time, velocities at the center of

cells are readily available from the hydrodynamic model, which allows for easy computing of

the shear velocity without the need for any interpolation, as would be the case in an immersed

boundary method. Overall, with the hydrodynamic model being well-suited for large-scale flows

and the scouring model being able to accommodate for changing bathymetry without significant

computational cost, the combined model is well suited for scouring simulations in rivers.

4. Ice Jam Release Scenario

The 1984 ice jam in the St. Clair River was chosen as a case scenario. Simulations were first

run under conditions where an ice jam was not present. The boundary conditions used were fixed

stage elevations at the entrance and exit of the river, no slip at the banks and the law of the wall

for the bed. The effect of wind-induced stresses was neglected. The entrance and exit of the river

were constructed to be very wide in our grid, as can be seen in Figure 9, and the flow velocities

at the cells forming the boundaries of the entrance and exit were set to zero. Weak boundary

conditions were enforced at the entrance and exit to allow for mass flow, as dictated by the difference

in stage elevations.

Figure 9. Grid used for our simulations.

The bathymetry was determined from data obtained from NOAA, along with the sediment size

distribution in the river [17]. The bathymetric data had a resolution of approximately 60 m, which

was comparable to the resolution of the grid(s) used. Varying the size of the sediment along the

river bed allowed for variation in the bed drag coefficient. The stage elevation difference between
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the entrance of the St. Clair River and its estuary remains almost constant over the seasons and

equal to approximately 1.4 m. The seasonal variation in flow rates is due to the water level in the

river. The bathymetric data obtained from NOAA were adjusted by adding approximately 15 cm

uniformly to the depth of the river in order to achieve a flow rate of approximately 4800 m3/sec,

which is a reasonable estimate for the month of April. The flow rates obtained from NOAA were

based on year-averaged values. Furthermore, it was found that varying the depth of the river in our

model within the limits of measured average seasonal variations caused flow rates to vary within the

range of reported seasonal values with a 95% approximate accuracy; this agreement added credibility

to the hydrodynamic model, as well as the bed roughness values used, dependent on the sediment

size distribution. Under average flow conditions, it was found that there are three regions of elevated

stresses along the river, as can be seen in Figure 10.

Figure 10. Stress distribution (Shields stress values) in the St. Clair River under average

flow conditions. There are three regions of elevated stresses on the bed (yellow and

red colors).

The ice jam was simulated by setting all fluxes to zero in the flow field region occupied by the

jam. The size of the zero-flux region was adjusted so that flow conditions agree with the recorded

values during the 1984 ice jam. In the final days of the jam, the water flow through the river was

reduced by approximately 65% and the water level in Lake St. Clair dropped by approximately 0.6

m. In our model, the stage elevation at the exit of the river was reduced by 0.6 m and the size and

the thickness of the jam was adjusted so that the flow rate become approximately 1700 m3/s. The

adjusted ice jam configuration and the resulting flow rate served as an initial condition for the ice

jam release simulation. The ice jam in our model, in its final form, had a head thickness of 2 m

and gradually thickened to reach a thickness of 4 m at its toe, which is a shape similar to that of an

actual ice jam. Detailed information on the shape of the 1984 ice jam is lacking. The length of the
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ice jam was in accordance to field observations of the 1984 ice jam [3]. In its final days, the ice jam

covered about a third of the river, its upstream end starting a little below St. Clair and its downstream

end reaching Algonac. A drag law was imposed on the under side of the ice jam, to account for

friction between the flow and the ice. A friction coefficient in accordance with published data was

chosen [18]. It was found that the stresses on the bed under the still ice jam were lower than those

when an ice jam was not present. This is in disagreement with the assertion that scouring would

happen under the toe of the fully developed ice jam.

The ice jam was released by removing the zero-flux condition. Figure 11 shows the stress

evolution on the river bed following the release.

Figure 11. Evolution of stresses on the river bed following the release of a jam.

It can be seen from the figure that the stresses in three regions are particularly high. These are

the regions that experience high stresses when an ice jam is absent, according to the model. A

critical Shields stress value of 0.03 was chosen. The critical Shields stress value varies depending

on the kind of sediment that comprises the surface layer of the bed. For a bed with a uniform grain

size, the nominal value of 0.047 is given [19,20]. However, based on experimental studies and field

observations of bedload transport in rivers, for beds with mixed grain composition, a value of 0.03

is more accurate [21–23]. The critical Shields stress was adjusted for the local angle of inclination

at each computational cell. It was found that critical stress values were exceeded in the three regions

of elevated stresses on the river bed, with ensuing scouring. Most scouring occurred near the exit

of the river. Figure 12 depicts the depth change caused by scouring during the first 1.4 h following

the release.
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Figure 12. The change in depth along the river caused by scouring.

The net amount of sediment displaced during that period was approximately 10,000 cubic meters.

Most of the scouring occurred near the estuary in Lake St. Clair, at the exit of the river. It is concluded

that in the case of an ice jam similar to the one in 1984, scouring is highly probable following the

release of the ice jam. While our results do not constitute proof that scouring of such an extent

will happen, they provide a strong indication. The results are based on a particular hydrodynamic

model and a particular turbulence model; other hydrodynamic and turbulence models should be

implemented before drawing final conclusions. Three different grids were used as part of grid

refinement studies: One with approximately 600,000 cells, one with approximately one million cells

and the most refined, which had approximately two million cells. The three grids had a horizontal

spacing of approximately 55, 45 and 35 m, respectively, while the vertical grid spacing ranged from

1 m to 75 cm. The results in terms of scouring were similar for all three grids.

5. Conclusions

A bed scouring model was developed and incorporated in a hydrodynamic model that implements

a z-coordinate grid with step-like approximation of the river bed. An algorithm that expands or

contracts the grid to follow changes in bed morphology without the need for re-meshing the entire

grid was also developed. Ice jams were modeled by creating a rigid body of water in the flow field
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by ignoring the fluxes in the cells that comprise the region of the ice jam. The release was simulated

by removing the zero-flux condition and releasing the initially stationary body of water into the flow

field. The 1984 ice jam in the St. Clair River was simulated by adopting flow and boundary conditions

that replicate the conditions during the jam. It was found that in the scenario of a jam like the one in

1984, scouring occurs that amounts to significant net amounts of displaced sediment, especially near

the river exit. The effect of such a change in bed morphology on the river’s conveyance needs to be

ascertained, and the sensitivity of the system to changes in depth in the locations affected by the ice

jam release remains a subject of future research. The present model provides a framework for the

prediction of extreme events in the Huron-Erie Corridor and for designing mitigation measures.
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Exploring Localized Mixing Dynamics during Wet Weather 
in a Tidal Fresh Water System 

Ramona Stammermann and Philip Duzinski 

Abstract: A recently validated 3-dimensional implementation of the Environmental Fluid Dynamic 
Code (EFDC) for the tidal-fresh portions of the Delaware Estuary was exercised against the results 
of a dye release from a sewer outfall during a storm. The influence on dye distribution in the 
estuary resulting from variations in wind and local storm water discharges in an urban area is 
investigated. The modeled domain stretches 116 km from the head of tide and includes hydrologic 
input from 33 streams and a number of municipal and industrial discharges. Bottom roughness was 
parameterized from sedimentological and geophysical surveys. Model validation to-date relies 
upon field observations and tidal harmonics for sea level and currents derived from the NOAA-
NOS 1984–1985 circulation survey and a current survey conducted by the Philadelphia Water 
Department (PWD). Model representation of dye distribution compared favorably for observations 
of concentrations in the dye plume from 10 cross-sections spanning the extent of the plume over 
seven tidal cycles. The dye distribution was characterized by an initial period of high local storm 
water and stream inflows with low wind conditions, lasting for several tidal cycles, followed by a 
period of reduced fresh water input and increasing wind stress. The dye experiment provided a 
unique opportunity to observe the performance of the model through the transition between these 
two very different meteorological periods, and to explore the physical conditions driving the 
hydrodynamics through both observations and numerical experiments. The influences of local 
meteorological forcing and channel morphology on lateral mixing, dispersion and longitudinal 
dynamics are characterized. 

Reprinted from J. Mar. Sci. Eng. Cite as: Stammermann, R.; Duzinski, P. Exploring Localized 
Mixing Dynamics during Wet Weather in a Tidal Fresh Water System. J. Mar. Sci. Eng. 2014, 2, 
386-399. 

1. Introduction 

During the City of Philadelphia’s development in the 19th and 20th centuries, a combined sewer 
system was built, which conveys stormwater runoff and sewage together in the same pipe network [1]. 
Today about 60% of the City’s sewered area is still served by combined sewers, especially in the 
older sections of the city. The remaining 40% is served by separate sewers for sewage and  
stormwater respectively [2]. High intensity rainfall within the City causes the combined sewers to 
reach their maximum capacity, and a mixture of stormwater and untreated sewage is released into 
rivers and tributaries. 

The City of Philadelphia is regulated by the Pennsylvania Department of Environmental Protection 
for discharges from combined sewer overflows and storm water outfalls to the Delaware and 
Schuylkill Rivers. The Philadelphia Water Department (PWD) is developing a water quality model 
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of the tidal Delaware and Schuylkill Rivers to quantify the effects of City of Philadelphia 
discharges on these waterbodies and meet regulatory requirements. 

For this purpose a 3-dimensional hydrodynamic numerical model was developed using the 
Environmental Fluid Dynamics Code (EFDC) [3]. It was hydrodynamically validated against 
observations from the 1984 NOAA-NOS circulation survey and contemporary ongoing long term 
current surveys conducted by the PWD that started in August 2012. The following study shows a 
first attempt on assessing the model’s transport capabilities by exercising it against a dye study 
conducted by Ocean Surveys, Inc. (OSI) for the Delaware River Basin Commission (DRBC) [4]. 

2. Methods 

2.1. Study Area 

The Delaware Estuary is located on the East Coast of the United States between Washington, 
D.C. and New York, NY, USA (Figure 1). The estuary spans 215 km from its mouth between Cape 
May, NJ, USA and Lewes, DE, USA to the head of tide at Trenton, NJ, USA. The City of 
Philadelphia is situated at River 147–180 km. The model domain includes the Delaware River 
section from 99 to 215 km and the tidal Schuylkill River. The model area begins north of the 
Chesapeake and Delaware Canal confluence, where a tidal gauge at Delaware City, DE, USA 
provides observed water levels for model forcing. The turbidity maximum zone of the Delaware 
Estuary reaches from 50 to 120 km. With the mean salt intrusion reaching 97 km, the model domain 
is generally considered to be tidal fresh water. Significant levels of salinity are only reached within 
the model domain during severe drought conditions when upstream river discharges are low. 

Within the City of Philadelphia, there are 4800 km of sewer pipe, 455 storm water outfalls and  
164 combined sewer outfalls (CSO). Most outfalls discharge directly into the Delaware and 
Schuylkill Rivers. Some are located along smaller non-tidal tributaries in the city area, the Cobbs, 
Frankford and Pennypack Creeks, which are connected as boundary conditions to the tidal model. 

2.2. 1997 CSO Mixing Zone Study 

The aim of the mixing zone study was to characterize a CSO discharge during a wet weather 
event, to identify initial dilution and mixing, and to determine the far-field impact of CSOs [4]. The 
study was conducted by OSI on behalf of DRBC and HydroQual, Inc. (HQI) during the period of  
21–25 November 1997. Rhodamine WT dye was injected over a period of 3.5 h into a trunk sewer 
upstream of CSO D-39 shortly after midnight on 22 November 1997, while the CSO was actively 
overflowing due to a 1.1 inch storm in the region. Dye tracer concentrations were recorded during 
six plume mappings on the following days that coincided with either high or low slack tides  
(Figure 2). Contour lines of the plume during each mapping were determined by interpolation of 
the measured track lines. 

Mappings of the observed dye data showing the interpolated dye plume projections were created 
by OSI. The dye concentration quickly declined with the beginning of a strong local wind event 
that led to a setdown of the mean sea level as can be seen in Figure 2 during 24 November 1997. 
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Figure 1. Overview over Delaware River Estuary. 
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Figure 2. Wind conditions and time table of dye injection and mapping events (shaded areas). 

 

2.3. Model Setup 

The EFDC model used for this study was developed at the Virginia Institute of Marine Science 
and has been applied for a wide range of environmental studies. The EFDC model solves the 3-
dimensional, vertically hydrostatic, free surface, turbulent averaged equations of motion using 
stretched or sigma vertical coordinates and Cartesian or curvilinear, orthogonal horizontal 
coordinates. It solves the equations using a combination of finite volume and finite difference 
techniques, and allows for wetting and drying in shallow areas. Dynamically coupled transport 
equations for turbulent kinetic energy, turbulent length scale, salinity and temperature are also 
solved. Additionally, an arbitrary number of Eulerian transport-transformation equations for 
dissolved and suspended materials can be solved simultaneously [3,5].  

The model and the dye study were used to characterize the hydrodynamics of the tidal Delaware 
River and the impact of stormwater and CSO discharges. A strong wind event at the end of the dye 
study period appeared to have considerable influence on the rate of dilution. Three model scenarios 
were performed to analyze the impact of wind on dye transport in the model:  

(i) tidal only: forcing with predicted water level at the open boundary, no wind field; 
(ii) no wind: forcing with observed water level at the open boundary, no wind field; 
(iii) wind: forcing with observed water level at the open boundary and wind field inside the  

model domain. 
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2.3.1. Model Grid 

The model grid was generated using RGFgrid from the Delft3D software package [6] (Figure 3). 
The domain spans 116 km of the tidal Delaware River from the downstream water level open 
boundary at Delaware City, DE, USA to the head of tide at Trenton, NJ, USA. The tidal extents of 
the Schuylkill River and three tributaries (Cobbs Creek, Frankford Creek, Pennypack Creek) that 
receive City of Philadelphia CSO discharges are represented in the model. The grid contains 9746 
elements with lengths ranging from 17 m in the lateral direction in small tributaries to 650 m 
longitudinally in the Delaware River, and has five vertical sigma layers that follow the bottom geometry. 

Figure 3. Model domain and grid. 

 

2.3.2. Initial and Boundary Conditions 

2.3.2.1. Model Validation 

Initial model calibration and validation were performed using data from the NOAA-NOS  
1984–1985 circulation survey [7]. An “astronomical tides only” scenario was used to assess the 
model’s capability of accurately representing the tidal dynamics. The model was further calibrated 
using observed data from 1984 to 2012 for model forcing and comparison. Roughness calibration 
was performed based on information from a sedimentological survey of the upper Delaware 
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Estuary [8], leading to local roughness parameters ranging from 0.001 m in the downstream section 
of the model to 0.015 m in the coarser upstream section. 

NOAA/NOS Survey 1984 

The National Oceanic and Atmospheric Administration and National Ocean Service (NOAA/NOS) 
conducted a Delaware Bay and River circulation survey in 1984/1985. Stations within the model 
domain upstream of the Chesapeake and Delaware Canal were used for this study. The majority of 
measurements were conducted from February through April 1984. Five water level stations and 
seven current stations were available for model forcing, as reference, and to develop tidal constituents. 
In the tidal-only scenario the downstream open boundary was forced using the predicted water 
level for Delaware City based on 37 tidal constituents from contemporary water level data. The 
flow boundaries were forced using annual mean discharge from 23 USGS river gauges. 

No observed water level was available for Delaware City in 1984 to force the hindcast scenario, 
thus the water level time series from the nearby Reedy Point station was shifted in phase to match 
the timing at Delaware City. Observed discharge from 23 USGS stations provided data for the flow 
boundaries. The bathymetry used for grid generation was assembled from individual sounding 
datasets downloaded from the NOAA National Geophysical Data Center, Digital Elevation Model 
Discovery Portal [9] and converted to NAVD88 using VDATUM [10]. Additional soundings of 
smaller tributaries of interest were conducted by PWD and integrated into the bathymetry data set. 

PWD Long Term Current Survey 2012/13 

In May 2012 PWD installed three buoy mounted ADCPs within the model domain to collect 
long term current measurements for additional model calibration and validation. The NOAA 
Physical Oceanographic Real-time System (PORTS) for the Delaware Bay provided current data at 
a station near Philadelphia (db0301) and water levels at five stations within the domain [11] 
(Figure 3). Observed water level data for Delaware City and discharge data from all gauged 
tributaries along the model domain were used to force the open boundaries. An area ratio based 
approach was used to estimate discharge for ungauged tributaries and for run off areas downstream 
of USGS gauges and along the Delaware River. Wind forcing data were generated from measurements 
at five stations within the domain obtained from the National Climatic Data Center [12]. 

2.3.2.2. Dye Study 1997 

The dye study was conducted in November 1997. Observed water levels were available for 
stations at Reedy Point and Philadelphia at this time. Reedy Point water level data was shifted in 
phase to be used as open boundary forcing and the Philadelphia water level data was compared to 
model results for validation. Observed discharge from USGS gauges were used as available and 
discharge for ungauged tributaries and runoff areas were estimated using an area ratio based 
approach. Since the dye study’s main goal was to observe a wet weather event, all Philadelphia 
CSO inputs were included in the model forcing. The PWD Hydrologic and Hydraulic (H&H) 
modeling group maintains a validated Stormwater Management Model (SWMM) of each of 
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Philadelphia’s three wastewater plant drainage districts. The SWMM model utilizes precipitation 
data, geospatial data of the land cover of the contributing service area, and numeric representation 
of the combined sewer system to simulate CSO flows. A range of flow estimates for each of the 
City’s 164 CSO regulators and reported flows from the three wastewater treatment plants were 
provided for the dye study simulation exercise. 

For the study, dye was injected into the sewer line 180 m back from the end of pipe. An average 
dye concentration of 236 parts-per-billion (ppb) was measured downstream of the injection point at 
the end of the pipe. The dye was injected upstream of a regulator that directs flow to a treatment 
plant during dry weather and allows for overflows into the river during storms. Thus, a 
considerable amount of dye was likely redirected to the plant and did not reach the outflow where 
the concentration was measured. The reported discharge was back calculated based on the 
measured concentration and the total amount of dye injected. Application of the reported discharge 
resulted in overprediction of dye concentrations in the river. As an alternative, the modeled CSO 
discharge for this sewer line was used, which resulted in good agreement with observed dye 
concentrations in the river. Wind fields were generated from observed data of three NCDC stations 
within the model domain. 

3. Results and Discussion 

3.1. Model Validation 

For the astronomic tidal-only simulation in February through April 1984, water level results at 
Philadelphia showed good agreement with predicted time series as shown in Table 1 below. 
Amplitude errors range from 0 to 6 cm for water level. A slight shift in phase exists compared to 
observed data, which explains higher values for the RMSE. The RMSE and Skill by Willmott [13] are 
12 cm and 0.98, respectively. Results for all water level stations range from 9 to 15 cm for RMSE and 
0.98 to 0.99 for Skill. 

Table 1. Tidal-only harmonic constituents: predicted vs. model for water level and 
major velocity at Philadelphia NOAA stations 8545530 and C51.  

Water Level—Amplitude (m) Phase (h) Major Velocity—Amplitude (m/s) Phase (h) 
Tidal Amp Amp Amp Phase Phase Phase Amp Amp Amp Phase Phase Phase 
Const Pred Mod Err Pred Mod Err Pred Mod Err Pred Mod Err 
M2 0.86 0.86 0.00 6.42 6.47 0.05 0.94 0.86 0.07 4.14 3.91 0.23 
S2 0.10 0.12 0.02 7.56 8.07 0.51 0.07 0.12 0.05 5.33 5.67 0.33 
N2 0.15 0.19 0.04 5.99 5.90 0.09 0.11 0.18 0.07 3.48 3.28 0.19 
K1 0.11 0.06 0.06 18.70 19.34 0.65 0.07 0.03 0.05 13.22 13.68 0.46 
M4 0.09 0.07 0.02 4.57 4.71 0.14 0.15 0.13 0.02 4.11 4.07 0.03 
O1 0.09 0.07 0.02 18.86 18.52 0.34 0.05 0.03 0.01 13.86 12.44 1.41 
M6 0.06 0.05 0.01 2.88 2.80 0.08 0.10 0.08 0.02 2.52 2.33 0.19 

Velocity results also showed good agreement with predicted time series at Philadelphia station 
C51 from the NOS Delaware River and Bay Circulation Survey. Velocity data were measured  
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8.5 m above bottom corresponding to model results from the second layer below surface. 
Amplitude errors ranged from 1 to 7 cm/s as shown in Table 1. The RMSE and Skill are 11 cm/s 
and 0.98 respectively. Results for currents range from 7 to 17 cm/s for RMSE and 0.42 to 0.98 for 
Skill at all stations. 

For the hindcast simulation in August through September 2012, water level results showed good 
agreement with predicted time series with amplitude errors smaller than 3 cm as shown in Table 2 
below. The RMSE and Skill are 7.7 cm and 0.99. 

Velocity results also showed good agreement with predicted time series as shown in Table 2 
below. Amplitude errors range from 0 to 7 cm/s. The RMSE and Skill are 8.5 cm/s and 0.98. 

Table 2. Hindcast harmonic constituents, August–September 2012: observed vs. model 
for water level and major velocity at Philadelphia NOAA stations 8545240 and PWD 
Buoy B, layer 4.  

Water Level—Amplitude (m) Phase (h) Major Velocity—Amplitude (m/s) Phase (h) 
Tidal Amp Amp Amp Phase Phase Phase Amp Amp Amp Phase Phase Phase 
Const Pred Mod Err Pred Mod Err Pred Mod Err Pred Mod Err 
M2 0.84 0.87 0.03 1.41 1.27 0.14 0.64 0.58 0.07 11.13 11.10 0.04 
S2 0.09 0.11 0.02 2.52 2.49 0.03 0.09 0.08 0.01 0.20 0.13 0.07 
N2 0.15 0.12 0.02 0.93 1.52 0.59 0.09 0.08 0.01 11.69 11.63 0.05 
Kl 0.10 0.10 0.00 13.86 14.11 0.26 0.05 0.03 0.02 9.33 8.21 1.12 
M4 0.08 0.09 0.01 5.63 5.78 0.15 0.07 0.08 0.01 5.41 5.06 0.36 
O1 0.08 0.11 0.03 13.91 13.04 0.87 0.04 0.03 0.01 5.60 6.79 1.19 
M6 0.05 0.04 0.01 2.00 1.82 0.18 0.06 0.06 0.00 3.33 1.17 2.15 

3.2. Dye Study 1997 

Dye simulation results were compared to in-situ fluoroscopy observations that were converted to 
ppb by weight. The most fully-developed plume is represented by Mapping 3, which is comprised 
of survey observations interpolated over the 3.5 h of Day 2, low-slack tide (Figure 4). Figure 5 
below shows contour plot visualizations of simulated dye results for the corresponding Mapping 3-
time, which successfully characterized the observed plume. The extent of the 0.01 ppb contour line, 
thus the total detectable plume, matched the observed extent very well.  

Transect plots of the dye results are shown in Figure 6 in which generally good agreement with 
observed concentrations are shown. Less dye was transported in the downstream extent of the 
plume in the model simulation than was measured in the survey as seen at profile P2, but this result 
is within an acceptable range. 

A strong wind co-aligned with the Delaware Bay longitudinal axis led to a setdown throughout 
the estuary, which is visible at the Philadelphia NOAA water level station as a drop in mean water 
level of approximately 0.6 m. This resulted in a barotropic emptying of the upper estuary that 
transported much of the dye mass out of the domain of the original study. The model response to 
this setdown showed good agreement by matching the outflow of volume as seen in a plot of the 
subtidal water level at Philadelphia (see Figure 7). 
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Figure 4. Mapping 3 contour plot of low-slack, Day 2 survey results. Inset shows location 
of dye-injection point. Model results of profiles P2, P3, P4 and P5 are shown in Figure 6. 
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Figure 5. Contour plots of simulated dye injection, at time of Mapping 3. Axes in 
kilometer, dye in ppb, and time in Julian days. 

 

Figure 6. Model results vs. observed concentrations for profiles P2, P3, P4 and P5. 
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Figure 7. Water level and subtidal water level scenarios: (1) tidal-only boundary 
forcing with no local wind (solid gray); (2) observed boundary forcing with no local 
wind (red); and (3) observed boundary forcing with local wind (blue). 

 

To demonstrate the impact of meteorological forcing on dye transport, three scenarios were 
simulated: (1) tidal-only boundary forcing comprised of harmonic constituents from the NOAA 
Delaware City station with no local wind; (2) observed water level that contained the down-bay 
setdown as a subtidal signal was applied at the lower model open boundary without a local wind 
field; and (3) the same observed boundary forcing was applied but along with a composite local 
wind field. 

Comparison of the water level and subtidal plots between Scenarios 2 and 3 demonstrated the 
dominance of the down-bay subtidal set-down in both cases, but show only a very small impact on 
water levels from local wind within the model domain (Figure 7). This influence of along-estuary 
wind stress on subtidal fluctuations in the Delaware Estuary is consistent with the findings of 
Janzen and Wong [14]. 

Figure 8. Model dye results vs. observed: Scenario 1 and Scenario 3 showing impact of 
barotropic setdown on dye transport.  

 

Comparison of observed and simulated dye concentrations in Scenario 3 during the setdown 
event also showed good agreement (see Figure 8). Results from Scenario 1 with tidal-only boundary 
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forcing shows the range of error that would be experienced without simulating the effects of the 
estuarine setdown. 

The influence of bathymetry on dye distribution can be seen in the extent of the plume. The 
mixing length, the length after which full lateral mixing can be expected in a channel, was 
previously estimated to be on the same order of magnitude as the tidal excursion in this area [15]. 
Thus, full lateral mixing could be expected within the first day of the dye study. Instead, the plume 
largely moved along the Pennsylvania shoreline, with its center of mass following the navigation 
channel (Figure 5). In areas where the navigation channel shifted between shores (Figure 9) or 
where the entire river cross section was deeper (Figure 10) the plume followed as well, further 
confirming bathymetrical steering induced by the presence of the navigation channel. 

Figure 9. Modeled plume extent with shifting navigation channel. Bed elevation in 
meters, dye in ppb. 

 

Figure 10. Modeled plume extent in deep river section. 
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4. Conclusions 

To meet its regulatory obligations for combined sewer overflow control, the City of Philadelphia 
Water Department is developing a hydrodynamic and water quality model to determine if changes 
made to the stormwater infrastructure will result in improvements in receiving stream water 
quality. Validation of an EFDC hydrodynamic model was successfully completed as demonstrated 
through model skill metrics. 

Exercising the model against the results of a dye study demonstrated that this tidal fresh water 
riverine system model, using a detailed and bathymetrically accurate grid, and forced at the 
downstream boundary with observed water levels, successfully represents the dynamics of the 
advection and dispersion of dye transport. The selected model domain proved to be appropriate 
with the observed water level forcing at Delaware City driving the model to adequately represent 
the tidal and subtidal (meteorologically-induced) effects, including those that originated down-bay, 
from the Chesapeake and Delaware Canal, and remotely from the continental shelf. Numerical 
experiments conducted with and without the application of wind showed that the model responded 
as expected to meteorological forcing through a local, down-bay stress and yielded results 
consistent with findings of other Delaware Estuary researchers. That is, large-scale wind stress 
forcing on the lower Delaware Bay caused a setdown at the model lower boundary, resulting in a 
barotropic response observed in both the dye study and the model. Local wind forcing internal to 
the model domain was shown to exert little influence on the hydrodynamics driving the dye 
advection and dispersion. 

Bathymetric interactions play an important role in lateral mixing. With an estimated mixing 
length on the order of the local tidal excursion, full lateral mixing could theoretically be possible 
over the course of the dye study. Comparison of the dye plume to the bathymetry suggested that 
bathymetric steering forces the major part of the dye into the deep navigational channel preventing 
it from fully distributing laterally. 

These validation and dye study exercises demonstrate that our model is a reliable tool for a 
broad range of applications for the City of Philadelphia. Future use of the model will include 
exploring more advanced mixing dynamics through a new dye study that includes a more complete 
plume coverage. Other applications include scenarios for early response to pollutant spills and strategic 
planning related to climate change impacts on infrastructure vulnerability and salt intrusion on the 
City’s drinking water source. 
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Effluent Mixing Modeling for Liquefied Natural Gas Outfalls
in a Coastal Ecosystem 

Mustafa Samad and Karim El-Kheiashy 

Abstract: Liquid Natural Gas (LNG) processing facilities typically are located on ocean shores for 
easy transport of LNG by marine vessels. These plants use large quantities of water for various 
process streams. The combined wastewater effluents from the LNG plants are discharged to the 
coastal and marine environments typically through submarine outfalls. Proper disposal of effluents 
from an LNG plant is essential to retain local and regional environmental values and to ensure 
regulatory and permit compliance for industrial effluents. Typical outfall designs involve multi-port 
diffuser systems where the design forms a part of the overall environmental impact assessment for 
the plant. The design approach needs to ensure that both near-field plume dispersion and far-field 
effluent circulation meets the specified mixing zone criteria. This paper describes typical 
wastewater process streams from an LNG plant and presents a diffuser system design case study 
(for an undisclosed project location) in a meso-tidal coast to meet the effluent mixing zone criteria. 
The outfall is located in a coastal and marine ecosystem where the large tidal range and persistent 
surface wind govern conditions for the diffuser design. Physical environmental attributes and 
permit compliance criteria are discussed in a generic format. The paper describes the design 
approach, conceptualization of numerical model schemes for near- and far-field effluent mixing 
zones, and the selected diffuser design. 

Reprinted from J. Mar. Sci. Eng. Cite as: Samad, M.; El-Kheiashy, K. Effluent Mixing Modeling for 
Liquefied Natural Gas Outfalls in a Coastal Ecosystem. J. Mar. Sci. Eng. 2014, 2, 493-505. 

1. Introduction 

Total global demand for liquefied natural gas (LNG), which is one of the cleanest fossil fuels,  
is estimated to have grown by approximately seven percent per year since 2000 [1,2]. Driven by 
national environmental preference for lower carbon fuels, economic impacts of carbon emission 
costs and low shale gas prices, desire to diversify energy supply sources, geopolitics, and 
heightened popular opposition to post-Fukushima nuclear energy, the LNG production capacity is 
set to experience unprecedented growth by 2018 [2,3]. The number of new construction and 
operation of LNG plants also heightened environmental awareness in the plant permitting process. 
The LNG is primarily composed of methane, CH4, which is converted to a liquid form for adequate 
storage and transport. In a typical LNG process the natural gas is first extracted from a deep on- or 
offshore gas exploration site, pre-treated and transported to an onshore or near shore processing 
plant where it is purified by removing condensates such as water, oil, mud, and other gases. An 
LNG process train would also typically be designed to remove trace amounts of mercury from the 
gas stream. The gas is then cooled down in stages until it is liquefied at approximately 260 °F at 
atmospheric pressure [4]. 
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The LNG processing plants use large quantities of water for various process and wastewater 
streams. Plant wastewater is treated to meet required regulatory standards before wastewater 
effluents are discharged to the coastal and marine environments. Onshore LNG plants also support 
desalination of seawater to meet the large water demand of the LNG process and potable use during 
construction and operation of the LNG plant. Proper disposal of effluents from an LNG facility is 
essential to retain regional environmental values and ensure regulatory and permit compliance. The 
combined wastewater effluents are discharged through appropriately designed outfalls that 
commonly adopt a multi-port diffuser system in sufficiently deep waters. The diffuser system 
design accounts for the mixing characteristics in the near field and far field regions and generally 
forms a part of the plant overall environmental impact assessment. 

In this paper, a diffuser system design case study is presented to meet the regulatory effluent 
mixing zone criteria. Although the project location is not specified, it is located on a meso-tidal 
coast with frequent storm surge impacts. The outfall is located in a coastal and marine ecosystem 
where large tidal range and persistent surface wind govern conditions for the diffuser design. 
Physical environmental attributes and permit compliance criteria for the case study are discussed in 
a generic format. The paper describes major LNG process wastewater streams, the diffuser system 
design approach, conceptualization of numerical model schemes for near- and far-field effluent 
mixing zones, and the selected diffuser design with particular emphasis on the modeling of the 
near-field mixing process. 

2. LNG Process and Outfall Wastewater Streams 

Onshore LNG plants support desalination of seawater to meet the large water demand of the 
LNG process and potable use during construction and operation of the LNG plant. Treated 
effluents from LNG plants may include several wastewater streams, for example, desalination plant 
brines, treated wastewater from LNG process streams, and treated sanitary wastewater. 

Figure 1 shows a typical schematic description of the LNG plant wastewater process streams 
including outfall to natural environment. The figure shows one desalination (seawater reverse 
osmosis, SWRO) plant to supply SWRO product water to the LNG plant and SWRO filtration 
water and brines as wastewater to the equalizer tank. Treated wastewater from two sanitary 
wastewater streams, one from the LNG train areas and other from site facilities, are also pumped to 
the same equalizer tank. The final treated wastewaters from these streams are equalized in the 
combined equalizer tank before discharging to the outfall. The projected combined effluent flow 
rate from this system is estimated as approximately 750 m3/h. 
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Figure 1. Schematics of a typical LNG plant wastewater process streams. 

 

3. Effluent Diffuser Design Approach 

Environmental impacts from wastewater discharges are often evaluated based on the 
characteristics of effluent outfall plumes including mixing, dispersion and dilution, and ambient 
hydraulic characteristics such as currents, winds, temperature and density. Detailed evaluation of 
effluent outfall plumes is also important for meeting regulatory mixing zone criteria. Such effluent 
evaluation studies are performed employing numerical models that account for diffuser system 
design and resolve flow dynamics for the near field and far field regions. The near field region is 
characterized by small scales near the discharge location where flows are governed by diffuser 
designs, discharge properties and strong turbulent and jet mixing. On the other hand, the far field 
region is defined by large scales in the ambient receiving water where buoyant spreading motions 
and passive diffusion governs effluent dilution. Combination of these models is routinely used for 
mixing zone evaluation and wastewater disposal designs [5–8]. Several models are available for 
each flow types (near- and far-fields) focusing on the specific scales, resolutions and processes for 
each flow fields [9–12]. Plume models, which provide average plume characteristics in the near 
field zone, use spatial and temporal averaging of the flow field using equivalent diffuser 
characteristics. Consequently, the plume models simplify the processes using empirical techniques 
and analytical solutions based on the simplified geometry [9,10,13,14]. Hydrodynamic circulation 
models resolves the flow, density and temperature fields in three-dimensions solving the unsteady, 
baroclinic, shallow water equations [15,16]. 
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In addition models that combine the near-field and far-field mixing processes are also  
proposed [17,18] to dynamically couple information exchanges between the models of varying 
time and space scales. Numerical fluid dynamic simulations, which are computationally very 
demanding, have also been performed to resolve the mixing process [19]. 

Present study uses a combination of near- and far-field models to evaluate outfall discharge 
configuration and mixing zone behavior. This paper presents results from both near- and far-field 
analyses with particular emphasis on the near-field mixing process. Effluent near-field  
mixing is evaluated by employing the Cornell Mixing Zone Expert System (CORMIX) modeling 
tool [9,10,13,14]. CORMIX is a steady-state mixing zone model for single or multi-port discharges 
particularly suitable for near-field mixing. CORMIX has the capability to analyse negatively 
buoyant effluents such as effluents from desalination plants that have higher density than the 
receiving water body. This is simulated in CORMIX such that the effluent flow from a submerged 
discharge port provides a velocity discontinuity between the discharged fluid and the ambient fluid 
causing an intense shearing action which breaks down into turbulent motion. This turbulent 
intensity progresses in the direction of the flow by entraining more of the ambient less turbulent 
fluid [9]. 

The far-field effluent mixing process is studied using the three-dimensional numerical model, 
Delft3D-FLOW [15]. The study investigates the far-field dispersion of the outfall discharge, the 
potentials for re-circulation of the effluent discharge as well as the dredged bathymetry impact on 
the extent of the mixing zone. Delft3D-FLOW is a three-dimensional hydrodynamic and transport 
process model, which simulates unsteady flow and transport phenomena that result from tidal and 
meteorological forcing. Delft3D-FLOW solves the governing flow equations for an incompressible 
fluid, under the shallow water assumptions and solves the equations on a rectilinear or a curvilinear 
boundary fitted grid system. The far-field model primarily was used to confirm the selected 
diffuser design from the near-field model. 

4. Model Setup 

The shoreline and layout of the proposed outfall is shown in Figure 2. The outfall is located 
approximately 2.2 km from the shoreline at water depth of 5 m with respect to the lowest 
astronomical tide (LAT). For this analysis tidal water level variation is considered and the 
corresponding water depth and current velocity are used for each studied tidal conditions. 

4.1. Physical Environment 

Ambient conditions of the receiving water body of the coastal environment where the effluent 
discharges are described below. 

4.1.1. Bathymetry 

The bathymetry input comprises of bathymetry data (below water surface) and topography data 
(above water surface) from several data sources. A navigation channel is planned at the project site 
with a water depth of approximately 14.8 m relative to mean sea level (MSL). Figure 3 shows the  
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pre-development bathymetry of the area. The diffuser system would be placed approximately at 
elevation 5 m below the lowest astronomical tide (LAT) (see Figure 2), which is considered as the 
uniform bottom elevation of the offshore-ward unbounded near-field model (CORMIX). The 
difference between MSL and LAT is approximately 1.5 m. 

Figure 2. Outfall diffuser location and receiving water body. 

 

Figure 3. Bathymetry near the outfall location (depths are in meter relative to MSL). 

 

 N 



387 
 

 

4.1.2. Wind Speed 

Wind speeds of 3 m/s (breeze) were assumed in the direction towards the shore for the near-field 
simulation to represent a conservative design condition [8]. Although wind impacts are 
unimportant for near-field mixing [10], higher wind conditions likely would result in more dilution to 
the effluent plume. 

4.1.3. Tide 

Figure 4 shows tidal water level and current variation over a neap-spring tidal cycle near the 
site. Note that all current magnitudes are presented as positive. As the outfall location experiences 
tidal reversals, near-field dilution analysis is performed at the tidal phase when current velocities 
are at or near slack tide. The following 20 tide phases were considered for the analysis: 

Four tidal conditions—high and low water slack under neap and spring tides. 
Five tidal phases—at slack tide, and one and two hours before and after slack tides. 

4.1.4. Salinity, Temperature and Density 

The average seawater salinity and temperature at the outfall area are 35 parts per thousand (ppt) 
and 25 °C (77 °F), respectively. No density stratification due to salinity is indicated for the coastal 
area near the outfall. The ambient density of the seawater was estimated based on the ambient total 
dissolved solids (TDS) concentration and temperature. Based on the methodology outlined in the 
UNESCO equation of state [20], TDS concentration of 37,600 mg/L (37.6 kg/m3) and temperature 
of 25 °C (77 °F), the seawater density is estimated as 1025.31 kg/m3. 

4.1.5. Ambient Constituent Concentrations 

The ambient TDS concentration of 37,600 mg/L corresponds to Stream Number 1, as shown in 
Figure 1, under maximum flow conditions. The ambient TSS (Total Suspended Solids) concentration 
was obtained as 5.3 mg/L corresponds to Stream Number 1 under average flow conditions. The 
ambient phosphorus concentration was obtained from measured data as 0.0135 mg/L, which was 
taken as a conservative value. The ambient nitrogen concentration was obtained as 0.15 mg/L 
corresponding to Stream Number 1. This value is estimated as an average of measured data close to 
the site. 

4.2. Diffuser Geometry 

A Staged Fanned diffuser type of arrangement is selected to discharge the combined effluent to 
the marine environment. Sketch of the diffuser is given in Figure 5. The staged fanned type 
produces a net horizontal momentum flux parallel to the diffuser line and gave the maximum 
possible dilution when compared to other diffuser types. 
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Figure 4. Variation of tidal water level and current near the site over a neap-spring cycle. 

 

Figure 5. Schematic of staged fan diffuser. 

 

The number of ports (36) was selected based on the duckbill exit velocity. For this analysis, the  
exit velocity was used to determine the number of ports based on the discharge rate of 
approximately 750 m3/h. The flow per nozzle is then calculated as total flow divided by the number 
of ports (36), which equals to about 21 m3/h. The staged fanned design type was selected to ensure 
adequate dilution is attained during different flow directions as well as eliminate any effluent 
plume hitting the surface. In CORMIX, the duckbill type check valves are modelled with steady 
flow effluent discharge at the design flow rate. 

4.3. Effluent Discharge Conditions 

For this analysis, the required dilution values for the following constituents were evaluated: 
TDS, Total Nitrogen (Ntot), Total Phosphorous (Ptot), Total Suspended Solids (TSS), and 
Aluminum (Al+).  

Mixing Criteria 

The criteria for effluent constituents are based on regulatory requirements at the edge of the 
defined mixing zone (70 m from the outfall location). The TDS and salinity values are typically 
correlated and the mixing zone criterion adopted was +5 percent of ambient for both. The criterion 
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for TDS was then estimated as 39,480 mg/L (+5 percent of 37,600 mg/L). As the background 
concentrations of Ntot are above the regulatory guideline of 0.1 mg/L, the 80th percentile of the 
background concentrations was used as the site specific standard, which was estimate to be 0.187 
mg/L. The Ptot, TSS and AL+ criteria were taken as 0.015 mg/L, 8 mg/L and 0.32 mg/L, 
respectively, following regulatory guidelines. 

The geometric characteristics of the diffuser includes a diffuser length of 92.5 m with an 
orientation of 90° to current direction, 36 Duckbill valve type ports each with an area of 0.00082 
m2 with equivalent diameter of 0.03231 m at 45° vertical angle from horizontal. A spacing of 2.5 m 
between ports is assumed with the port height of 1.0 m above seabed. The seabed slope at the 
diffuser is assumed horizontal. Based on the flow rate (750 m3/h) and port opening (0.00082 m2), 
the exit velocity at the port/duckbill valve is 7.16 m/s. 

4.4. Model Simulation Cases 

Two cases of effluent composition are evaluated, as can be seen in Table 1. Case 1 represents 
effluent discharge condition with high TDS and Case 2 with low TDS magnitudes. The two cases 
represent various stages of the plant construction and operation to bind the expected range of 
effluent properties and expected environmental impacts. A number of CORMIX simulations were 
performed for the two cases to arrive at a suitable diffuser design meeting the following restrictions: 

(a) Sufficient effluent dilution is reached that would meet the required constituents’ 
concentrations at the end of the mixing zone as specified before. 

(b) The port vertical angle is 45° for ease of construction. 
(c) The diffuser type, orientation and alignment minimize any effluent plume hitting the water 

surface. 
(d) The diffuser design consistently meets the required dilution during tidal reversals and tide 

phases close to reversals at the outfall location and over the range of neap-spring tide cycle. 

Table 1. Outfall discharge evaluation cases. 

Parameters Case 1 Case 2 
Intake Seawater Flow Rate (m3/h) 966 0.0 

Outfall Discharge Flow Rate (m3/h) 750 750 
Total Dissolved Solids (TDS) (mg/L) 49,706 600 

Total Nitrogen (Ntot) (mg/L) 6.8 35 
Total Phosphorus (Ptot) (mg/L) 0.78 4 

Total Suspended Solids (TSS) (mg/L) 24.2 10 
Al+ (mg/L) 0.0 0.08 

Slack tide is typically the most conservative conditions for dilution analysis as ambient velocity 
becomes at or near stagnation conditions producing the lowest dilutions. 
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5. Model Results 

Table 2 shows the results of the near-field dilution simulation cases for the spring and neap tides  
for Case 1 and Case 2. The variation of dilution for various tidal phases for Case 1 is also shown in 
Figure 6 along with tidal currents. As can be seen from the table and the figure, dilution has a 
strong correlation with tidal current with higher current magnitude providing higher dilution. The 
lowest dilution can be observed at slack phases, which is only active for a short period of time. 
Based on the variation of dilution over the tidal phases, the minimum dilution one hour after the 
slack tide over the neap-spring cycle for each case was selected for applying the mixing  
zone criteria. 

Table 2. Results of dilution analysis. 

Description Tidal Phases Current (m/s) 
Dilution at the End of Mix Zone 

Comments 
Case 1 Case 2 

HW—Spring 

2 h before slack 0.17 521 525 
1 h before slack 0.1 348 355 

Slack 0.02 85 84 At 81 m 
1 h after slack 0.13 360 365 
2 h after slack 0.22 570 575 

LW—Spring 

2 h before slack 0.19 479 483 
1 h before slack 0.12 294 302 

Slack 0.02 76 76 At 103 m 
1 h after slack 0.11 226 235 
2 h after slack 0.19 410 412 

LW—Neap 

2 h before slack 0.13 344 352 
1 h before slack 0.07 206 219 

Slack 0.01 78 78 At 94 m 
1 h after slack 0.09 221 230 
2 h after slack 0.14 345 353 

HW—Neap 

2 h before slack 0.12 360 368 
1 h before slack 0.07 239 249 

Slack 0.02 83 83 At 86 m 
1 h after slack 0.07 212 218 Selected dilution 
2 h after slack 0.13 344 352 

Note: HW: High water; LW: Low water. 

The selected dilution for each case was then applied to calculate the equivalent effluent 
constituent concentrations at the end of the mixing zone for comparisons with the effluent criteria 
as in Table 3. 

Discussion on Model Results 

Model results for near-field simulations in Tables 2 and 3 show that the criteria for all 
constituents are met except for Ptot in Case 1 and Ntot and Ptot for Case 2. With the current dilution 
factor for Case 1 and an ambient concentration of 0.01 mg/L, the Ptot effluent criteria could be met 
with an effluent concentration of 0.0135 mg/L. Ptot effluent concentration should not exceed 0.34 
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mg/L (instead of 0.78 mg/L) if the standard is to be met through the tidal signal. It should be noted 
that the criteria for Ptot could be met several hours from slack tide when stronger tidal currents exist 
in the outfall location. 

Figure 6. Variation of dilution over the spring-neap tidal cycle for Case 1. 

 

Table 3. Effluent constituent concentration at the end of mixing zone. 

Constituent Unit Ambient Effluent Criteria 

Case 1 Case 2 

Required 

Dilution

Selected 

Dilution
Conc. 

Required 

Dilution

Selected 

Dilution
Conc. 

TDS mg/L 37,600 49,706 39,480 6 

212 

37,655 N/A 

218 

37,425 

Ntot mg/L 0.15 6.8 0.187 180 0.1804 942 0.3144 

Ptot mg/L 0.0135 0.78 0.015 511 0.017 2658 0.0323 

TSS mg/L 5.3 24.2 8 7 5.3863 2 5.3222 

Al+ mg/L 0 0 0.32 0 - 0 0.0004 

Note: The effluent TDS concentration for Case 2 is smaller than the ambient concentration. 

For Ntot, the effluent criteria would be met in Case 1. However, for Case 2, the high effluent 
concentration (35 mg/L) would exceed the mixing zone criteria for some tidal phases. Ntot effluent 
concentration should not exceed 8 mg/L if the standard is to be met through the tidal cycle. 

Delft3D model simulations were performed with CORMIX results as input to the model for 
design verification in the far field. The far-field Delft3D model employs a nested rectilinear grid 
model with horizontal grid spacing varying as 180 m, 60 m and 20 m. The fine mesh grid covers 
the diffuser region with the effluent concentrations from CORMIX lumped over one Delft3D grid 
to represent the near field mixing. A sigma grid vertical coordinate system is selected for the model 
with the coarse, medium and fine grid domains represented with 1, 3 and 6 layers, respectively. The 
model results show that, in general, the impact of the effluent discharge on the intake is 
insignificant for all cases considered. For the high TDS case, the dredged bathymetry appears to 
guide the effluent toward the intake area. The time-series of the TDS concentration shows above 
ambient at the intake area; however, the maximum above ambient concentration is shown to be far 
below the near-field criteria for the TDS constituent. As noted before, the far-field model only 
provides a confirmation of the near filed mixing analysis, which governed the diffuser design 
including the type, size and number of diffuser ports, port discharge angle and spacing. 
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It should be noted that the approach to combine the results of near field simulations into the far 
field model is not dynamic and treated as one-way offline input. Changes in ambient conditions as 
a result of the near field mixing after each tidal phase are not accounted for in the far field model. 
Also, quasi transient treatment of the tidal cycle in the near field model only to a limited extent 
accounts for the accumulation of constituent concentration during tidal reversal [10]. The design of 
the diffuser system therefore is dependent on the conservatively selected dilution factor in the  
near-field model. Also, after each tidal phase the near-field model did not update he ambient flow 
field from the far-field model results. Therefore, accumulation of concentration built-up during 
tidal reversal over several tidal cycles has not been accurately modeled in the in the near-field 
CORMIX model. 

6. Conclusions 

This paper describes typical wastewater process streams from an LNG plant and presents a 
diffuser system design case study in a meso-tidal coast to meet the effluent mixing zone criteria. 
CORMIX mixing model is employed to evaluate the near field mixing process of the combined 
plant effluent in marine environment. Three dimensional Delft3D model is used for the far field 
mixing only as a confirmatory analysis taking input from the near-field model. The neap-spring 
tidal cycle is discretized on a quasi-steady approach to evaluate dilution in the Cormix model. A 
staged fanned diffuser with 36 ports and 2.5 m spacing was used to achieve significant dilution 
within the mixing zone boundary. The length of the diffuser is 92.5 m. 

The dilution factor at the boundary of the mixing zone was obtained by taken the lowest possible 
dilution around various slack tide conditions for neap and spring tides from the CORMIX 
simulations. The analysis showed that although not all effluent constituents would meet the 
regulatory mixing zone criteria for all tidal phases for the selected diffuser design and marine 
environment, the dilution criteria would be met for all constituents for most tidal phases. Also, the 
large tidal range and persistent surface wind govern the conditions for the diffuser design. 
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Hydrologic and Water Quality Model Development
Using Simulink 

James D. Bowen, David N. Perry and Colin D. Bell 

Abstract: A stormwater runoff model based on the Soil Conservation Service (SCS) method and a 
finite-volume based water quality model have been developed to investigate the use of Simulink for 
use in teaching and research. Simulink, a MATLAB extension, is a graphically based model 
development environment for system modeling and simulation. Widely used for mechanical and 
electrical systems, Simulink has had less use for modeling of hydrologic systems. The watershed 
model is being considered for use in teaching graduate-level courses in hydrology and/or stormwater 
modeling. Simulink’s block (data process) and arrow (data transfer) object model, the copy and paste 
user interface, the large number of existing blocks, and the absence of computer code allows students 
to become model developers almost immediately. The visual depiction of systems, their component 
subsystems, and the flow of data through the systems are ideal attributes for hands-on teaching of 
hydrologic and mass balance processes to today’s computer-savvy visual learners. Model 
development with Simulink for research purposes is also investigated. A finite volume, multi-layer 
pond model using the water quality kinetics present in CE-QUAL-W2 has been developed using 
Simulink. The model is one of the first uses of Simulink for modeling eutrophication dynamics in 
stratified natural systems. The model structure and a test case are presented. One use of the model 
for teaching a graduate-level water quality modeling class is also described. 

Reprinted from J. Mar. Sci. Eng. Cite as: Bowen, J.D.; Perry, D.N.; Bell, C.D. Hydrologic and Water 
Quality Model Development Using Simulink. J. Mar. Sci. Eng. 2014, 2, 616-632. 

1. Introduction 

Mechanistic models of water quality have long been used for predicting the impact of wastewaters 
on natural water bodies. While the first use of models relied on analytical solutions to problems of 
point or distributed sources of conventional pollutants (e.g., biochemical oxygen demand (BOD), 
suspended solids) into rivers, most of the water quality modeling applications these days rely on very 
large computer codes written with a high-level programming language such as FORTRAN or C++. 

Many of the most used water quality models were originally developed in the 1980s and 1990s 
using FORTRAN as the high-level programming language. FORTRAN is still widely used; for 
instance, in recent a review of fifteen lake ecosystem models [1], five were written in FORTRAN 
and another five were written in C++, with the remainder written in other high level languages. These 
models are similar in concept and execution in that they are capable of modeling the dynamics in 
multi-dimensional physical systems of water quality properties, nutrients, dissolved oxygen, organic 
matter, and biota by simultaneously solving conservation equations for heat, momentum, and 
constituent mass in numerous water volumes. Examples of these sorts of models include the Water 
Analysis Simulation Program (WASP) [2], the Environmental Fluid Dynamics Code (EFDC) [3] 
with the water quality formulations described in HEM-3D [4], Qual2E [5], CE-QUAL-ICM [6], and 



396

CE-QUAL-W2 [7]. These models are very commonly used in regulatory water quality management 
(e.g., [8,9]) or to investigate the dynamics of water quality indicators as influenced by dynamic 
anthropogenic pollutant loading (e.g., [10]). 

All of the above referenced models are essentially very large, complex computer codes that are 
maintained, modified, and manipulated by only a very small group of expert model developers. 
Manipulation of the code for site-specific or research purposes is not practical for the vast majority 
of users. There are circumstances, however, when model development is warranted, either when new 
model state variables are needed, when a special set of water quality processes are appropriate, or 
when prediction accuracy could be improved by assimilating monitoring data rather than modeling 
it. Water quality model development is also an important part of education in the field. Making these 
powerful models more flexible in their formulation through user development could greatly improve 
their overall utility.  

MATLAB/Simulink has been adopted in other fields of engineering as a means for modeling and 
simulating complex systems without the need to write thousands of lines of computer code during 
model development. Simulink systems are drawn using a graphical user interface as “block and 
arrow” diagrams. The Simulink block library is very large and includes math and logic functions, 
signal generation and processing, visualization, plus many specialized toolboxes (e.g., fuzzy logic, 
DSP, control systems, neural networks). Lines connecting the blocks represent data signals. Signals 
can be bundled into buses and selectively unbundled as input into “downstream” blocks. Simulink 
systems are often operated in a time stepping mode to model the dynamic behavior of the system. As 
an extension of the MATLAB environment, Simulink models can be easily integrated to read and 
write data from the workspace and to interact with scripts written with its own high-level 
programming language.  

Simulink has been utilized previously to model the dynamics of engineered systems in a variety 
of disciplines. Examples of its use in non-environmental systems analysis include process modeling 
in the sugar industry [11] and building systems modeling [12]. In the area of environmental 
engineering, Simulink has been used for simulating wastewater treatment plants, either as individual 
unit processes [13,14], as benchmark simulations of an entire wastewater treatment plant [15,16], for 
simulation of stormwater systems [17,18], or for integrated models that include both engineered and 
natural surface water systems [19,20]. Simulink has also been used to model the hydrodynamics and 
water quality of a few surface water natural systems [21–23].  

In this article we explore the benefits of Simulink for water quality model development in teaching 
and research. Of particular interest is how the graphical modeling environment of Simulink can assist 
new model developers without programming experience as they are introduced to mass-balanced 
based water quality simulation in a graduate-level course that intentionally includes both instruction 
and collaborative model development by students. Simulink has been frequently used in engineering 
education for situations where construction of powerful computational tools for system simulation is 
an integral part of the pedagogy. For example, Simulink has been used as a teaching aid in courses 
on digital and analog modulation [24], multiphase electric machines [25], river water quality [26], 
and wastewater treatment plant operation and control [27]. It has been recognized in the engineering 
education community that use of tools such as Simulink can provide a “learner-centered” 



397

environment whereby students are able to create simulation tools that allow personal experimentation 
of system behavior (e.g., [28]). Courses structured to include such features can positively affect 
student interactivity, participation, and course satisfaction [29]. 

As a case study of water quality modeling instruction and model development with Simulink, we 
present three examples that were developed either for use in the classroom and/or in research. The 
first model was developed as an alternative to a spreadsheet solution of conservative flushing and 
transport through a pond and channel. The second application is a Simulink version of a widely used 
stormwater runoff hydrology model. The third example describes the finite volume implementation 
in Simulink of the water quality model CE-QUAL-W2. This application represents one of the first 
uses of Simulink for modeling dynamic, spatially varying water quality in natural systems. 

2. Models of Pollutant Transport for Teaching Water Quality Modeling

Many environmental engineering curricula include a course on mass-balance based surface water 
quality modeling. These courses build and expand upon the steady-state, one-dimensional dissolved 
oxygen/BOD modeling that is usually taught at the undergraduate level. The courses rely on  
process-based descriptions of fate and transport of constituents in surface water systems that are 
analyzed by solving mass balance equations for one or more of the constituents. The assignments in 
the courses typically are computationally intensive in keeping with the subject matter. A number of 
textbooks are available to teach such a course [30–34]; here we examine the use of Simulink in a 
graduate-level course that has been taught several times using the Chapra text. 

An example problem from the Chapra text is used here to illustrate alternative means of model 
development for quantitative problem solving. In this particular problem (Problem 10.3), 
conservative dye is being flushed from a completely mixed pond into a channel by a river diversion 
(Figure 1). The dye exits the pond as an exponentially decaying source of mass to a downstream 
channel. No mixing occurs in the channel. After a travel period downstream in the channel, the 
diverted river water containing the dye is conservatively mixed back into the river. The student is 
asked to calculate the concentration time history at the pond exit, the channel exit, and after mixing 
into the river. 

Figure 1. Diagram of a representative problem (Chapra, Problem 10.3) where mass 
passes from a pond to a channel and is conservatively mixed into a river. 
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Students have typically solved this problem with a spreadsheet solution created using Microsoft 
Excel (Figure 2). Spreadsheet equations are used to calculate the three needed time histories; Excel 
charts are created to visualize the results. While not an onerous problem for the students, use of these 
spreadsheet solutions in the class can present several problems. Students generally know Excel, but 
they vary widely in their expertise with it. Complex problems can overwhelm their capabilities and 
their patience with cut and paste solutions, even when problem specific parameter names are used. 
Solutions often involve long complex equations that are difficult to impossible to debug. Solutions 
typically have no common look and feel and are therefore time consuming to grade. Finally, there is 
often little opportunity to reuse spreadsheet solutions from problem to problem. 

The use of Simulink as a model development tool for problem solving in the graduate-level water 
quality modeling course was first piloted in an independent study version of the course. Two students 
who had previously taken the modeling course were offered an independent study to learn Simulink 
and demonstrate its use through problem-based model development. After a successful pilot 
program, Simulink was used as the primary means for student problem solving when the water 
quality modeling course was offered the following year. The course included one week of training 
in Simulink followed by another week in the computer lab solving some simple example problems 
from the Chapra text. Over the remainder of the semester, approximately two Simulink problems 
were assigned each week over the remainder of the fourteen-week semester. While not all textbook 
problems were amenable to Simulink solutions, there were sufficient problems available in all 
sections of the course that could be solved with a Simulink model. 

Figure 2. Solution to pond-channel-river problem (Chapra 10.3) created in Excel. 

As an example, the corresponding Simulink solution created by one of the students for the problem 
described earlier is shown in Figure 3. The Simulink solution couples constituent mass-balance based 
solutions for the pond, channel, and river. The model also includes a separate subsystem for the 
volume balance in the pond (Figure 3). Simulink “scope” blocks are used to visualize the 
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concentration time histories at the three locations. The system parameters and concentration time 
histories are bundled into data buses and passed between the subsystems that need the particular data. 

Figure 3. Solution to pond-channel-river problem (Chapra 10.3) created in Simulink. 

Solution of the constituent mass balance in the pond uses a continuous time integration of the 
mass balance equation for a completely mixed reactor: 

(1)

where C and Cin (g/m3) represent the constituent concentrations in the reactor and its inflow, W
(g/day) is a mass load to the reactor, X (g/day) is the reaction term in the reactor, and Qin and Qout

(m3/day) are the inflow and outflow of the reactor, which has a volume V. The pond constituent mass 
balance uses a solution to Equation (1) that has as its basis a solution for an earlier problem having 
only a single completely stirred reactor (Figure 4). As compared with previous years where students 
used either handwritten analytical solutions or Excel spreadsheets, student solutions created in 
Simulink were found to be much easier to grade. Similarity between student solutions was aided by 
including with the problem assignment example figures showing a recommended overall model 
structure and some example x–y plots. Students liked the ability to use components from previous 
problems in their solution and in general caught on quickly to creating solutions in Simulink. Reuse 
of the mass balance solution for later problems was found to be straightforward. The solution served 
as the basis of several problems later in the course. 

Pond Water Balance
X-Y Plots

Pond Mass Balance

Channel
River
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Figure 4. Simulink model of pond mass balance for a constituent. 

3. A Simple Hydrologic Model Using Simulink 

During the initial pilot test of the course, students also investigated the use of Simulink modeling 
for hydrologic simulation. As part of this work, one student created a Simulink version of the Soil 
Conservation Service (SCS) runoff model that makes up part of the TR55 model [35]. The method 
is based upon the unit hydrograph approach that convolutes a unit hydrograph with an incremental 
runoff time history. The student found that creating a Simulink version of the SCS runoff model was 
challenging, as separate models were needed to generate the unit hydrograph and calculate the runoff 
hydrograph (Figure 5). The level of Simulink knowledge needed to create the model was likely 
beyond what reasonably could be expected in the introductory modeling course. To accomplish the 
runoff calculation, the unit hydrograph generation model was first called, executed, and its data 
passed to the MATLAB workspace (Figure 5a) before the runoff generation model was executed. 
The runoff model then read the unit hydrograph data from the workspace and generated the 
incremental runoff based upon precipitation and land cover (Figure 5b). Creation of the runoff 
hydrograph utilized two specialized data processing blocks (memory, digital filter) from the Simulink 
library that had not previously been used in the course. 
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Figure 5. Soil Conservation Service (SCS) Method Runoff Calculation Model Using 
Simulink. Unit hydrograph generation model (a) is run first with output passed to 
workspace. Runoff calculation (b) reads unit hydrograph from workspace and convolutes 
signal with incremental runoff time history. 

4. A Multi-Constituent Water Quality Model Created with Simulink 

As a further test of Simulink’s capabilities, a Simulink model suitable for modeling water quality 
conditions in lakes and ponds was developed. The model uses the same finite volume formulation 
described earlier and the kinetic formulations of CE-QUAL-W2 [7]. This Simulink based version of  
CE-QUAL-W2 is currently able to simulate and output all but five of the twenty-nine possible  
CE-QUAL-W2 constituents that are available in version 3.6 of the model. Total inorganic carbon, 
alkalinity, iron, epiphyton, and zooplankton are not currently modeled, and only one phytoplankton 
state variable can be currently modeled in Simulink. For this initial trial version, the Simulink 
implementation is also limited to a one-dimensional volume balance based hydrodynamic model with 
a spillway outlet. Even with these limitations, the model is useful for simulating temporal and vertical 
eutrophication dynamics in lakes and ponds. Its utility was investigated for both teaching and 
research purposes. 

The overall organization of the water quality model that was created for this purpose (called 
W2_SL) relies on a hierarchical arrangement of subsystems that is an essential part of Simulink 

a)

b)
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models. The uppermost system (Figure 6) contains subsystems for input of model kinetic parameters, 
initial conditions, and physical characteristics of the system. The model has a single horizontal 
segment, with three vertical layers. A display subsystem allows for visualization of the concentration 
time histories for each layer of the segment (Figure 6). 

Figure 6. Uppermost system in the one-segment 3-layer water quality (W2SL3) model 
executed in Simulink. Each box is a separate subsystem for setting inputs and parameters 
(left) or solving volume, heat, and mass balances (right). Lines and arrows indicate data 
transfers between subsystems. 

For this application, the water column of the segment is vertically separated into three layers 
(Figure 7). As implemented in CE-QUAL-W2 [7], layers can be of variable width and the top layer 
can have a time-varying elevation. A volume balance for the segment is performed to determine the  
time-varying elevation of the upper layer. Within the three layer subsystems are heat balance and 
mass balance subsystems. Each layer can exchange heat and mass with adjoining layers. The bottom 
layer exchanges heat and mass with the sediment layer. The surface layer exchanges heat with the 
air above (Figure 7). 

Volume, Heat, and Mass Balances, 
Display

Inputs and Parameters 
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Figure 7. W2_SL model of segment 1. Separate subsystems (shown with boxes) 
calculate the heat and mass balances for each layer or the volume balance for all three 
layers. Lines and arrows indicate data transfers between subsystems. 

Subsystems for heat and mass balances are found in each of the vertical layers within a segment. 
The set of constituents follows that of CE-QUAL-W2 [7], although at present only a single algal 
group is considered, and some other state variables are not included as described earlier. The mass 
balance subsystem (Figure 8) is further divided into subsystems that contain organic matter mass 
balances (labile and refractory dissolved and particulate matter plus algal organic matter), nutrient 
mass balances (nitrogen, phosphorus, silica), dissolved oxygen, and assorted other constituents 
(salinity, total dissolved solids, residence time, fecal coliform). Input data signals (e.g., 
meteorological data, water temperature) are used to calculate temperature-varying organic matter 
process rates (Figure 8).  

The labile particulate organic matter (LPOM) constituent is used as an example as to how 
conceptual process descriptions are translated into a mass balance subsystem in Simulink. The 
process description block diagram (Figure 9) as specified in the CE-QUAL-W2 user’s manual 
includes inputs to the LPOM from mortality of algal organic matter, ephiphytes, and macrophytes. 
Sinks of LPOM include sinking and decay that produce either RPOM or inorganic C, N, and P. 
Production of inorganic C, N, and P also consumes oxygen (Figure 9).
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Figure 8. W2_SL model of the mass balances for the surface layer of segment 1 as 
implemented in Simulink. Separate subsystems (shown with boxes) calculate the organic 
matter, nutrient, dissolved oxygen and other mass balances for each the layer. Lines and 
arrows indicate data transfers between subsystems. 

Figure 9. CE-QUAL-W2 mass balance processes internal to a volume for labile 
particulate organic matter (LPOM). 

The Simulink model’s LPOM subsystem (Figure 10) includes additional transport processes not 
present in the box and arrow diagram of the CE-QUAL-W2 manual (Figure 9, [7]). As with the tracer 
mass balance shown earlier (Figure 4), a continuous time integration block takes input from a 
summation block. The summation block inputs represent each mass input or mass output term in the 
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mass balance. For LPOM in the surface layer there are seven terms in the summation block, three of 
which are sources (AOM to LPOM via mortality, loading, diffusion from the layer below), while 
four are mass sinks (settling to the lower layer, LPOM decay, LPOM to RPOM, LPOM outflow). 
Labeling of input and output signals was found to make it relatively easy to use the block and arrow 
diagram as a process descriptor. The overall visual layout of the subsystem is similar to the 
conservative tracer subsystem shown earlier (Figure 4), which is not surprising since this subsystem, 
and in fact all the mass balance subsystems were created by cutting and pasting of other subsystems, 
using the tracer mass balance as the starting point. 

Figure 10. Labile particulate organic matter (LPOM) constituent found with the nutrient 
mass balance subsystem within each segment and layer as executed in Simulink. 

As part of model verification, several model tests were performed to confirm that the model was 
correctly implementing the mass balances and water quality kinetics described by CE-QUAL-W2. One 
such test was a comparison of corresponding predictions for the two models for a case with a steady 
input (both inflow and concentrations held steady) of water and nutrients (N, P, Si) into the  
surface layer of a pond with a spillway outlet. Identical forcings (inflows, inflow concentrations, 
meteorological forcings) were specified in the two model applications. All kinetic parameters were 
set to the same set of default values for CE-QUAL-W2. There were some unavoidable differences in 
the physical setup, as the minimum number of horizontal segments for CE-QUAL-W2 is two, while 
the Simulink version had only one horizontal segment. Total pond length and width were the same, 
and each model application had three layers of identical thickness. The pond temperature was set via 
setting inflow temperatures and meteorological forcings so that the temperature did not limit algal 
growth. Initial conditions for nutrients were specified such that there was a brief phytoplankton 
bloom that occurred when growth was not limited by either light or nutrient conditions. Light 
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conditions were set such that growth limitation due to self-shading occurred only early in the 
simulation once algal abundances increased to sufficient levels but before nutrient depletion became 
the growth limiting factor. Eventually the nutrient limited algal growth rate (PO4 was the limiting 
nutrient) exactly balanced biomass losses through flushing, sinking, mortality, and respiration. 
Recycling of algal organic matter serves as a source of particulate and dissolved organic matter. As 
expected, an equilibrium condition was finally established where each water quality constituent 
asymptotically approached a constant concentration. 

Figure 11. Comparison of model predictions in the surface layer for orthophosphate  
(PO4, top panel), labile particulate organic matter (LPOM, middle panel), and algal 
organic matter (AOM, bottom panel) for a test case of a pond modeled as one (Simulink) 
or two (CE-QUAL-W2) horizontal segments. For the CE-QUAL-W2 case, the most 
downstream of the two horizontal segments is shown. 

Concentration time histories for three representative constituents (orthophosphate—PO4, labile 
particulate organic matter—LPOM, and algal organic matter—AOM) as predicted by CE-QUAL-W2 
and W2_SL (Figure 11), show nearly identical values for the asymptotic concentrations, but some 
transient differences in the concentrations in the first few days of the simulations. The final 



407

concentrations for the three constituents varied between 0.0 percent (PO4) and 0.87 percent (AOM).
The PO4 concentration declined more rapidly in the Simulink case, reaching 10 percent of the initial 
concentration in 10.5 rather than 13.1 days (Table 1). Smaller relative differences were observed 
between the corresponding LPOM and AOM peak concentrations (1.63 and 0.88 percent) and the 
times to peak AOM concentration (11.1 percent, Table 1). These differences are thought to be due to 
the different physical configuration of the two systems and not to model errors or limitations of the 
modeling approach. We are currently developing a Simulink model having two horizontal segments 
that will allow for a better comparison test between the two models. 

Table 1. Comparison of representative statistics for predictions of orthophosphate (PO4),
labile particulate organic matter (LPOM), and algal organic matter (AOM, bottom panel) 
for a test case of a pond modeled as one (Simulink) or two (CE-QUAL-W2)  
horizontal segments. 

Statistic 
Simulink

Value 
CE-QUAL-W2 

Percent
Difference 

PO4, time to 10% of initial concentration (days) 10.5 13.1 19.9 
PO4, final concentration (g/m3) 0.001 0.001 0.0 

LPOM, peak concentration (g/m3) 2.054 2.021 1.63 
LPOM, final concentration (g/m3) 1.640 1.648 0.49 
AOM, peak concentration (g/m3) 5.826 5.878 0.88 

AOM, time to peak (days) 14.4 16.2 11.1 
AOM, final concentration (g/m3) 4.514 4.475 0.87 

For teaching purposes, a working but not completely functional version of the model was given 
to students who were working cooperatively as part of a final project for the water quality modeling 
course. The project task assigned was to add the necessary functionality and then use the model to 
predict dissolved oxygen concentrations for a system receiving pollutant inputs of organic matter and 
ammonia. Small groups of students were assigned responsibility for creating submodels of individual 
constituents such as ammonia, dissolved oxygen, or BOD. Other students were responsible for 
connecting the submodels together and generating model solutions for the group. 

The students successfully used the single segment three-layer water quality model based upon  
CE-QUAL-W2 as the basis for a final project in the water quality modeling course. During the project 
students were able to work together to combine their individual contributions into a single model. It
was necessary to provide at the start of the project a working, but not fully functional version of the 
model to the students. In particular, several constituents (e.g., ammonia, nitrate, dissolved oxygen) 
and several process calculations (e.g., dissolved oxygen reaeration, sediment oxygen demand) were 
left out of the model that served as the project’s starting point. Despite the fact that students differed 
quite significantly in their numerical problem solving ability and in their experience with high-level 
programming languages, they each were able to contribute to the group’s efforts, and collectively 
they did complete the model development part of the project. Overall both the students and the 
instructor found the model development project to be successful.



408

5. Discussion and Conclusions 

Our investigation of Simulink has shown that it is possible to create multi-dimensional,  
multi-constituent finite-volume based water quality models without the use of a high-level 
programming language. A version of the model with the complete set of CE-QUAL-W2 kinetics is 
being tested for research use. Currently the model is being tested with the data sets included with  
CE-QUAL-W2. Simulation times for a 400-day run are approximately 5 minutes. Significantly faster 
run times are expected once a fully compiled version of the model is created. Once the model has 
been thoroughly tested, we plan to use it as part of a study investigating toxic byproducts of algal 
production that have been observed in agricultural ponds in the Limousin region of France. This 
novel Simulink-based multi-dimensional water quality model seems like a particularly good choice 
for this application because additional constituents may be needed to simulate the processes that lead 
to toxin accumulation in the pond. The Simulink model environment has been found to be quite 
convenient for adding and deleting of constituents in the model depending upon project need. 

The model as currently written could be applied for systems with a reasonably small number  
(1–5) of segments and layers. Additional development is focused on creating a model that can 
conveniently be applied to systems with many segments and many layers, as these models are 
commonly used. The model as shown in this article requires manual construction of data links 
between any new segments and layers, which makes expansion to many segments and layers difficult. 
In testing now is a procedure that uses the “for each subsystem” Simulink construct that allows for 
specification of a single set of subsystems (e.g., mass, heat, volume balances) that can simultaneously 
be applied to all segments and layers of the physical system. Use of this new construct should make 
the model much easier to expand to multiple horizontal segments and vertical layers. 

Our experience with Simulink in the classroom is also promising. Students involved in the pilot 
test class and the first-time use in the regular course, report that problem solutions created with 
Simulink take approximately the same time as those earlier made with Excel and are much less 
tedious to debug and grade. Students report that the copy and paste feature for subsystems and objects 
makes reuse from problem to problem relatively simple. Overall they had a positive experience in 
using Simulink as a model development environment in the water quality model course. Based upon 
these experiences, Simulink will be used for model development the next time the course is taught.  
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Analysis of Hurricane Irene’s Wind Field Using the
Advanced Research Weather Research and Forecast
(WRF-ARW) Model 

Alfred M. Klausmann 

Abstract: Hurricane Irene caused widespread and significant impacts along the U.S. east coast 
during 27–29 August 2011. During this period, the storm moved across eastern North Carolina and 
then tracked northward crossing into Long Island and western New England. Impacts included 
severe flooding from the mid-Atlantic states into eastern New York and western New England, 
widespread wind damage and power outages across a large portion of southern and central New 
England, and a major storm surge along portions of the Long Island coast. The objective of this 
study was to conduct retrospective simulations using the Advanced Research Weather Research 
and Forecast (WRF-ARW) model in an effort to reconstruct the storm’s surface wind field during 
the period of 27–29 August 2011. The goal was to evaluate how to use the WRF modeling system 
as a tool for reconstructing the surface wind field from historical storm events to support storm 
surge studies. The results suggest that, with even modest data assimilation applied to these 
simulations, the model was able to resolve the detailed structure of the storm, the storm track, and 
the spatial surface wind field pattern very well. The WRF model shows real potential for being 
used as a tool to analyze historical storm events to support storm surge studies. 

Reprinted from J. Mar. Sci. Eng. Cite as: Klausmann, A.M. Analysis of Hurricane Irene’s Wind 
Field Using the Advanced Research Weather Research and Forecast (WRF-ARW) Model. J. Mar. 
Sci. Eng. 2014, 2, 33-45. 

1. Introduction 

During the period when Hurricane Irene was moving northward along the U.S. east coast, the 
storm was encountering increasing wind shear and cooler sea surface temperatures and was slowly 
weakening as it tracked from the Carolinas to New England. Despite this, Irene brought widespread 
and significant impacts along the east coast, causing severe flooding from the mid-Atlantic states 
into eastern New York and western New England, widespread wind damage and power outages 
across a large portion of southern and central New England, and a major storm surge along portions 
of the Long Island coast. The objective of this study was to perform retrospective numerical 
simulations with the Advanced Research Weather Research and Forecast model (WRF-ARW) and 
evaluate how to use the WRF modeling system [1] as a tool for reconstructing the surface wind 
field for historical storm events to support storm surge studies. The WRF wind and pressure fields 
can be used to drive a storm surge model such as the Advanced Circulation model (ADCIRC) as 
part of a storm surge analysis. WRF output may represent a potential source of data for storm surge 
analysis especially for regions with limited or no observational data. 

Storm surge studies typically use a variety of approaches to re-analyze historical storms. These 
include parametric wind models [2,3] to develop a radial profile of the storm winds based on 
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available data typically issued in National Hurricane Center advisories, including storm central 
pressure, maximum wind speed, and radius of maximum wind. These parametric-based approaches 
have been modified recently to account for storm asymmetries by allowing for storm quadrant 
specific profiles, again using data from available advisories that contain information about wind 
radii in each quadrant of the storm. Other approaches include hurricane boundary layer models [4] 
and objective analysis systems such as the Interactive Objective Kinematic Analysis (IOKA) 
system from Ocean Weather [5] and the HWIND analysis (also denoted as H*WIND) from the 
National Oceanic and Atmospheric Administration’s (NOAA’s) Hurricane Research Division [6]. 
Data from the HWIND product is dependent on the density and quality of observational data, and 
to some extent relies on wind speeds extrapolated from flight level observations or dropsonde 
measurements, so the quality of the analysis may vary throughout a storm’s history. Typically, a 
hurricane’s inner core region is well sampled through reconnaissance flights and dropsonde data, 
while observational data may be more sparse at large distances from the center. Finally, use of non-
steady state dynamic models such as WRF offers another approach to storm reanalysis. There has 
been some work already done to study the use of the WRF model to drive the ADCIRC model for 
purposes of providing an improved storm surge prediction system [7]. However, to this author’s 
knowledge, there have been no further applications of WRF as a tool to reanalyze historical storms 
events specifically for storm surge modeling studies. 

WRF has a number of advantages over steady state and objective analysis approaches. The 
model simulates the evolution of atmospheric systems including tropical cyclones using full 
physics. It employs a range of physics options to account for cloud microphysics, atmospheric 
radiation processes, planetary boundary layer and surface layer processes, and parameterization of 
sub-grid scale moist convection. These capabilities allow WRF to simulate far field winds, spiral 
rainband structures, and supergradient flow in the inner core region [7], structures generally not 
resolved by other approaches. The WRF model also has full data assimilation capabilities including 
four-dimensional data assimilation (FDDA) and three-dimensional variational (3DVAR) 
approaches for blending the model fields with a diverse set of observational data [8,9]. Other more 
advanced data assimilation techniques such as four-dimensional variational (4DVAR) and 
Ensemble Kalman Filter (EnKF) techniques can also be applied to improve the analysis. Unlike 
HWIND or IOKA, the WRF model is not reliant on observations alone to simulate a storm event, 
but can use observations when available to help refine the model solutions by adjusting the model 
fields towards the observed data. The data assimilation process helps to constrain the model fields 
while preserving important structural features of the storm. Additionally, the model can output 
wind and pressure fields at both high spatial and temporal resolutions, thus eliminating the need for 
interpolating between analysis periods. Finally, the application of the WRF model is not limited to 
tropical cyclones but can also be used to simulate extra-tropical cyclones and hybrid type events 
such as Superstorm Sandy, where use of parametric modeling approaches are extremely limited. 
This study presents some results of an ongoing effort to optimize the WRF model for storm surge 
modeling applications. The focus of the work in this study was on WRF simulations of Hurricane 
Irene during the period 27–29 August 2011. 
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2. Methodology 

The WRF model configuration consisted of a 12-km resolution parent domain and a 4-km nested 
grid with 40 vertical levels from the surface to 100 millibars. The model was configured with a 
Lambert Conformal (LCC) projection, NWS-84 datum centered at 38.5N, 83.0W, and with 
standard parallels of 28.5N and 48.5N. A third nest was used for Advanced Hurricane WRF  
(WRF-AHW) simulations at a spatial resolution of 2 km. Figure 1 shows the modeling domains for 
the WRF simulations with the inner nested domains focused over the northeastern United States 
and over the North Carolina region. The Kain-Fritsch cumulus parameterization scheme was used 
on the 12-km domain only, while convection was explicitly simulated on the 4-km and 2-km nested 
domains. The WSM5 microphysics scheme, the Yonsei University (YSU) PBL scheme, and the 
NOAH land surface model were implemented on all domains. The National Centers for 
Environmental Prediction (NCEP) 1-degree final analysis (FNL) data was used for the initial and 
lateral boundary conditions along with the NCEP Real Time Gridded 1/12 degree sea surface 
temperature data. Four-dimensional data assimilation was applied in all simulations. There are two 
types of FDDA available in the WRF modeling system: Analysis nudging and observation nudging. 
In these WRF simulations, analysis nudging was performed on the 12-km domain only using the 
FNL gridded analysis data. Several sensitivity simulations were also conducted with just the 4-km 
nested domain to examine the sensitivity of the model to the PBL and cumulus parameterization 
schemes. The schemes tested were based in part on previous WRF modeling studies [10,11]. In 
addition, simulations were conducted using three different initialization times at both 0000 and 
1200 Universal Coordinated Time (UTC) on 27 August 2011, and another at 1200 UTC on 26 
August 2011. 

Figure 1. Weather Research and Forecast (WRF) modeling domains. Note the inner 
domains over the northeast United States and the North Carolina Region. Domain 2 
uses a spatial resolution of 4 km while Domain 3 uses a spatial resolution of 2 km. 
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After some initial evaluation of the 4-km resolution WRF simulations, two new sets of simulations 
were conducted with the WRF-AHW settings with the introduction of a 2-km resolution nested 
domain. One WRF-AHW simulation focused over the northeast United States and the other 
simulation was conducted with the 4-km and 2-km nested domains centered on the North Carolina 
region. These WRF-AHW simulations used a specific selection of data and physics options that 
were designed to improve the WRF model’s performance specifically for hurricanes. The WRF-
AHW configuration consists of initializing the model with HYCOM ocean model data and 
selecting the surface ocean physics option. This allows the model to evolve the sea surface 
temperature in response to the storm. The Donelan surface flux option was selected for handling 
surface fluxes and surface drag. For the WRF-AHW simulations, available surface observations 
and upper air soundings from the National Centers for Environmental Predictions Automated Data 
Processing (ADP) data were blended with the FNL analysis data and used for the analysis nudging. 
The ADP surface and upper air data consist of land-based surface observations, buoy data, and ship 
reports as well as radiosonde measurements, data from pibals, and aircraft reports. For the  
WRF-AHW simulations, the WSM5 microphysics, Kain-Fritsch cumulus parameterization, YSU 
planetary boundary layer scheme, and NOAH land surface model were used. The microphysics, 
cumulus parameterization, and surface and planetary boundary layer schemes used in the WRF-AHW 
simulations were the same as the initial WRF simulations conducted on the 4-km nested domain. 

Figure 2. Plot of surface meteorological stations. 

Figure 2 shows a plot of the surface stations used for validation. They include Cape Lookout, 
North Carolina (Station 994160), Buzzards Bay, Massachusetts (Station 994140), and Providence 
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Rhode Island (Station 997278). For comparisons with direct observations, time series plots were 
constructed from the observations and compared against time series from the WRF simulation at 
the observation locations. 

3. Results 

Figure 3 shows wind vector plots from the 4-km modeling domain from the initial WRF 
simulation which are compared to the National Hurricane Center Best Track data. This figure 
shows that the WRF track of Irene fits quite well with the best track data. At 1200 UTC on August 
28 (right plot of Figure 3), there is a small southwestward displacement by about 30 km compared 
to the best track data suggesting the model storm was slightly slower than indicated by the 
observed data. 

Figure 3. WRF 10-m wind vectors on the 4-km domain over the northeast United 
States (see left plot in Figure 1) at 0000 UTC (left) and 1200 Universal Coordinated 
Time (UTC) (right) 28 August 2011. The red line shows the observed track of 
Hurricane Irene. 

Figure 4 shows the WRF 10-m wind speed plots on the 4-km resolution modeling domains from 
the initial WRF simulations and compares these to the HWIND 10-m wind speed analysis. This 
indicates that at a resolution of 4 km, the shape and orientation of the surface wind field agreed 
well with HWIND, but the WRF wind speeds were larger overall compared to the HWIND 
analysis. At this resolution, the WRF model was able to resolve key structural aspects of Hurricane 
Irene. For modeling classic hurricanes with a compact and well developed inner core, grid 
resolutions of at least 2 km would be needed to properly resolve the inner core structure. 
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In order to assess how well the WRF simulations reproduced the overall storm structure and 
dynamics, a plot of total precipitation from the WRF simulation was compared against the NOAA 
Advanced Hydrologic Prediction System (AHPS) multi-sensor precipitation analysis product. 
Figure 5 shows the total rainfall for the 24-h period ending on 28 August 2011, from the WRF 
simulation for the 4-km resolution domain compared to the AHPS analysis for the same period. 
The results show that the spatial pattern of total storm rainfall along the U.S. east coast was well 
simulated by WRF. This plot shows a distinct southwest to northeast axis of 6- to 8-in. rainfall 
totals extending from the Carolinas into western New England and eastern New York in both the 
WRF simulation and the observed rainfall analysis. Pockets of rainfall greater than 10 in. are 
evident both in the WRF simulation and the observed data. This suggests the WRF model properly 
simulated the storm structure and dynamics. 

Figure 4. WRF 10-m wind speed analysis on the 4-km resolution domain (A) at 0400 
UTC and (C) at 1300 UTC compared to the HWIND 10-m wind speed analysis (B)
0430 UTC and (D) at 1330 UTC on 28 August 2011 (Courtesy of the Hurricane 
Research Division). 
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Figure 5. Twenty four-hour total rainfall ending on 28 August 2011, at 1200 UTC from 
WRF simulation on the 4-km domain (left) and observed rainfall from the National 
Oceanic and Atmospheric Administration (NOAA) Advanced Hydrologic Prediction 
System (AHPS) Multi-Sensor Precipitation Analysis (right). 

Time series plots of 10-m wind speed for several of the initial WRF sensitivity simulations on 
the 4-km nested domain only are compared to time series of the observed wind speeds and are 
provided in Figure 6. The time series at Cape Lookout shows that the WRF simulations captured 
the wind speed signature of the storm’s eye as it passed over Cape Lookout. The WRF simulations 
were a little slower, bringing the eye into Cape Lookout later by a couple of hours compared to the 
observed data. The peak wind speeds were higher than the observed winds at Cape Lookout, but as 
a whole, the time evolution of the WRF wind speeds was in general agreement with the observed 
data. Note that after about 36 h, when the eye region is northeast of Cape Lookout, the WRF wind 
speeds are higher for all simulations compared to the observed data. The time series at Providence 
and Buzzards Bay both show the WRF wind speeds in close agreement with the observed winds. 
Overall there is some variability between the different simulations, but all the simulations show 
wind speeds that cluster near the observed values. Computed root mean square error (RMSE) 
values were on the order of about 2 m/s for Providence and Buzzards Bay and about 4 m/s at Cape 
Lookout. The larger error at Cape Lookout is likely due to the tighter gradients near the storm core 
at a period when the storm had a more well-defined inner core structure. Thus, small timing errors 
in the WRF simulation can result in increased RMSE values. 

Figure 7 shows both wind vectors and color-filled, 10-m wind speed contours for the two  
WRF-AHW simulations on the 2-km resolution domain, one for the North Carolina region (top) 
and the other for the Northeast region (bottom). Figure 7 shows that the 2-km resolution WRF 
model presents a realistic representation of Hurricane Irene’s spatial wind field structure. While the 
storm was evolving south of the North Carolina coast, the WRF model shows a more well defined 
but still asymmetric wind field structure. The asymmetry was more pronounced as the storm moved 
northward along the Northeast coast and into western New England on 28 August 2011. Most of 
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the strong surface winds were east of the center and covered a larger spatial region. Note that the 
WRF-AHW simulations on the 2-km nested domain show a somewhat stronger storm (compared to 
the 4-km resolution simulations shown in Figure 4). This is, at least in part, due to the increased 
grid resolution. 

Figure 6. Time series plots of WRF 10-m wind speeds compared to observed data for 
several WRF simulations using different physics, cumulus parameterization, and 
initialization times for Cape Lookout, North Carolina (top), Buzzards Bay, Massachusetts 
(middle), and Providence, Rhode Island (bottom).
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Figure 7. WRF-AHW wind vectors and 10-m wind speed analysis on the 2-km 
resolution domain (A) at 1200 UTC on 27 August 2011, (B) at 1600 UTC on 27 August 
2011, (C) 0400 UTC on 28 August 2011, and (D) at 1200 UTC on 28 August 2011. 

Figure 8 shows the WRF-AHW simulation 10-m wind speed analysis (2-km resolution domain) 
compared to the HWIND analysis product. These results show close agreement with the shape and 
location of the maximum wind speed axis depicted by the HWIND analysis. The WRF wind speeds 
were higher in both the inner core and outer regions relative to HWIND. Some preliminary analysis 
(not shown) suggests that the higher wind speeds are due to the central pressures being too low in 
WRF compared to the observed data. Further sensitivity simulations are being explored to 
understand this issue. 
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Figure 8. WRF-AHW 10-m wind speed analysis on the 2-km resolution domain (A) at 
1000 UTC compared to the HWIND 10-m wind speed analysis (B) at 1030 UTC on  
27 August 2011, (C) WRF at 1300 UTC, and (D) HWIND at 1330 UTC on  
28 August 2011 (HWIND data Courtesy of the Hurricane Research Division). 

Figure 9 shows a comparison of the WRF-AHW simulated radar reflectivity run with the Special 
Sensor Microwave Imager Sounder (SSMIS) microwave image from the Defense Meteorological 
Satellite Programs F-16 satellite obtained from the U.S. Naval Research Laboratory. The SSMIS 
imagery is sensitive to precipitation particles rather than cloud top temperature and as a result has 
some similarities to a radar image. The simulated WRF-AHW reflectivity is from the 2-km 
resolution nested grid. These plots show excellent agreement between the WRF reflectivity field 
and the SSMIS imagery. Note that the WRF simulation correctly resolved the large intense 
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precipitation region north and northwest of the storm center as well as the cyclonically curved 
rainband structures to the east and southeast of the center of Irene. 

Figure 9. Simulated radar reflectivity from WRF-AHW simulation on the 2-km 
resolution domain for 28 August 2011, at 1200 UTC (left) and the special sensor 
microwave imager Sounder (SSMIS) photo (right) for 28 August 2011, at 1136 UTC 
from the Defense Meteorological Satellite Programs F-16 Satellite (SSMIS image 
courtesy of the U.S. Naval Research Laboratory). 

The results of both the initial WRF simulations on the 4-km resolution nested domain and the 
WRF-AHW simulations on the 2-km nested domain suggest that with even modest data 
assimilation applied to these simulations, the model was able to resolve the detailed structure of the 
storm, the storm track, and the spatial surface wind field pattern very well. 

4. Concluding Remarks 

The WRF simulations showed that the WRF model realistically simulated the overall structure 
and movement of Hurricane Irene. The WRF simulations presented here show that the spatial 
surface wind field pattern and the shape and location of maximum winds compared well with the 
Hurricane Research Division’s HWIND analysis product. The WRF 10-m wind speed analysis 
showed higher wind speeds relative to the HWIND analysis. Comparisons of the WRF simulated 
24-h total rainfall with the NOAA observed rainfall analysis showed close agreement, while 
simulated radar reflectivity compared to satellite imagery showed that WRF correctly resolved the 
rainfall patterns as well as rainband structures east of the storm center. 

These results suggest that with even modest data assimilation applied to these simulations, the 
model was able to resolve the detailed structure of the storm, the storm track, and the spatial 
surface wind field pattern very well. The WRF model shows real potential for being used as a tool 
to analyze historical storm events to support storm surge studies. 



423

Improved data assimilation strategies and more comprehensive sensitivity testing to examine 
different physics options and their interaction should help to improve the model’s performance. 
Work is currently underway to assimilate dropsonde data directly into the high resolution WRF 
domains to help improve the WRF analysis. Future efforts will explore assimilating more 
observational data directly, testing various data assimilation methods, performing sensitivity tests 
with different physics schemes, and evaluating the use of different data sets for initial and lateral 
boundary conditions, as well as assimilating selected grid point data from the HWIND analysis 
data sets. Finally, a more comprehensive model performance evaluation is needed, incorporating 
more observational data to better quantify the accuracy of the model results relative to observed 
data. This should also include a more detailed evaluation of the HWIND analysis to determine how 
well this product is capturing key features of the storm’s wind field. 
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