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1. Introduction

Precision dimensional measurements always play the critical role in workshop quality control.
Although there are many instruments on the market suitable for a variety of measuring demands, such
as lengths, angles, regular forms, free forms, and special geometries, not all products can be easily
measured by current instruments and technologies. Some cutting-edge manufacturing processes have
produced many difficult to measure parts, such as complex geometry, 3D forms, mini-to-micro-sized
parts, ultrahigh precision, high aspect ratio, large-scaled, soft surface, variable reflectance surface, etc.
Some new measurement sciences and technologies are urgently needed to cope with these demands.

Ever since this Special Issue was announced in May 2018, it has received a great attention and many
positive responses from worldwide experts in measurement sciences and instrumentation, especially
China. There were 87 papers submitted to this special issue, and 41 papers were accepted. Such a high
acceptance rate reveals the good quality and interesting subjects contributed from authors of renowned
universities and institutes. These published papers can be categorized into four main groups, including
surface profile and form measurements, sensors and probes development, laser-based interferometer
systems, and other measurement systems. Details are introduced in the following.

2. Surface Profile and Form Error Measurements

The first paper on 3D surface profile measurement is introduced by Qu and his colleagues at
Beihang University on the measurement sensitivity of through-focus scanning optical microscopy
(TSOM), which involves scanning a target through the focus and capturing of a series of images [1].
It was found that for enhanced sensitivity, illumination polarization should be perpendicular to
the target texture. Professor Gao’s group at Tohoku University presents a different method to
increase Z-measurement range of 3D profile using mode-locked femtosecond laser chromatic confocal
probe [2]. They also provide an uncertainty evaluation method for measurements of pitch deviation
and out-of-flatness of planar scale gratings by a Fizeau Interferometer in Littrow configuration [3].
A collaborative work between Karlsruhe Institute of Technology of Germany and Ohio State University
of USA presents a generalized approach using measurement data to enhance the simulation model for
designing freeform optics [4]. The boundary of a surface is difficult to measure by normal microscopy.
Professor Chen of National Taiwan University employed the digital image correlation (DIC) technique
to assist accurate edge detection of 3D surface profilometry [5]. He also proposes a new moiré
projection triangulation method using a dual optical sensing configuration by engaging two optical
sensors at two different viewing angles for achieving simultaneous full-field surface profilometry for
measuring semiconductor wafer surfaces with extremely variant reflectivities [6]. An international
cooperative work by Shanghai University (Sun et al.), Nanyang Technological University (Asundi) and
Linköping University (Valukh) presents the algorithm for surfaces profiles and thickness variation

Appl. Sci. 2019, 9, 3314; doi:10.3390/app9163314 www.mdpi.com/journal/applsci1
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measurement of a transparent plate using a Fizeau interferometer with wavelength tuning [7]. Another
useful algorithm of iterative stitching was also developed by this team on high numerical aperture
cylindrical surface [8]. Li et al. proposes an innovative methodology of cloud data compression for
free-form surface scanning measurement. It can save substantial data memory while remaining in good
quality [9]. We are pleased to have the contribution by Professor Liu at HUST on the Mueller matrix
technique for nanostructure scatterometry [10] and ellipsometry [11]. Li et al. deals with the method
of measuring a large aspherical mirror and identifying its vertex position [12]. Liu et al. summarizes
and compares the current five-point cylindricity error separation method with proximity sensors [13].
This provides a guideline for accurate evaluation of cylindricity errors.

3. Sensors and Probes

There are some papers focusing on the fabrication of new sensors and probes. Li’s group at Hefei
University of Technology successfully developed a chemical etching method to fabricate different shapes
of leaf springs [14]. This is a key component of any touch-trigger probe on a coordinate measuring
machine (CMM). Professor Tan’s group at HIT (Harbin Institute of Technology) introduces a novel
spherical scattering electrical-field contact probe [15]. This makes the measurement of ultraprecision
diameter of small holes with large depth-to-diameter ratio possible. Image processing technique
is often used in visual measurement. Camera calibration is a primary task to assure measurement
accuracy. Zhao [16] and Yang [17] address respective methods to calibrate image pose sensors to
subpixel level. An interesting time-grating capacitive displacement sensor is introduced by Professor
Liu of Chongqing University of Technology [18]. It has the capability for absolute positioning based on
a vernier-type structure. He et al. propose a real-time 3D shape reconstruction method of soft surgical
actuator which has an embedded optical fiber with two Fiber Bragg Grating (FBG) sensors [19].

4. Laser Interferometer Length Measurements

The distance measurement based on various laser interferometer systems is a highlight of the
Special Issue. This part includes incremental distance interferometer, absolute distance interferometer
and grating diffraction interferometer. For the miniaturization of laser interferometer, a compact laser
diode-based interferometer was developed by Cai et al. of Dalian University of Technology [20]. The
wavelength cannot be determined by the Edlén Equation, which is mainly used for He–Ne lasers.
Therefore, a grating diffraction method is employed to real-time detect the wavelength. Ren et al.
from Tianjin University developed a different method to measure air refractive index based on the
special material Etalon [21]. Professor Zhang’s group of Tsinghua University describes the unique
frequency-shifted optical feedback measurement technologies using a solid-state microchip laser [22].
In the area of absolute distance measurement, the frequency scanning (FS) laser is the main laser
source. Xiong et al. calculated the effective center wavelength for heterodyne interferometry of an
optical frequency comb [23]. Gao et al. propose a technique to compensate the FS interferometer [24]
and Xiong et al. propose an adaptive filtering method to correct errors due to interfering signals of
FS interferometer [25]. In the area of grating diffraction-based interferometer, a double diffraction
heterodyne interferometer was developed by Chang [26]. Li et al. of Tsinghua University designed
two innovate key components for planar grating interferometers, namely the Lloy’s mirror [27] and
the prism module [28].

5. CMM and Machine Tool Error Measurements

Coordinate measuring machines (CMMs) provide 3D measurement capability with probes. Cheng
et al. evaluated and optimized task-oriented measurement uncertainty for CMMs based on geometrical
product specifications [29]. Gaska et al. searched the optimal path control algorithm for probe heads
used on five-axis CMMs [30]. Wu et al. developed on-machine optical measuring equipment for drilled
holes [31].
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There are some reports on the geometrical error measurement of machine tools. Professor Jywe’s
group of National Formosa University developed a geometric error measurement system to assist
the linear guideway assembly process [32]. Professor Feng’s group of Beijing Jiaotong University
propose a simultaneous six-degree-of-freedom error measurement system for rotary stages [33]. Wang
considered a hybrid optimization method to optimize the power consumption during CNC (computer
numerically cntrolled) milling process [34].

6. Other Measurement Systems

In addition to dimensional measurements, there are some other purposes of measurement. Because
they are interesting, we also consider the following for inclusion in this Special Issue. Wang studied the
biomechanical feedback system in training of hammer-throw [35]. A wearable inertia measurement unit
has been developed that could help obtain the vital distance. An efficient real-time tunnel deformation
monitoring technology based on laser and machine vision was developed by Qiu et al. [36]. In the
large-scale metrology, Shi et al. use photoelectric scanning measurement network to model dynamic
errors [37]. Wang designed a structure for accurately determining the mass and center of gravity of
rigid bodies [38]. Yang et al. developed non-contact and real-time measurement of high strain rate
Kolsky bar with temporal speckle interferometry [39]. Zhang et al. present a demodulation technique
for weak photo-acoustic signals of laser interferometer on water surface [40]. The last paper was
written by Qiu et al. on the experimental analyses on multiscale structural and mechanical properties of
ε-Si/GeSi/C-Si materials [41]. Strained silicon (ε-Si) is a promising material that could extend Moore’s
law by enhancing electron mobility. The layer components and thicknesses were measured using
energy-dispersive spectroscopy and scanning-electron microscopy. Crystal and lattice characters were
observed by using high-resolution transmission-electron microscopy and micro-Raman spectroscopy.
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Abstract: Measuring the mass and Center of Gravity (CG) of rigid bodies with a multi-point weighing
method is widely used nowadays. Traditional methods usually include two parts with a certain
location, i.e., a fixed platform and a mobile platform. In this paper, a novel structure is proposed to
adjust the mobile platform for eliminating side forces which may load on the load cells. In addition,
closed-form equations are formulated to evaluate the performance of the structure, and transformation
matrices are used to estimate the characteristics of the structure. Simulation results demonstrate that
repeatability of the proposed structure is higher than the traditional one and there are no side forces.
Moreover, the measurement results show that the relative error of mass was within 0.05%, and the
error of CG was within ±0.3 mm. The structure presented in this paper provides a foundation for
practical applications.

Keywords: mass; center of gravity; side force; load cell; mechanical structure; modeling

1. Introduction

Mass and Center of Gravity (CG) are prerequisite parameters when designing the dynamic
performance of an aerospace vehicle, car, etc. [1,2]. When the shape of the vehicle is complicated,
it is necessary to obtain mass and CG by experiments [3]. The mass can be achieved by weighing
machines, for instance, load cells. There are several methods to measure the CG, which can be roughly
classified into three categories as follows: (1) static method such as multi-point weighing method
or unbalance moment method [1,4,5], (2) dynamic method such as spin balance method or inverted
torsion pendulum method [6–9], and (3) other methods such as the photogrammetric technique for
determination of the CG for large scale objects [10].

Each of these methods has its own strengths and weaknesses. For instance, the multi-point
weighing method, which uses three or more load cells to support a test platform, has been widely used,
and the reason is that this method can measure the mass and CG simultaneously. This method only
depends on gravity force acting through the CG, and CG location is calculated by static equilibrium
from the reaction forces on the load cells [1,4]. Due to these reasons, it is the most suitable method for
some massive objects [4], and it is also the cheapest automatic system.

However, there are shortcomings in the multi-point weighing method, for example, a load cell is a
spring and has a designed loading axis. In addition, the generated force against the load cell outside
of this axis can result in errors and may shorten the operating life of the load cell [11–14]. Besides,
the measurement accuracy of CG is related to the position of the loading force.

There are several types of load cells or bears to avoid incorrect loading, such as self-centering
pendulum load cell, pendulum bearing, and pendulum supports. These load cells automatically
guide the superstructure back to its original position when the load is introduced with lateral
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displacement [15]. However, these methods are usually used for a single load cell. Towards the
multi-point weighing method where three or more load cells need to be coupled, no related literatures
report the measurement structure.

In order to achieve high accuracy when measuring mass and CG, optimizing the mechanical
structure to make the force load on the designed axis is necessary. This paper focuses on designing
a structure used in a multi-point weighing method to avoid lateral forces and get high repeatability.
Moreover, mathematical modeling of the structure is further established to analyze the proposed
method. Finally, simulation and experiment results are conducted to validate the effectiveness of the
proposed method.

2. Background and Related Work

2.1. Method for Obtaining the Mass and CG of a Body

As shown in Figure 1, the multi-point weighing method is a static method, which includes three
load cells and a support platform. These three load cells are placed on the same horizontal flat and
angularly spaced by 120◦. This proposed method depends only on gravity force acting through the
CG [1,4].

 

Figure 1. Diagram of the multi-point weighing method.

We record the readings of the three load cells, and the sum of the three load cell readings is the
mass of the whole system. Similarly, we also record the mass of the system without the rigid body, and
the mass of the rigid body is obtained from the difference of the readings shown in Equation (1).

M = Δm1 + Δm2 + Δm3 (1)

where: M is the mass of the rigid body, and Δm1, Δm2, Δm3 are the difference readings of the three
load cells.

Based on the static equilibrium (first law), the CG location can be obtained by Equation (2).

⎧⎪⎪⎨⎪⎪⎩
x = x1·Δm1+x2·Δm2+x3·Δm3

M
y =

y1·Δm1+y2·Δm2+y3·Δm3
M

(2)

According to Equation (1) and Equation (2), there are two factors affecting the accuracy of
the results.

(a) Accuracy of the load cell.
The load cell is sensitive to side forces, bending and torsional moments, which should be avoided

in the measurement systems [11–16]. Figure 2 shows some examples of correct loading as well as
incorrect loading methods on a load cell [13–15].
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Figure 2. Correct loading on a load cell and some examples of incorrect loading. (a) Central
load application; (b) Non-central load application; (c) Non-axial load application or side forces;
(d) Moment-loading (torsion) load application.

(b) Location of the reaction forces (F1, F2 and F3) of the load cells.
The load cell always has a designed axis of loading. If the location of the reaction force is out of

this designed axis, it will cause errors of the load cells’ readings, and errors of the CG results can be
calculated according to Equation (2).

To avoid these issues, some efforts are done by designing the structure act on the load cell properly.

2.2. Traditional Structure and the Improved Struture

Figure 3 shows some types of structure. (a) Cone joint with conical pan, which is a traditional
mounting and it is used for individual load cells, (b) and (c) are types of rocker bearings. The distortion
of the load cell’s reading is practically absent for rocker bearings, because in this case only slight
rolling friction is present instead of a bending stress. However, the horizontal restraint of the rocker
bearing is significantly less than fixed bearings. Rocker bearings are recommended if the position of
the superstructure only changes horizontally [15].

 

Figure 3. The construction of the traditional structure. (a) Cone joint with conical pan; (b) Ball joint
with groove; (c) Ball joint with fillet.

We have researched CG determination for many years, and one traditional method is placing
three load cells on the same horizontal flat, as shown in Figure 4. In particular, each load cell has a ball
groove and each groove holds a ball, making the center of the ball groove on the designed axis of the
load cell. The upper platform has a similar construction. The ball can stay at the center of the ball
groove because of the gravity.
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Figure 4. The construction of the traditional structure.

However, due to manufacturing tolerance and imperfect assembly, axis 2 is not the same as axis
1 shown in Figure 5, making it hard to guarantee F pass through each designed axis of the load cell.
Moreover, reducing these errors will increase the costs significantly.

 

Figure 5. Axes of the ball grooves.

Regarding the above issue, an improved structure is proposed, as shown in Figure 6. Similar to
Figure 4, three load cells rest on the base platform, each of them has a ball groove and each groove
holds a ball, ensuring the center of the ball groove goes through the designed axis of the load cell.
The base platform should be horizontal and this structure should minimize the friction.

Figure 6. The construction of the new structure.

Specifically, the upper platform has one ball groove, one cylindrical groove and one planar surface.
Because of the characteristic of the cylindrical groove and the plane, the upper platform can adjust its
position and ensure F passes through the designed axis of the load cell without side force, even though
these grooves may have position errors. A mathematical analysis of the structure will be performed in
the next part.
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3. Parametric Representation of the Structure

Here, for a convenient and simple explanation, the platform with the load cells is called the
base-frame, and the upper platform is called the platform-frame [17]. The base-frame (OB,XB,YB,ZB)
and the platform-frame (OP,XP,YP,ZP) are two right-handed orthonormal coordinate systems with
(XB,YB,ZB) and (XP,YP,ZP) as their bases respectively, as shown in Figure 7. The three centers of ball
grooves, which are held by load cells, always rest on the XBYB-plane. The origin OB of the base-platform
is the intersection of the bisectors of the three angles of the base frame triangle. Coordinates of the
centers of the ball grooves formulate the locations of the ball grooves.

The origin OP of the platform-frame is the center of the ball groove shown in Figure 7, and the
XP axis is parallel with the axis of the cylindrical groove. The plane is parallel with the XPYP-plane.
In the neutral configuration, the platform-frame has a general position and rotation with respect to
the base-frame.

 

Figure 7. The schematic of the structure.

It is assumed that the external force acting on the platform-frame is known as well as the positions
of the load cells, and it is assumed that Bi (i = 1, 2, 3) and Pi (i = 1, 2, 3) are unknowns. The significance

of modeling is to analyze whether directions of
→

BiPi (i = 1, 2, 3) are vertical to the XBYB-plane, which
means that there are no side forces.

To analyze the structure, the coordinates of Pi (i = 1, 2, 3) or Bi (i = 1, 2, 3) should represent the
same coordinate system (OB,XB,YB,ZB), as shown in Figure 8, and Pi in base-frame (OB,XB,YB,ZB) is
shown in Equation (3):

[Pi]B = TBP + RBP · Pi (3)

where TBP = [x, y, z]TB is the relative position vectors between Op-XPYPZP and OB-XBYBZB. RBP is the
matrix representation of the rotation between OP-XPYPZP and OB-XBYBZB. P1 is the coordinate of the
contact point between the ball and the ball groove; P2 is the coordinate of the contact point between
the ball and the cylindrical groove; and P3 is the coordinate of the contact point between the ball and
the plane in the platform-frame. [Pi]B is the coordinates of Pi (i = 1, 2, 3) expressed in OB-XBYBZB.
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Figure 8. The vector loop between ball and ball groove.

The rotation matrix RBP is expressed by:

RBP =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
q11 q12 q13

q21 q22 q23

q31 q32 q33

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (4)

where:
q11 = cosγ · cos β
q12 = cosγ · sin β · sinα− sinγ · cosα
q13 = cosγ · sin β · cosα+ sinγ · sinα
q21 = sinγ · cos β
q22 = sinγ · sin β · sinα+ cosγ · cosα
q23 = sinγ · sin β · cosα− cosγ · sinα
q31 = − sin β
q32 = cos β · sinα
q33 = cos β · cosα

(5)

→
li is the direction of

→
BiPi (i = 1, 2, 3), which can be described by Equation (6) [17]:

→
li = [Pi]B − Bi = (TBP + RBP · Pi) − Bi (6)

Ignore the effects of friction, the direction of
→

BiPi always passes through the centers of the balls.

As a result, the magnitudes of
→
li are constant, which equal to the diameter of the balls, as shown

in Equation (7):

‖→li ‖ = D (7)

Fi are the forces loading on the load cells, and the direction of Fi expressed in OB-XBYBZB can be
expressed by the unit vector

→
nBi, as shown in Equation (8):

→
nBi =

→
li

‖→li ‖
=

1
D
· →li (8)

While the direction of Fi expressed in OP-XPYPZP can be expressed by the unit vector
→

nPi, as shown
in Equation (9):

→
nBi = RBP · →nPi (9)
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The stability of the platform-frame must meet two conditions, namely, the force balance theorem
and equilibrium of couples [18], which can be formulated in Equation (10):

⎡⎢⎢⎢⎢⎢⎢⎣
→
n P1

→
n P2

→
n P3

→
r 1 ×

→
n P1

→
r 2 ×

→
n P2

→
r 3 ×

→
n P3

⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

F1

F2

F3

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
[

F
M

]
(10)

where F and M are the external force and torque respectively, which act on the platform-frame as
shown in Figure 9. Here, the

→
ri (i =1, 2, 3) are formulated as Equation (11):

→
ri =

→
OpPi = Pi(xi, yi, zi) (11)

Figure 9. External force diagram of the measuring system.

Ignore the effects of friction; the Fi always passes through the centers of the ball grooves so that it
rests on the base-frame, so do the

→
nBi. As a result, the coordinates B0i of the centers of the three balls

grooves are calculated by Equation (12):

Boi = Bi + RB · →nBi (12)

where RB are the radiuses of ball grooves, and Bi are the contact points between the balls and the
ball grooves.

Similarly, the orientation of F1 always passes through the center of the ball groove (P01x, P01y, P01z)
which lies on the platform-frame, making the center of the ball groove equal to the origin (0, 0, 0) of the
OP-XPYPZP, which can be formulated as Equation (13):

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
xP1

yP1

zP1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦-RP

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
nP1x
nP1y
nP1z

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

P01x
P01y
P01z

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
0
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (13)

where (xP1, yP1, zP1) is the coordinate of P1, which is the contact point between the ball and the ball
groove; RP is the radius of the ball groove; (nP1x, nP1y, nP1z) are the vectors of

→
nP1.

The orientation of the
→

nP2 (nP2x, nP2y, nP2z) passes through the axis of the cylinder groove, because
the axis of the platform (XP) is parallel with the axis of the cylinder groove, as a result, we can get
Equation (14): ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

xP2

yP2

zP2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦-RP

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
np2x

np2y

np2z

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

xp2

0
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (14)

where (xP2, yP2, zP2) is the coordinate of P2, which is the contact point between the ball and the
cylindrical groove; RP is the radius of the cylindrical groove.
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Besides, the normal vector of the plane is the orientation of
→

nP3 (nP3x, nP3y, nP3z) and is given by
Equation (15): ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
0
1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

np3x

np3y

np3z

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (15)

The solution described here uses the geometric model to calculate the relative position and
orientation between the base-frame and the platform-frame. Analysis of the unknowns from Equation (3)
to Equation (15) will help to analyze the characteristics of the improved structure.

4. Simulation Results and Discussion

A simulation was carried out to demonstrate the feasibility of the proposed method. As illustrated
in Figure 10, the solution employs a system of 27 equations. The corresponding unknown variables
were solved iteratively by using a nonlinear numerical technique [19]. The inputs to the solver include

B0i, P01, P02,
→

np3, ‖→li ‖, F, and M. The outputs of the algorithm include Bi, Pi, Fi, TBP and RBP.

Figure 10. The solution for the proposed mathematical model.

With the proposed mathematical modeling, we analyze the traditional structure. Setting the
offsets between axis 1 and axis 2, as shown in Figure 5, to 0 mm, 0.05 mm, 0.10 mm, . . . , 1.00 mm, the
side forces loading on the three load cells were obtained and shown in Figure 11. The offsets of the
loading axes between the designed axes are listed in Figure 12. The inputs are listed in Appendix B.

From Figures 11 and 12, we can see that the traditional structure provides high accuracy without
lateral forces in the ideal case. However, when taking the manufacturing or assembling errors into
account, i.e., making the axis of the ball grooves on the base-frame shift the axis of ball grooves on
the platform-frame, the results show that the offsets of the loading axes between the designed axes
increased, so do the side forces.

The improved structure was also analyzed. With the offset or not, the side forces loading on the
three load cells were always less than 0.01 N, and the offsets of the loading axes between the designed
axes were less than 0.001 mm, which means that the accuracy of the improved method is higher than
the traditional one.
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Figure 11. The simulation results of the side forces.

Figure 12. The simulation result of offsets between the loading axes and the designed axes.

5. Physical Experiments

Mass and CG of a sample were measured 20 times with the traditional structure and the improved
one respectively, as shown in Figure 13, and the standard deviations of the data are listed in Table 1,
which means that the new structure has higher repeatability. The accuracy of the load cell is 0.02%,
and the range of the load cell is (0–220) kg.

 

Figure 13. Experiment platform for measuring mass and CG.
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Table 1. The standard deviations of the mass and the CG.

Deviation of the Mass (kg)
Deviations of the CG (mm)

Along Axis of X Along Axis of Y

The traditional structure 0.06 0.32 0.33
The improved structure 0.01 0.06 0.10

Mass and CG of a large-sized standard sample was measured by a system with the new structure
as shown in Figure 14. Major dimensions of the system are shown in Table 2, and the specification and
design requirements of the system are shown in Table 3.

Figure 14. Experimental platform for measuring the mass and CG.

Table 2. Major dimensions of the system.

Item Dimensions

Height of the device 1680 mm
Length of the device 2850 mm
Width of the device 2140 mm

Accuracy of the load cells 0.03% (F.S.)

Table 3. Specification and design requirements of the system.

Item Dimensions

Mass properties to be measured Mass, CG along three orthogonal axes (X, Y, Z)

Range of CG measurement (0–3000) mm
CG accuracy ±0.3 mm

Range of mass measurement (500–1000) kg
Mass accuracy ±0.05%

The mass and CG of this sample have been calibrated by a metrological authority. According to
the calibration result, the mass is 779.43 kg, and the offset of CG from the centroid of the sample is
less than 0.05 mm. The standard sample was placed at 20 different positions of the measurement
system. The mass errors measured by the system are shown in Figure 15, and the CG errors are shown
in Figure 16.
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Figure 15. The measurement error of mass.

Figure 16. The measurement error of the CG.

According to the results of the mass measurement, the standard deviation of mass is 0.05 kg, and
the maximum error is −0.07 kg. Meanwhile, the standard deviation of the CG along X axis is 0.04 mm,
and the standard deviation of the CG along Y axis is 0.05 mm, which means that the improved structure
can be used to measure the mass and CG with high accuracy.

6. Conclusions and Outlook

An improved structure for measuring the mass and CG was proposed in this paper. In addition,
the analysis of the structure was presented, which includes the position and orientation of the
platform-frame. Simulation and experimental results illustrate that the repeatability of the proposed
structure is higher than the traditional one. In future work, the deflection deformation of the balls
and the friction between the balls and the grooves will be considered, and the optimal radiuses of the
grooves and the balls will be considered too.
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Appendix A

Table A1. Variables and their description.

Variable (i = 1, 2, 3) Description Variable (i = 1, 2, 3) Description

B0i (xi, yi, zi)
The coordinates of the ball grooves in

OB-XBYBZB
TBP = [x, y, z]TB

The relative position vectors
between OP-XPYPZP and

OB-XBYBZB

RB
The radiuses of the ball grooves

on base-frame RBP = [α, β,γ]TB
The rotation between

OP-XPYPZP and OB-XBYBZB

OB The origin of OB-XBYBZB
→
ri

The point of the force act upon
platform-frame

OB-XBYBZB The coordinate system of the base-frame Fi
The forces between balls and

grooves

Bi
The contact points between the balls and

the ball grooves F (x, y, z) External force

P01
The center of the ball groove on the

platform-frame M (x, y, z) External torque

RP
The radius of the ball groove on the

platform-frame D The diameter of the balls

OP The origin of the platform-frame
→
li the direction of Fi

OP-XPYPZP
The coordinate system of the

platform-frame
→

nBi The unit vector of
→
li

Pi

The coordinates of the contact points
between the balls and the grooves on the

platform-frame

→
nPi

→
nBi expressed in OB-XBYBZB

[Pi]B
The coordinates of Pi expressed in

OB-XBYBZB

Appendix B

Table A2. Inputs and their values.

Bo1 = (400, 0, 0)T P02 = (xP2, 0, 0) T

Bo2 = (−200, 346.41, 0)T →
np3 = (0, 0, 1)T

Bo3 = (−200,−346.41, 0)T ‖→li ‖ = 20
P01 = (0, 0, 0)T F = (0, 0, 600)T

M = (0, 0, 0)T RB = 15
RP = 15
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Featured Application: The proposed method is used to separate the overlapped interferograms

formed by parallel interfaces, specifically, surfaces of a transparent plate, and to obtain the front

and rear surface profiles, as well as the thickness, simultaneously.

Abstract: An interferogram obtained from a transparent plate contains information on the profiles
of both surfaces and on the thickness variation. The present work is devoted to the processing of
interferograms of this type. The processing technique is based on a 36-step algorithm developed
by the authors for characterization of transparent plates having approximately equal reflections
from both sides. The algorithm utilizes weighted multi-step phase shifting that enables one not
only separately to extract the front and rear surface profiles together with the thickness variation
of the tested plate but also to suppress the coupling errors between the higher harmonics and
phase-shift deviation. The proposed measuring method was studied on a wavelength tunable Fizeau
interferometer. The tested sample had an optical thickness and surface profile deviations equal to
0.51 μm, 1.38 μm and 0.89 μm, respectively. According to the results obtained using 10 repeated
measurements, the root mean square (RMS) errors for determining both surface profiles did not
exceed 1.5 nm. Experimental results show that the setup and presented 36-step algorithm are suitable
for the measurement of a transparent plate of arbitrary thickness.

Keywords: Fizeau interferometry; wavelength tuning; separation of interferograms; characterization
of a transparent plate; 36-step algorithm

1. Introduction

Being an optical element, transparent plates play an essential role in a large variety of optical
components and applications [1,2]. The front and rear surface profiles together with the optical
thickness are among the fundamental characteristics of a transparent plate. Precise control and
monitoring of these characteristics by non-destructive and non-contact methods for samples with
different sizes and thickness are often important from a technological point of view and are associated
with the quality improvement of finished products. Several optical techniques have been developed
for the determination of the thickness. Most of them are based on principles of ellipsometry and
interferometry [3,4]. For example, these include the excess fraction method, digital phase-measuring
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Appl. Sci. 2019, 9, 2349

interferometry [5], Fourier transform profilometry [6], random tilt phase-shifting [7], and 3D
profilometry based on modulation measurement [8]. White-light interferometry and confocal
microscopy have also been used for optical thickness and profile measurement of transparent
plates [9–12].

Depending on the spectrum of the light source used, the methods applied to measure thickness
variation can be classified as monochromatic or spectral. The experimental setups of some of those
methods include both a monochromatic laser and a spectral halogen lamp [13]. One of the disadvantages
of using confocal microscopy is the limitation in the diameter of an observing aperture.

In addition, it is not suitable for measuring the distributions of the surface profiles and the
thickness because this method is based on an assumption that a sample has a uniform thickness,
it measures the sample on a point by point basis. White-light interferometry is time-consuming and
involves a limited aperture. Moreover, the determination of large thicknesses requires a light source
possessing a large coherence length.

Wavelength tuning interferometry (WTI) [14–25] is an effective method for application in surface
metrology, which is primarily limited to front-surface reflected optical element measurements. WTI has
also been exploited for separating overlapped interference signals formed by the reference surface
of the interferometer used and both surfaces of the measured transparent plate in frequency domain.
However, the WTI method [16] provides an air-gap length (the distance between the reference surface at
Fizeau geometry to the front surface, Figure 1) which is less than the thickness of the sample. In order to
facilitate its application in actual industrial measurements, the air-gap length must be large. In this case,
it becomes difficult to measure a sample with a thickness less than 10 mm in an actual measurement
process that uses Fizeau interferometer. Whereas a conventional phase-shifting interferometer [26]
requires a stable phase detection method for only a single signal obtained from the surface to be tested.
The challenge for a wavelength tuning interferometer is an extraction of information in several signal
frequencies, when it is necessary to suppress the noise from the neighboring frequency signals.

v v v
H

n
T

Figure 1. Diagram of the reflected rays forming the interferogram.

In this study, we report a developed interferometric phase-shifting method based on a 36-step
algorithm to compensate for the phase-shift miscalibration and to suppress the signal contributions from
other surfaces. Our algorithm for data processing realizes the separation of multi-surface superposition
information. The method utilizes the spectral stretching of the Discrete Fourier Transform function and
is meant to be used for measurements of transparent plates with arbitrary thicknesses. The experimental
setup is based on the Fizeau interferometer with wavelength tuning.

2. Materials and Methods

When a beam of light is incident on a transparent plate, an interference pattern is obtained due to
multiple reflections from the plate’s surfaces. In order to measure the profile of the transparent plate, it
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is necessary to extract from the registered interference pattern information caused by each surface [5].
The intensity distribution in the interferogram formed by transparent plate can be expressed as:

I(x, y, k) =A0 +
∞∑

n=1

An cos(ϕn(x, y) + 2πvnk), (1)

where I(x, y, k) is the intensity of the kth record image in the coordinate (x, y), where the coordinate
plane x, y is parallel to the measured interfaces. A0 is the intensity of the background, and An is a
contrast associated with intensity of the nth harmonic. ϕn is the phase of the nth harmonic components,
which corresponds to the path difference between the sample surface and the reference surface of the
interferometer. The accuracy (peak-to-valley value) is less than one twentieth of the wavelength, λ/20,
generally. The modulation frequency is vn and is proportional to the optical path difference (OPD) of
each pair of interfering fringe.

For the signal generated by the interference due to the reflection from the reference and
front-and-rear surfaces, the frequency v is given by:

v =
2OPD
λ2

0

·dλ
dk

, (2)

where λ0 is the central wavelength of the laser source, and dλ
dk is the wavelength-tuning rate per

time unit.
In Figure 1, each frequency in the measurement can be described as follows

v1 = 4n0T
λ2

0
· dλdk

v2 = 4H
λ2

0
· dλdk

v3 =
4(n0T+H)

λ2
0
· dλdk

(3)

where n0 is the refractive index of the measured components when λ = λ0 and T is the thickness of the
transparent plate. H is length of the air-gap (the distance between the reference and the front surface).

Table 1 shows the relationship between the frequency information of the interference signals.
We can detect the useful signals (front-and-rear surfaces and thickness information) from the
superimposed interference patterns by setting the appropriate ratio M defined as M = H/(n0T).
The value of M determines the application for the measurement of the transparent plate of arbitrary
thickness. It is possible to develop a spectral stretching approach for obtaining the appropriate M
value for a transparent plate of any thickness in the actual measurement process using the Fizeau
interferometer with wavelength tuning.

Table 1. Frequency information of each measuring surface.

No. vn/v1 Remark

v1 1 thickness
v2 M Front interface
v3 M + 1 Rear interface
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The phase distribution can be calculated with the phase-shifting algorithm [27]. Consider a K-step
phase-shifting algorithm, where the phase-steps are separated by K – 1 equal intervals of δ= 2π/N
and N is an integer. Phase-detection formula is written as [27]:

ϕ(x, y)= arctan

K∑
k=1

bkI(x, y, k)

K∑
k=1

akI(x, y, k)
, (4)

where ak and bk are the weighed values determined by the window function. ϕ(x, y) is the resulting phase,
and I(x, y, k) given by Equation (1) is the intensity of the kth recorded image in the coordinate (x, y).

According to the signal analysis theory [16], we developed a 36-step algorithm as an example and
the phase-interval is δ = π/4.

In measuring the wave-front of the front surface,

ak =
1
4 w(k)• cos

[
(k−22)•M

4

]

bk =
1
4 w(k)• sin

[
(k−22)•M

4

] (5)

in measuring the wave-front of the rear surface,

ak =
1
4 w(k)• cos

[
(k−22)•(M+1)

4

]

bk =
1
4 w(k)• sin

[
(k−22)•(M+1)

4

] (6)

in measuring the variation in the thickness,

ak =
1
4 w(k)• cos

[
(k−22)

4

]

bk =
1
4 w(k)• sin

[
(k−22)

4

] (7)

In the formulas above, w(k) gives the weighted values determined by a window function.
There are many kinds of window functions, such as Bartlett, Blackman, Hanning and Lifting

Cosine [28–30]. In order to test the characteristics of the window functions, we use the following
functions to estimate the restraint of the harmonic [16]:

F1(v) =
36∑

k=1
bk exp(−iδkv/v1)

F2(v) =
36∑

k=1
ak exp(−iδkv/v1)

(8)

where i is the imaginary unit and v is the frequency variable. For the symmetrical property of the
sampling amplitudes, F1 and F2 must be real functions.

Let us take the Hanning window as an example, its figure and evaluating function are shown
in Figure 2. In Figure 2, it is assumed that M = 2 and we do not consider the effect of the reflection
coefficient. It can be seen that the tested phase can be separated from registered interference pattern
in the frequency domain. From Figure 2b–d, it can also be seen that the sensitive of the algorithm
for certain harmonious where the corresponding signals are non-zero. The amplitude of the sidelobe
of the Hanning window function is approximately 2.68%, as shown in Figure 2b. This demonstrate
that the Hanning window does not effectively suppress the side lobes, and information on other
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frequencies will be introduced to affect the extraction accuracy of the information to be tested in
multi-surface measurements.

  
(a) (b)

 
(c) (d) 

Figure 2. The Hanning window function. (a) Shape of the Hanning window function; (b) evaluating
function of the Hanning window in the thickness measurement; (c) evaluating function of the
Hanning window in the front-surface measurement; (d) evaluating function of the Hanning window in
rear-surface measurement.

In order to measure the highly reflective sample surface accurately, it is necessary to suppress
the harmonic signals more effectively than the Hanning window function. The main factor for
evaluating the validity of the window function is the amplitude of the sidelobe in the frequency domain.
Therefore, the window function usually needs to be adjusted ulterior. In order to improve the restrain
characteristics, the weighted values determined by the window function are subsequently processed.
The processed results should satisfy the following equation [11]:

N∑
k=1

ak = 0,
N∑

k=1
bk = 0

N∑
k=1

bk sin(−δk) =
N∑

k=1
ak cos(δk)

N∑
k=1

bk cos(δk) =
N∑

k=1
ak sin(−δk)

(9)
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where δk is the phase shifting value.
According to the phase extraction design algorithm-characteristic polynomial method [27] and

Equations (5–7), it is necessary to develop a new window function to satisfy Equation (9). We define a
36-step window function based on the characteristic polynomial design criteria and the phase shift
value δ= 2π/N = π/4 as follows:

w(36) = 1
2460 (1, 5, 15, 35, 70, 126, 210, 330, 490, 690, 926, 1190,

1470, 1750, 2010, 2260, 2380, 2460, 2460, 2380, 2260, 2010,
1750, 1470, 1190, 926, 690, 490, 330, 210, 126, 70, 35, 15, 5, 1)

(10)

Figure 3 shows the window function and its evaluating function at different frequencies,
respectively. The amplitude of the sidelobe of new window function of the 36-step algorithm is
suppressed by approximately 0.066%, as shown in Figure 3a, which is superior to those for the Hanning
window (2.68%).

  
(a) (b)

  
(c) (d) 

Figure 3. New window function of the 36-step algorithm. (a) Shape of the new window function of the
36-step algorithm defined by w(36); (b) new window function of the 36-step algorithm in the thickness
measurement; (c) new window function of the 36-step algorithm in front-surface measurement; (d)
new window function of the 36-step algorithm in the rear-surface measurement.

As mentioned above, in the actual measurement process it is difficult to measure a transparent
plate with a thickness of less than 10 mm because of the limitation in the air-gap range for a Fizeau
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type interferometer. In order to overcome this problem, we propose a novel method where a large
value for M is used. This is achieved with the spectral stretching of the Discrete Fourier Transform
function applied for the signal obtained for a transparent plate of an arbitrary thickness in the actual
measurement process using the Fizeau interferometer with wavelength tuning. In this case

M = r•N + 2, r = 0, 1, 2, 3 · · · , (11)

where N is related to the phase-shifting value, δ= 2π/N. For example, the phase-shift value is set as
δ = π/4, while N is 8. In this situation, one can measure the sample with M = 2, 10, 18, 26, 34 · · · as in
Equation (11). H can be set as H = 3, 15, 27, 39, 51 · · · mm for the transparent plate with a thickness of
1 mm and a refractive index of 1.5.

3. Results

To test the feasibility of the proposed method, an optical system based on the Fizeau interferometer
was built. Figure 4b presents a photo of the measuring device. The sketch of the actual optical path
system is shown in Figure 4a. A Littman external cavity (TLB-6804, Newport Corporation, Irvine,
USA) consisting of a grating and a cavity mirror was used as the light source. The beam from the laser
was directed at the reference surface and the transparent plate to be tested. The beams are reflected
from the reference surface, front surface, and rear surface propagate along the same direction and form
interference fringes on the CCD camera (The Imaging Source, Bremen, Germany) with the resolution of
1024 × 1024 pixels. The sample is placed vertically on an adjusting machine, with an air-gap distance
of H, which is approximately M times the length of the optical thickness of the transparent plate.

The central wavelength λ0 of the tunable laser is 632.8 nm. The required laser wavelength
is selected by tuning the inclination of the diffraction grating. Such a wavelength control can be
executed both manually and automatically by using a computer coupled with the corresponding
electro-mechanical unit.

In our experiment, the wavelength was finely scanned from 632.67 nm to 632.97 nm and
36 interference images were recorded with an equal wavelength interval. The minimum fine-tuning
resolution was 0.1 GHz, corresponding to Δλ ≈ 0.5× 10−4 nm for λ0 ≈ 632.8 nm. The stability of the
light source wavelength was less than 10−7 nm, which could reduce the error associated with the
phase-shift during the recording time of 2 min.

In the experimental setup, the expanded collimated laser beam was then projected onto the
front-and-rear surfaces of the tested sample through a beam splitter and the reference plate as illustrate
in Figure 4a. The light reflected from the reference plate and the interfaces of the tested transparent
plate in projected through the beam splitter on the CCD, where the interference field is registered.
The example of the field distribution captured by the CCD is shown in Figure 5a.
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(a) 

 
(b) 

Figure 4. Experimental setup. (a) Schematic diagram of the interferometer used to measure the profiles
of the front and rear surfaces; (b) laboratory photo of the measuring area of the transparent plate in a
wavelength-tuning interferometer.

The tested sample in the experiment was a transparent plate with a thickness approximately 5 mm.
The transparent plate was made of JGS1 material and its refractive index was approximately 1.45 at a
wavelength of 633 nm. The distance between the reference plate and the front surface H was adjusted
to 72.5 mm (M = 10) using a guide rail and adjusting part.

In order to ensure the accuracy and stability of the experiment, the room temperature is stabilized
to 25 ± 0.2 ◦C. In this paper, we set the phase-shift as δk = k•π

4 (k = 1, 2, 3 · · · ) in Equation (4).
The diode laser coupled with the diffraction grating provided the interval of the wavelength change,
Δλ = 3.5× 10−3 nm. The total wavelength-shift and phase-shift used in the experiment were 0.126 nm
and 9π, respectively.

By applying the 36-step algorithm described in Section 2, the information of the front and rear
surfaces and thickness variation could be extracted, respectively. The corresponding shapes of the
front and rear surfaces of the optical component were calculated after the phase unwrapping had
occurred. To remove the high-frequency noise, the phase map was filtered using the windowed Fourier
transform (WFT) method [31,32] as shown in Figure 5b–d.
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(a) (b) 

 
(c) (d) 

Figure 5. Distributions of the registered and processed signals obtained in the experiment. (a) The fringe
pattern from both surfaces of the transparent plate at the initial wavelength; (b) wrapped phase map of
the front surface after the windowed Fourier transform (WFT) filter was applied; (c) wrapped phase
map of the rear surface after the WFT filter was applied; (d) wrapped phase map of variation in the
thickness after the WFT filter was applied.

After unwrapping and compensating for the tilt phase aberration of the phase map obtained from
the both surfaces of the transparent plate, the profiles of both surfaces of the studied sample can be
obtained according to the following relationship:

δ =
4πd(x, y)
λ

, (12)

where d describes the optical path difference (OPD). For the three phase maps generated from the
reference surface and the front-rear surfaces of the tested transparent plate, φ f (x, y), φr(x, y) and
φ f -r(x, y) can be expressed as follows:

φ f (x, y) = 4π[H(x,y)+Wf(x,y)]
λ

φr(x, y) = 4π[H(x,y)+Wf(x,y)+n0(Wr(x,y)−Wf(x,y))+n0T( x,y)]
λ

φ f -r(x, y) = 4π[n0T( x,y)+n0(Wr(x,y)−Wf(x,y))]
λ

(13)
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where H represents the distance of the air-gap and Wf, Wr are front and rear surface profiles of the
sample, n0 and T are the reflective index of the sample, which were assumed to have a uniform
distribution, and the thickness of the sample, respectively.

The measured shape of the front surface, rear surface and variation in the thickness are shown
in Figure 6a–c, respectively. The mean peak-to-valley (PV) values of the front-and-rear surfaces of
the tested transparent plate and its thickness variation were found as 1.38 μm, 0.89 μm and 0.51 μm,
respectively, by carrying out 10 repeated measurements at the same position. The repeatability of
the 36-step algorithm is confirmed by a pair of measurements taken successively within three days.
According to the obtained results by 10 repeated measurements, the root mean square errors (RMSE)
for determining both surfaces did not exceed 1.5 nm. The detailed data of the measurements are shown
in Table 2. To test the reliability of the 36-step algorithm, the sample was measured by using a ZYGO
interferometer (Zygo Corporate, Middlefield, USA), which is considered as a reliable testing instrument
in industrial applications. However, it cannot measure the front surface and rear surface profiles
simultaneously. Therefore, only one surface was measured, whereas the other surface was covered
with Vaseline to suppress its reflection. Then, the other surface was measured while Vaseline covered
the first surface. Figure 6b,d,f show the measured front-and-rear surface profiles and variation in the
thickness respectively, using a ZYGO interferometer. The results indicate that the shapes measured
with the proposed 36-step algorithm were consistent with the ZYGO interferometer. Quantificationally,
the PV of front-and-rear surface profiles and variation in the thickness were 1.40 μm, 0.88 μm and
0.53 μm, respectively.

Table 2. The result of the peak-to-valley (PV) value of three surfaces obtained by 10 repeated
measurements using the 36-step algorithm (μm).

Measurement Number Average
Value

RMSE
1 2 3 4 5 6 7 8 9 10

front surface 1.3815 1.3809 1.3814 1.3824 1.3815 1.3803 1.3814 1.3838 1.3810 1.3802 1.3814 0.0010
rear surface 0.8932 0.8923 0.8943 0.8915 0.8924 0.8911 0.8932 0.8927 0.8900 0.8911 0.8922 0.0013

variation
of thickness 0.5114 0.5126 0.5015 0.5127 0.5113 0.5112 0.5103 0.5139 0.5117 0.5108 0.5116 0.0011
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(a) (b) 

 
(c) (d) 

(e) (f) 

Figure 6. The surface profiles measured with the 36-step algorithm and the ZYGO interferometer.
(a) The profile of the front surface obtained with the 36-step algorithm; (b) the profile of the front
surface obtained the ZYGO interferometer; (c) the profile of the rear surface obtained with the 36-step
algorithm; (d) the profile of the rear surface obtained with the ZYGO interferometer; (e) the profile of
the variation in the thickness obtained with the 36-step algorithm; (f) the profile of variation in the
thickness obtained with the ZYGO interferometer.

4. Discussion

The previous sections demonstrated the method for separating the superimposed fringe patterns
generated as a result of reflection from two parallel surfaces of a tested optical component. The data
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processing was based on the weighted Fourier transform technique, which is preferable to conventional
phase-shifting methods. Despite the previously demonstrated advantages, there are some limitations
to this approach. When the phase shift is nonlinear, the phase shift value δm is a function of the
phase-shift parameter. The phase shift value of the mth sample can be expressed as

δm = δ0m[1 + ε(δ0m)]

= δ0m[1 + ε0 + ε1
δ0m
π + ε2(

δ0m
π )

2
+ · · ·+ εp(

δ0m
π )

p
]

(14)

where ε is the error coefficient of the phase-shift miscalibration and p is the maximum order of
nonlinearity. Figure 7 shows the relationship between phase error coefficients of different order ε0,
ε1, ε2, ε3 and the phase shift error. According to this graph, the phase shift error increases with the
increase of the coefficient order of the phase-shift error, where the first order linear coefficient ε0 has
the greatest influence and the effects of the second and third nonlinear coefficient order decrease
sequentially. In order to reduce the impact of phase-shift error on the accuracy of measurement, it is
necessary to suppress the effects of low-order error coefficients, especially the first-order coefficient ε0,
second-order coefficient ε1 and third-order coefficient ε2.

ε
ε
ε
ε

π

Figure 7. Relationship between phase error coefficients of different order and phase shift error.

Further work should focus on improving the phase-insensitive ability to meet the requirement for
real-world applications. Adequate results can then be obtained using fewer interferograms.

5. Conclusions

This paper presented a new method for the simultaneous measurement of the front and rear
surface profiles of a transparent plate. The simulation analysis and experimental results demonstrated
the feasibility of the proposed method. A transparent plate with a thickness of approximately 5 mm
was tested as the sample. According to the results, the RMSE using 10 repeat experiments in the
determination of both surface profiles did not exceed 1.5 nm. A 36-step algorithm solves the problem
regarding the need to restrict the thickness of the sample to a minimum value, for example, more than
5 mm, using the parameters detailed in the paper. This is a good result for a practical measurement
application. In addition, a relatively simple experimental setup and reasonably high accuracy are
among the advantages of the 36-step algorithm over other techniques [16,19]. Some issues, such as
the calculation speed and the cost of a higher quality laser source, must be considered to improve the
performance of the 36-step algorithm.
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Abstract: A new surface profilometry technique is proposed for profiling a wafer surface with
both diffuse and specular reflective properties. Most moiré projection scanning techniques using
triangulation principle work effectively on diffuse reflective surfaces, on which the reflected light
beams are assumed to be well captured by optical sensors. In reality, this assumption is no longer
valid when measuring a semiconductor wafer surface having both diffuse and specular reflectivities.
To resolve the above problem, the proposed technique uses a dual optical sensing configuration by
engaging two optical sensors at two different viewing angles, with one acquiring diffuse reflective
light and the other detecting at the same time specular surface light for achieving simultaneous
full-field surface profilometry. The deformed fringes measured by both sensors could be further
transformed into a 3-D profile and merged seamlessly for full-field surface reconstruction. Several
calibration targets and industrial parts were measured to evaluate the feasibility and accuracy of the
developed technique. Experimental results showed that the technique can effectively detect diffuse
and specular light with repeatability of one standard deviation below 0.3 μm on a specular surface
and 2.0 μm on a diffuse wafer surface when the vertical measuring range reaches 1.0 mm. The present
findings indicate that the proposed technique is effective for 3-D microscale surface profilometry in
in-situ semiconductor automated optical inspection (AOI).

Keywords: semiconductor; surface profilometry; moiré projection; 3-D measurement; automated
optical inspection (AOI)

1. Introduction

Measuring the 3-D profile of an object surface has become increasingly important in industrial
automation, particularly in in-situ product inspection. 3-D surface measurement could be generally
classified into two major categories: tactile and non-contact measuring conditions. Coordinate
Measuring Machine (CMM) is a general system using both contact and non-contact techniques to
measure 3-D profiles. Tactile sensing cannot accurately measure soft object or thin-film surfaces as the
probe may scratch or deform the measured surface. In contrast, non-contact techniques can effectively
measure surfaces with high spatial resolution and are useful for measuring soft or flexible objects.
For non-contact measurement, optical triangulation techniques, such as stereo vision, laser scanning,
and structured light techniques, are widely used in industries. However, optical techniques often
require uniform surface light reflection to ensure reliable sensing. The absence of such condition would
pose difficulty for using optical triangulation techniques to measure a surface with both diffuse and
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specular reflectivities. One of the significant challenges in optical surface measurement lies in dealing
with reflectivity variations of the object surfaces to be tested, such as a semiconductor wafer surface
being engraved or marked by laser etching. Measuring objects with high reflectivity variations, such
as highly shiny or scattering surfaces, is a critical issue to ensuring measurement accuracy and product
quality assurance under automated optical inspection (AOI). Poor 3-D profiling results are common
when encountering high reflectance variances on the wafer surface to be tested or reconstructed for
3-D printing or other purposes.

One of the popular 3-D optical surface measurement techniques is structured light projection,
which is widely employed in industrial testing applications. The techniques basically work according
to the triangulation measurement principle with the assumption of uniform light reflectivity on the
tested object for ensuring capture of the deformed fringe reflecting from the tested surface. However,
in reality, such assumption is not applicable in face of high reflectivity variations on the surface.
For example, most industrial IC chips are fabricated using a silicon wafer substrate with an extremely
shiny surface and are also embedded with metal bumps having a scattering surface reflectance.
Under such condition, the reflected lights from the tested surface are rather complex and emitting in
different directions. Consequently, the detecting sensor cannot receive accurate phase information for
reconstructing surface morphology.

Structured fringe projection is a full-field optical technique for measuring 3-D object surfaces.
Owing to its advantages of fast speed, high accuracy, being non-destructive, and full-field testing, fringe
projection technique (FPP) has become one of the most promising 3-D surface profiling techniques in
3-D AOI. For obtaining the object shape, the common 3-D measurement techniques include mainly
phase shifting profilometry (PSP) [1] and Fourier transform profilometry (FTP) [2]. In general, these
techniques project structured light patterns, also called fringes, onto the object surface. Owing to
optical path difference (OPD) between inspecting beams, the fringe is deformed according to the
3-D shape of the object surface. To reconstruct the 3-D shape of the object surface, one phase map is
computed using a wrapping algorithm, and object height can be extracted using the phase unwrapping
algorithm [3] and phase-to-height transformation. PSP is widely employed in industrial inspection
because of its promising accuracy and high spatial resolution [4]. It uses a time-resolved wrapping
strategy to extract phase information for reconstruction of object profiles. Different from PSP, FTP
records distorted fringe images and analyzes object height information using phase modulation and
demodulation to acquire a phase map from distorted fringes. The unique advantage of FTP is its
one-shot capability of 3-D surface imaging. However, for exacting 3-D profile reconstruction, one
of the key issues in FTP is to extract accurately the first-order spectrum from the spectral domain.
The extraction would require an adequate band-pass filter to obtain accurate spectral information
from the first-order spectrum and separate it from the background spectrum (zero-order spectrum).
Conditions for separating these spectrum regions have been investigated by considering the minimum
distance between spectrum regions [5–7]. The single elliptic band-pass filter [8] and double orthogonal
elliptic band-pass filter [9,10] have been developed to extract accurately the first-order spectrum from
the spectral domain. Nevertheless, FTP still lacks a robust algorithm for detecting the first-order
spectrum to reconstruct accurately 3-D profiles. Apart from these methods, scanning white light
interferometry (SWLI) is powerful for its phase unambiguity and nano-scale depth resolution [11].
It has been widely applied for precise sub-micro-scale and nano-scale surface profilometry, especially in
semiconductor microstructure metrology. The method is mainly used for review or off-line metrology
since its scanning efficiency is limited by vertical scanning required.

A major challenge for 3-D scanning techniques using FPP is the presence of specular reflectance
on the tested object surface. Specular highlights occur on object surfaces when the specular element
of reflection is dominant. Specular highlight can easily saturate the detected image and seriously
deteriorate image quality. In the literature, several techniques have been proposed for resolving the
problem when measuring specular targets. All these techniques can effectively reduce specular effects
to different extents but cannot resolve the problem completely. One of the proposed techniques was
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to separate specular components from diffuse components and remove the specular components
using polarizers [12–15]. Tan and Ikeuchi relied on image color properties when transferring image
color to the hue domain [16]. This technique effectively eliminated image-saturated regions mainly
because the saturation value of every pixel was made constant for achieving maximum chromaticity
while keeping their hue. Other techniques, such as using multi-exposure time [17] or projecting
special structured light with strip edges [18] have been experimented for handling non-uniform
light reflection. Phase measuring deflectometry (PMD) is a specular surface measuring technique
using a Thin-Film-Transistor Liquid-Crystal Display (TFT LCD) screen as the pattern-projecting light
source [19,20]. The maximum detectable surface curvature is currently limited by the LCD light
dispersion angle. More recently, single-shot deflectometry using a single composite pattern was
developed for one-shot measurement of three-dimensional imaging using Fourier transform (FT) and
spatial carrier-frequency phase-shifting (SCPS) techniques [21]. However, generally for PMD, due to
demanding computation in slope integration, the absolute shape measurement may not be accurately
achieved. Thus, apart from visible moiré fringe projection, Wiedenmann et al. used high-power
infrared laser pattern to project on the measured object surface, in which the projected laser power
was partly transferred into dispersive heat [22]. Since heat dispersion can be generated from a highly
specular surface, extremely dark or transparent materials can be observed clearly by a proper heat
sensor [23]. Phase shifting technique can be employed to measure 3-D profile according to distortion
of the heat pattern on the object surface. The current limitation of the method is its low measuring
accuracy, which still requires further improvement. Up to date, some light separation strategies using
light property analysis were developed, including separation specular reflection using color analysis [3],
examining chromaticity and intensity value of specular and diffuse pixels [16], employing polarization
to separate reflection components [24] or using environmental structured illumination [25] techniques.
Although these methods have been effective to some extents in separating diffuse from specular light,
they basically assume either uniform surface reflectance or specific surface light reflectance conditions,
which may not be applicable for many in-situ testing applications.

Many semiconductor parts with variant reflectivities need to be inspected in in-situ manufacturing
processes for strict dimensional compliance. These parts often comprise a body (such as epoxy and
silicon), metal bumps, and pads (such as lead and solder), each of which may have complicated
geometric shapes with different orientations with respect to the detecting optical sensor [26]. Moreover,
the most challenging task is to overcome extremely variant wafer surface reflectivities, ranging widely
from diffuse to specular conditions. In 3-D inspection, the 3-D surface profilometric technique of the
tested objects often projects a structured light pattern with a desirable assumption that a non-absorbent
and perfect diffusely scattered model of the surface under test (SUT) is observed. However, in
reality, this assumption may not be true for many actual cases. In optical triangulation detection,
viewing the measured surface from a sensing angle can pose a huge measuring uncertainty in ensuring
detection of reflecting light due to variant surface reflectance properties. The extent of reflecting light
detected by imaging sensors can significantly affect the success of surface measurement. Most existing
techniques discussed above can resolve the light specular problem only for a surface with uniform
reflectivity. For objects with non-uniform surface reflectivity, the captured image contrast becomes
poor or even non-detectable.

Therefore, it is of need to develop an effective technique that can overcome the complex reflectivity
problem encountered in optical surface profilometry, especially for in-situ semiconductor wafer surface
inspection. The article proposes a dual sensing strategy to overcome the 3-D surface profilometric
problem encountered in semiconductor wafer surface. The rest of this paper is organized as follows.
Section 2 presents the proposed method for 3-D profilometry using dual sensing. The experimental
design and measured results are shown and analyzed in Section 3. Finally, the conclusions are
summarized in Section 4.
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2. Developed 3-D Profilometry Using Dual Sensing

In structured fringe projection, the angle between the projection and the sensing detection plays
an important role in determining the reflecting direction. Figure 1a shows the fringe image captured
from a semiconductor wafer surface detected using a laser-etched microscale grove with the viewing
angle set at zero. As can be seen, the groove area is rather clear but the remaining wafer specular area is
almost non-detectable. Therefore, the groove area can be seen with an adequate exposure time because
diffuse light is generally weak. With larger viewing angle, the wafer surface becomes clearer with a
better image contrast (see Figure 1b,c). Illustration shown from Figure 1b–d represents a transition in
imaging with increase in viewing angle. When the reflectance relation follows the light reflectance
rule, the fringe contrast on the wafer surface reaches its maximum as illustrated in Figure 1e. Figure 1f
represents the case when the sensor becomes over saturated owing to excessive exposure time. Figure 1
illustrates the critical reflectance condition of the tested surface under inspection. Figure 2 shows the
general reflection model of diffuse and specular components when the light is incident from an angle.

Figure 1. Images of wafer surface etched with a laser-etched groove and captured at different viewing
angles: (a) viewing angle ± 1◦, exposure time 420 ms; (b) viewing angle 12 ± 1◦, exposure time 200 ms;
(c) viewing angle 25 ± 1◦, exposure time 80 ms; (d) viewing angle 45 ± 1◦, exposure time 20 ms; and
(e) viewing angle 45 ± 1◦, exposure time 50 ms.

 

Figure 2. Reflection model of diffuse and specular components.
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To resolve the above issue, this article presents a new optical measuring configuration to capture
both of specular and diffuse light reflecting from wafer surfaces. A dual sensing strategy is proposed
to detect the light reflection from wafer surfaces when structured fringe projection is used to measure
and reconstruct 3-D surfaces. The proposed system design and measuring principle are detailed in the
following sessions.

2.1. Optical System Setup

Figure 3 illustrates the optical system configuration of the developed 3-D profilometry. As can be
seen, it includes a low-coherent light source (1), a diffuser (2), which is collimated by a lens module (3),
a sinusoidal grating (4), and a linear translator (5) for generating an accurate shifted phase. To achieve
full-field surface profilometry using PSP, the light source is a low-coherent light source such as LED
(light-emitting diode), instead of a coherent one like lasers. In the system, the structured light generated
by the incident optical module passes through a telecentric lens (6) and is projected onto the measured
surface (8) defined by the reference plane (7). The reflected light passes through two objectives (12 and
13) and is captured by two individual optical sensing cameras (10 and 11). The first objective (12) is
arranged in vertical direction to capture the diffuse light while the second objective is set to a reflection
angle with respect to the incident projection light angle, so that specular light can be well captured.
With such an optical configuration, both diffuse and specular light beams reflected can be well detected
by their corresponding objectives. When the projected sinusoidal fringe (9) hits the measured wafer
surface, it becomes a deformed fringe according to the phase difference generated by the optical path
difference (OPD) between the object profile and the reference plane. The deformed fringe image is
transferred to a computer (14) and the phase map is then computed with multi-phase shifting and
the wrapping principle using a set of deformed fringe images. Subsequently, phase unwrapping and
phase-to-height transformation are performed to extract the profile of the measured surface.

 

Figure 3. Configuration of the developed dual-sensing measurement system.

All the optical lenses employed in the developed system are telecentric to ensure the formation
of a constant image size along the depth of field (DOF) of the measurement. When the measured
surface located inside the overlapped with the DOF of the two cameras (indicated as the gray zone in
Figure 3), the captured image size can be kept constant, so the FOV is kept as a rectangular or square
shape according to the image sensor’s design. Meanwhile, to keep the focus plane of the imaging
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sensor to locate at the same focus plane with the projecting light side, the image sensor can titled
with the principle optical axis by an adequate angle to compensate the tilting effect. Thus, both of the
focus planes (light projection and imaging) are kept at the same focus plane and the image shape are
rectangular or square in the same FOV. Meanwhile, an adequate camera calibration can be performed
to identify all the intrinsic and extrinsic parameters of the coordinate transform, so 3D point cloud can
be transformed with image coordinates accurately.

2.2. Measuring Principle

2.2.1. Fundamentals in PSP

Using PSP technique for 3-D shape measurement involves several procedures, including projecting
sinusoidal fringe patterns onto the object surface, taking the images of the reflected distorted pattern
on the object surface, and then calculating the phase map from these captured images. Height
information is extracted from the phase map by phase unwrapping and phase-to-height transformation.
The calibration coefficients are then employed to transform the 3-D coordinates in image coordinates
into world coordinates (x, y, z) of each measured point. The phase φ(x, y) can be computed using
light intensities of captured images set by phase-shifted fringe projection. The five-step phase-shifting
technique is commonly used because of its accuracy and efficiency. The intensities of the five channels
in each pattern can be modeled as follows:

Ii(x, y) = Ib(x, y) + Im(x, y) cos[φ(x, y) + δi](i = 1∼5) (1)

where φ(x, y) is the phase value used by the phase-shifting algorithm in (x, y) location, δi is the
phase-shift, Ii(x, y) denotes the intensities of the five captured images for each pixel position, Im(x, y)
and Ib(x, y) are the intensity modulation and the average intensity for each pixel, respectively.

The phase value of each pixel φ(x, y) can be resolved using Equation (1) as:

φ(x, y) = − tan−1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

N∑
i=1

Ii(x, y) sin(δi)

N∑
i=1

Ii(x, y) cos(δi)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(2)

where δi, i = 0, 1, 2, . . . N, are the phase-shift values of each channel.
For the five-step phase-shifting technique (N = 5) and δ1 = 0◦, δ2 = 90◦, δ3 = 180◦, δ4 =

270◦, δ5 = 360◦, the phase value φ(x, y) can be computed using the intensity of each channel and the
corresponding phase-shift δi from the five-step phase-shifting technique shown in Equation (2).

With the phase value φ(x, y) being a function of arctangent, the phase value can be obtained in a
range from −π to π for phase wrapping. Consequently, if the pixel-based phase difference is larger than
2π, the wrapping phase becomes discontinuous and ambiguous. To obtain a continuous phase map, a
phase unwrapping process for subtracting or adding the multiple values of 2π is needed to reconstruct
the non-ambiguous phase map. The Gold-Stein phase unwrapping algorithm was employed to extract
the unwrapped phase map [3]. Then, the unwrapped phase difference can be transferred to a height
map using the following phase to height transformation.

The phase-to-height transformation is performed using the triangulation technique. The height
information of object surface h(x, y) of each pixel is carried by its phase difference value Δφ(x, y),
which is measured by the phase difference between the measured phase on the object surface and the
reference plane. Since the measured height is generally much smaller than the projection height of the
optical system and the projecting objective is telecentric, the object height has a linear relation with the
unwrapped phase difference as shown in Equation (3). Thus, the phase value can be transformed by a
linear transformation coefficient K, and the height information of the object is then given as:
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h(x, y) = KΔφ(x, y) (3)

2.2.2. Dual-Sensing Technique

As mentioned above, when the projected light beam hits the tested wafer surface, the reflected
light beams may contain both diffuse and specular components (see Figure 2). The diffuse components
are mainly formed by reflected light beams from micro structures on wafer surface with high surface
roughness. Each reflected beam may interfere with other beams. However, there is no light interference
due to low light coherence. In the optical design, the diffuse light intensity is reflected at a wide
reflecting angle and can be detected by a vertical sensing camera. On the other hand, specular light
is generated by the reflection of incident light from an object with a shiny reflective surface on a flat
wafer surface having very low surface roughness. According to the law of reflection, specular light can
be detected by an optical objective located at a reflectance angle equal to that of the incident light.

To capture both diffuse and specular components simultaneously, a dual-sensing optical system
is developed. In the configuration, a camera (10) is dedicated to capturing diffuse components with
another camera (11) designated for capturing specular components. To reconstruct the 3-D shape
of the measured surface, the reflected fringe images representing both diffuse and specular beams
are simultaneously captured using the proposed system, illustrated in Figure 3. By controlling the
adequate duration of light exposure required by the individual cameras, two deformed fringe images
with high contrast can be detected. The entire 3-D shape of the measured target surface can be
effectively synthesized from the two individual images detected and reconstructed by accurate pixel
spatial mapping between two sensors. Details of the proposed measuring system are illustrated by the
flowchart shown in Figure 4.

Figure 4. Flowchart of the proposed measuring technique.

In the proposed technique, the 3-D shape region detected and established from diffuse light can
be well synthesized with the 3-D shape region detected and established from specular light. The two
surface regions detected can be further merged seamlessly using a camera calibration procedure.

39



Appl. Sci. 2019, 9, 2060

A special artifact target is designed and employed as a special mapping target. Two cameras can be
calibrated and merged into the same measuring field of view (FOV) on the tested surface. Details of
the proposed calibration procedure are illustrated by the flowchart shown in Figure 5.

Figure 5. Flowchart of the proposed calibration procedure.

2.2.3. Dual Camera Mapping

To achieve precise mapping and calibration, an automatic and accurate mapping algorithm was
developed to align the two cameras into the same FOV on the measured object. Figure 6 illustrates the
proposed idea of dual camera mapping using random speckles. When mapping images captured by
the two cameras, a unique speckle pattern is used and a cross-correlation algorithm is employed to
compute the corresponding coefficient. In this study, the following normalized cross-correlation (NCC)
algorithm is employed to compute the correlation between images captured by the two cameras.

R(x, y) =

∑
x′y′ (T(x′, y′).I′(x + x′, y + y′))√∑

x′,y′ T(x′, y′)2.
∑

x′,y′ I′(x + x′, y + y′)2
(4)

where:
I′(x + x′, y + y′) = I(x + x′, y + y′) − 1

w.h
.
∑

x′′ ,y′′
I′(x + x′′ , y + y′′ )
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Figure 6. Proposed idea of dual camera mapping using random speckles.

The correlation value ranges from 0.0 to 1.0. The matching score of 1.0 means 100% matching
between sub-image and template image. To ensure that the dual camera mapping technique worked
well, a correlation threshold is needed to estimate the matching score. It is also important to note that
the sub-image size is set to be large enough to retain the accuracy of the matching process. When the
sub-image size is too small, the robustness of the correlation technique cannot be assured. In practice,
the sub-image size is chosen as a quarter of the captured FOV to achieve good matching and reasonable
computation efficiency. To achieve precise image mapping between the two images, a random speckle
pattern can be prepared and employed by projecting uniform blue light on an electrostatic-coating
aluminum surface with micro random patterns on it. The unique and random speckle pattern can
provide accurate image registration for image mapping. Figure 7 shows the aluminum surface target
designed and one of the speckle images prepared for image registration.

  
(a) (b) 

Figure 7. Calibration target design for dual camera image mapping: (a) white painted aluminum target;
(b) captured speckle image using the vertical camera.

Figure 8 shows the flowchart of the proposed dual camera mapping technique. One sub-image
(a quarter of captured image) of the vertical camera is cropped in the image center and selected as a
template image. The matching score between the tilted image and template image (vertical camera)
is determined using the NCC algorithm. The shifted value between the template image and that
captured by the tilted camera can be calculated along the X and Y directions of image coordinates.
This parameter can accurately represent the spatial location difference between the FOV of the tilted
and the vertical cameras. This process is repeated until the parameter converged to a preset threshold
for completion.
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Figure 8. Flowchart of the proposed dual camera mapping procedure.

2.2.4. Segmentation of Specular and Diffuse Images

An image averaging algorithm is developed to extract specular and diffuse measuring regions
with high S/N ratio from the acquired deformed fringe images. Removal of the projected fringe from
the acquired fringe is essential for segmentation because these deformed fringes contain light intensity
modulation, thus making segmentation difficult. In phase shifting, several phase-shifted sinusoidal
patterns are projected onto the tested object and their corresponding deformed fringe images are
acquired sequentially. A background image is defined here as an illuminated object image without
structured fringes. To obtain the background image of these deformed fringe images, the image
averaging algorithm can be performed by simply summing all the phase-shifted images to remove the
fringe modulation and generate the background image.

It is important to note that the above algorithm can reliably work even when the reflectivity
of the tested surface is extremely variant. The algorithm operates on every individual pixel for the
summing; hence, the result is generally insensitive to the pixel intensity. In an experimental test on
the algorithm, the sinusoidal projection grating was made by a precise lithography process and a
semiconductor’s wafer surface having laser-etched groves was tested. A precise linear stage with
positioning repeatability less than 1 μm was adopted to perform four-step phase shifting. Figure 9a–d
illustrates the captured images from the four-step fringe projection with phase-shift 0◦, 90◦, 180◦, and
270◦, respectively. As can be seen, all the projected fringes are effectively removed with the image
averaging algorithm, and the illustrated object image (also called the background image) is extracted.
The experiment result shown in Figure 9 was acquired by the tilted camera for specular light detection
on a smooth wafer surface. An excellent image contrast between specular and diffuse measured regions
can be achieved in the background image. The same can be performed on the diffuse images to achieve
equal effectiveness.
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(e) (d) 

(c) (b) (a) 

Figure 9. Phase-shifted images acquired from four-step phase shifting operation and image summing
algorithm: (a) Phase-shift 0◦; (b) Phase-shift 90◦; (c) Phase-shift 180◦; (d) Phase-shift 270◦; and (e) Image
result of average 4 channels.

3. Experimental Design and Result Analyses

To demonstrate the feasibility and measurement performance of the proposed technique, a 3-D
measurement system consisting of two sensing cameras, a single-frequency transmission grating
with a period of 24 line pairs per millimeter, and a step motor with positioning accuracy less than
1 μm was developed. Two telecentric lenses with the same optical specification are integrated in
front of the two cameras as the optical objective to collimate the reflected diffuse and specular light
from the measured object surface. The light module was powered by a 30-Watt white light LED, in
which the LED is mounted on a specially designed mechanical radiator for good heat dissipation.
A SolidWorks design and hardware of the housing and optical system were implemented and shown
in Figure 10a,b, respectively. The measuring FOV can reach 1.0 × 1.0 mm for every measurement.
A maximum measuring depth of the system can reach 1.0 mm which is sufficient for most microstructure
profile inspection.

(a) (b) 

Figure 10. Developed system: (a) SolidWorks design; (b) system hardware.

43



Appl. Sci. 2019, 9, 2060

Figure 11a,b shows the fringe images of the tested wafer surface captured using the tilted and
vertical cameras, respectively. Figure 11c,e illustrates the phase map and one height cross-section
of the specular wafer surface measured using the tilted camera. Similarly, the phase map and one
height cross-section for the laser-etched groove surface regions are measured using the vertical camera
simultaneously and shown in Figure 11d,f. The 3-D profile of groove surface region can be well
measured and reconstructed (see Figure 11h). It is important to note that the 3-D measured shape area
of the groove region has random noises due to the non-detectable diffuse light from the laser groove
surface region. Nevertheless, this region can be totally recovered and reconstructed by another vertical
camera which can capture the diffuse light from the groove region. Two detected 3-D profiles, shown
in Figure 11g,h, are extracted from their respective original images by the image summing algorithm
and further mapped by the camera calibration technique precisely to reconstruct a full-field 3-D profile
of the measured wafer, shown in Figure 11i. These results indicate that the full-field 3-D wafer surface
can be measured and reconstructed accurately using the developed technique.

(a) (b) 

(c) (d) 

(e) (f) 

(g) (h) 

Figure 11. Cont.
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(i) 

Figure 11. Measurement results of the tested wafer sample shown in Figure 1: (a) captured deformed
fringe image of specular light, (b) captured deformed fringe image of diffuse light, (c) wrapped
phase map of (b,d) wrapped phase map of (c,e) reconstructed cross-section of (c,f) reconstructed
cross-section of (d,g) reconstructed 3-D map of the smooth wafer surface, (h) reconstructed 3-D map of
the laser-etched groove surface, and (i) reconstructed 3-D shape of the whole tested wafer surface.

Figure 12 exhibits the measured height cross-section along one lateral section on the tested wafer
being captured by the tilted and vertical cameras. The standard deviation of the wafer surface region
and groove area are evaluated for measurement precision. In a 30-time repeatability test, the standard
deviation in the measured data region, shown in Figure 12a,b, are 0.265 μm and 1.937 μm, respectively.

(a) (b) 

(c) 

Figure 12. Height cross-section of a surface cross-section on the wafer in Figure 1: (a) reconstructed
cross-section profile by capturing specular light. (b) reconstructed cross-section profile by capturing
diffuse light, and (c) mapped cross-section profile.

The results obtained show that the measurement repeatability can be achieved for less than 2.0 μm
when measuring a rough laser-machined wafer surface. With the proposed technique, the measured
average step height of the cutting groove on the wafer is 19.01 μm.

To check the measurement accuracy, the measured result was compared with a pre-calibrated
laser confocal microscope. Figure 13 illustrates the measurement result obtained using a laser confocal
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microscope (KEYENCE VK-X1000) on the same measured wafer surface region. The measured average
step height of the laser-etched groove in a 30-time measurement was 18.853 μm. With the developed
method, the measured average step height on the same wafer surface was 20.21 μm, in which the
measurement deviation in this case was 1.357 μm.

  

(a) (b) 

(c) 

Figure 13. Measurement results of the wafer obtained using a laser confocal microscope (KEYENCE
VK-X1000): (a) 2D captured image of the wafer, (b) 3-D measured profile of wafer, and (c) one
cross-section of the 3-D profile.

To further check the feasibility of the developed method on an industrial semiconductor parts with
variant surface reflectivity, an IC chip was selected for measuring its surface profile. Figure 14 shows the
measured results on an industrial IC surface with extreme reflectivity variance between the substrate
and the metal pads. The substrate image detected by specular light is shown in Figure 14a while the
diffuse image detected by diffuse light is illustrated in Figure 14b. Neither of these two images can
cover the entire surface detection. With the developed method, both specular and diffuse images can
be detected simultaneously and reconstructed accurately. The phase map and one surface cross-section
profile can be reconstructed for smooth substrate surface regions, as seen in Figure 14c,e, respectively.
Similarly, Figure 14d,f represent respectively the phase map and one surface cross-section profile of the
metal-pad regions. Compared with the developed method, the traditional fringe projection method
will find excessive noises measured around the IC chip’s pads which are mainly reflected diffuse light
areas, as seen in Figure 14g. By using the developed technique, the surface measurement of the IC
chip can be successfully obtained, in which both the pad and substrate areas can be reconstructed
simultaneously and accurately, as shown in Figure 14j. In other words, a significant improvement in
surface profilometry of objects with substantial variance of surface reflectance can be achieved with
the developed approach.
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(a) (b) 

  

(c) (d) 

  
(e) (f) 

  
(g) (h) 

 
 

(i) (j) 

Figure 14. Measurement results of industrial IC chip: (a) image captured by camera receiving specular
light; (b) image captured by vertical camera; (c) wrapped phase map of tilted camera; (d) wrapped
phase map of vertical camera; (e) cross-section on wrapped phase map of tilted camera; (f) cross-section
on wrapped phase map of vertical camera; (g) 3-D shape of IC chip measured by tilted camera; (h) 3-D
shape of IC chip measured by vertical camera; (i) measured ROI of industrial IC chip; and, (j) 3-D
shape of measured ROI in (i).
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Figure 15a,b illustrate the cross-section of height map at Column 400 on the IC chip imaged by
the two cameras in charge of capturing specular and diffuse light, respectively. With the mapping
algorithm, the merged cross-section profile can be obtained, as seen in Figure 15c. The measurement
standard deviations of the specular and diffuse surfaces on the IC chip are 0.602 and 1.285 μm,
respectively. With the proposed technique, the measured average step height of the metal pads on the
IC chip is 13.2 μm.

  

(a) (b) 

 
(c) 

Figure 15. Cross-section profile measured on IC chip shown in Figure 14: (a) cross-section profile
reconstructed from specular light components; (b) cross-section profile reconstructed from diffuse light
components; (c) 3-D cross-section surface mapped by proposed mapping algorithm.

4. Conclusions

In this study, a new dual-sensing measuring technique for 3-D surface profilometry is developed
and proved effective for measuring objects with extreme surface reflectance variance. The key element
of the developed technique is its new optical configuration for simultaneous detection of both diffuse
and specular light reflected from various surface regions on a tested object. Moreover, an accurate
image segmentation and mapping algorithm is developed to extract effectively detected image regions
and merge them seamlessly into an accurate 3-D surface map. Experimental results indicate that the
proposed technique can successfully achieve simultaneous measurement with repeatability of one
standard deviation below 0.3 μm on a specular surface and 2.0 μm in a total vertical measurable range
of 1.0 mm on a diffuse surface. Specular light detection is more accurate than diffuse light detection in
3-D surface profilometry, which is mainly influenced by the SNR (signal-to-noise ratio) of the deformed
fringe image. The developed technique can provide an effective wafer surface measuring technique for
in-situ AOI, especially in 3-D full-field surface profilometry.
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Abstract: This study proposes a hybrid optimization method which can help users to find optimal
cutting parameters which will provide better efficiency and lower power consumption for a milling
process. Empirical models including performance-power consumption characteristic curves of servo
motors were built, and an optimization algorithm adopting the empirical models with procedure
guiding function was developed. The empirical models were built based on the measurements
from planned machining experiments with different combination of machining parameters including
spindle speed, feedrate, and chip load, etc. After integrating the models and algorithm, an optimization
system with human machine interface, which has procedure guiding function, was developed. The
system can recommend optimal machining parameters for a milling process for shorter machining time
and lower electricity costs based on the original machining parameters. Finally, cutting experiments
were conducted to verify the proposed system, and the results showed that the proposed method
can effectively enhance efficiency by 42.06% and save 34.74% in machining costs through reducing
machining time and electrical power consumption.

Keywords: optimization; power consumption; machining efficiency; machining cost

1. Introduction

Increasing power efficiency in production is a prime target for many companies, for a number of
different reasons. Power consumption is an important factor in operating cost. An efficiency power
consumption system with high-performance output and higher productivity requiring less power is
expected. In machine tool production, Computer Numerical Control (CNC) machine is usually used to
produce the precision product. When the machining capacity is higher and machining time is longer,
significantly higher power consumption will occur. In the past, enterprises use the shortest machining
time to increase machine utilization and productivity. However, the shortest machining time does not
always mean the lowest cost, because more power consumption is needed to finish the machining in a
shorter time. As known, the energy crisis is accelerating, and energy costs are rapidly increasing so it
will be beneficial if machining time was shorter and simultaneously, the power consumption lower.
Moreover, most of the factories and power companies have signed an electric power contract, so if
electricity consumption exceeds the contract, the cost of electricity will be greatly increased. Therefore,
if the machine power consumption characteristics can be known, it can help the planning of production
scheduling and cost.

In recent years, research on power consumption has grown rapidly. Gontarz et al. [1] introduced
a new physical modeling method to predict the effects of power consumption and thermal effect
for different modes of the turning machine tool and its components. A modeling framework was
established and used to simulate power consumption. Abdoli et al. [2] explored the relationship
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between cutting parameters and machine power consumption. The power consumption model was
established based on this relationship, and the model can be used for production line planning.
Diaz et al. [3] estimated the cutting power consumption and spindle motor power consumption
through an empirical formula. Mori et al. [4] suggested reducing the power consumption by reducing
the machining time or synchronizing the spindle speed acceleration/deceleration and the feedrate
system. Draganescu et al. [5] proposed a model to calculate power consumption, machine efficiency
and material removal rate for metal cutting. To establish the relationship between the above parameters,
the experimental data and response surface methodology (RSM) were used. Kara et al. [6] proposed
an empirical model to describe the relationship between power consumption of the material removal
process and process variables. The power consumption model for calculating the material removal rate
and the amount of cutting was developed.

To carry out the above development, extensive experimental research and data analysis of
machine power consumption characteristics are necessary. Many companies will collect various
data, such as production data, quality data, production environment data, etc., to analyze production
management and develop decision based policy. However, the enterprises rarely collect production
parameters and power consumption data for analysis. Hence, when an enterprise wants to control
power consumption, they lack the necessary data support. Although some enterprises are concerned
about power consumption, it is manually collected and calculated. In addition, the power consumption
data acquisition and analysis method is lacking. Some researches related to process monitoring have
developed, for example, Dimla et al. [7] used various sensor signals to develop cutting monitoring
of metal cutting. Usui et al. [8] proposed an analytical method based on orthogonal cutting data
for machining and tool wear characteristics, to predict various tool shape and cutting conditions.
Prickett et al. [9] used a machine controller to monitor the process and detect tool breakage signals.
Cai et al. [10] proposed a feedback method to predict tool wear, milling error and online compensation.
Li et al. [11] used sensor technology to detect tool wear and faults, and predict the impact of tool wear
to surface quality. Choi et al. [12] used an intelligent online system to monitor tool wear.

Although some researches on power consumption have been performed, they usually only focus
on power consumption or processing independently, and still lack a method which can synchronously
optimize the machining accuracy, production efficiency, and power saving. The objective of this
research is to establish the hybrid optimization of machining accuracy, production efficiency, and power
consumption. The characteristics of motor power consumption during machining were investigated.
Furthermore, the relationship between machining parameters and motor power consumption was
created. Moreover, the optimization algorithm of production efficiency and power saving was built.
Finally, the hybrid optimization system was created by using Visual C# language. With this system,
the user can import the Numerical Control (NC) program to optimize the parameters. Then the system
will analyze and calculate the optimal machining time, power consumption, and recommend the
machining parameters for better efficiency, lower power consumption, with the same product quality.

2. Algorithm and Method

To determine the optimal machining parameters for better machining efficiency and lower power
consumption without losing machining accuracy, it is necessary to understand the relationship between
machine power consumption characteristics, machining parameters, and machining quality. Empirical
models were first built based on the data (power consumption vs. motor speed or power consumption
vs. machining feedrate) collected from the designed experiments. To separate the influence of cutting
in motor power consumption, the data collection experiments were divided into two categories:
(1) measurements without cutting load and (2) measurements with cutting load. Based on the collected
data, a motor power consumption characteristics model with respect to machining parameters was
built. Based on the model, the algorithm to search the machining parameter for shorter machining time
and lower power consumption was developed. When a milling process and expected improvement of
machining efficiency are given, the associated machining feedrate and spindle speed will be calculated
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based on the theoretical cutting equation, and used as initial values to search based on the motor
power consumption characteristics model for the optimal parameters which have a lower motor
power consumption.

To analyze the relationship between electrical power consumption and machining conditions, the
investigation and analysis of spindle motor and servo motor were important. The analysis process, first,
used various machining parameters to observe the motor power consumption to understand the motor
characteristics and power consumption, then established the relationship model between machining
parameters and power consumption, the synchronous optimization algorithm of production efficiency
and power consumption was established, and a human machine interface (HMI) was designed, to
become the optimization manufacturing assisted system. The main function is the optimization of
machining parameters to obtain power and production efficiency without decreasing the machining
accuracy. Figure 1 shows the flowchart of the research.

Figure 1. Flowchart of research. CNC: Computer Numerical Control; NC: Numerical Control.

Different materials with different machining conditions will cause different electrical power
consumption, and the reasonable chip load of the cutter for different materials will be different too.
Although the method and algorithm proposed in this study can be applied to different materials, the
performance–power consumption characteristic curves of servo motors (such as power consumption
vs. motor speed, or power consumption vs. machining feedrate) need to be investigated and built for
different materials as core important data/information for implementation.

2.1. Optimization of Power Consumption

The cutting speed in the cutting process is proportional to the spindle motor speed, and the
cutting feedrate is proportional to the servo motor speed. To shorten the machining time for improving
machining efficiency, the feedrate of the servo motor needs to be increased. However, increasing the
feedrate of the servo motor will increase the chip load and cutting resistance, hence, it will affect the
tool life and machining accuracy. To avoid this effect, the spindle speed needs to be increased at the
same time, so the chip load is kept maintained. However, the increasing of spindle speed and feedrate
cause an increase in power consumption. In this study, power consumption is measured for different
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spindle speeds, then the influence of machining parameters on machine power consumption is created
for the establishment of an optimized design algorithm.

According to the spindle speed–motor power consumption characteristic curve and feedrate–motor
power consumption characteristic curve, the model of the relationship between machining parameters
and power consumption can be established by the polynomial curve fitting method, then analyzed to
determine the influence of each parameter on machine power consumption and the influence of the
combination of parameters on machine power consumption. To reduce machining time by increasing
the servo feedrate (i.e., increasing the servo motor speed) without affecting the tool life and machining
accuracy, it is necessary to maintain the cutting load per tooth (chip load), so the spindle speed needs to
be increased.

In the optimization procedure, first of all, the user needs to roughly define the expected increase
of feedrate for better machining efficiency, and the system will then search the optimal feedrate close
to the expected feedrate, which has lower electrical power consumption for the related servo motors,
based on the pre-built empirical model. After the optimal feedrate is selected, the spindle speed is
calculated to remain the same chip load for the cutter to avoid deteriorating the cutter life. Since the
optimal feedrate was selected based on the goal of efficiency improvement, the optimal combination
of parameters can provide better efficiency, better electrical power consumption, and almost the same
tool life. The relationship of chip load, spindle speed, and feedrate is expressed in Equation (1).

Cp = F/(N × z) (1)

where CP is the chip load (mm/tooth), F is the feedrate (mm/min), N is the spindle speed (rpm), and z
is the number of teeth.

When optimizing machining, the required spindle speed is entered to the machining parameters–
power consumption module to calculate the power consumption change. To make the power saving
and machining cost of production easy to understand for industry, the machine power consumption
is converted into electricity cost. The machining efficiency can be determined as machining cost
saving, which can be obtained by multiply the machining time saving and machining cost as shown in
Equation (2).

Mcr = Mt × hr (2)

where Mcr is machining cost saving, Mt is machining time saving (hr), and hr is machining cost
(NTD/hr).

Figure 2 shows the optimization algorithm of machining and power consumption. If the electricity
cost of the shortened machining time exceeds the basic electricity cost, the system re-finds the
machining parameters to obtain optimal machining efficiency and power consumption based on
Equation (1) and the spindle speed–motor power consumption module and the feedrate–motor power
consumption module. The final machining time must be less than the initial machining time to achieve
lower cost.
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Figure 2. Optimization algorithm of machining and power consumption.

After establishing the empirical models the for relationship between machining parameters and
power consumption, an optimization system was developed in visual C# language. The user can
enter the machining information (such as original NC program, machining precision requirement,
tool diameter, etc.) and the expected improvement in machining efficiency from the human machine
interface (HMI). After that, the system will automatically calculate the recommended optimal machining
parameters. In the procedure, the system will guide the user to enter the expected feedrate for
optimization, and then the system will re-calculate and find the optimal machining parameters. Finally,
the optimal parameters will be saved as a CSV file or TXT file, and meanwhile, the parameters can also
be uploaded to the cloud database with a JSON data format. Through the Ethernet and Fanuc Open
CNC API Specification (FOCAS), two-way communication between the CNC machine controller and
hybrid optimization module was established for data acquisition and transferring command to the
CNC controller of a machine tool.

2.2. Hybrid Optimization System

The HMI is designed and becomes the optimization manufacturing assisted system. The system
can calculate the machining time, machining cost, and total cost as shown in Figure 3. The user
needs to input regular electricity fees, base machining costs, and NC program, then the system will
calculate the amount of three axes movements, and according to feedrate–power consumption model,
analyze the machining time, machining cost, and total cost. The machining cost is calculated from
power consumption (kW) multiplied machining time (hr). The user can enter the required machining
parameters according their needs, then the system will calculate the machining time as shown in
Figure 3. The system can recommend optimal parameters, and the user can select this recommended
parameter and directly modify and export the optimized parameters as the NC program.
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Figure 3. Machining efficiency and power consumption hybrid optimization human machine interface (HMI).

3. Experiments

3.1. Experiment Design

Basically, higher speed will produce higher power consumption, so an experiment with various
speeds of spindle motor and X-, Y-, Z-axis servo motor were carried out to study the characteristic
of the motor power consumption. The experiment was divided into two parts: without cutting load
and with cutting load conditions. Assuming that the spindle motor speed sets 500 until 3000 RPM
with the increasing step of 500, a power consumption measurement is performed for the spindle motor
under these spindle speeds, to obtain the relationship between spindle speed and power consumption.
Similarly, assuming that the servo feedrate sets 200, 500, 1000, 1500, 2000, 2500, 3000, 3500, 4000, 4500,
5000, 5500, 6000 mm/min, a power consumption measurement is performed for the servo motor under
these servo feedrates, to obtain the relationship between servo feedrate and power consumption.

For investigation of power consumption with cutting load, because of different cutting conditions,
the cutting load is also different, hence, the motor will have different power consumptions. Therefore,
different cutting parameters were taken to investigate the relationship between cutting loading and
power consumption. The cutting conditions are shown in Table 1. The machining parameters are
according to the tool material, hardness of workpiece material, milling speed, and material removal
rate (MRR). By using the equation V = π × D × N /1000, we can obtain the required spindle speed,
and using equation F = f × z × N, we can obtain the feedrate (mm/min), where V is the milling speed
(m/min); D is the diameter of tool (mm); N is the spindle speed (rpm); F is the feedrate (mm/min); f is
the material removal rate (mm/t); z is the number of teeth (t).

Table 1. Cutting condition.

Workpiece Material Cast Iron (HB244)

Workpiece dimensions 550 × 100 × 100 mm

Cutting tool Carbide end mills

No. of teeth 4 teeth

Tool diameter 25 mm
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The machining parameters are shown in Table 2. Eight kinds of spindle speed, three kinds of
feedrate, three kinds of feed per tool were taken, so a total of 24 combinations of parameters. Each
parameter was tested five times.

Table 2. Machining parameters.

Subject Experiment 1 Experiment 2

Milling speed (m/min) 30~60 30~60

Chip load (mm/t) 0.12, 0.15, 0.18 0.12, 0.15, 0.18

Spindle speed (rpm) 450~750 1000~2750

Feed rate (mm/min) 192~540 480~1980

Width of Cut (mm) 20 20

Depth of Cut (mm) 4 4

3.2. Instrument and Data Acquisition

A CNC horizontal milling machine Dah Lih MCH-500 with X, Y, Z axis stroke 750×680×600 mm,
spindle maximum speed 10,000 rpm, equipped with Fanuc controller is used in this experiment.
The spindle and three servo motor power consumption are captured using Archmeter PA310 power
meter. The power meters PA310 (hereinafter referred to as the power meter) were mounted on the
spindle and three servo motor of R, S, T wire. RS232 cable is used to connect the motors and computer,
then the power consumption data are captured via Servebox and stored in the computer.

4. Results and Discussions

From the experiment data, the analysis was conducted to investigate the relationship between
cutting parameters and power consumption, and, thus, establish the regression equation using the
polynomial regression method to achieve the purpose of optimizing machining efficiency and low
power consumption.

4.1. Power Consumption Analysis without Cutting Load

According to the experiment scheme in the previous section, the experimental data can be divided
into spindle and three servo motors. In the spindle experiments, six machining parameters were
taken from 500 to 3000 rpm, with an increasing step every 500 rpm. The power consumption for each
spindle speed parameter is shown in Figure 4. The experiment 1 to 3 and 4 to 6 were measured on
different dates. It showed each power consumption value is very close to each other, around 0.00006 to
0.00009 kW. The power consumption does not significantly increase when the spindle speed increases.
The reason is perhaps that the spindle is only in the idle state rather than the cutting state, so there
is no cutting resistance, hence, increasing the spindle speed will not significantly affect the spindle
power consumption.

For X-axis servo motor, 13 combinations of feedrate were carried out from 200 mm/min until
6000 mm/min. The ommencinh feedrate was 200 mm/min and after 500 mm/min, the feedrate was
increased every 500 mm/min up to 6000 mm/min. Figure 5 shows the resulting power consumption
for different feedrates. The experiment was repeated three times, and the results were reproducible.
However, only a few of data showed a difference of about 0.005 kW, even at the feedrate of
4500 mm/min, the maximum difference was 0.01 kW. As seen in Figure 5, the power consumption
increase rate is about 0.00125 kW per 500mm/min when the feedrate is 200 to1500 mm/min, but
at feedrate of 2000 mm/min it reduces. When the feedrate is in the range of 2000 to 4000 mm/min,
the power consumption trend is higher with an increase rate of about 0.0025 kW per 500 mm/min.
However, at the feedrate of 4000 mm/min the power consumption is significantly reduced, but in
the feedrate range of 4500 to 6000 mm/min the power consumption rises quickly with increasing

57



Appl. Sci. 2019, 9, 1495

value of 0.005 kW per 500 mm/min. The increasing trend is higher than the first two feedrate sections.
It can be concluded that increasing feedrate will increase power consumption, but when the feedrate is
2000 mm/min and 4500 mm/min the power consumption is lower. Moreover, it recommends to use
these two feedrates to obtain lower power consumption.

 
Figure 4. Relationship between spindle speed vs. power consumption w/o cutting load.

Figure 5. Relationship between X-axis motor feedrate vs. power consumption w/o cutting load.

Since the power consumption at the feedrate of 4500 mm/min is large, this data is excluded in
the average calculation. Figure 6 shows the average calculation result, and each section regression
equation can be obtained as follow:

y = −0.0014x2 + 0.0078x − 0.0029 (3)

y = −0.0003x3 + 0.0021x2 − 0.0031x + 0.0063 (4)

y = −0.0016x2 + 0.0128x − 0.0014 (5)
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Figure 6. Curve of average X-axis motor feedrate vs. power consumption w/o cutting load.

For Y-axis servo motor, the parameter is similar to X-axis servo motor experiment, commencing
at 200 mm/min and rising to 6000 mm/min with an increasing step of 500 mm/min. Figure 7
shows the relationship Y-axis motor upward direction with power consumption for different feedrates.
It is seen the power consumption rate for feedrate range 200 to 1000 mm/min is about 0.0025 kW
per 500 mm/min but smaller at a feedrate of 1500 mm/min. When the feedrate range is between
1500 and 2000 mm/min the power consumption increase rate is 0.005 kW per 500 mm/min, but a
feedrate of 2500 to 3000 mm/min exhibits a decreasing trend. When the feedrate is between 3000 and
5500 mm/min the power consumption gradually increases from 0.008 kW up to 0.015 kW. From the
results, the power consumption tends to increase with feedrate increase, but a feedrate of 1500 mm/min,
3000 mm/min, and 6000 mm/min showed lower power consumption. Therefore, these three feedrates
can be considered to obtain lower power consumption without decrease machining efficiency.

Figure 7. Relationship between Y-axis motor (up direction) feedrate vs. power consumption w/o
cutting load.

Figure 8 shows the power consumption of Y-axis motor downward direction. It is seen the power
consumption at a feedrate of 200 mm/min and 500 mm/min is greater than the feedrate of 1000 to
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3500 mm/min. This perhaps is due to the influence of spindle weight. To maintain the low feedrate,
the current must be increased to overcome the impact of spindle weight. When the feedrate is over
3500 mm/min, the power consumption increases with the increasing rate of 0.002 kW per 500 mm/min.
As seen in Figure 8, the feedrate range of 1000 to 3500 mm/min provided lower power consumption
without loss of machining efficiency, so this feedrate range can be considered for machining. Compare
to up direction power consumption, the down direction power consumption is lower. This is because
more power is needed to overcome spindle weight during toward up.

Figure 8. Relationship between Y-axis motor (down direction) feedrate vs. power consumption w/o
cutting load.

Figure 9 shows the average calculation of Y-axis up direction power consumption, then the
regression equation can be obtained as follows: Equation (6) for a feedrate of 500 to 1500 mm/min,
Equation (7) for a feedrate of 1500 to 2000 mm/min, and Equation (8) for a feedrate of 2000 to
6000 mm/min.

y = −0.0015x2 + 0.0048x + 0.0053 (6)

y = 0.0046x + 0.0017 (7)

y = −0.0001x3 + 0.0016x2 − 0.0058x + 0.0155 (8)

Figure 10 shows the average calculation of Y-axis down direction power consumption, and the
regression equation can be obtained as follows: Equation (9) for a feedrate of 500 to 3500 mm/min,
and Equation (10) for a feedrate of 3500 to 6000 mm/min.

y = 0.0001x2 − 0.0009 + 0.0044 (9)

y = 0.0003x3 − 0.0038x2 + 0.0145 − 0.0087 (10)

Regarding Z-axis servo motor, the experiment parameters are similar to X- and Y-axis, 13 parameter
combination feedrates from 200 mm/min up to 6000 mm/min with increasing step 500 mm/min.
Figure 11 shows the experiment results for different feedrates. As seen, the results are mostly
reproducible. Only a few of the data have a 0.005 kW difference, such as at the feedrate of 5500
the difference is 0.012 kW. As seen in Figure 11, the power consumption rate at a feedrate of 200 to
1500 mm/min is 0.001 kW per 500 mm/min, but at a feedrate of 2000 mm/min the power consumption
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is decreased. When the feedrate range is 2500 to 3500 mm/min, the power consumption rate increases
about 0.002 kW per 500 mm/min. When the feedrate is 4000 mm/min and 4500 mm/min, the power
consumption is reduced, but at a feedrate range of 4500 to 6000 mm/min the power consumption rate
increase is about 0.003 kW per 500 mm/min. It can be seen that the overall power consumption tends to
increase with the increasing feedrate, but at a feedrate of 2000 mm/min, 2500 mm/min, 4000 mm/min,
and 4500 mm/min the power consumption is lower. These feedrates can be considered as the machining
parameter to obtain lower power consumption without production efficiency loss.

Figure 9. Curve of average Y-axis motor (up direction) feedrate vs. power consumption w/o cutting load.

Figure 10. Curve of average Y-axis motor (down direction) feedrate vs. power consumption w/o
cutting load.
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Figure 11. Relationship between Z-axis motor feedrate vs. power consumption w/o cutting load.

Since the power consumption at a feedrate of 5500 mm/min has a larger difference, it will be
excluded from the average calculation analysis. Figure 12 shows the average calculation result, and
the regression equation of each section can be obtained as follow: Equation (11) for a feedrate of 500
mm/min to 2000mm/min, Equation (12) for a feedrate of 2000 to 4500 mm/min, Equation (13) for a
feedrate of 4500 to 6000 mm/min.

y = −0.0008x2 + 0.0039x + 0.0004 (11)

y = −0.0001x3 + 0.0014x2 − 0.0014x + 0.0034 (12)

y = −0.0003x2 + 0.0043x + 0.0024 (13)

Figure 12. Curve of average Z-axis motor feedrate vs. power consumption w/o cutting load.

As seen in Figure 12, when the feedrate is 500 mm/min, the power consumption is 0.004 kW.
If the feedrate is increased to 1500 mm/min, the power consumption is 0.005 kW. When the feedrate
increases to 3000 mm/min, the power consumption is 0.006 kW. If in the beginning, the machining
used a feedrate of 500 mm/min, the power consumption is 0.004 kW per second, so for an hour
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the power consumption 0.004 kW/sec X 3,600 sec/hr = 14.4 kWh. When the machining feedrate is
1500 mm/min for which the machining efficiency increases three times, the power consumption is
0.005 kW/sec X 3,600 sec/hr = 18 kWh. When the machining feedrate is 3000 mm/min for which
the machining efficiency increase six times, the power consumption is 0.006 kW/sec X 3,600 sec/hr =
21.6 kWh. If we assume for a feedrate of 500 mm/min, the machining time needed is half an hour,
the power consumption is 0.5 hr X 14.4 kWh = 7.2 kWh. If we use the feedrate of 1500 mm/min,
the machining time needed is 10 min, then the power consumption is 3 kWh. Hence, compared to a
feedrate of 500 mm/min, the power saving is 4.2 kWh and also the machining time is three times faster.

4.2. Power Consumption Analysis with Cutting Load

Since the experiment under cutting condition was repeated five times for each parameter, the
average result will be used in the analysis. The result of experiment 1 is shown in Figure 13. The
power consumption trend of X-axis motor for different chip loads is seen. Under the same spindle
speed, a higher chip load (0.18 mm/t) did not consume higher power than the other two smaller chip
loads. For eight different spindle speeds, there are four power consumptions of the 0.18 mm/t chip
load smaller than the power consumption of the 0.15 mm/t chip load. Under the fixed spindle speed,
the feedrate determines the chip load. Similarly, to maintain the same chip load, the feedrate must
be proportional to the spindle speed. The chip load not only determines the spindle cutting load but
also influences power consumption. The results do not exhibit significant affection for spindle power
consumption due to the small difference of chip load.

Figure 13. X-axis motor power consumption vs. Spindle speed for experiment 1.

In experiment 2, a larger interval of spindle speed was used to obtain a larger feedrate difference
and observe the power consumption characteristic of the feedrate servo motor. The power consumption
results of experiment 2 are shown in Figure 14. It is seen, even when the spindle speed was increased
to 1000 to 2250 rpm with the maximum feedrate of 270 mm/min, the power consumption of chip
load of 0.18 mm/t is smaller than chip load of 0.12 mm/t and 0.15 mm/t. This is perhaps due to the
width of cut 20 mm which has reached 80% of cutter diameter that is classified as heavy cutting, thus,
generating large cutting resistance. Hence, the motor power consumption is increased. In addition,
when the spindle speed was 2250 rpm and the feedrate 1620 mm/min, a spark was appearing during
the cutting process, so it is not appropriate to increase the feedrate.
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Figure 14. X-axis motor power consumption vs. Spindle speed range of 1000 to 2250 rpm.

4.3. Verification

4.3.1. Power Consumption without Cutting Load

To verify the effectiveness of the proposed system, the electricity unit price and machining cost
(hourly-rate) were set as 2.5 NTD/degree and 25 NTD/hour, and a 3-D straight line machining trajectory
from (X2000, Y1500, Z1500) to (Z-1500, Y-1500, X-2000) was planned. The cutting path with the same
feedrate was repeated twice. The original feedrate for machining was 1000 mm/min, and expected to
improve for 3-times faster. Based on those parameters, the system calculated and recommend using a
feedrate of 3000 mm/min as shown in Figure 15. Because the power consumption of three servo motors
was quite small for a feedrate range of 1000 to 3000 mm/min (as shown in Figure 6, Figure 9, Figure 10,
Figure 12), the electricity cost (about only 0.005 kW) is much less than the machining cost. Therefore,
short machining time will be more dominant for the overall cost. Meanwhile, to remain the same chip
load, the rotation speed of spindle was also increased from 300 rpm to 9000 rpm.

 
Figure 15. The proposed parameters information for w/o cutting load.
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Power consumption amounts of the three axes servo motors with a feedrate of 1000 mm/min
are shown in Figures 16–18. In the figures, those with very low power consumption (almost zero)
represent that machine was moving at that time. The total machining time was about 20 min, the
power consumption of X-, Y-, and Z-axis motor were 2.396, 3.619, and 2.178 kW, respectively. The
total power consumption was 8.193 kW, and the power consumption cost was about 20.4825 NTD.
The machining cost for 20-minutes is about 83.333 NTD. By summing up the power consumption cost
and machining cost, the total cost for this machining process was about 103.833 NTD.

Figure 16. Power consumption data of X-axis with F1000.

Figure 17. Power consumption data of Y-axis with F1000.

Figure 18. Power consumption data of Z-axis with F1000.
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For a feedrate of 3000 mm/min, the power consumption amounts of the three axes servo motors
are shown in Figures 19–21. The total machining time was about 6.667 min, and the power consumption
of X-, Y-, and Z-axis were 0.7023, 1.5982, and 1.0192 kW, respectively. The total power consumption
was about 3.32 kW, and the cost of the power consumption was 8.3 NTD. For 6.67 min, the machining
cost was about 27.778 NTD. By summing up the power consumption cost and machining cost, the total
cost for this machining process was about 36.078 NTD.

Figure 19. Power consumption data of X-axis with F3000.

Figure 20. Power consumption data of Y-axis with F3000.

Figure 21. Power consumption data of Z-axis with F3000.
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The comparison of power consumption between actual measured data and the estimated
calculation is shown in Table 3. It can be seen that the actual power cost is 2 to 3 NTD (or equivalent to 1
to 2 kWH) higher than the estimated calculation. Due to the error between the generated characteristic
curves and the actual values of the three axes servo motors, it is quite acceptable. It was also noted that
the generated characteristic curves had good agreement with the actual measured values (difference
between the actual values and the estimated values were only about 0.1 kWH).

Table 3. Actual and estimated comparison for power consumption without cutting load.

Processing Source

Information Power Costs Machining Costs Total Costs
(NTD) (NTD) (NTD)

Calculated by program (F1000) 17.85 83.333 101.183

Calculated with measured data (F1000) 20.482 83.333 103.833

Calculated by program (F3000) 8.3 27.778 36.078

Calculated with measured data (F3000) 8.3 27.778 36.078

As it was noted, when the feedrate was adjusted from 1000 mm/min to 3000 mm/min, the total
power consumption cost was reduced from 21 NTD to 8.5 NTD, and the machining cost decreased
from 83.3 NTD to 27.8 NTD; the total cost was lowered to 36.3 NTD from 104.4 NTD as well. It proved
that when feedrate increased, the motor power consumption may also increase. However, if the
machining time can be significantly shortened, then the total power consumption cost will still be
significantly reduced.

4.3.2. Power Consumption with Cutting Load

The condition used for verification was assumed as electricity fee is 2.5 NTD/degree and the
machine cost is 250 NTD/hour. For machining, a 4-mm depth of cut, and 5-mm width of cut, and
25-mm diameter end mill were used for machining iron. The original spindle speed and feedrate were
1000 rpm and 600 mm/min, respectively, the expected improvement of feedrate was at least 1.5 times
faster. A straight line machining trajectory from (X565, Y-120,), (X-560, Y115,) was planned. The cutting
path was repeated six times, and the total cutting length was 7560 mm. The system analyzed for the
optimal feedrate according to motor power consumption characteristics curves. A feedrate of 1035
mm/min was finally chosen as the optimal value for the process (as shown in Figure 22).

 
Figure 22. The proposed parameters information for w/cutting load.
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When a feedrate of 600 mm/min was used, the total machining time was about 12.6 min, and the
total power consumption was about 12.663 kW. After converting, the power consumption cost was
about 31.657 NTD, the machining cost was about 52.5 NTD, and total cost became 84.157 NTD. When
the recommended feedrate of 1035 mm/min was used, the total machining time reduced to 7.3 min,
the total power consumption was about 5.5056 kW. After converting, the power consumption cost was
about 13.764 NTD, and the machining cost is 30.42 NTD. By summing up power consumption cost
and machining cost, the total cost for this process was about 44.184 NTD. Figure 23 shows the power
consumption data for using 600-mm/min feedrate. The X-axis actual measured power consumption
was 8.485 kW (blue line), and the Y-axis actual measured power consumption was 4.178 kW (red line).

Figure 23. Actual power consumption with cutting load using 600-mm/min feedrate.

When a 1035-mm/min feedrate was used, the X-axis actual power consumption (measured) was
4.543 kW (blue line in Figure 24), and the Y-axis actual power consumption (measured) was 0.9626 kW
(red line in Figure 24).

Figure 24. Actual Power consumption with cutting load using 1035-mm/min feedrate.

The comparison of actual measurement and estimated calculation of power consumption is shown
in Table 4. It was noted that the estimated power consumption in X-axis and Y-axis were smaller
than the actual measured data. For a feedrate of 600 mm/min, the actual total power consumption
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for X-axis (3.325 kW) was higher than the estimate, also the Y-axis (1.226 kW) was higher than the
estimated calculation value. For a 1035-mm/min feedrate, the actual total power consumption for
X-axis (3.047 kW) was higher than the estimated value. In addition, the actual total power consumption
of Y-axis (0.5809 kW) was higher than the estimated calculation value. The actual power consumption
was higher than the estimation calculated by characteristics curves which may be because of the
24 starts and stops of the machine for each machining experiment due to repeating the machining
process for six times. More energy was consumed for the machine starts and stops. In general, the
recommended optimal parameters by the system could improve the machining efficiency and reduce
the total power consumption cost. As it can be seen in Table 4, when the feedrate was adjusted
from 600 mm/min to 1035 mm/min, the power consumption cost was reduced from 31.657 NTD to
13.764 NTD, and the total machining time also dropped from 12.6 min to 7.3 min. It proves that when
the feedrate increase, even if the power consumption of each motor not always decreased, the save
of machining time could reduce the total power consumption cost for synchronously improving the
machining efficiency and power consumption.

Table 4. Actual and estimated comparison for power consumption with cutting load.

Processing Source

Information X-axis Total Power Y-axis Total Power Power Costs
Consumption (kW) Consumption (kW) (NTD)

Calculated by program (F600) 5.16 2.952 20.28

Calculated with measured data (F600) 8.485 4.178 31.657

Calculated by program (F1035) 1.496 0.382 4.691

Calculated with measured data (F1035) 4.543 0.963 13.764

5. Conclusions

In this paper, an accuracy-efficiency-power consumption hybrid optimization method was
established. The relationship between motor speed and power consumption with and without cutting
load was created. The synchronous optimization algorithm was developed based on these relationship
models. This study used motor-power consumption characteristic to develop optimization models
and algorithm. According to the models and algorithm, an accuracy-efficiency-power consumption
synchronous optimization system with a procedure-guided HMI was developed. Results of verification
experiments showed that the system can help to select the optimal parameters for better machining
efficiency and power consumption without losing machining accuracy.
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Featured Application: Absolute distance measurement.

Abstract: In frequency-sweep polarization-modulation ranging, distance is determined by the
frequency of modulated waves and the corresponding wavelength multiple when emitted and
returned waves are in phase. However, measurement of the frequency and the wavelength multiple
is affected by thermally induced phase delay of the polarized wave. In this article we systematically
discuss the principle of the ranging method and analyze the influences of thermally induced phase
delay. New approaches to measurement are proposed to eliminate the impact on frequency and
the wavelength multiple. Theoretical analysis and experimental results proved the efficiency and
applicability of the methods.

Keywords: absolute distance measurement; frequency-sweep polarization-modulation ranging;
frequency drift; error compensation

1. Introduction

Absolute distance measurement (ADM) technologies are of significant application in scientific and
engineering fields such as large equipment manufacturing, spacecraft fabrication, and general-purpose
coordinate measurements [1–3]. Various methods of ADM have been developed over the
past decades, such as phase shift-based ranging [4–6], frequency scanning interferometry-based
ranging [7–10], multi-wavelength interference-based ranging [11–14], and femtosecond optical
comb-based ranging [10,15–17]. In recent years, the latter three technologies have achieved great
accuracy in laboratory, but the systems are complex and their performance needs to be enhanced in an
industrial setting. The phase shift ranging method is a common technology in industry, in which the
phase differences between continuous emitted and reference waves are compared. However, in phase
shift ranging systems, the performance of phase discrimination is influenced by parasitic parameters
in the circuit, and as a result ranging precision is limited.

The frequency-sweep polarization-modulation (FSPM) method is another phase ranging method
in which modulation frequency is scanned and searched when emitted and returned waves are in
phase, thus avoiding the environmental disturbance as well as shortage of phase discrimination [18–20].
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It was proposed by Kern & Co. Ltd. and first applied in the commercial distance meter ME5000 [21–23].
Due to its simple structure and high resolution, the FSPM ranging technique has the potential for small
size and high performance. However, in the FSPM ranging system, the frequency is vulnerable to
phase delay variation due to the sensitivity of crystals (e.g., LiNbO3) in the electro-optic modulator
(EOM) to temperature disturbance. The heat dissipation of electronic components and laser irradiation
will accelerate the temperature variation [24], thus leading to distance measurement errors.

In order to investigate this problem, a theoretical model was developed for the FSPM ranging
systems. Based on the model, a correction approach for diminishing the thermally-induced errors in
the system was proposed. A reciprocating sweeping method and multi-frequency interval method
were respectively proposed to improve the measurement accuracy of frequency and the corresponding
wavelength multiple. The validity of the method was proved by theoretical analysis and experiments.
The article is organized as follows: In Section 2, the principle of the FSPM-based system is introduced,
measurement errors due to phase delay are discussed, and the compensation methods are proposed.
In Section 3, experiments are conducted to prove the effectiveness of the methods. Finally, a brief
conclusion is given in Section 4.

2. Principle and Method

2.1. The Principle and Model

The frequency-sweep polarization-modulation ranging system consists of a continuous wave
laser, an isolator, a polarizing beam splitter (PBS), an EOM, a quarter wave plate (QWP), a beam
expander (EXP) and the target, as shown in Figure 1.

PBS
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EOM QWP Beam expander Target

RF Amplifer
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Acquisition 
module

Photo detector

Computer

Signal source
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x
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Figure 1. Schematic diagram of the polarization-modulation ranging system. EOM: electro-optic
modulator; PBS: polarizing beam splitter; QWP: quarter wave plate.

To illustrate the working principle of the FSPM ranging method, a Cartesian coordinate system is
established. The z-axis represents the direction of wave propagation, while the x-axis is the polarization
direction of linearly polarized light generated by the laser. In the system, continuous polarized light
emitted by the laser travels through an isolator and a PBS tipped 45 degrees from the x-axis, so equal
amplitude of polarization components in the x-axis and y-axis is achieved when light travels into the
EOM. The EOM generates phase retardation between the two components in a sinusoidal manner with
linearly changed frequency. The QWP has a fast axis oriented at 45 degrees to the x-axis, so the light
travels to the target and returns by the same path, to then be demodulated by the EOM. The phase
difference between the polarization components when light transmits through the EOM successively
can be respectively described as:

ϕ1= k sin(ωt),
ϕ2 = k sin(ωt + ϕ)+δT,

(1)

where ω is the modulation frequency, k represents the modulation depth, δT represents the additional
phase delay between the polarization components, ϕ is the phase shift of the modulation signal during
the round-trip time, and ϕ = 4πf (t)nl/c, where f (t) is the modulation frequency, c represents the speed
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of light in vacuum, n is the refractive index of the air, and l is the distance to be measured. Note that
in the equation, 0 < k ≤ 1 for linear modulation and δT is small, typically less than π/2. With the
amplitude of x and y components normalized, the intensity of light received by the detector can be
written as:

I = 1 − cos(ϕ1 − ϕ2) = 1 − cos
(

2k cos
2ωt + ϕ

2
sin

ϕ

2

)
·cos δT + sin

(
2k cos

2ωt + ϕ

2
sin

ϕ

2

)
· cos δT. (2)

After simplification and filtering the high-frequency components, the equation can be rewritten as:

I = 1−
(

1− k2

2
+

k2

2
cos ϕ

)
·cos δT. (3)

Obviously, if cos δT is constant, there exists a cosine relationship between intensity and modulation
frequency. Minimums of the equations By obtaining the corresponding frequencies fx, fx+1 (k∈N) at
adjacent minima, the distance can be determined by:

l = N· c
2n f x

, in which N =

[
fx

fx+1− f x

]
, (4)

where, N is the wavelength multiple, [ ] is the rounding operation, fx/(fx+1 − fx) is the initial value of
the wavelength multiple, which comprises an integer and a fraction part, so the rounding operation
is necessary. For convenience in the manuscript, The frequencies fx and fx+1 will be defined as “in
phase” frequency. Value of difference of adjacent in-phase frequencies i.e., fx+1 − fx will be defined as
frequency interval f b, which is ideally a constant when distance is invariant.

2.2. Influence of Thermally Induced Phase Delay and Traditional Correction Method

In a transverse modulator configuration, the effects of temperature variation on modulation
characteristics are mainly as follows: first, due to the thermo-optic effect of the crystal, the refractive
index of the crystal changes with temperature. More concretely, the change in the refractive index
along the direction of light transmission causes the optical path variation of light, and the change in
refractive index perpendicular to the direction of light transmission results in an additional phase
delay of the polarization [25]. Second, due to the elasto-optical effect of the crystal, the stress caused
by the thermal expansion of the crystal also changes the refractive index and the longitudinal length of
the crystal. As a result, the thermally induced phase delay can be expressed as follows:

δT =
2π
λ

Δntl +
2π
λ

ntΔl, (5)

where λ represents wavelength of light, nt is the initial value of natural birefringence in the direction
perpendicular to light transmission, and Δnt is the thermally induced birefringence variation.
l represents the initial value of the length of the crystal, and Δl is the thermally induced variation of
the crystal length.

Several techniques have been applied to compensate for the thermally induced phase delay in the
applications of EOM. An example of this is connecting a compensate crystal that has the same size
and performance with the modulate crystal, with the optical axes of the crystals perpendicular to each
other so that the phase delay in the two identical crystals are complementary [26]. Another way is to
make the two crystals in series, with one half-wave plate placed in the middle of them to make the
polarization plane of the polarized light rotate by λ/2 [24]. In these methods, crystals with exactly
the same parameters and their perfect assembly are the key to compensation, but that is difficult to
achieve. In the FSPM ranging system, a quarter-wave plate is placed between the crystal and the
target so that when light passes through the quarter-wave plate during emitting and returning, the
plane of polarization can be rotated by λ/2 to achieve the complementation [27,28]. In this structure,
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the adjustment is simpler and the compensation is better. However, in the FSPM ranging system,
a mismatch of polarizing devices and reflection of polarized light are inevitable and lead to the
additional rotation of the polarization plane of light. Even a very small mismatch of polarization
devices or any reflection in the system will result in the rotation of the polarization plane, and produce
residual thermally induced phase delay.

In our experiment, the residual thermally induced phase delay was tested first. Since thermally
induced phase delay varies slowly, it can be measured through a polarization analysis system
(Thorlabs, PAX5710). At the same time, the temperature in the modulator chamber was tested with
a high-precision temperature controller (Wavelength, Tc_lab), with results shown in Figure 2. As is
shown, with the increase of temperature, the phase delay slowly increased, accompanied by periodic
oscillation, and when temperature growth slowed down, the oscillation speed also decreased.

0 5 10 15 20 25 30 35 40 45 50 55 60

26

28

30

32

34

te
m

pe
ra

tu
re

/℃

time/min

-60

-50

-40

-30

-20

ph
as

e 
di

ffe
re

nc
e/

de
gr

ee

Figure 2. Thermally induced phase delay of round-trip polarization light in the system.

2.3. Reciprocating Sweeping-Based Measurement of “in Phase” Frequency

The change of additional phase delay accelerates or decelerates the polarization variation when
the wave is modulated across the “in phase” frequency, thus destroying the symmetry of the intensity
curve, leading to the shift of minima. The shift can be manifested in variation of the curve slope.
Through the derivation of Equation (3), the slope of the intensity curve at the ideal minimum ϕ0 can
be written as:

I′(ϕ0) = lim
Δϕ→0

I(ϕ0 + Δϕ)−I(ϕ0 − Δϕ)

2Δϕ
= lim

Δϕ→0

−
(

1− k2

2 + k2

2 cos Δϕ
)
(sin δ0 sin Δδ)

Δϕ
, (6)

where δ0 is the thermally induced phase delay when ϕ = ϕ0, Δϕ is the increment on point of ϕ0,
Δδ is the increment on point of δ0. According to the above equation, I′(ϕ0) is a result of interaction
between modulation depth, frequency scanning, and phase delay variation. Large modulation depths
and frequency sweep speed are beneficial for eliminating the effect of thermally induced phase delay.
However, modulation depth and sweep speed are often limited owing to equipment limitations,
and a larger modulation depth requires a larger microwave voltage, thus aggravating the heating
problem of the modulation circuit. Interestingly, we found that Equation (6) is an odd function about
ϕ, so the orientation of the frequency shift can be controlled through frequency sweep directions.
When modulation frequency is swept forward (i.e., from the lower frequency to the higher frequency),
Δϕ(t) > 0, otherwise, Δϕ(t) < 0. Therefore, during the forward and backward sweep, the minimum
drifts in opposite directions. Through averaging of such reciprocating sweeping, the drift errors
can be diminished and frequency measurement stability can be improved. The method is further
analyzed below.

Suppose the ideal frequency under test is f 0. f 1 and f 2 are frequencies very close to f 0 and satisfy
the equations f 1 = f 0 − δf and f 2 = f 0 + δf. If the system is not affected by thermally induced phase
delay, obviously we get the equation I(f 1) = I(f 2), then the exact value of f 0 can be worked out through:
f 0 = (f 1 + f 2)/2. However, due to thermally induced phase delay, during the forward sweeping, f 1 and
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f 2 respectively moves Δ f 1
1 and Δ f 1

2 towards lower frequency, then in the backward sweeping, f 1 and
f 2 respectively moves Δ f 2

1 and Δ f 2
2 towards the opposite side, as shown in Figure 3.
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f1 f

f
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Figure 3. Influence of frequency drift during reciprocating sweeping.

Taking random measurement errors υ into account, the extremum of the measurements are
respectively expressed as:

f 1
0 =

( f1−Δ f 1
1 ±|υ1

1|)+( f2−Δ f 1
2 ±|υ1

2|)
2 ,

f 2
0 =

( f1+Δ f 2
1 ±|υ2

1|)+( f2+Δ f 2
2 ±|υ2

2|)
2 .

(7)

Through n times of such sweeps, the frequency can be obtained by:

f0 =
2n( f1 + f2) + ∑n

i=1

(
Δ f 2n

1 − Δ f 2n−1
1

)
+ ∑n

i=1

(
Δ f 2n

2 − Δ f 2n−1
2

)
± ∑2n

i=1
∣∣υn

1

∣∣± ∑2n
i=1
∣∣υn

2

∣∣
4n

. (8)

During the time of reciprocating sweeping, variation of δ is small so items of

∑n
i=1

(
Δ f 2n

1 − Δ f 2n−1
1

)
and ∑n

i=1

(
Δ f 2n

2 − Δ f 2n−1
2

)
can be diminished to some extent, and the random

measurement error of frequency can be compensated by averaging.

2.4. Multi-Frequency Interval-Based Measurement of Frequency Interval

Although frequency error can be partially eliminated through the reciprocating sweeping method,
measurement of N requires a higher accuracy of frequency. The measurement error of N can be
expressed as:

ΔN =

[
Δ fx

fx
− Δ fb · fx

f 2
b

]
=

[
−Δ fb · fx

f 2
b

]
. (9)

The above equation indicates that the absolute error of N is determined by the relative error of
f b. However, in the FSPM method, the impact of relative error of f b is often 2N times larger than
the relative error of fx, which means the accuracy of fx may not meet the accuracy requirement of f b.
If fx is around 2.5 GHz, l is about 100 m, a frequency measurement error of 2500 Hz only contributes
a ranging error of 100 μm, but the resulting relative error of f b contributes a ranging error of 0.36 m. To
ensure the accuracy of N, Δf b should be less than 90 Hz, which cannot be satisfied by the reciprocating
sweeping method.

In order to reduce the measurement error of f b, we used the characteristic of equal spacing of
the “in phase” frequencies in our multi-frequency interval-based approach. For example, f b can be
expressed as follows:

fb =
( fx+u − f x)

u
, (10)

where fx is an arbitrary “in phase” frequency in sweeping band, fx+u is the uth “in phase” frequency on
its upper side. Therefore, N can be rewritten as:

N =

[
fx

fb

]
=

[
u· fx

fx+u− f x

]
. (11)
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Hence, taking the frequency drift and random measurement error into account, the
multi-frequency interval can be expressed as:

fx+u− f x= u· fb ± Δ fu ± (|υx+u|+ |υx|), (12)

where Δ fu represents the frequency drift. The measurement error of the wavelength multiple can be
expressed as:

ΔN =

[
Δ fx

fb
− fx·Δ( fx+u− f x)

u· f 2
b

]
≈
[
− fx·Δ( fx+u− f x)

u· f 2
b

]
=

[
− fxΔ(±Δ fu ± (|υx+u|+ |υx|))

u· f 2
b

]
. (13)

Therefore, errors caused by frequency drift and random measurement error are u times narrower
than the general method.

In the above method, u can be determined by the following equation:

u
[

fx+u − f x
fx+1 − f x

]
. (14)

According to the expression of Δu:

Δu =

[
Δ( fx+u − fx)

fb
− Δ( fx+1− f x)

u· fb

]
=

[
−±Δ fu ± (|υx+u|+ |υx|)

fb
− ±Δ f1 ± (|υx+1|+ |υx|)

u· fb

]
. (15)

The items are small quantities, that is, ±Δ fu ± (|υx+u|+ |υx|)/ fb � 1, ±Δ f1 ±
(|υx+1|+ |υx|)/(u f b) � 1, so u can be accurately acquired.

3. Experimental Results and Discussion

In order to verify the effectiveness of above methods, the experimental system shown in Figure 1
was established and several experiments were conducted. In the system, a He-Ne laser (Newport
R-32734) served as the light source, a high-frequency phase modulator (Newport, 4431, Vπ is 40 V)
served as the modulator, a signal generator (Keysight, N5171B) provided the modulation signal, the
preset sweeping range was set from 2.500 to 2.520 GHz, with a sweep step size of 1 kHz. The residence
time at each frequency was 20 ms. An avalanche detector (Thorlabs, APD410A) was used for the
photoelectric conversion. A PXI oscilloscope (NI, 5171R) served as the acquisition and processing
module. The target was approximately 80 m away from the crystal.

To evaluate the method of reciprocating sweep in compensation of thermally induced phase delay,
an “in phase” frequency was obtained by different methods and results are shown in Figure 4. In the
figure, black and red dots respectively denote the results obtained through forward and backward
sweep, and blue dots denote the average of measurement results obtained by the reciprocating sweep.
Results obtained through forward and backward sweeps drifted in opposite directions, and the forward
sweeps had a larger statistical average than that of the backward sweeps. Through reciprocating
sweeps, the results had a repeatability of 1727 Hz, which was much smaller than that of forward sweep
(3130 Hz) and backward sweep (2503 Hz).
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Figure 4. Experimental results of “in phase” frequency.
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To validate our measurement method of N, N was tested with multi-frequency intervals. The “in
phase” frequency fx near the lower edge of band was first obtained in the reciprocating sweep method,
then, the uth “in phase” frequency on its upper side was obtained, and f b and N were respectively
determined according to Equations (10) and (11). u was set to change from 1 to 10 in seven groups of
tests, each group of tests contained 10 independent measurements; the statistical results are shown in
Figure 5. In the single-frequency interval method, the mean squares of f b and N were 2384 Hz and
1.5, respectively. As u increased from 1 to 8, the mean square of f b was reduced to 332 Hz, and the
mean square of N was reduced to 0. Further increase of u would result in further reduction of the
standard deviation of f b, but in our experiment, the frequency interval number of 8 was sufficient for
an accurate measurement of N.
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Figure 5. Mean square of f b and N with different frequency interval numbers.

With the accurate measurement of N, distance could be determined through the “in phase”
frequency and the corresponding N; results are shown in Figure 6. The statistical average of the
forward sweeps was 6 μm larger than the backward sweeps. The statistical uncertainties of the
forward sweeps and reciprocating sweeps were 87.1 μm and 44.1 μm, respectively.
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Figure 6. Measurement results under different sweep methods.

Finally, an uncertainty test was conducted using a dual-frequency laser interferometer. The target
retroreflector was moved from 79.29 to 80.29 m by ten steps at an increment of 100 mm. A commercial
heterodyne interferometer (5519, Keysight) was used to measure the displacement of the target. By the
application of linear fitting, the residual error between the reference displacement and the measured
distance could be obtained as shown in Figure 7. The residual error of the forward sweep was
from −85.9 to 113 μm. With the reciprocating sweep method, the max residual error was 54.4 μm.
The relative error was attributed to the random measurement error of frequency, the temperature
dependence of crystal properties, the air-path distance variation, and the instability of frequency
reference. The random measurement error of frequency could be further reduced by reducing the
sweep step size and increasing the signal-to-noise ratio of the system. The temperature dependence of
crystal property included the refractive index and the length change on the optical path, and air-path
distance variation was mainly caused by the variation of the air refractive index.
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Figure 7. Residuals of the measured distance versus displacement from a commercial
heterodyne interferometer.

4. Conclusions

We systematically discussed the principle of the FSPM based ranging method and the impact of
thermally induced phase delay on “in phase” frequency and wavelength multiple. To eliminate the
frequency drift caused by the phase delay, a measurement method based on a reciprocating sweep
was proposed. To obtain an accurate wavelength multiple, a multi-frequency interval approach was
proposed according to the equal interval distribution of “in phase” frequencies. The results of our
experiment proved the efficiency and applicability of the methods. The maximum deviation of the
measured results between the FSPM-based system and the interferometer was 54.4 μm.
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Abstract: We present a novel method to accurately measure the vertex position of a large aspheric
mirror with a phasing measuring interferometer, a laser tracker, and a micro alignment telescope.
The method consists of rotating the mirror by 180◦ about its mechanical axis and measuring the
change in displacement. Use of a micro alignment telescope eliminates the need to adjust the mirror
during the measurement, eases the alignment of the testing system, and improves the vertex position
measurement accuracy. Using this method, we measured the vertex position of an aspheric mirror 1 m
in diameter and 2 m in radius of curvature. The vertex position measurement uncertainty is 88 μm.

Keywords: optical measurement; dimensional measurement; aspheric mirror; vertex position

1. Introduction

Accurate measurement of the vertex position of a large aspheric mirror is often critical to the
performance of the optical system in which the mirror is used. Take the monolithic primary tertiary
mirror as an example, the Large Synoptic Survey Telescope (LSST) uses a unique opto-mechanical
design that places the primary and tertiary mirrors on a single glass substrate, the alignment of primary
and tertiary mirrors is controlled at the time of manufacture; the tolerance in lateral displacement
of the two vertices is 1 mm [1–3]. Another example is the space telescope, which has very limited
alignment space, and the vertex eccentricity of the primary mirror is often required to within less than
a millimeter from nominal.

The displacement of the vertex causes shear of the spherical aberration terms, resulting in coma
in surface form [4]. However, it is difficult to determine vertex position from measurement of surface
form because of low sensitivity. Take a parabolic mirror with 1.3 m in diameter and 3.5 m in radius
of curvature (RoC) as an example, an error of 1 mm in the measurement of the vertex position only
induces 2 μm (Peak-to-Valley, PV) surface form error.

A variety of methods exists to measure the vertex position of an aspheric mirror. The mechanical
method uses a coordinate measuring system, such as a coordinate measuring machine (CMM) or laser
tracker to measure the surface coordinates and calculate the best-fit vertex position; the mechanical
method is less efficient and often not applicable for large polished mirrors. The second method uses
a phase measuring interferometer (PMI) and a null corrector. When the test optics are aligned to the
mirror surface, the null corrector accurately defines the optical axis. The position and orientation of the
null corrector and the position of the mirror’s mechanical axis can be measured by a portable coordinate
measuring system (CMS, such as a laser tracker), and the vertex position can be subsequently calculated.
A shortcoming of this method is that a small error in the measurement of the null corrector’s orientation
results in a large error in the calculation of the vertex position due to Abbe error [5]. The third method
consists of rotating the mirror by 180 degrees about its mechanical axis and measuring the change in
coma. Two drawbacks associated with this method are as follows. First, the method depends on a high
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accuracy rotating table and precise alignment of the test piece so that the PMI can measure the mirror
surface both at 0 degrees and 180 degrees without adjustment. Second, the method relies on stable
positioning of the test optics, which is difficult in large-scale dimensional measurement.

The need to carefully match the vertex position of a large aspheric mirror presents an interesting
challenge for the optics shop. Accurately measuring the vertex position using conventional methods
is extremely difficult. In the following sections, we present a technique to use a PMI, a laser tracker
and a micro alignment telescope (MAT) to perform vertex position measurement on an aspheric
mirror. The method eliminates the aforementioned drawbacks, and accurate measurement of the
vertex position is achieved.

2. Methods

The method is actually an improvement of the rotating method. Instead of measuring the
change in coma with the PMI, the method only uses the PMI for alignment and directly measures the
displacement with the MAT.

In this method, a PMI and a null corrector which generates an aspheric wavefront are used to
build a virtual axis. The virtual axis will always pass through the mirror’s vertex when the test optics
are well aligned to the mirror surface at each rotating angle.

A laser tracker is used to align a visible target for MAT to the mirror’s mechanical center (often
defined by the outer diameter). A laser tracker is a portable CMS that utilizes a distance measuring
interferometer (DMI) and two rotary encoders to track and measure the location of a sphere-mounted
retro-reflector (SMR).

The MAT allows the user to set reference lines of sight for applications such as the alignment
and measurement of bearings and bores. By use of two built in optical micrometers, two dimensional
displacements can be measured with high accuracy from a reference line of sight. The MAT is moved
together with the test optics so that it can maintain relative position and orientation with the virtual
axis. If the vertex is not at mirror’s mechanical center, the MAT could observe target displacement
after rotating the mirror and re-aligned to the test optics. Thus, the vertex position can be determined
with two dimensional displacements from the MAT.

The measurement sequence is as follows (see Figure 1):

1. Use a laser tracker to measure the mechanical center of the mirror and align a target (for MAT) to
mirror’s mechanical center, record the eccentricity xtarget, ytarget.

2. Deploy the PMI, null corrector such that the optical axis of test optics coincides as closely as
possible with mirror’s optical axis, read the coma terms cx_0, cy_0, and calculate alignment
deviation xcoma_0, ycoma_0 with mirror’s parameter.

3. Deploy the MAT, place it along with PMI and test optics (on the same 5-axis table), and aim at
the target center, record the reading of two micrometers: xmat_0, ymat_0.

4. Rotate the mirror by 180 degrees, adjust 5-axis table to re-align optical path and calculate
alignment deviation xcoma_180, ycoma_180 with coma terms.

5. Adjust the MAT’s micrometers, aim at the target center, and record the reading of micrometers
xmat_180, ymat_180.

6. The displacements between the vertex position and mirror’s mechanical center can be
calculated as:

xvertex = (xmat_180 − xcoma_180 + xcoma_0 − xmat_0)/2 + xtarget

yvertex =
(
ymat_180 − ycoma_180 + ycoma_0 − ymat_0

)
/2 + ytarget

(1)
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Align a target to mirror center, record 
the eccentricity xtarget, ytarget 

Align test optics to mirror, calculate 0 
degrees deviation xcoma_0, ycoma_0 
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Calculate vertex position xvertex, yvertex 

Start 

Finish 

Figure 1. Vertex position measurement process.

3. Experiment and Results

The preliminary experiment is carried out on a concave aspheric mirror 1 m in diameter and
2.1 m in RoC. The mirror is supported by a whiffletree structure on a steel plate and can be rotated
manually. The form error of the mirror is 0.1λ (rms, with piston, tilt, power and coma terms removed,
λ = 632.8 nm).

The optical target for MAT is mounted on a hollow reference cylinder (see Figure 2). An OGP
SmartScope ZIP 250 vision measuring system (maximum permissible error (MPE): 1.8 + 6 L/1000 μm,
where L is the measured length in mm) is used to measure the eccentricity between the target
and reference cylinder. The vision measuring system measures the reference cylinder’s outer edge
(roundness is 3 μm) and analyzes cylinder’s center position, then it aims at the central circular dot of
the target with a crossline to determine the eccentricity. The eccentricity is measured and adjusted to
3 μm in x direction and −2 μm in y direction. A rectangular light emitting diode (LED) is fixed in the
reference cylinder and it provides uniform illumination light which is suitable for observation.

Figure 2. Target for MAT mounted on a hollow reference cylinder.

An API Radian laser tracker (range: 40 m) [6] is used to align the target to mirror’s mechanical
center. The laser tracker is placed 2.5 m away from the mirror’s mechanical center. The laser tracker
measures the outer edge of the mirror and the reference cylinder and analyzes center positions
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respectively. The eccentricity of two center positions is repeatedly measured and adjusted. The MPE of
laser tracker is 10 + 5 L μm (L is measured length in m) and the eccentricity of two center positions is
finally controlled within 50 μm.

A Zygo GPI-XP/DPMI (test beam diameter: 4 inch) [7] is placed horizontally on the test tower
with a 45◦ fold mirror which makes easy to align the optical path of heavy PMI system (see Figure 3).
To align the optical path, a large 5-axis table which enables precision translation in the X, Y and Z
axes, as well as tip-tilt adjustment for the PMI measurement is used. The refractive null corrector is
also placed on the large 5-axis table and it is aligned to the PMI with a small 5-axis table by using
interference fringe in the first place, then the large 5-axis table is precisely adjusted to align the optical
path until the residual coma and defocus terms are within 0.2λ.

Figure 3. Setup to measure vertex position of aspheric mirror.

A MAT with built in optical micrometers (graduations: 0.02 mm, error: ±0.002 mm) from Taylor
Hobson [8] is used to observe the lateral displacements of the target, as shown in Figure 3, the MAT
is placed beside the PMI on a small 3-axis table, 3 m away from the mirror. The angle between the
PMI axis and MAT axis is approximately 7 degrees in x direction, due to ‘Cosine error’, the actual
displacement in x direction was 1.01 times the measured displacement. The measurement results are
listed in Table 1.

Table 1. Results of the vertex position measurement. xtar-ref, ytar-ref are displacements between the
target center and reference cylinder center in x, y directions; xref-mir, yref-mir are displacements between
the reference cylinder center and mirror center in x, y directions.

Item 0 Degrees (μm) 180 Degrees (μm)

xtar-ref 3 –
ytar-ref −2 –
xref-mir 21 –
yref-mir 42 –
xcoma 13 −7
ycoma −6 14
xmat 40 120
ymat 140 320

Xvertex 74
Yvertex 120

The measurement uncertainty analysis is as follows:
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The measurement model for the vertex position is shown in Equation (1), while in the experiment,

xtarget= xtar-ref+xref-mir
ytarget= ytar-ref+yref-mir

(2)

The uncertainty model of the vertex position measurement is shown in Equation (3) [9]:

uvertex
2 = umat

2/2 + ucoma
2/2 + utar-ref

2 + uref-mir
2 (3)

According to the MPE value of the SmartScope ZIP 250 (assigning rectangular distribution),
the displacement between the target center and reference cylinder center measurement uncertainty is
(Type B evaluation of uncertainty):

utar-ref = 2 μm (4)

According to the MPE value of the API Radian laser tracker (assigning rectangular distribution),
the displacement between the reference cylinder center and mirror center measurement uncertainty
induced by the laser tracker is (Type B evaluation of uncertainty):

uref-mir_lt = 14 μm (5)

The displacement between the reference cylinder center and the mirror center measurement
uncertainty evaluated by statistical analysis of 5 measurements is (Type A evaluation of uncertainty):

uref-mir_repeatability = 24 μm (6)

According to the measurement experience, the surface coma measurement uncertainty is
60 nm, to this mirror, the correlation coefficient of measured coma and lateral displacement is 227.
The measurement uncertainty induced by coma measurement is (Type B evaluation of uncertainty):

ucoma = 14 μm (7)

The uncertainty arises from the MAT reading is evaluated by measuring a target which mounted
on a linear slider at a 3 m range. The statistical analysis of the repeatability and ranging test gives
(Type A evaluation of uncertainty):

umat_reading = 10 μm (8)

The drift of relative orientation between the MAT axis and test optics axis is evaluated by the
repeatability test. The statistical analysis of 6 times reading from the PMI and MAT (in an hour) gives
(Type A evaluation of uncertainty):

umat_drift = 45 μm (9)

The combined uncertainty of the vertex position measurement is as follows:

uvertex = ((umat_reading
2 + umat_drift

2)/2 + ucoma
2/2 + utar-ref

2 + uref-mir_lt
2 + uref-mir_repeatability

2)0.5 = 44 μm (10)

The expanded uncertainty (k = 2) is as follows:

Uvertex = k × uvertex = 88 μm (11)

The analysis indicates the vertex position expanded measurement uncertainty is 88 μm.
For comparison, the mirror is also measured with a CMM (MPE: 2.2 + L/350 μm, where L is measured
length in mm). The vertex position x displacement is −90 μm and y displacement is 170 μm. The vertex
position measurement uncertainty of the CMM method is evaluated using statistical way (rotate the
mirror 3 times by 90 degrees and use a CMM to measure the vertex position at 4 directions) and
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vertex position measurement uncertainty is 0.29 mm in x direction and 0.12 mm in y direction. Thus,
the result of the proposed method is within the uncertainty of the CMM measurement.

4. Conclusions

We presented a method to use a PMI, a laser tracker, and a MAT to accurately measure the vertex
position of an aspheric mirror. The MAT is adjusted with the PMI to maintain relative position and
orientation, and it measures the displacements of the target placed on the mechanical center of the
mirror which makes vertex position measurement more direct. This is a convenient way to measure
the vertex position of an aspheric mirror, especially suitable for controlling the mirror’s vertex position
during the polishing process. A validation experiment is performed on a concave aspheric mirror 1 m
in diameter and 2.1 m in RoC and the experimental results are compared with that of CMM, the results
have confirmed the feasibility of the proposed method.
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Abstract: Volume grating is a key optical component due to its comprehensive applications. Other
than the common grating structures, volume grating is essentially a predesigned refractive index
distribution recorded in materials, which raises the challenges of metrology. Although we have
demonstrated the potential application of ellipsometry for volume grating characterization, it has
been limited due to the absence of general forward model reflecting the refractive index distribution.
Herein, we introduced a distributed dielectric constant based rigorous coupled-wave analysis (RCWA)
model to interpret the interaction between the incident light and volume grating, with which the
Mueller matrix can be calculated. Combining with a regression analysis with the objective to match the
measured Mueller matrices with minimum mean square error (MSE), the parameters of the dielectric
constant distribution function can be determined. The proposed method has been demonstrated using
a series of simulations of measuring the volume gratings with different dielectric constant distribution
functions. Further demonstration has been carried out by experimental measurements on volume
holographic gratings recorded in the composite of polymer and zinc sulfide (ZnS) nanoparticles.
By directly fitting the spatiotemporal concentration of the nanoparticles, the diffusion coefficient has
been further evaluated, which is consistent to the result reported in our previous investigations.

Keywords: ellipsometry; volume grating; nanostructure metrology; distributed dielectric constant
model; holography

1. Introduction

Volume gratings, which are formed by introducing a periodic refractive index modulation
within the volume of a bulk material, are of great importance and popularly used in optical physics
for data storage [1], optical elements [2], as well as optical communications [3]. Many kinds
of materials, such as crystals [4], fused silica [5,6], photo-thermo-refractive (PTR) glass [7–9],
and polymers [10,11], have been employed as the recording media. In order to achieve larger refractive
index modulation as well as higher data storage density in flexible devices with lightweight [12–14],
polymer nanocomposites, with doped nanoparticles [15–24], has attracted special attentions.

Other than common grating structures that can be easily observed using techniques such as
microscopy, volume grating does not exhibit structural characteristics such as grating groove and
ridge physically. Therefore, metrology of a volume grating is challenging. Sabel and Zschocher
avoided the limit of resolution and achieved the image of the volume phase gratings recorded in
polymer using an optical microscopy [25]. Braun and co-workers had tried to monitor the eventual
status of nanoparticle distribution in the holographic gratings using transmission electron microscopy
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(TEM) [26]. Although insightful information has been achieved, it is highly desirable to observe the
volume gratings non-destructively. In practice, diffraction efficiency has been used comprehensively by
many researchers to evaluate volume gratings [27,28]. However, since the spatial distribution is not the
only factor affecting the diffraction efficiency [29], it was not always a good predictor on nanoparticle
distribution. Chen et al. proposed a method based on angular selectivity curves to measure the
refractive index modulation (RIM, i.e., the refractive index difference between bright and dark regions)
of a volume grating recorded in photo-thermo-refractive glass and achieved high precision [9]. Butcher
et al. measured the thickness, RIM and duty ratio of a volume diffraction grating using a commercial
Fourier-transform spectrometer (FTS) combined with multi-incident angle measurement [30].

Recently, considering the advantages such as nondestructive to the samples, high sensitivity on
anisotropy, as well as the capability of dealing with depolarization, we introduced Mueller matrix
ellipsometry (MME) to characterize the volume holographic gratings recorded in a composite of
poly(acrylate-co-acrylamide) and 5-nm zinc sulfide (ZnS) nanoparticles, and further studied the
process of nanoparticle diffusion upon holography [31]. The time-dependent parameters had been
achieved, such as the bright and dark region width, refractive index and nanoparticle volume fractions,
which pave the way for the quantitative study of the nanoparticle diffusion process. However, due to
the absence of general refractive index distribution model, an assumption of rectangular cross-section
of the grating has been made, which may degrade the fidelity of the metrology, especially in the cases
when the distribution of refractive index is not sinusoidal [32,33] or significant absorption exists [34].

In this work, based on the rigorous coupled-wave analysis (RCWA) theory [35], we proposed
a distributed dielectric constant model to interpret the interaction between the incident light and
volume grating and calculate the Mueller matrices. In such a model, the dielectric constant of the
volume grating is described by a general periodic spatial function, and two-dimensional discretization
in one period have been carried out. By a regression analysis with the objective to best match the
measured Mueller matrices, the refractive index distribution function can be reconstructed, as well
as the thickness of the grating. The proposed method has been demonstrated using a series of
simulations of measuring the volume gratings with different dielectric constant distribution functions.
Measurement experiments have been carried out on the volume holographic gratings recorded in
a composite of polymer and 5-nm zinc sulfide (ZnS) particles with different recording time of 5 s, 10 s,
15 s, 20 s, 25 s, 30 s, 35 s and 40 s. The rational results demonstrate the validity of the proposed method.
By directly fitting the spatiotemporal concentration of ZnS nanoparticles, an apparent diffusion
coefficient of 2.18×10−15 m2 s−1 has been achieved, which agree with our previously reported results
of 2.0×10−15 m2 s−1 [31].

2. Methods

Ellipsometry is a typical model-based technology, which usually involves a multiparameter
forward model and the solution of an inverse problem. The former describes the interaction between
the probing light and the sample, while the objective of the latter is fitting the measured data with the
theoretical outputs of the forward model. Determining an appropriate model to accurately calculate
the polarization state change of the incident beam induced by the light-nanostructure interaction is the
premise of a successful metrology.

Different to common grating structures consists of ridge and groove that are typically
made of two different materials (such as air and grating material), the volume grating is
essentially a specific distribution of refractive indices in the material, which can be depicted as
Figure 1a. The fundamental principle of such distribution formation is based on the photoinduced
property changes like photopolymerization induced diffusion, or ultraviolet radiation and thermal
development, giving rise to expected refractive index distribution in the recording material, such as
polymer-nanoparticle composites as well as PTR glasses, etc. As in a polymer-nanoparticle system,
the photo-active monomer consumption occurs in bright regions during holography because of
photopolymerization, which results in the movement of monomers towards the bright regions.
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Consequently, the nanoparticles will be squeezed into the dark regions due to the chemical potential
effects. As a result, a sinusoidal refractive index distribution as shown in Figure 1a is expected in the
formed polymer nanocomposite. In order to accurately describe such a system, a distributed dielectric
constant-based RCWA is proposed as the forward model for volume grating characterization.

Figure 1. Scheme of the (a) spatial refractive index distribution in a volume grating; and (b) the
corresponding distributed dielectric constant model used for rigorous coupled-wave analysis.

2.1. Distributed Dielectric Constant-Based RCWA

For a volume grating whose refractive index distributed in the volume grating can be defined by
an arbitrary periodic spatial function n(x) as shown Figure 1a, a RCWA model based on a distributed
refractive index model can be discretized as Figure 1b. The geometric domain is divided into three
regions, i.e. region I, II and the grating region, and the coordinate system is defined as shown in
Figure 1. Angle of incident θ and angle of azimuth ϕ are defined as shown in Figure 1a as well.
If a specific function of refractive index distribution can be predetermined, such as the sinusoidal
distribution shown in Figure 1a, the material optical properties can be quantified by some parameters,
such as the pitch Λ, the height of grating region H, the initial refractive index n0, and the amplitude of
the maximum refractive index variation nA. Regardless of magnetic material, the relationship between
refractive index n and relative dielectric constant ε (i.e. permittivity) is that ε = n2.

At first, the dielectric material in a period can be uniformly discretized into N units along x
axis. Without losing generality, supposing the distribution can be described by a sinusoidal function,
the refractive indices at an arbitrary position x can be achieved using interpolation. At the same time,
if the optical property variates along z direction, a commonly used layer-by-layer discretization along
z axis can be carried out as well. As shown in Figure 1b, the grating region is sliced into L layers in z
direction and N units in x direction. Then, the x-dependent relative dielectric constant at l-th layer can
be expanded as Fourier series

ε l(x) = ∑
g

ε l,g exp
(

j
2πg
Λ

x
)

, (1)

where εl,g is the g-th component of the Fourier expansion, which can be obtained as

ε l,g =

⎧⎪⎪⎨
⎪⎪⎩

1
N

N
∑

n=1
ε ln g = 0

1
−j2πg

[
N−1
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(
ε ln − ε l(n+1)

)
exp

(
−j 2πng

N

)
+ ε lN − ε l1

]
g 
= 0

, (2)
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where N is the number of units in one period. In the same way, the reciprocal of dielectric constant can
be expanded as

1
ε l(x)

= ∑
g

(
1
ε

)
l,g

exp
(

j
2πg
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x
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, (3)
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The electrical field expressions of region I (z < 0) and II (z > H) can be achieved as Equations (5)
and (6) by Rayleigh expansion

EI = Einc + ∑
i
[Ri exp(−jkR,i•r)], (5)

EI I = ∑
i
{Ti exp[−jkT,i•(r − Hẑ)]}, (6)

where Einc is normalized incident electrical field; H is total height of the volume grating; Ri is the
amplitude of i-th diffractive wave; Ti is the amplitude of i-th transmit wave; r is the position vector of
an arbitrary point on the plane wave front; and kR,i is the wave vector of i-th transmit wave.

According to Floquet theorem, the following conditions should be satisfied,

kρ,i = kxix̂ + kyiŷ + kqz,iẑ; ρ = R, T, (7)

kxi = kinc,x − i
2π

Λ
, (8)

kyi = kinc,y, (9)

where i is the diffraction order, kρz,i is z component of the wave vector.
In the grating region (0 < z < H), the electric field El and magnetic field Hl can be written as

Floquet-Fourier series as

El = ∑
i

Sl,i(z) exp
[−j

(
kxix + kyiy

)]
= ∑

i

{
Sl,xi(z)x̂ + Sl,yi(z)ŷ + Sl,zi(z)ẑ

}
exp

[−j
(
kxix + kyiy

)] , (10)

Hl =
(

ε0
μ0

) 1
2
∑
i

Ul,i(z) exp
[−j

(
kxix + kyiy

)]
=
(

ε0
μ0

) 1
2
∑
i

{
Ul,xi(z)x̂ + Ul,yi(z)ŷ + Ul,zi(z)ẑ

}
exp

[−j
(
kxix + kyiy

)] , (11)

where Sl,i(z) and Ul,i(z) are the amplitudes of the electric and magnetic fields of the l-th layer in the
grating region. In the grating region, the electric and magnetic fields satisfy the Maxwell equations

∇× El = −jk0μH′
l , (12)

∇× H′
l = jk0ε(x)El , (13)

where k0 is the wave number in the free space, given by k0 = 2π/λ0 and λ0 is the wavelength of the
incident wave in free space; ε0 and μ0 are the electric permittivity and magnetic permeability in the
free space and

H′
l =

√
μ0/ε0Hl . (14)
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Then submit Equations (10) and (11) to Maxwell equations Equations (12) and (13), the coupled wave
equation in matrix form can be achieved as

∂

∂z

⎡
⎢⎢⎢⎣

Sl,x
Sl,y
Ul,x
Ul,y

⎤
⎥⎥⎥⎦ = jk0

⎡
⎢⎢⎢⎣

0 0 KxE−1
l−tpKy I − KyE−1

l−tpKy

0 0 KxE−1
l−tpKx − I −KxE−1

l−tpKy

KxKy F−1
l − K2

y 0 0
K2

x − El−tp −KyKx 0 0

⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣

Sl,x
Sl,y
Ul,x
Ul,y

⎤
⎥⎥⎥⎦, (15)

where Kx and Ky are diagonal matrices, whose diagonal elements are kxi/k0 and kyi/k0; I is identity
matrix with the same dimension of K. El-tp is the Toeplitz matrix consists of the Fourier coefficients of
the relative dielectric constant at the l-th layer. Fl is the Toeplitz matrix corresponding to the reciprocal
of the relative dielectric constant.

Combined with the boundary conditions and enhanced transmit matrix, the distribution of the
electric field R and magnetic field T can be achieved by solving Equation (15). Further, the reflected and
transmit electric fields of s- and p- polarized light can be achieved. If the transmission is considered,
the amplitudes of the electric fields and the components of Jones matrix can be expressed as

tpp =
Etp

Eip
, (16)

tsp =
Ets

Eip
, (17)

tss =
Ets

Eis
, (18)

tps =
Etp

Eis
, (19)

And then, Mueller matrix can be calculated as

M=A
(

J ⊗ J*
)

A−1. (20)

where

A =

⎡
⎢⎢⎢⎣

1 0 0 1
1 0 0 −1
0 1 1 0
0 j −j 0

⎤
⎥⎥⎥⎦, (21)

J =

[
tpp tps

tsp tss

]
. (22)

2.2. Inverse Problem Solving

It is insufficient to successfully obtain the measurands only with the Mueller matrices measured
by MME and the Mueller matrices calculated using the forward model. An inverse problem solving
process needs to be applied to find out the appropriated values for the measurands, which are able to
fit the measured Mueller matrices with minimum MSE. A weighted least-squares regression analysis
method (Levenberg–Marquardt algorithm) [36] is performed and the weighted mean square error
function is defined as

χ2
r =

1
15Q − P

Q

∑
q=1

4

∑
u,v=1

[
mmeas

uv,k − mcalc
uv,q

σ(muv,q)

]2

, (23)

where q stands for the q-th spectral point in Q spectral points in total, subscript indices u and v represent
all the Mueller matrix elements normalized to m11 except m11, P is the measurands number, muv,q with
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superscript meas and calc denote the measured and calculated Mueller matrix elements, respectively,
and σ(muv,q) is the estimated standard deviation associated with muv,q.

In this work, the measurands could be the parameters need to be determined in refractive index
distribution function, the geometric parameters of the volume grating samples, the measurement
configuration conditions such as θ and ϕ, and the thickness H.

3. Simulation

In order to demonstrate the generality and validity of the proposed method, a series of volume
grating measurements are simulated, with different dielectric constant distribution functions. Without
losing generality, three typical distribution functions such as periodic binary distribution, periodic
linear distribution, as well as continuous sinusoidal distribution are selected. These functions are
selected because most of the complex functions can be easily assembled by the linear combinations of
these simple functions. For the convenience of comparing the effects of function type on the Mueller
matrix spectra, the nominal parameters of sample setting and measurement configuration are shared.
The angle of incidence θ is fixed as 25◦, and the angle of azimuth ϕ is set as 20◦. The substrates are
glasses. The pitch of the dielectric distribution Λ is fix as 800 nm. For each test case of different function
type, two thickness settings H are examined—3 μm and 5 μm, respectively. Considering the pitch Λ
can be usually well controlled by the process of grating fabrication, we fixed it as a constant. Since the
thickness H, angle of incidence θ, and the angle of azimuth ϕ are easily varied parameters, we need
reconstruct these parameters in the fitting process.

The general procedure of the simulation can be divided into three steps. At first, according to the
trues values of parameters, the theoretical Mueller matrices will be calculated. Then, random errors
with signal-noise-ratio SNR = 10000 will be injected into the theoretical Mueller matrices to generate
a set of measured Mueller matrices. At last, by a regression started with the initial values of parameters
will be carried with the objective to best fit the measured Mueller matrices. When the optimal solution
is achieved, we achieved the measured values of these parameters as well as corresponding fitted
Mueller matrices.

To avoid the unphysical refractive index spectra, we quoted the correlations between the
refractive index and nanoparticles weight fractions ω reported in Ref. [31], so that the appropriate
refractive index curve can be selected according to the value of nanoparticles weight fraction. Then,
the dielectric constant distribution function can be represented by the distribution function of the
nanoparticle concentration.

3.1. Periodic Binary Distribution

In the first case, binary distribution defined by Equation (24) is used.

ω =

{
ωa (0 < x < f Λ)

ωb ( f Λ < x < Λ)
, (24)

where ωa and ωb represent different nanoparticle concentration at different position in one pitch. f is
the duty cycle of such a binary grating, which is set as 0.5 in our simulation.

In this case, the parameters ωa and ωb are measurands we need to determine. As mentioned in
the previous paragraph, H, θ, and ϕ are the parameters needs to be verified. The measured and fitted
Mueller matrix spectra are shown in Figure 2, and the corresponding parameters are listed in Table 1.
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Figure 2. Measured Mueller matrix spectra (blue) and fitted Mueller matrix spectra (red) for the volume
gratings whose dielectric constant is a periodic binary distribution, with thicknesses of (a) 3 μm and
(b) 5 μm, respectively.

Table 1. Simulation results of case 1.

H (μm) ωa ωb H θ ϕ

3
Initial value 0.16 0.38 3.1 23.5 18

Measured value 0.28 0.44 2.99 24.79 19.14
True values 0.26 0.42 3 25 20

5
Initial value 0.16 0.38 5.1 23.5 18

Measured value 0.29 0.45 4.98 24.92 19.98
True values 0.26 0.42 5 25 20

As shown in Figure 2, although random noise has been injected into the “measured” Mueller
matrices, the fitting is good. In Figure 2a,b, nonzero Mueller matrix elements in the off-diagonal
elements are observed, clearly showing the anisotropy of the samples. As shown in Table 1, although
the initial values of measurands ωa and ωb are given with large relative deviations to their true value,
the measured values converge to their true values, which demonstrate the accuracy and robustness of
the proposed method. Although the setting parameters H, θ, and ϕ are fitted with the same algorithm,
their measured values vary in a quite small range and converge to their true values as well.

3.2. Periodic Linear Distribution

In the second test case, the fidelity of the proposed method for a periodic linear dielectric constant
distribution will be examined. The distribution function is defined as

ω = ωb + ωkx (0 < x < Λ), (25)

where ωb and ωk represent the intercept and the slope of the linear relationship in one pitch,
respectively.

In this case, the parameters ωb and ωk are measurands we need to determine. Due to the same
reason, H, θ, and ϕ are the parameters needs to be verified. The measured and fitted Mueller matrix
spectra are shown in Figure 3, and the corresponding parameters are listed in Table 2.
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Figure 3. Measured Mueller matrix spectra (blue) and fitted Mueller matrix spectra (red) for the volume
gratings whose dielectric constant is a periodic linear distribution, with thicknesses of (a) 3 μm and (b)
5 μm, respectively.

Table 2. Simulation results of case 2.

H (μm) ωb ωk H θ ϕ

3
Initial value 0.18 1.1 2.8 23.5 18

Measured value 0.20 1.02 2.85 23.56 18.97
True values 0.2 1 3 25 20

5
Initial value 0.18 1.1 4.8 23.5 18

Measured value 0.21 1.00 4.98 23.75 20.01
True values 0.2 1 5 25 20

Good-fitting results have been achieved as well, as shown in Figure 3. It is worth to note that the
anisotropy encoded in the Mueller matrix spectra shown in Figure 3 are much more significant than
the observations from Figure 2. This is because in the second case, the dielectric constant distributed in
one pitch is not symmetric. The results list in Table 2 show the accuracy of the proposed method when
the local optical constants are linear to the position.

3.3. Continuous Sinusoidal Distribution

In the last case study, we studied the possibility of determining a continuous dielectric constant
distribution using the proposed method, because in most of the existing volume holographic gratings,
the dielectric constants are considered sinusoidally distributed. The distribution function is defined as

ω = ω0 + ωA sin(x) (0 < x < Λ), (26)

where ω0 and ωA represent the average value and variation amplitude of nanoparticle concentration
in one pitch, respectively.

In this case, the parameters ω0 and ωA are measurands we need to determine. H, θ, and ϕ are
reconstructed as well. The measured and fitted Mueller matrix spectra are shown in Figure 4, and the
corresponding parameters are listed in Table 3.
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Figure 4. Measured Mueller matrix spectra (blue) and fitted Mueller matrix spectra (red) for the volume
gratings whose dielectric constant is a continuous sinusoidal distribution, with thicknesses of (a) 3 μm
and (b) 5 μm, respectively.

Table 3. Simulation results of case 3.

H (μm) ω0 ωA H θ ϕ

3
Initial value 0.3 0.1 3.1 23.5 18

Measured value 0.36 0.15 3.00 25.00 20.00
True values 0.36 0.15 3 25 20

5
Initial value 0.34 0.13 5.1 23.5 18

Measured value 0.39 0.15 5.01 24.99 20.00
True values 0.36 0.15 5 25 20

Since the nanoparticle distribution in one pitch is symmetric again, the achieved anisotropy in
the spectrum is not as significant as in the second case, where the values of the off-diagonal elements
shown in Figure 4 are at the similar level as in Figure 2. If further attention is paid to the results list
in Table 3, a significant improvement on the accuracy can be observed comparing to the precious
two cases. It may be attributed to the less singular points for the case of a continuous distribution,
which decreases the numerical errors.

The above simulations demonstrate the feasibility, effectiveness, robustness of the proposed
method. It is worth to point out, more complex distribution function with more parameters need to be
determined will not noticeably degrade the performance of the proposed method, since the number of
wavelength points in the spectrum usually is enough for obtaining the solution. If we compare the
Mueller matrix spectra reported in Figures 3–5, significant differences can be distinguished, although
the important parameters such as thickness, pitch, angle of incidence and azimuth, even similar
interval of the refractive index changes are shared. Such high sensitivity can be used to verify the
distribution function type selection, i.e., an inappropriate selection of function type is highly possible
to result in the failure of regression.

4. Experiment

4.1. Volume Gratings Preparation

The volume gratings were prepared following the procedures introduces in our previous work [31].
The ZnS nanoparticles are about 5 nm in diameter, and were synthesized using pot reaction in oil
bath followed by a purifying process [23,31]. Then the nanoparticles were dried in vacuum at room
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temperature for 2 hours. Homogeneous holographic mixtures were prepared by ultrasonication at
30 ◦C for 50 min with the concentration of ZnS nanoparticles as 22.6 vol% using the recipe given in [31].

To form the holographic gratings, the mixtures were inject into the cavity formed by two
parallel glasses, and the thickness of the sample is controlled by the silica spacers with a diameter
of ~ 8 μm. Volume gratings were recorded in the cell by two separate 442 nm He-Cd laser beams
with equal intensity of 5 mW/cm2 irradiating on the cells to form a sinusoidal hologram with period
of 800 nm [23,31]. Different samples were prepared by varying the duration of the irradiation of 5 s,
10 s, 15 s, 20 s, 25 s, 30 s, 35 s, and 40 s respectively. Postcure in UV with intensity of 20 mW/cm2 for
10 minutes was implemented at last to fix the grating structures.

4.2. Experimental Setup

A Mueller matrix ellipsometer (ME-L ellipsometer, Wuhan Eoptics Technology Co., China) [37]
will be used to measure the volume gratings. The MME has a dual rotating compensator configuration,
whose layout in order of light propagation is shown in Figure 5, where P and A are the polarizer
and analyzer, respectively; Cr1 and Cr2 refer to the first and second rotating compensators who are
rotating with a fixed ratio of angular velocity; and S represents the holographic grating. With this
instrument, the 16 Mueller matrix elements can be obtained in a single measurement. The spectral
range of the instrument covers from 200 to 1000 nm. Since the light reflections from the glass surface
and the sample are difficult to be differentiated by the detector in reflection mode, the transmission
mode, i.e. straight through mode, was selected in our experiments. The samples are placed on the stage
as shown in Figure 5. When the sample is rotated around the direction of light propagation, different
azimuthal angle can be achieved. If the stage is rotated, the incident angle θ can be arbitrary selected.

Figure 5. Scheme of the experimental setup based on a dual rotating-compensator Mueller matrix
ellipsometer (MME) in the transmission mode.

4.3. Measurement Results and Discussions

Measurement experiments are carried out on the volume holographic gratings prepared in
Section 4.1. The angle of incidence θ for the probing light was fixed at approximate 25◦. Since the
manual manipulation cannot guarantee the exact value of angle of incidence, we set it as a measurand
with an initial value of 25◦. The azimuthal angle ϕ was set as 0◦, which indicates the incident plane is
perpendicular to the gratings. In this case, the off-diagonal elements in the measured Mueller matrices
should be zeros, which can be applied to check the azimuthal angle settings in measurements. Same as
angle of incidence, the azimuthal angle was set as a measurand with initial value of 0◦ to avoid the
error introduced by manual manipulation. In analysis, the spectral range was from 400 to 1000 nm
with an increment of 5 nm, and the distributed dielectric constant model based RCWA proposed in
Section 2.1 was used to calculate the Mueller matrices. The distributed refractive index is assumed
sinusoidal, which is defined as n(x) shown in Figure 1a. The number of retained orders in the truncated
Fourier series was 12. Since the preliminary study [31] on the sample revealed that no significant
refractive index variation along z direction had been observed because both the nanoparticles and the
polymers are not absorbing materials, we set the layer number L to be 1 to improve the calculation
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efficiency and the measurement accuracy. In this case, the amplitude of refractive index curve nA,
and the thickness of samples were measured simultaneously. Since the linear correlations between the
refractive index and ZnS nanoparticles volume fraction have been achieved in our previous work [31],
the distributed refractive indices can be directly converted into the volume fractions distributions.
Figure 6 shows the comparison of calculated and measured Mueller matrix spectra when recording
time t = 5 s, 10 s, and 40 s, as well as the achieved spatial volume fraction distributions corresponding
to t = 5 s, 10 s, 25 s, and 40 s in the nanocomposite. More detailed measurement results including
amplitude of concentration variation CA, thickness of samples H, the angle of incidence θ, the angle of
azimuth ϕ, as well as the MSE of fitting are listed in Table 4. It is worth to point out that the pitch of
the volume holographic grating is assumed 800 nm and the local nanoparticle concentration is ideally
sinusoidally distributed.

 

Figure 6. Results of calculated (red) and measured (blue) Mueller matrix spectra in the transmission
mode when recording time (a) t = 5s; (b) t = 10s; (c) t = 40s; and (d) measured spatial refractive index
distribution curve of a volume grating at different exposure time.
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Table 4. Measured results of volume gratings with different exposure time.

time(s) C0 CA H (μm) θ (o) ϕ (o) MSE

5

0.226

0.055 8.2052 30.5508 −3.6431 4.8585
10 0.086 9.2286 23.8851 −0.0558 4.6035
15 0.108 8.4533 26.7676 −1.22687 6.1378
20 0.113 9.375 28.3695 −0.7261 14.0584
25 0.109 9.8429 25.6022 1.7953 21.8013
30 0.104 8.2554 26.5644 −2.9308 2.9309
35 0.113 6.5781 25.2278 −0.9119 6.004
40 0.120 8.763 26.7677 0.3869 6.7657

As shown in Figure 6a–c, the measured Mueller matrix fits well with the calculated matrix. All the
Mueller matrices have similar characteristics, which indicates that the formed volume gratings are
consistent. If some of the specific Mueller matrix elements such as m12 are selected for a further
analysis, the depth of the dip become larger, which indicates that the characteristics of Bragg grating
become more and more obvious. This is rational because with the increase of the recording time,
the sinusoidal distribution of the refractive index is more obvious. Such a phenomenon is more
intuitively shown in Figure 6d. It can be clearly observed in Figure 6d that the volume fractions in the
dark regions are increasing, while the volume fractions in the bright regions are decreasing, with the
process of holographic recording. Since the nominal azimuthal angle is selected as 0◦, the Mueller
matrix elements observed in the off-diagonal blocks are close to 0. If we correlate the results shown
in Figure 6a–c with ϕ reported in Table 4, the relative lager oscillations observed in Figure 6a can be
attributed to the azimuthal angle setting error. Since the RIM is much larger when recording time t is
40s, even though the reconstructed azimuthal angle is as small as 0.3869◦, relative more significant
anisotropy, i.e. nonzero off-diagonal elements, can be observed.

In order to further demonstrate the fidelity of the proposed method, we further investigated
the time-dependent volume fraction changes during holography. With the benefit of the distribution
function of the refractive index, the spatiotemporal concentration function of ZnS nanoparticles
expressed in terms of position x and time t, C(x, t) defined as Equation (24) [23] can be fitted directly.

C(x, t) = C0 + (Cmax − C0) sin(
2π

λ
x)
(

1 − e−(2π/λ)2Dt
)

, (27)

where Cmax and C0 are the maximum and average nanoparticles concentration, respectively. The fitted
curve can be achieved as shown in Figure 7.

 
Figure 7. Fitting result of spatiotemporal concentration of ZnS nanoparticles.
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The apparent diffusion coefficient, Da, achieved from the curve fitting is 2.18×10−15 m2 s−1,
which agree to the previous results 2.0×10−15 m2 s−1 we reported. Such an apparent diffusion
coefficient achieved using a different model exhibits again that the apparent diffusion coefficient is
3 orders lower than the initial diffusion coefficient (3.4 × 10−12 m2 s−1) predicted by the Stokes–Einstein
diffusion equation, which has been interpreted using the rapid increase of the mixture viscosity during
polymerization [31].

5. Conclusions

In order to appropriately reflect the distribution of refractive indices in the volume grating so that
the grating can be accurately characterized, a distributed dielectric constant-based RCWA is proposed
as a forward model that can be used for ellipsometry. A set of measurement experiments is carried
out on the volume gratings recorded in the composite of polymer and 5-nm ZnS nanoparticles with
a different holographic recording time for demonstration. With the proposed model, parameters
of the spatial refractive index distribution curve of a volume grating can be quantified, which also
enables the quantitative determination of the spatiotemporal concentration function. Good agreement
of the experimental results to the values we previously reported demonstrates the fidelity of the
proposed method.
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Abstract: Geometric errors, such as straightness, perpendicularity, and parallelism errors are
determinant factors of both the accuracy and service life of a linear guideway. In this study, a
multipurpose geometric error measurement system was mainly composed of a laser source and
an in-lab-developed optical module is proposed. Two adjustment methods were used for the
in-lab-developed optical module to calibrate the altitude angle of the pentaprism: The first one
is designed for ease of operation based on Michelson principle using a laser interferometer as the
light receiver, and the second is aimed at high calibration repeatability based on the autocollimator
principle using the quadrant detector (QD) to replace the light receiver. The result shows that the
residual errors of the horizontal straightness and the vertical straightness are within ±1.3 μm and
±5.3 μm, respectively, when referred to as the commercial laser interferometer. Additionally, the
residual errors of perpendicularity and parallelism are within ±1.2 μm and ±0.1 μm, respectively,
when referred to as the granite reference blocks

Keywords: linear guideway; geometric errors; pentaprism; machine tool

1. Introduction

The development and manufacture of high-accuracy, large-scale, or long-travelling platforms
have gradually become the mainstream trend of the machine tool industry. For the case of machine
tools with long-travelling linear guideways, the geometric errors originated from assembly processes
can obviously result in damaged transmission components and worn casting parts, and consequently,
reduce the accuracy and service life.

The traditional measurement tools used for geometric error inspection of a linear guideway are
granite reference blocks (square, tri-square, straight edge, parallels, etc.) plus a dial indicator, which are
heavy, easily scratched, single-purpose, and low-accuracy compared to laser instruments, especially
for the case of long-travelling measurements. A laser interferometer is the most reliable instrument for
error measurement of displacement, straightness, yaw, and pitch; however, it can only measure one
error at one time with a time-consuming setup process.

In recent years, numerous geometric error measurement systems based on multi-beam interference
with flat mirrors, or multi-beam laser with position sensing detector (PSD) and/or quadrant detector
(QD) have been developed to simultaneously obtain multiple errors during one test for both
off-machine and on-machine measurements.

The typical solution based on multi-beam interference adopts a laser measuring system with a dual
flat-mirror. Sommargren [1] proposed a dual measurement interferometer that is able to concurrently
measure both linear and angular displacements for wafer stage metrology. Nakamura et al. [2] utilized
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four interferometers and one corner cube for measuring three dimensional (3-D) coordinates of a
microscopic scanning stage. Lee et al. [3] proposed a method with two laser interferometers to measure
wafer planar positioning errors and a laser interferometer to measure angular errors.

Menq et al. [4] designed an interferometer system for the measurement of x–y motion errors of
wafer stages. In this system, incident beams are tilted with certain angle using a wedge prism, and an
additional corner cube and a plane mirror are placed off the stage to help return the measuring beam.
Zhang et al. [5] developed a laser interferometric system for real-time measurements of six-axis motions
of a magnetic levitation stage by utilizing two corner cubes, six plane mirrors, and six polarization
beam splitters (PBS). Jywe et al. [6] utilized two laser interferometers and two plane mirrors to measure
three degrees of freedom (3-DOF) of the dual-axis nano-positioning stage, and successfully obtained
the nano-scale positioning accuracy of linear and rotation motions.

For the geometric error measurement systems based on multi-beam with PSD and/or QD, Ni
et al. [7,8] proposed a laser optical multi-degree-of-freedom measurement (MDFM) system, which
utilized two sets of PSDs to calibrate five degrees of freedom (5-DOF) of coordinate measuring
machines. Shimizu et al. [9] proposed an optical measurement system using one laser interferometer
and three QDs for the measurement of 6-DOF linear motion errors of a machine tool table. Chou et
al. [10] also developed an MDFM system based on two dimensional (2-D) charge-coupled device (CCD)
cameras instead of QD in order to correct the geometric errors of coordinate measuring machines.

For the research on multi-beam measurement devices integrated with PSD or QD, Fan et al. [11]
proposed a multi-function error measuring system using three sets of quadrant detectors for inspecting
the 5-DOF of CNC machine tools. Fan et al. [12] developed a six degrees of freedom (6-DOF) measuring
system by using four laser Doppler scales, two L-shaped plane mirrors, one long right-angle mirror,
and two QDs for the measurement of six motion errors of a wafer stage. Jywe et al. [13] proposed a
simple and low-cost technique using a laser diode, a one dimensional (1-D) grating, two PSDs, and a
reference rotary table with good repeatability to measure the four degrees of freedom (4-DOF) errors
of a rotary table for a 360◦ full circle.

You et al. [14] proposed a straightness error measurement device based on common-path
compensation for the elimination of laser beam drift by utilizing an optical module consisting of
a PSD and a QD. Jywe et al. [15] developed a novel optical calibration system using two sets of
QDs and one ball lens module to obtain the total error associated with simultaneous multi-axis
movements of CNC machine tools. Huang et al. [16] utilized a method for measuring 5-DOF errors of
a moving stage with a monolithic prism and three PSDs. Yan et al. [17] proposed a laser straightness
interferometer system that is able to compensate the rotational error and simultaneously detect the
6-DOF error of a linear stage by using one PSD, two QDs, one Wollaston prism, one corner cube, and
other optical components.

In view of the literature, the repeatability of geometric error measurements using a pentaprism
could be further improved by introducing a calibration mechanism to detect the altitude angle between
the incident beam and the pentaprism. Therefore, two methods are proposed in this study for
calibrating the above altitude angle: The first method is designed for ease of use based on Michelson
principle using a laser interferometer as the light receiver, and the second one is aimed for high
calibration repeatability based on autocollimator principle using QD to replace the light receiver.
The literature mentioned above (e.g., Ni et al. [7], Fan et al. [11], Huang et al. [16], and Yan et
al. [17]) proposed an MDFM system for single axis motion, respectively. However, these systems were
composed with large numbers of optical lenses or optical components, which were difficult to setup
and use in fabrication site of the factory. Compared with the reduced optical components compact
module designed for the proposed system, which is capable of applying to the large linear guideway
assembly process of various double-column, three-axis, and five-axis machine tools, the measurement
range was up to 6000 mm and the horizontal and vertical straightness errors can be obtained in one
measurement. Additionally, there is no need to reset the system if the laser source is sheltered during
the measurement process.
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2. Measurement Principles

In this study, a commercial laser interferometer (5529A, Agilent Tech., Santa Clara, CA, USA),
which is commonly utilized as a measuring instrument by machine tool industry, is used as a
dual-frequency laser source. The PSDs used in this study are dual lateral detectors (DLS-10, OSI
Optoelectronics, Hawthorne, CA, USA), which are utilized for detecting the 2-D position deviation of
the incident beam spots on the surface of each PSD. The calibration experiment result shows that the
repeatability of the dual lateral detector is up to 1.0 μm with a distance of one meter.

2.1. Pentaprism Module

In addition to dual laser interferometer and PSD, a pentaprism module with a lifting mechanism
was also developed for the geometric error measurement in this study. The pentaprism (BPP-12.7,
Newport, Irvine, CA, USA), a five-sided reflecting prism, was utilized to deflect the incident laser
beam by exactly 90◦, regardless of the incident angle. For keeping the maximum intensity of the
reflected beam, the light receiver of the laser interferometer and a plane mirror were utilized to ensure
the altitude angle between the pentaprism module and the laser source.

The setup process of the pentaprism module is described as follows: The plane mirror placed
above the pentaprism is first lifted up to receive the laser beam by adjusting the lifting mechanism of
the pentaprism module for refracting the incident laser beam back to the optical field receiver of the
laser source. The altitude angle between the laser source and the pentaprism module is ensured by
keeping the maximum optical intensity of the backed beam. After ensuring the altitude angle with the
maximum reflected beam intensity, the pentaprism is then lifted up to receive the laser beam by again
adjusting the lifting platform of the pentaprism module.

The optical arrangement of the beam module and the pentaprism module is shown in Figure 1.

Figure 1. System optical arrangement.
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For the commercial laser interferometer, the coincidence between the reflected and the incident
beams could be achieved by perpendicularly adjusting the altitude angle of the incident beam to the
plane mirror by its light receiver according to the Michelson principle. However, with the feedback
of calibration results, it was confirmed that the tolerance error of the “100% coincidence” measured
by the commercial laser interferometer was about ±5 arcsec, which could result in poor measuring
repeatability, especially for the case of long-range measurements, as shown in Figure 2a. Therefore, an
altitude angle adjustment module composed of a beam splitter, a convex lens, and a QD was proposed
based on the autocollimator principle [18] for obtaining higher calibration repeatability, as shown in
Figures 2b and 3. With the proposed module, the reflected beam was deflected by the beam splitter
and passed through a convex lens onto QD, and the tolerance error of the “100% coincidence” could
be reduced to ±1 arcsec.

Testing results showed that the perpendicularity repeatability (3σ) with a measuring distance of
2 m was greatly reduced from 5.7 arcsec (27.63 μm/m) to 1.6 arcsec (7.56 μm/m), proving the feasibility
of the proposed altitude angle calibration module. Practically, the altitude angle between the laser
source and the pentaprism could be calibrated using the first method based on the Michelson principle
mentioned above for laboratories and factories owing to the Agilent 5529A interferometer, and the
second method, based on autocollimator principle mentioned above, could be used for high calibration
repeatability applications.

 
Figure 2. The optical path of altitude angle calibration. (a) The tolerance error of the commercial laser
interferometer and (b) the proposed module based on the autocollimator principle could reduce the
tolerance error of the commercial laser interferometer.
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Figure 3. The in-lab-developed module for altitude angle calibration.

2.2. Straightness Measurement Module

The proposed straightness measurement module is composed of a PSD (Dual lateral), a signal
processor, a data acquisition card (USB-6210, National Instruments Co., Taipei, Taiwan), and a laser
source, as shown in Figure 4. The straightness error is the extent of the actual path deviating from a
straight line, which can be divided into horizontal and vertical straightness errors [19].

The linear least-squares method is used for analyzing the geometric errors in this study, which is
to find the equation of the straight line that minimizes the sum of the squares of deviations calculated
from PSD-measured points:

y = ax + b (1)

The straightness error ε l can be expressed as:

ε l = (Ei)max − (Ei)min (2)

2.3. Perpendicularity Measurement Module

Figure 5 shows the proposed perpendicularity measurement system, which was mainly composed
of the straightness module and the pentaprism module, as mentioned in previous sections. The
perpendicularity measurement process is described as follows:

First, the deviation angle of the incident beam θ1 (as shown in Figure 6) was calculated via the
least-squares analysis of the measured points detected by the PSD set upon the linear guideway A.

Secondly, the PSD was moved and remounted on the linear guideway B; thereupon, the
pentaprism module was set at the cross-point of linear guideway A and the extended line of linear
guideway B, allowing the incident beam be refracted by 90◦ and projected on the re-set PSD.
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Figure 4. Schematic diagram of the straightness module.

 

Figure 5. Schematic diagram of the perpendicularity module.

Finally, the deviation angle of the refracted beam θ2 was also calculated via the least-squares
analysis of the PSD-measured points.

The perpendicularity error εper can be obtained by the arctangent relation of θ1, θ2, measured
distance D, and the pentaprism error α (±30 arcsec), as shown in Figure 6:

εper = D tan−1[(θ2 − θ1)− α] (3)
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Figure 6. Beam path of perpendicularity measurement.

2.4. Parallelism Measurement Module

The measurement and setup principle of the parallelism is almost the same as that of
perpendicularity described in the previous section; the only difference is the beam path utilized
in the measurement, as shown in Figure 7.

 

Figure 7. Schematic diagram of the parallelism module.

The deviation angles of the refracted beam θ21 and θ22 were also calculated via the least-squares
analysis of the measured points detected by the PSD set upon the linear guideway, respectively. The
perpendicularity error εpara can be obtained by the arctangent relation of θ21, θ22, and the measured
distance D, as shown in Figure 8:

εpara = D tan−1[(θ22 − θ21)] (4)
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Figure 8. Beam path of parallelism measurement.

3. Uncertainty Analysis

The proposed system comprises one laser source, one pentaprism module, and one PSD module;
therefore, any setup errors among any of these components absolutely influence the system uncertainty.
The details are explained below.

3.1. Laser Source Setup

During the measuring process, the laser source setup could be affected by the unstable foundation,
machine operation, crane movement, staff walking, etc. The longer the distance is, the worse the
measurement results; therefore, there is a need of an error analysis toward the laser source.

As depicted in Figure 9, suppose the distance between the laser source and the fixed end is Dlp,
the error angle of laser source at vertical direction (θlv) will generate an error δlv:

δl = Dlp tan θl (5)

Table 1 lists the setup errors in the vertical and horizontal directions of the laser source due to
surface ground vibration with various measurement distances according to Equation (5).

Table 1. Error analysis of the laser source at vertical or horizontal directions.

Dlp (mm) θlv or θlh (arcsec) δlv or δlh (μm)

1000 0.1 0.5
1000 0.5 2.4
1000 1 4.8

108



Appl. Sci. 2019, 9, 574

Figure 9. Vertical setup error of the laser source.

3.2. PSD Setup

There is usually an angle error due to the setup of PSD, and it will result in a cosine error in the
vertical or horizontal direction, as shown in Figure 10. Assume Fv is the error measured in the vertical
direction from the center of the PSD detection area, and F′

v is the error originated from PSD setup when
an angle deviation θpv exists, we get:

δl = Fv
′ − Fv = F

(
sec θpv − 1

)
(6)

Figure 10. Position sensing detector (PSD) setup error.

Table 2 lists the setup errors in the vertical and horizontal directions of the laser PSD due to
surface ground vibration with various measurement distances according to Equation (6).
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Table 2. Error analysis of the PSD setup.

Fv or Fh (μm) θpv or θph (degree) δpv or δph (μm)

100 0.5 0.004
100 1 0.015
100 5 0.382

3.3. Pentaprism Setup

The setup error originated from the pentaprism module used in the perpendicularity and
parallelism measurement was analyzed, as depicted in Figure 11. Suppose the distance between
the laser source and the fixed end is Dpt, the error angle of the laser source in the vertical direction (θtv)
will generate an error δtv:

δtv = Dpt tan θtv (7)

Figure 11. Vertical setup error of the pentaprism.

The error analysis table of pentaprism in the vertical or horizontal direction is the same as Table 1.
The measurement uncertainty of the proposed system can be obtained via partial differentiation

of the linear displacements, δh or δv, along the horizontal or vertical direction (x-axis or y-axis), which
were, respectively, measured by the position deviation of the light spot along the x-axis or y-axis of
PSD. The linear displacements (δh and δv) can be expressed as:

δh = fh

(
Dlp, θph, Dpt

)
(8)

δv = fv

(
Dlp, θpv, Dpt

)
(9)

Take the partial derivatives of δ in Equations (8) and (9) with respect to the corresponding
uncertain factors Dl , θp, and Dt, we get:

dδh = ∂ fh
∂Dlp

dDlp +
∂ fh
∂θph

dθph +
∂ fh

∂Dpt
dDpt

= tan θlh dDlp + F tanθph sec θph dθph + tan θth dDpt
(10)

dδv = ∂ fv
∂Dlp

dDlp +
∂ fv
∂θpv

dθpv +
∂ fv

∂Dpt
dDpt

= tan θlv dDlp + F tanθpv sec θpv dθpv + tan θtv dDpt
(11)
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The horizontal and vertical straightness measurement uncertainties (σδh and σδv ) of compound
errors can be expressed as:

σδh = ±
√√√√( ∂ fh

∂Dlp
σDlp

)2

+

(
∂ fh
∂θph

σθph

)2

+

(
∂ fh

∂Dpt
σDpt

)2
(12)

σδv = ±
√√√√( ∂ fv

∂Dlp
σDlp

)2

+

(
∂ fv

∂θpv
σθpv

)2
+

(
∂ fv

∂Dpt
σDpt

)2
(13)

In the present study, for vertical vibration in the environment is always higher than horizontal
vibration; therefore, the error angle of laser source at vertical direction can be assumed to three times
of the horizontal direction as: The horizontal direction θlh: 20 arcsec and the vertical direction θlv:
60 arcsec; otherwise the travel distance of the laser beam passes through the pentaprism were much
longer, therefore, the error angle of pentaprism can be assumed to be twice that of the laser source
as: The horizontal direction θth: 40 arcsec, and the vertical direction θtv: 120 arcsec. Based on the
calibration experiment, the angle setup error of PSD at the horizontal and vertical direction, θph and
θpv, can be assumed to be less than ±2.5◦, the PSD measurement error F can be assumed to be less
than ±100 μm, and the setup errors of the measuring distance, Dlp and Dlt, can be both assumed to be
1 m. Thus, the measurement uncertainties, σδh and σδv , were estimated to be ±1.02 and ±3.06 μm from
Equations (12) and (13), respectively.

4. System Verification

4.1. Altitude Angle between Laser Source and Pentaprism

The measurement error originated from the pentaprism module setup in the perpendicularity
and parallelism measurement was analyzed by an autocollimator and a mirror both set behind the
pentaprism, as shown in Figure 12. The uncertainty analysis of the pentaprism setup in the different
angle lists in Table 3.

Figure 12. Schematic diagram of the pentaprism setup error detection.
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Table 3. Uncertainty analysis of the pentaprism setup.

Errors on PSD

Altitude Angle Error Pitch (arcsec) Standard
Deviation (arcsec)0 10 20 50 100

Pitch (arcsec)
0

0.76 0.70 4.19 6.15 ±2.3
Yaw (arcsec) 1.67 2.43 1.95 2.81 ±0.4

4.2. Straightness Measurement

The verification of the proposed straightness system was conducted by using a dual laser
interferometer (5529A, Agilent Tech., Santa Clara, CA, USA) as a reference standard to simultaneously
measured straightness errors of a three-axis machine tool (KSC-611, KENT, New Taipei City, Taiwan)
with the measurement distance of 1000 mm in a well air-conditioned laboratory, as shown in Figure 13.

 

Figure 13. Verification setup of straightness measurement.

The results of horizontal straightness measurements are shown in Figure 14. The average
horizontal straightness errors measured by 5529A and the proposed system were found to be
7.2 ± 0.2 μm and 8.2 ± 0.5 μm, respectively. The results of vertical straightness measurements are
shown in Figure 15. It was observed that the average vertical straightness errors measured by 5529A
and the proposed system were 5.3 ± 0.3 μm and 9.2 ± 1.7 μm, respectively. The residual error of the
horizontal straightness and vertical straightness are found to be ±1.3 μm and ±5.3 μm, respectively.

4.3. Perpendicularity Measurement

The verification of proposed perpendicularity system was conducted by using one square block
(CVA239, Keysight Tech., Taipei, Taiwan), one dial indicator (GT1453sp, Girod-Tast Instrument, 2738
Court, Switzerland), and two linear guideways (both 400 mm) in a well air-conditioned laboratory.
The dial indicator was utilized to examine the measurement results of the square block.

The linear guideway was first aligned parallel to each other using the square block
and then measured by the proposed system, as shown in Figures 16 and 17. The average
perpendicularity error measured by the square block and the proposed system were 4.0 ± 0.8 μm and
2.7 ± 0.9 μm, respectively.
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Figure 14. Results of horizontal straightness measurement.

 

Figure 15. Results of vertical straightness measurement.

 

Figure 16. Verification setup of perpendicularity measurement using a square block.
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Figure 17. Verification setup of perpendicularity measurement using the proposed system.

4.4. Parallelism Measurement

The verification of the proposed parallelism system was also conducted by using one square
block, one dial indicator, and two linear guideways (both 400 mm) in a well air-conditioned laboratory.
Figures 18 and 19 show the verification setup of the square block and the proposed system, respectively.

 

Figure 18. Verification setup of parallelism measurement using a square block.
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Figure 19. Verification setup of parallelism measurement using the proposed system: (a) Reference
axis and (b) follower axis.

The linear guideway was first aligned parallel to each other using a square block and then
measured by the proposed system, as shown in Figures 17 and 18. The average parallelism
error measured by the square block and the proposed system were 11.3 ± 0.5 μm and
11.2 ± 0.5 μm, respectively.

Table 4 shows the verification results of the long-travelling geometric error measurement system;
obviously, the measurement difference εDi f between the commercial instrument/tool and the proposed
system was very small, except for the vertical straightness error (>5 μm). This phenomenon may
originate from the vertical ground vibration of the laser source, which mainly depends on the
measurement environment, as discussed in the above uncertainty analysis.

Table 4. Verification results of the proposed system.

Measurement
Distance

(mm)

Commercial Instrument/Tool Proposed System
Difference (εDif*)

Error (εI, μm) Repeatability (εIR, μm) Error (εs, μm) Repeatability (εSR, μm)

Straightness (Horizontal)
1000

7.2 ±0.2 8.2 ±0.5 1.3
Straightness (Vertical) 5.3 ±0.3 9.2 ±1.7 5.3

Perpendicularity 400 4.0 ±0.8 2.7 ±0.9 1.2
Parallelism 400 11.3 ±0.5 11.2 ±0.5 0.1

* εDif = |( εI + |εIR|)− (εs + |εSR|)|.
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4.5. Application of Proposed System

The proposed system was used in several Taiwanese domestic machine tool and precision stage
manufacturer. The application included straightness, perpendicularity, and parallelism measurement.

The first case was for the straightness measurement of machine tool in fabrication site. We
compared the proposed system with commercial straightness measurement equipment (ProLine, Status
Pro Maschinenmesstechnik GmbH, Bochum, Germany). Total measurement range was 6000 mm, the
application setup is shown in Figure 20, the proposed system installed in parallel with the ProLine on
the saddle of the machine tool. The measurement results are shown in Table 5.

 

Figure 20. Case 1 straightness error measurement setup.

Table 5. Case 1 straightness error measurement results.

Straightness Error (Horizontal) Straightness Error (Vertical)

ProLine 16 μm 16 μm
Proposed system 13.97 μm 11.21 μm

The second case was for the straightness measurement of double-column machine tool. We
compared the proposed system with commercial laser interferometer (5529A, Agilent Tech., Santa
Clara, CA, USA). The total measurement range was 2000 mm; the application setup is shown in
Figure 21. The measurement results are shown in Table 6.

 

Figure 21. Case 2 straightness error measurement setup on double column machine tool, (a) the
double column machine tool and (b) the setup of 5529A laser interferometer straightness module and
proposed system.
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Table 6. Case 2 straightness error measurement results.

Straightness Error (Horizontal) Straightness Error (Vertical)

5529A 34 μm 24 μm
Proposed system 36 μm 28 μm

The third case was for the perpendicularity measurement of AOI equipment. In this case,
the reference measurement value was provided by the third company with the inspection square
(triangular) (1200 mm grade 0, OPUS, Taoyuan, Taiwan). The total measurement range was 1100 mm;
the application setup is shown in Figure 22. The measurement results are shown in Table 7.

 

Figure 22. Case 3 perpendicular error measurement setup. (a) The Automated optical inspection (AOI)
equipment to be measured, (b) the inspection square (triangular) measurement setup, (c) the Y1 XX
measurement setup of proposed system, and (d) the Y2 XX measurement setup of proposed system.

Table 7. Case 3 perpendicularity error measurement results.

Two-Axis Perpendicularity
Displacement Error

Two-Axis Perpendicularity
Angle Error

Inspection square (triangular) 5 μm/1.1 m N/A
Proposed system Y1 XX 14.3 μm/1.1 m 2.68 arcsec
Proposed system Y2 XX 14.1 μm/1.1 m −2.66 arcsec

The fourth case was for the parallel error measurement of the machine tool. In this case, the fourth
company provided the reference measurement value. The total measurement range was 1600 mm; the
application setup is shown in Figure 23. The measurement results are shown in Table 8.

Table 8. The parallelism error measurement results.

Parallelism Angle Error Parallelism Displacement Error

Company 3.3 arcsec 16 um/1.6 m
Proposed system 1.09 arcsec 5.29 um/ 1.6 m
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Figure 23. Case 4 parallelism error measurement setup.

5. Conclusions

In this study, a multipurpose geometric error measurement system mainly composed of a laser
source and a self-developed optical module has been developed for the measurement of straightness,
perpendicularity, and parallelism errors for a linear guideway assembly process.

This includes two adjustment methods using an in-lab-developed optical module capable of
calibrating the altitude angle of the pentaprism: The first method is designed for ease of operations
based on Michelson principle and uses a laser interferometer as the light receiver, and the second
one is aimed for high calibration-repeatability based on autocollimator principle using QD to replace
the light receiver. The measured data are analyzed by the least-squares method in order to obtain
corresponding geometric errors; meanwhile, the system uncertainty analysis is also conducted for the
laser source, PSD, and pentaprism module for evaluating the system performance.

The features of the multipurpose geometric error measurement system presented in this paper
are described as follows:

(a) There is no need to reset the system if the laser source is sheltered during the
measurement process;

(b) The horizontal and vertical straightness errors can be obtained in one measurement;
(c) The system is capable of applying to the linear guideway assembly process of various

double-column, three-axis, and five-axis machine tools;
(d) The residual error of the horizontal straightness, vertical straightness, perpendicularity, and

parallelism are found to be ±1.3 μm, ±5.3 μm, ±1.2 μm, and ±0.1 μm, respectively, which
are better compared to those detected by the commercial laser interferometer and granite
reference blocks.
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Abstract: A method is proposed to expand the Z-directional measurement range of a fiber-based
dual-detector chromatic confocal probe with a mode-locked femtosecond laser source. In the
dual-detector chromatic confocal probe, the Z-directional displacement of a measurement target is
derived from the peak wavelength in the normalized intensity ratio from the two light intensities
obtained by the two identical fiber detectors. In this paper, a new method utilizing the main-lobe
and side-lobes of axial responses acquired from both the normalized intensity ratio Ia and the
invert normalized intensity ratio In, which is the inverse of Ia, is proposed to obtain the seamless
relationship between the peak wavelength and the Z-directional displacement of a measurement
target. Theoretical calculations and experimental investigation are carried out to demonstrate the
feasibility of the proposed measurement range expansion method.

Keywords: chromatic confocal probe; femtosecond laser; measurement range expansion; side-lobe

1. Introduction

Confocal microscopy [1,2] with a confocal probe has outstanding image formation properties in
depth sectioning imaging and optical tomographic imaging [3–5], which makes it a potentially powerful
tool for image formation in industrial and medical engineering fields, such as three-dimensional (3D)
fine structure image formation [4,5] and living body observation of cells [6,7], compared with traditional
microscopy. It is also expected to measure large-area 3D microstructured surfaces [8,9]. Meanwhile, the
relatively small measurement range of a confocal probe with a monochromatic laser source has prevented
the further application of confocal microscopy in these areas. Therefore, the extension of the measurement
range of a confocal probe is critical and crucial for expansion of the application range of the confocal
microscopy. For the extension of the measurement range of a confocal probe, several efforts have
already been made so far [10–20]. Among them, enhancement of the chromatic dispersion has been
proven as a way to realize the extension of the measurement range without any axial scanning of a
target object or a measuring head of a confocal probe [18–20]. The employment of a diffractive optical
element (DOE) is a candidate method to enhance the chromatic aberration, and five-fold extension of
measurement range has been achieved [10]. Other DOEs for enlargement of the chromatic dispersion,
such as a micro-lens array [13] and a Fresnel lens [14], have achieved enlarged measurement ranges of
210 μm and 200 μm, respectively. With a diffractive lens and objective lenses [11], an expansion of a
measurement range has also been achieved [11,16]. Furthermore, by utilizing a pupil filter technique,
such as super-resolution pupil filter [15] or annular pupil filter [17], for the re-shaping of a measuring
beam, measurement ranges have also been enlarged to 40 μm and 14 μm, respectively. However,

Appl. Sci. 2019, 9, 454; doi:10.3390/app9030454 www.mdpi.com/journal/applsci120



Appl. Sci. 2019, 9, 454

the above methods need to employ additional optical components in the optical setup, which could
affect the performances of original optical confocal setups. Meanwhile, employing a broadband laser
source is another approach to expand the measurement range of a chromatic confocal probe [18,19],
and several methods have been proposed so far. With the employment of a supercontinuum laser
source, over 16-fold expanded measurement range has been acquired [19]. However, non-smoothness
of the laser spectrum, which means non-uniformity of the spectral intensity distribution, has restricted
the full exploration of the whole spectrum of the supercontinuum laser source for a wider axial
measurement range in a chromatic confocal probe. In responding to the background described above,
a fiber-based dual-detector chromatic confocal probe with a mode-locked femtosecond laser source
has been developed [3]. The proposed method has demonstrated that the influence of non-smoothness
of the mode-locked femtosecond laser source can be compensated while expanding the measurement
range over the whole spectrum of the laser by employing an axial response, defined as the intensity
ratio of the two different confocal signals.

In this paper, as the second step of research, a new signal processing method for the axial response
curve from the fiber-based dual-detector chromatic confocal probe with a mode-locked femtosecond
laser source is proposed. The method is designed to further expand the measurement range without
modifying the optical setup of the dual-detector chromatic confocal probe. Due to the diffraction effect
of a point detector in confocal microscopy [20], there are always a main-lobe and side-lobes in the axial
response of a confocal probe, in which main-lobe stands for the highest power intensity distribution
curve of the axial response, while side-lobes stand for local maxima power intensity distribution curves
of the axial response. Since the presence of the side-lobes not only reduces the light intensity of the
main-lobe but also degrades the imaging quality and depth resolution of confocal microscopy, a variety
of methods have been proposed so far to reduce [21–29], or even remove [30,31], the side-lobes in the
axial response. On the contrary, in this paper, these annoying side-lobes are utilized to expand the
measurement range of the dual-detector chromatic confocal probe with a mode-locked femtosecond
laser source. Theoretical analysis and computer simulation, as well as some experiments, are carried
out to demonstrate the feasibility of the proposed method for the extension of the measurement range.

2. Principle of the Extension of the Measurement Range

2.1. Imaging Principle

Figure 1 shows a schematic of the optical configuration for the fiber-based dual-detector chromatic
confocal probe with a mode-locked femtosecond laser source [3]. A mode-locked femtosecond
laser source is employed, while single-mode step index fibers are used as the signal-propagating
media. The kth optical mode in the mode-locked femtosecond laser has a specific frequency νk, which
corresponds to the deterministic working wavelength λk, which can be expressed as follows by using
the carrier envelope offset frequency νceo and the pulse repetition rate νrep [32–34]:

νk = νceo + k · νrep (1)

λk =
c
νk

(2)

where c is the speed of light in vacuum. For the image formation of confocal microscopy, the point
spread function (PSF), and the pupil function of imaging lens are critical and are used in the equation
of the final axial response of the confocal microscopy. The equation of the PSF, pupil function, and the
equation of the effective PSF are given as follows [3,35–37]:

hi(u, v) =
∫ 1

0
Pi(u, ρ)J0(ρv)ρdρ, i = 1, 2, (3)
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Pi =

{
1, in pupil

0, else
, i = 1, 2 (4)

hi_eff(u, v) = hi(u, v)⊗ e1(u, v), i = 1, 2 (5)

Figure 1. Schematic diagram of the fiber-based dual-detector chromatic confocal configuration with a
mode-locked femtosecond laser source.

The complex amplitude Uf on the confocal plane is therefore given as follows:

Uf (u, v) = h1_eff(u, v)h2_eff(u, v)⊗ t(u, v) (6)

where hi(u, v) and Pi(u, ρ) are the PSF and the pupil function of the two imaging lenses, respectively, ρ

being the normalized radius of the chromatic objective lens, ⊗ standing for the convolution operation,
J0( ) being the Bessel function of the first kind of zero order, hi_eff standing for the effective PSF of the
two imaging lenses, e1 being the fundamental transverse orthonormal modal field. It should be noted
that u and v are the optical coordinates of the confocal setup associated with the real coordinates z and
r, respectively, and can be described by the following equations [3,36,37]:

v =
2π

λ
rsinβ (7)

u =
2π

λ
zsin2β (8)

where λ and sinβ indicate the light wavelength and the numerical aperture of the chromatic objective
lens, respectively. Since the whole confocal configuration is coherent, the light intensity I obtained by
the detector placed on the focal plane of the objective lens is given by the following equation:

I = |h1_eff(u, v)h2_eff(u, v)⊗ t(u, v)|2 (9)

where t (u, v) is the amplitude reflection or transmittance of the object. Based on the above analyses,
the light intensity distribution Im(u) on the focal plane of the objective lens, where the fiber detector is
placed, is given as follows:
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Im(u) =
∣∣∣∣∫ 1

0
exp

(
juρ2

)
P1_e f f P2_e f f ρdρ

∣∣∣∣2 (10)

In order to overcome the non-smoothness of the laser spectrum in the mode-locked femtosecond
laser source, a dual-detector differential confocal configuration shown in Figure 1 has been proposed [3].
The light intensity distribution Ir (u, ud) on the plane with a distance d from the focal plane of the
objective lens is given as follows:

Ir(u, ud) =

∣∣∣∣∫ 1

0
exp

[
j
(

u +
ud
2

)
ρ2
]

P1_e f f P2_e f f ρdρ

∣∣∣∣2 (11)

where ud is the optical distance associated with the defocus d that can be described as follows:

ud =
2π

λ
dsin2β (12)

Figure 2a shows typical spectra of the light intensities Im (u) and Ir (u, ud) obtained by the
two identical fiber detectors. As can be seen in the figure, it is difficult to distinguish a peak in the
spectra, since a mode-locked femtosecond laser source has a non-smooth spectrum, as shown in
Figure 2b. The spectrum shown in Figure 2b is from a specific femtosecond laser used in the following
experiments and its non-smooth spectrum is not the same as the other generic laser sources. To address
the aforementioned problem, the normalized intensity ratio Ia (u, ud) and the invert normalized
intensity ratio In (u, ud) of the obtained signal intensities, determined by the following equations, are
employed in the proposed method:

Ia(u, ud) =
Im(u)

Ir(u, ud)
(13)

In(u, ud) =
Ir(u, ud)

Im(u)
(14)

Figure 2. Typical normalized intensity ratio obtained by the dual-detector chromatic confocal configuration
with a mode-locked femtosecond laser source. (a) Light intensities obtained by the two identical fiber
detectors with a target position of 40 μm and a defocus d of 150 μm; (b) Working spectrum of the
mode-locked femtosecond laser source; (c) Normalized intensity ratio and invert normalized intensity
ratio obtained from the two light intensities.
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Figure 2c shows the normalized intensity ratio and the invert normalized intensity ratio obtained
from the spectra of the obtained light intensities shown in Figure 2a, with a target position of 40 μm
and a defocus d of 150 μm, in which main-lobes can clearly be distinguished in both the normalized
intensity ratio Ia and the invert normalized intensity ratio In, but side-lobes are inconspicuous.
Therefore, in subsequent simulations and experiments, to make good use of the side-lobes to extend
the measurement range, we set a defocus d to be 110 μm so that the side-lobes can be visible. As can be
seen in the figure, main peaks can clearly be distinguished in both the axial response and the reversed
axial response; this enables the proposed fiber-based dual-detector chromatic confocal probe to have a
high resolution of 30 nm and good linearity for displacement measurement along the depth direction.

2.2. Expansion of the Measurement Range

The measurement range of the proposed fiber-based dual-detector chromatic confocal probe is
determined by the spectral bandwidth of the mode-locked laser source and the chromatic objective
employed in the optical setup. A thin plano-convex lens made of N-SF11 is employed in the developed
optical setup as the chromatic objective. According to the thin-lens equation [3,35], the relationship
between a focal length of the chromatic objective fλ and a refractive index Nλ is given as follows:

fλ =
1

(Nλ − 1)(1/r1 − 1/r2)
(15)

where r1 and r2 are curvature radii of the chromatic objective lens. The refractive index Nλ for the light
wavelength λ can be obtained from the following Sellmeier equation [3]:

Nλ =

√
1 +

B1λ2

λ2 − C1
+

B2λ2

λ2 − C2
+

B3λ2

λ2 − C3
(16)

where Bi and Ci are the parameters associated with N-SF11. The measurement range ΔZ of the
chromatic confocal probe is therefore given as follows:

ΔZ = | fλ1 − fλ2| (17)

where fλ1 and fλ2 are the longest and shortest working wavelengths of the mode-locked femtosecond
laser source, respectively. In the previous work by the authors [3], the measurement range of the
developed chromatic confocal probe is derived from the linear relationship between the target position
and the peak wavelength detected in the normalized intensity ratio.

To further expand the measurement range of the fiber-based dual-detector chromatic confocal
probe without any modifications on the optical setup, in this paper, a new method employing both
the main-lobes and the side-lobes of the axial responses obtained from the normalized intensity ratio
Ia (u, ud) and the invert normalized intensity ratio In (u, ud) is proposed. Figure 3 shows a variation
of the normalized intensity Ia as a function of the Z-directional position of a measurement target at
a specific wavelength λ, which is referred to as the axial response [3]. Figure 3 also shows the axial
response obtained from the invert normalized intensity ratio at the same wavelength λ. As can be seen
in the figures, not only the main-lobes but also the side-lobes of the axial response proposed in our
previous work [3], which cannot be observed in the single axial responses of Im and Ir without the
normalization process, can clearly be distinguished in the axial responses. This is another benefit of
our newly proposed axial response; the side-lobes are clearer compared with the single axial response
expected from a Lorentzian shape, in which the side-lobe is fuzzy and cannot be identified easily.
Figure 4a–c show the normalized intensity ratio Ia (u, ud) and the invert normalized intensity ratio
In(u, ud) with different defocus d, and Figure 4d shows the side-lobe spacing and the main-lobe to
side-lobe spacing with respect to different defocus d. In order to make good use of the side-lobes
to extend the measurement range, we set defocus d to be 110 μm, in which the side-lobes are more
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visible and identifiable than the cases where d is set to be within a range from 50 μm to 80 μm.
Consequently, the employment of the side-lobes has a possibility of expanding the measurement range
of the fiber-based dual-detector chromatic confocal probe, and theoretical calculations are therefore
carried out in the following.

Figure 3. A typical axial response obtained by the dual-detector chromatic confocal probe with a
mode-locked femtosecond laser source with axial response of the normalized intensity ratio and axial
response of the invert normalized intensity ratio, with target positions ranging from 0 to 120 μm and a
defocus d of 110 μm.

Figure 4. The main-lobes and the side-lobes extracted from the normalized intensity ratio and the
invert normalized intensity ratio obtained at central wavelength λ = 1560 nm, together with side-lobe
spacing and main-lobe to side-lobe spacing with target positions ranging from 0 to 250 μm and
defocus d ranging 50 μm to 110 μm. (a) Main-lobe and side-lobes obtained from normalized and
invert normalized intensity ratio at central wavelength with d = 50 μm. (b) Main-lobe and side-lobes
obtained from normalized and invert normalized intensity ratio at central wavelength with d = 80 μm.
(c) Main-lobe and side-lobes obtained from normalized and invert normalized intensity ratio at central
wavelength with d = 110 μm. (d) The side-lobe spacing and main-lobe to side-lobe spacing at central
wavelength with d = 50 μm, 80 μm, and 110 μm.

Regarding the non-smoothness of the laser spectrum shown in Figure 2b, axial responses of the
fiber-based dual-detector chromatic confocal probe are estimated based on Equations (13) and (14), in
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which the proposed axial response is defined as the intensity ratio of the signal 1 and signal 2, not as
the single axial response anymore. The distance between the main-lobe and the side-lobe is therefore
determined by the relative magnitude of the ratios of signal 1 and signal 2 at the same target position.
Furthermore, the relative height of the main-lobe and the side-lobes is also controlled by the relative
magnitude of the ratios of signal 1 and signal 2 at the same target position, which is further controlled
by the defocus d that is shown in Equation (11). As illustrated in Equation (11), when we set a defocus
d to be zero, theoretically the values of Equation (13) and Equation (14) always become 1.

For the calculations, the parameters summarized in Table 1 are employed to express the effect
of the chromatic objective. Figure 5a,b show the axial responses from the normalized intensity ratio
and the invert normalized intensity ratio, respectively, calculated at the wavelengths from 1550 nm to
1580 nm. As can be seen in the figures, the main-lobe and the side-lobes of the axial response from the
invert normalized intensity ratio are found to be shifted along the axial (Z-) direction with respect to
those from the normalized intensity ratio. In the previous work by the authors [3], only the information
from the main-lobe in the normalized intensity ratio has been employed to detect a displacement in
the axial direction. As a result, the measurement range has been limited to be approximately 40 μm.
Meanwhile, by using the information from not only the main-lobe but also the side-lobes in the axial
responses from both the intensity ratios, the measurement range can be expanded; as can be seen
in Figure 5c, the gap of the neighboring lobes (including the main-lobe and side-lobes) in the axial
response of Ia(u, ud) can be covered by the corresponding lobes of the axial response of In(u, ud).

Figure 5. The main-lobe and the side-lobes in the axial response obtained by the dual-detector chromatic
confocal probe with a mode-locked femtosecond laser source with target positions ranging from 0 to
120 μm and a defocus d of 110 μm. (a) Axial response of the normalized intensity ratio with shadow of
the main-lobe and side-lobe and the corresponding target position values. (b) Axial response of the
invert normalized intensity ratio with shadow of the side-lobes and the corresponding target position
values. (c) The main-lobes and the side-lobes in the axial responses.
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Table 1. Parameters employed for the theoretical calculation.

Items Symbol Value

Lens material - N-SF11

Surface radii of imaging lens r1 7.85 mm
r2 ∞

Sellmeier coefficients
B1 1.73759695 C1 0.013188707
B2 0.313747346 C2 0.062306814
B3 1.89878101 C3 155.23629

Theoretical calculation is expanded to a working range of the mode-locked laser of 1.48 μm–1.64 μm
and a target position over 250 μm. Figure 6a,b show the axial responses of the normalized intensity ratio
Ia and the invert normalized intensity ratio In. As can be seen in the figure, side-lobes are clearly observed
over a target position range of 250 μm in both of the axial responses. Meanwhile, the existence of a
gap between each neighboring lobes is also confirmed in both of the axial responses. In addition, the
theoretical calculation results show that the gap becomes wider as the increase of the target position.
Figure 6c shows the main-lobes and the side-lobes of the normalized intensity ratio Ia plotted together
with those of the invert normalized intensity ratio In. As can be seen in the figure, the two axial
responses are almost 180º out of phase, and the gaps between each neighboring lobes in the axial
response of the normalized intensity ration can be covered by the lobes in the axial response of the
invert normalized intensity ratio over a target position range of 150 μm.

Figure 6. The main-lobe and the side-lobes in the axial responses obtained by the dual-detector
chromatic confocal probe with a mode-locked femtosecond laser source. (a) Axial response of the
normalized intensity ratio with target positions ranging from 0 to 250 μm and a defocus d of 110 μm.
(b) Axial response of the invert normalized intensity ratio. (c) The main-lobes and the side-lobes in the
axial responses.
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It should be noted that in order to utilize the side-lobes of the axial responses as illustrated
in Figure 6c for the expansion of the axial measurement range, calculation of partial derivatives of
Equation (13) is necessary:

∂Ia

∂z
=

∂Ia

∂u
∂u
∂z

=
4πsin2β

{
Ir
√

Imexp
(

juρ2)− Im
√

Irexp
[
j
(
u + ud

2
)
ρ2]}

Ir2λ
(18)

In order to obtain the relative maximum intensity values for wavelength-to-displacement encoding
of the side-lobes, let Equation (13) be equal to zero and get the relationship between the target position
z and wavelength λ:

∂Ia

∂z
=

∂Ia

∂u
∂u
∂z

= 0 (19)

As illustrated in Figure 6c, the main-lobe and side-lobes are employed in the wavelength-to-
displacement encoding, but gaps between main-lobe and side-lobes make the final measurement range
discontinuous. In order to eliminate the gaps, side-lobes of the axial response of the invert normalized
intensity ratio are employed. Therefore, the following relationship should also be satisfied:

∂In

∂z
=

∂In

∂u
∂u
∂z

= 0 (20)

3. Experiments and Discussions

3.1. Experimental Setup

Figure 7 shows a schematic of the fiber-based dual-detector chromatic confocal probe developed
in the previous study by the authors [3]. A mode-locked femtosecond laser (C-Fiber, MenloSystems)
with a repetition rate νrep of 100 MHz and a spectral range of 1480–1640 nm was employed as the light
source. Single-mode step index fibers were employed for the light propagation and for the detectors
together with an optical spectrum analyzer (AQ6370D, Yokogawa Electric Corp.). The laser beam
from the laser source was transmitted through the single-mode step index fiber, and the output laser
beam from the fiber was then collimated by a collimating lens to generate a collimated beam with a
beam diameter of approximately 3.6 mm. The collimated laser beam was then made to pass through
a polarized beam splitter (PBS) and a quarter wave plate (QWP). By utilizing a chromatic objective
(Edmund Optics, #67-484), the collimated laser beam was focused on a plane mirror mounted on
a one-axis piezoelectric (PZT) positioning stage. The combination of the PBS and the QWP made
sure that the light source was effectively isolated from the laser beam reflected from the plane mirror.
A capacitance displacement sensor, whose measurement axis was aligned to coincide with the laser
axis, was located behind the plane mirror to measure the target position of the mirror along the
Z-direction. The propagating direction of the reflected laser beam was then bent 90 degrees by the PBS
and was divided into two sub-beams by a non-polarizing beam splitter (BS). By utilizing an achromatic
lens L1 with a focal length f of 16.6 mm, one of the sub-beams (sub-beam1) was coupled into one end
face of a single-mode step index fiber, having a core diameter of 8.2 μm and a numerical aperture (NA)
of 0.14. The other end face of the fiber was connected to the optical spectrum analyzer. Meanwhile,
another sub-beam (sub-beam2) was coupled into one end face of another single-mode step index fiber,
which was identical to that for the sub-beam1, by using another achromatic lens L2 identical to L1.
It should be noted that the end face of the fiber for sub-beam2 was mounted on a precision manual
stage system to give a defocus d to the end face of the fiber, with respect to the back focal plane of L2.
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Figure 7. A schematic of the setup for the dual-detector chromatic confocal probe with a mode-locked
femtosecond laser source.

3.2. Experiments

Experiments were carried out to investigate the feasibility of the proposed measurement range
expansion method. The plane mirror was made to move along the Z-direction in a step of 2 μm
to obtain the axial responses. It should be noted that the displacement of the plane mirror was
measured by a capacitive displacement sensor simultaneously for comparison. Peak wavelengths
were calculated from the centroid positions of the corresponding normalized intensity ratio, as well as
the invert normalized intensity ratio at each Z-position of the mirror. Figure 8a shows the normalized
intensity ratio obtained at each Z-position over a Z-directional scanning range of 250 μm. As can be
seen in Figure 8a, not only the main-lobe but also the side-lobes were clearly observed. Although the
peak widths of the sub-lobes were found to become wider as the increase of the Z-displacement of the
plane mirror, the sharpness of the sub-lobes was enough to be used in the wavelength-to-displacement
encoding. Figure 8b shows the peak wavelength obtained from the normalized intensity ratio in
Figure 8a at each Z-directional position of the plane mirror. As can be seen in the figure, a linear
relationship between the peak wavelength and the axial Z-directional displacement of the plane mirror
was found for the main-lobe and each of the side-lobes. Meanwhile, as predicted in the results of
the above theoretical calculations, a gap between each of the neighboring lobes was found. Figure 8c
shows the invert normalized intensity ratio obtained at each Z-position, which was calculated from
the same intensities employed to calculate the corresponding normalized intensity ratio shown in
Figure 8a. As can be seen in Figure 8c, the main-lobe and the side-lobes were clearly observed in the
obtained invert normalized intensity ratio. In the same manner, as the case of normalized intensity
ratio Ia, the relationship between the peak wavelength and the axial Z-directional displacement of the
flat mirror was investigated by extracting the peak wavelengths in the invert normalized intensity
ratio In shown in Figure 8c. The result is summarized in Figure 8d. As predicted in the results of the
above theoretical calculations, the peak frequency in the invert normalized intensity ratio at a specific
Z-directional position of the plane mirror was found to shift along the axial direction with respect to
that of the normalized intensity ratio shown in Figure 8b.
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Figure 8. The main-lobes and the side-lobes extracted from the normalized intensity ratio and the
invert normalized intensity ratio obtained at each Z-directional position of the plane mirror, with target
positions ranging from 0 to 250 μm and a defocus d of 110 μm. (a) Normalized intensity ratio obtained
at each Z-position over scanning range of 250 μm. (b) The lobes extracted from the normalized intensity
ratio. (c) Invert normalized intensity ratio obtained at each Z-position over scanning range of 250 μm.
(d) The lobes extracted from the invert normalized intensity ratio.

Figure 9 summarizes the wavelength-to-displacement encoding curves obtained from the axial
responses of the normalized intensity ratio Ia and that of the invert normalized intensity ratio In. As can
be seen in the figure, a gap between each neighboring lobe in the axial response of the normalized
intensity ratio was successfully covered by the axial response from the invert normalized intensity ratio.
These experimental results demonstrated that measurement range of the fiber-based dual-detector
chromatic confocal probe was successfully expanded from 40 μm to 250 μm by the proposed method
without any modification on the optical setup of the developed confocal probe.

Figure 9. Wavelength-to-displacement encoding curves obtained from the axial responses of the
normalized intensity ratio and that of the invert normalized intensity ratio, with target positions
ranging from 0 to 250 μm and a defocus d of 110 μm.
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4. Conclusions

A new method for expanding the Z-directional measurement range of a fiber-based dual-detector
chromatic confocal probe with a mode-locked femtosecond laser source has been proposed.
The dual-detector chromatic confocal probe has been designed to detect the axial position of a
measurement target by using the normalized intensity ratio calculated from light intensities obtained
by the two identical fiber detectors. In the proposed method, for the expansion of the measurement
range of the dual-detector chromatic confocal probe, invert normalized intensity ratio, which is the
inverse of the normalized intensity ratio, has also been employed to realize seamless measurement
with the main-lobes and the side-lobes of the axial responses obtained from both the normalized
intensity ratio and the invert normalized intensity ratio. Theoretical calculations and experiments have
been carried out to verify the feasibility of the proposed method, and the results have demonstrated
that the measurement range can be expanded to 250 μm, which is four times wider than that of the
conventional dual-detector chromatic confocal probe developed in the previous work by the authors.

It should be noted that this paper is mainly focused on the proposal of the method for expansion
of the Z-directional measurement, and subsequent experimental work will be carried out in 3D
microstructure imaging in our future research. It should also be pointed out that in order to make good
use of the side-lobes to extend the Z-directional measurement range, we set a defocus d to be 110 μm,
which achieves a bigger full width at half maximum (FWHM) value compared with the FWHM value
when the defocus d is set to be 150 μm in our previous work [3]. That means there will be a reduction
in axial resolution. However, when the defocus d is fixed, the axial resolution will not be affected
during the measurement range expansion processing because our expansion method is performed
without modifying the optical setup of the dual-detector chromatic confocal probe, and therefore will
not change the point spread function of our confocal imaging system theoretically. Furthermore, future
research will also focus on the depth measurement provided by the optical phase and optical complex
amplitude of the dual-detector chromatic confocal probe, compared with the depth measurement given
by the optical intensity in this paper. Measurement uncertainty analysis together with the identification
of the absolute optical wavelengths based on the optical frequency comb will also be carried out in the
next stage of research.
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Abstract: An optical configuration of double-diffracted spatially separated heterodyne grating
interferometer with a mechanical fixture was designed. To further investigate its features and provide
robust measurements, the alignment tolerance in double-diffracted spatially separated heterodyne
grating interferometer was qualitatively and quantitatively analyzed. Except for the offset error
causing no influence on the interfering signal, the effect of the other four errors, roll, yaw, pitch angles,
and stand-off error were geometrically analyzed and mathematically modeled. The simulation result
quantified the position mismatches of output beams in a double-diffracted configuration and found
the crucial structural parameters related to the intensity of interfering signals. Experiments based
on the grating interferometer with a mechanical fixture and the same optical configuration built
by independent optical components were implemented, whose results agreed with the simulation.
Besides, the results showed that the proposed grating interferometer structure could tolerate the
±1100 arcsec roll movement, ±440 arcsec yaw movement, ±280 arcsec pitch movement, and ±0.6 mm
stand-off error when -10 dB intensity loss is afforded.

Keywords: grating interferometer; laser encoder; spatially separated heterodyne interferometry;
alignment tolerance

1. Introduction

Nowadays, development in modern technology and industry requires more precise displacement
measurement and nanopositioning sensors. Taking semiconductor manufacturing as an example,
because of the decreasing node size, measuring the spatial position and attitude of a wafer stage in
lithography will be a challenge for high accuracy and stability [1].

The trend towards a stable sub-nanometer accuracy measurement propels grating interferometer,
a substitution for a laser interferometer, to be the solution of displacement measurement in
a lithography machine. Advantages of the grating interferometer mainly have two aspects.

One is the resistance to ambient disturbance, especially to the fluctuation of the air refractive
index, which makes it convenient to achieve accuracy in the sub-nanometer scale. Referring to the work
of Gao et al., the measuring uncertainty of a laser interferometer is mainly caused by air the refractive
index error and wavelength error, while the influences of a grating interferometer are manufacturing
errors and thermal expansion of the scale [2]. Compared with those influencing factors in a laser
interferometer, the manufacturing errors and thermal expansion of the grating are easier to control by
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the use of zero thermal expansion materials and the development of a fabrication technique of gratings.
Recently, Deng et al. achieved linear displacement measurement with 68.6 pm resolution by using
eightfold optical construction equipping a 1780 lines/mm high-density grating [3].

Another advantage is that the utilization of optical components such as large planar gratings
makes grating interferometer easy to implement an additional measuring dimension. Considering
a measured rigid body, its spatial degree of freedoms (DOF) include three translational DOFs and
three rotational DOFs. The grating interferometer has been widely used in multi-DOF metrology
systems. For instance, Huang et al. proposed a 3-DOF homodyne laser encoder using grating
interferometry and quadrant detectors (QD) to measure movement along the x-direction and rotation
around the x-axis and y-axis; the angular measuring ranges were ±100 arcsec [4]. Lee et al. designed
a similar 6-DOF optical encoder with ±200 arcsec angular measuring ranges [5]. Li et al. reported
researches on 6-DOF homodyne surface encoders in a multi-probe all-interferometric configuration
and a grating-QD combination, the angular measuring ranges of which were over 60 arcsec [6,7].
The limitation of these ranges mentioned above could be attributed to angular mismatches—the beam
misalignment caused by the rotations of the grating.

As a common method to attain a high fold factor, the double-diffraction structure also has the
feature of effectively enhancing the alignment tolerance (also written head-to-scale tolerance in some
references) [8–10]. Feng et al. proposed a 2-DOF double-diffracted heterodyne grating interferometer in
common optical path configuration. However, the specific alignment tolerance was not mentioned [9].
Because the output beams are parallel with the incident beams, the double-diffraction structure is
capable of turning the angular mismatches into the position mismatches—the deviations of output
beams. However, it is worth emphasizing that the position mismatches will still cause intensity loss of
interfering beams so that further analyses still need to be investigated.

Currently, as a newly proposed concept, spatially separated heterodyne grating interferometer,
which focuses on eliminating the periodic nonlinear errors from several to tens of nanometers,
has become an effective approach to sub-nanometer scale measurement accuracy [11–13]. Compared
with a typical common optical path grating interferometer, being spatially separated means it has
two parallel modulated laser beams with frequency differences. To further improve its performance and
lay a foundation for future multi-DOF measurements, the alignment tolerance of spatially separated
heterodyne grating interferometer was analyzed on the structure with a mechanical fixture of our
design. Qualitative analysis, quantitative simulations and experiments are implemented and described
in the following sections.

2. Optical Configuration and Mechanical Fixture of the Proposed Grating Interferometer

Based on the concept of spatially separated heterodyne grating interferometer reported in our
previous study [12], the optical configuration of the proposed grating interferometer is shown in
Figure 1. Considering the real sizes of all components, several changes and adjustments were made to
form a compact layout.

From a typical separately modulated heterodyne laser source, beams at different frequencies
were transferred into the optical reading head via polarization maintaining optical fibers. Instead of
a parallel distribution, two fiber collimators (FC1 and FC2) in vertical distribution guaranteed enough
space for mounting and adjusting. The beams were divided into two parts, the reference part and
measurement part, in the beam splitter (BS1). Then, the reference beam was combined in the upper
part of the beam splitter (BS2), reflected at the surface of the mirror (M1), entered into the fiber coupler
(FCr), and transferred to the corresponding photodetector by a multi-mode optical fiber. Another part
of the beams reflected at the mirror (M2) to change directions for a compact layout and diffracted by
the linear grating (G) at a normal incident angle. In the diffraction, called the first diffraction here,
each of the beams generated a pair of ±1st order diffracted beams following their diffraction angles.
Choosing a +1st order and a −1st order diffracted beam with different modulated frequencies f 1 and f 2

propagating symmetrically, two corner-cube retro-reflectors (RR1 and RR2) were replaced to cause
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a U-turn of the chosen beams. Then, following the grating equation, these beams entered the grating
at oblique incident angles and were diffracted again. To be unambiguous, this diffraction was called
the second diffraction. Obviously, only two of all the diffracted beams spread away from the grating
vertically, with fourfold Doppler frequency shifts. It is worth emphasizing that the retro-reflectors
guarantee that the selected diffracted beams of the second diffraction are parallel with the incident
beams of the first diffraction when unexpected tip and tilt of grating occur. After being reflected in
proper order by mirrors M2 and M3, the measurement beam was generated in the lower part of BS2.
Similar to the reference beam, it entered the fiber coupler (FCm) and transferred to its photodetector
by another multi-mode optical fiber. Displacement information, contained in Doppler frequency shifts,
was detected by photodetectors and extracted from electrical signals by the processing board.

 

Figure 1. Optical configuration and mechanical fixture of the proposed double-diffracted spatially
separated heterodyne grating interferometer. FC1 and FC2, optical fiber collimators; BS1 and BS2,
non-polarized beam splitters; PBS, polarized beam splitter; M1, M2, and M3, mirrors; RR1 and RR2,
retroreflectors; G, linear grating; FCr and FCm, optical fiber couplers; KM1 and KM2, kinematic mounts;
MF, mechanical fixture. The colored markers f 1 and f 2 represent different modulated frequencies.

Compared to our previous study [13], the biggest improvement in optical configuration was
substituting a polarized beam splitter (PBS) and half wave plate by the beam splitter BS1 and the
mirror M3. The advantages were that not only that less beam splitter was used, but also that it was
a polarized-insensitive optical configuration. In particular, it could be configured into a polarized or
non-polarized interferometer by using a PBS or a BS at the place of BS1, decreasing the requirement of
the laser source.

The mechanical fixture is also displayed in Figure 1. As shown, a pedestal with holes for mounting
is designed for supporting all optical and mechanical components. Two optical fiber collimators
were fixed on matched kinematic mounts fastening onto the pedestal. The parallelism of beams was
adjusted to several arc-seconds by kinematic mounts so that the assembling error could be omitted
in simulations and experiments below. Optical components, including beam splitters, mirrors and
corner-cube retro-reflectors, were glued on the pedestal by ultraviolet curable adhesive. Moreover,
two optical fiber couplers mounted on custom mechanical components (red and orange columns) were
also glued onto the pedestal. The grating interferometer assembly was convenient for mounting on
moving stages or linear guide rails.

3. Analysis of Alignment Tolerance on the Double-Diffracted Grating Interferometer

When a relative movement occurred between the fixed grating and moving interferometer,
rotation angles of the interferometer would not be constant, but would fluctuate in a small range.
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The angles, distinguished by roll, yaw and pitch from the axes they rotate about, are illustrated in
Figure 2. Besides, the slight translation in y and z directions, are defined as offset and stand-off errors
respectively [14].

Also indicated by Figure 2, it is easy to visualize that the offset error is uninfluential as long as the
spots remain in the ruling area. Actually, in a linear or planar grating interferometer, the translational
movements along x and y directions do not cause errors. However, errors in the other four DOFs will
worsen the interference signal as their values increase.

Figure 2. Distinguishing the misalignment angles (roll, yaw, and pitch), stand-off and offset.

3.1. Analysis of the Stand-off Error

As Figure 3 shows, the stand-off error changes the distances between the grating and the
reading-head while keeping the incident beams vertical. The diffracted beams of the first diffraction
influenced by stand-off (shown in red or blue) and the original position of the diffracted beams
(shown in transparent white) are parallel but with a deviation. The diffracted beams entered the
retro-reflectors respectively, creating spot offsets in the surfaces of the RRs. Considering the center
symmetry feature of corner-cube retro-reflectors [15], the output beams, as the oblique incident
beams of the second diffraction, follow the offset and propagate in the opposite directions. Finally,
the second diffraction beams vertically transmit away from the grating with symmetrical deviation.
Qualitatively, the bigger stand-off error is, the larger the deviation that occurs. After the second
diffraction, in a beam-combined prism implemented by a NPBS in the 45◦ position, the beams with
symmetrical deviation can still entirely overlap (but with a deviation). Only when the actual interfering
zone exceeds the boundary of the PD, can the stand-off error have no effect on the interference signal.

Figure 3. Geometrical analysis of the stand-off error and its influence on the measurement beam caused
by spots deviation.
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3.2. Analysis of the Roll, Yaw, and Pitch Angles

Compared to the translational errors discussed above, these three rotational errors are more
complex with greater impact. Different from translational movement, rotation involves a rotating
center. However, in the configuration of a spatially separated grating interferometer, more than one
beam exists. Thus, a rotation center at the origin shown in Figure 2 is selected for the following analysis.

As Figure 4 shows, when a small yaw movement occurs, the incident angle will no longer be
normal. Although the difference is slight, according to the grating equation, the absolute value of
diffraction angles between +1st and −1st order diffracted beams are unequal. Similarly, the diffracted
beams entered the retro-reflectors along their new angles respectively, creating offsets of spots on the
surfaces of the RRs. After the second diffraction, deviations appear at the vertically transmitted beams.
Through a beam-combined BS, the output measurement beams has a certain work-off. Although the
deviations of the beams are in the same direction, the spots on the surface of PD move away from each
other, resulting in a decreasing interference zone.

Figure 4. Geometrical analysis of the yaw movement and its influence on the measurement beam
caused by spots deviation. (To be clear, the angles in the figure and their influence are exaggerated.
Generally, these angles are no larger than several mrads or hundreds of arcseconds in actuality).

Similarly, the geometrical analyses and influences of roll and pitch angles are displayed in Figure 5.
In these circumstances, the diffraction angle remains while the propagating directions are no longer
parallel to the x-O-z plane of the coordinate. Caused by roll motion, the beams deviate in a similar
direction in Figure 5a. However, the pitch motion leads to opposite deviations of the two beams in
Figure 5b, resulting in a work-off of these two spots.
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(a) 

(b) 

Figure 5. Geometrical analysis of the roll and pitch movements and their influences on the measurement
beam caused by spots deviation. (a) Roll movement; (b) Pitch movement.

4. Simulations and Experiments

4.1. Simulations

To quantitatively describe the alignment tolerance, simulation codes for beam tracing were
programmed with MATLAB. In the mathematical model, the O-x-y-z coordinate, optical interfaces,
and vectors of incident beams were defined. The range of grating and apertures of the RRs are
supposed to be infinite in the model, so that the influence and errors caused by out of clear apertures
are not discussed.

In Figure 6, four crucial structural parameters of the spatially separated heterodyne grating
interferometer are marked. Specifically, A is the separating distance of the incident beams, B represents
the lengths of diffracted beams from planar grating to the surfaces of RRs, C is the offset between the
input and the returned output beams of RRs, and D is the beam diameter. Since the divergence of
beams for interferometers are generally small (within a couple of mrad/hundreds of arcsec), only the
Gaussian distribution of the intensity is considered while the divergence is ignored, which implies that
the Gaussian beam seems to be a column in the simulation. The diameter D is assumed as the beam
waist of the Gaussian beam. Therefore, the optical structure showing in Figure 1 could be digitized
as A = 7 mm, B = 30 mm, C = 7 mm, and D = 3 mm. The influence of the stand-off error and three
misalignment angles to such a structure are simulated; these results are demonstrated in Figure 7.

Figure 7 shows that the deviations between the actual and the ideal centers of the spots were
continuously enlarged as the errors increased. The blue lines represent the positions of the blue spot
in Figure 6. Similarly, the red solid lines depict the deviations of the red diffracted beam in Figure 6,
and the red dashed lines describe the spot positions after reflection by the beam-combined BS. Because
the roll and pitch angles created the planar movements of the beam centers, their curves in the x-O-y
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plane with contour lines of the angles are portrayed in Figure 7a,c. Blue numbers and red numbers
represent the angles of the blue lines and dashed red lines, respectively. However, only one-dimensional
movements of the beams in the x-direction were caused by the yaw angle and the stand-off error;
Figure 7b,d depicts the relationship in curves with an explanation Δy = 0 mm. It is worth mentioning
that the simulation results agree with the qualitative analysis in Chapter 3. Besides, the beam-combined
BS placed at an angle of 45◦ could reduce the separation caused by the stand-off error and roll angle,
but also deteriorate the influence of yaw and pitch angles. The work-off distances of the reflected red
beams and the blue beams can be extracted from the distances at the same angles or errors between
the corresponding lines.

Figure 6. Mathematical model and the crucial structural parameters of the spatially separated heterodyne
grating interferometer and the interfering intensity of the Gaussian beams.

 
(a) (b) 

 
(c) (d) 

Figure 7. The results of beam tracing with the variation of misalignment angles and the stand-off
error shown by the curves of the beam centers. (a) Roll angle α. (b) Yaw angle β. (c) Pitch angle γ.
(d) Stand-off error d. These curves share the legend shown in figure (d).
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In another simulation, the relationships of four specific structural parameters from A to D and
their influence to interfering beams were investigated. Taking the pitch movement as an example,
the simulation above has proved that the deviation of the two spots will decrease the overlapped
region of the two Gaussian beams, and the larger the work-off distance L is, the lower the interfering
intensity will be. Supposing that the Gaussian beams follow the same equation and only the parts
inside the beam waists are calculated, the ratio of the overlapped region and the maximum volume
(within the beam waist) is used to appraise the influence.

In Figure 8a, all these curves overlapped together, which means the rotational arm, equaling
to L = (A2 + C2)1/2/2, has no relation to the interfering beams. The common optical path heterodyne
grating interferometer is reckoned as a special case of spatially separated configuration with the
parameter A = 0. Thus, conclusions in this paper are also suitable for the common optical path
configuration. According to Figure 8b, the parameter B, representing the length of diffracted beams,
caused more changes of the interfering beams. It could also be attributed to a longer distance which
generated a larger offset at a certain rotational angle. Figure 8c clearly illustrates that a bigger beam
suffers larger spot deviations.

  
(a) (b) (c) 

Figure 8. The relationship between the normalized intensity and pitch angle with different structure
parameters. (a) Rotation arms are changed. (b) Lengths of the diffracted beams are changed. (c) Beam
diameters are changed.

In summary, the simulation results demonstrate the influence of rotational angles and stand-off
error on the deviation of measurement beams from the quantitative point of view. It also shows that
the intensity of the interference signal is independent of the space between beams (parameters A and
C) and is affected by the length of the diffracted beams and the spot diameter (parameters B and D).

4.2. Experiments

The experimental setup for testing the performance of alignment tolerance is shown in Figure 9.
A fiber-delivered separated modulated laser was implemented by a single-frequency laser source

with 780 nm wavelength (Sacher Lasertechnik Group TEC 500) and two acousto-optic modulators
(AA Opto Electronic MT80). After transferring to the optical reading head, these beams diffracted
at a custom-tailored 1 μm grating. The grating, assembling to a 6-DOF stage, could be adjusted to
generate different types of errors. Autocollimators (Moeller-Wedel ELCOMAT 3000) were equipped
to monitor the rotation angles, while the translational stand-off displacements were displayed by
a homemade laser interferometer. Besides, it is worth emphasizing that the rotational center was located
near the center of these beams. Finally, the measurement beam was delivered to the photodetector
(FEMTO Messtechnik GmbH HCA-S-200M-SI) and spectrally analyzed with a spectrum analyzer
(ADVANTEST R3131A). Since the experiment only focused on the measurement beam, the reference
beam was not detected. The aperture of the photodiode was larger than the beam so that only the
work-off of the beams were considered. As mentioned above, the parallelism of beams was adjusted
by the kinematic mounts to exclude the assembling error.
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Figure 9. Experimental setup for testing the performance of alignment tolerance.

A comparison of the proposed reading-head structure and a larger structure built with
independent optical components were deployed in the experiments and are depicted in Figure 10.
The plots from the former are colored red and those from the latter are blue. Since it is not clear enough
to compare two sets of plots, curves were fitted to describe their trends. The type of the fitted curves
was selected as the sum of two Gaussian functions, which also fits the curves in the simulation shown
in Figure 8 well.

(a) (b) 

(c) (d) 

Figure 10. Experimental curves showing the relationships between the misalignment errors and
amplitude loss of the interfering signal. (a) Roll angle. (b) Yaw angle. (c) Pitch angle. (d) Stand-off
error. All four figures share the same legend as the first figure.

Considering the fluctuation of spectrum peaks and the amplitude differences of the assembled
and independently built structures, Figure 10 selects the apex of the fitted curve as the origin and uses
the amplitude loss as the standard for measuring the misalignment tolerance. Both in the simulations
and experiments, the pitch angle leads to the most severe work-off distances and amplitude loss;
the yaw angle causes a less severe deterioration, and the roll angle has the slightest effect, which proves
that the work-off distance is one of the major factors of the amplitude loss. Compared with the
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red curve and the blue one in Figure 10a–c, it is proved that the shorter the diffracted beams are,
the stronger the tolerances to rotational angles are, which is also consistent with the simulation in
Figure 8. It provides an available approach to improve the alignment tolerance, that is, reducing
the size of the reading-head and the length of the diffracted beams. However, keeping large enough
clear apertures while reducing the size and the beam lengths requires elaborate designs on the optical
configurations. Besides, the stand-off error remains as Figure 10d depicts. As for the specific criteria of
alignment tolerance, it is determined by the dynamic range of the photodetector, the ratio of the largest
and smallest amplitudes can be acquired. Taking the Keysight receivers as instances, the dynamic
ranges range from 6:1 to 25:1, depending on the AC/DC ratio [16]. Choosing a common ratio of 10:1 as
a judgment, the designed structure stays accurate with the ±1100 arcsec roll movement, ±440 arcsec
yaw movement, ±280 arcsec pitch movement, and ±0.6 mm stand-off error when −10 dB intensity
loss is afforded.

5. Conclusions

This paper analyzed the alignment tolerance of double-diffracted spatially separated heterodyne
grating interferometer with a mechanical fixture of our design. The double-diffraction structure by
corner-cube retro-reflectors doubles the optical fold factor and also converts the angular mismatch into
a position mismatch, which improves the alignment tolerance. We analyzed the alignment tolerance
from three aspects: quantitative research, qualitative simulation and experiments. The results depicted
that the designed structure stays accurate with the ±1100 arcsec roll movement, ±440 arcsec yaw
movement, ±280 arcsec pitch movement and ±0.6 mm stand-off error when -10 dB intensity loss is
afforded. Besides, the output results for different given crucial structural parameters shows that to
achieve higher alignment tolerance, shorter diffracted beam length and wider laser beams are required.
Since the separating distance does not affect the interfering intensity, the conclusions are also suitable
for a common optical path configuration.
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Featured Application: This measurement method has been successfully applied in the aviation,

aerospace, and automotive industries, especially for the ultraprecision manufacturing of key

parts and small structures with large aspect ratios.

Abstract: In order to solve the difficulty of precision measurement of small hole diameters with large
depth-to-diameter ratios, a new measurement method based on spherical scattering electrical-field
probing (SSEP) was developed. A spherical scattering electrical field with identical sensing
characteristics in arbitrary spatial directions was formed to convert the micro gap between the
probing-ball and the part being measured into an electrical signal. 3D non-contact probing, nanometer
resolution, and approximate point probing—which are key properties for high measurement precision
and large measurable depth-to-diameter ratios—were achieved. A specially designed hole diameter
measuring machine (HDMM) was developed, and key techniques, including laser interferometry
for macro displacement measurement of the probe, multi-degree-of-freedom adjustment of hole
attitude, and measurement process planning, are described. Experiments were carried out using the
HDMM and a probing sensor with a φ3-mm probing ball and a 150-mm-long stylus to verify the
performance of the probing sensor and the measuring machine. The experimental results indicate
that the resolution of the probing sensor was as small as 1 nm, and the expanded uncertainty of
measurement result was 0.2 μm (k = 2) when a φ20-mm ring gauge standard was measured.

Keywords: small hole diameter; depth-to-diameter ratio; spherical scattering electrical-field probing;
hole diameter measuring machine

1. Introduction

Deep and small holes with diameters in the range of 1–10 mm and large depth-to-diameter
ratios are more and more widely used in the aviation, aerospace, and automotive industries [1].
The depth-to-diameter ratio of these precisely manufactured small holes often reaches a value up to
several tens, even several hundred [2,3]. These deep and small holes present great challenges to the
measurable depth-to-diameter ratio and the precision of existing measurement methods.

A contact probe can go deep into small holes with a long stylus or extension rod. However, stylus
bending and contact deformation of the probing head as well as the part being measured significantly
limit the measurable depth and precision. Some research has aimed tried to reduce the probing
force to several mN [4,5], but high measurable depth and high precision cannot be achieved at the
same time. Noncontact probing methods are promising solutions to this challenge [6–8]. Of all the
noncontact probing methods, optical methods are more promising to obtain higher resolution and
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precision [9–12]. Based on various “optical needle” principles, nanometer resolution can be easily
achieved. However, applying optical probes in deep and small hole measurement is difficult because
optical probes usually have only 1D nanometer resolution probing ability and are, thus, more suitable
for 2D and 2 1

2 D structure measurement, such as for the shape measurement of a shallow optical
surface. A variety of micro and nano probes with nanometer resolution and high stylus aspect ratio
have been developed [13–15]. However, these probes are relatively small and more suitable for the
measurement of micro/nano structures. Additionally, their stylus length and measurable depth is
limited to several millimeters.

Aside from the demand for new probing methods, other difficulties need to be solved to realize
ultraprecision measurement of deep and small holes, such as multi-degree-of-freedom adjustment of
hole attitude and macro displacement measurement of the probe.

In this paper, a patented ultraprecision measurement method [16] based on spherical scattering
electrical-field probing (SSEP) is proposed, and a hole diameter measuring machine (HDMM) is
specially designed and developed. Key techniques such as multi-degree-of-freedom adjustment of hole
attitude, laser interferometry for macro displacement measurement of the probe, and hole diameter
measurement process planning are described. Finally, experiments are carried out with the HDMM
and a probe that is specifically developed for method verification.

2. Spherical Scattering Electrical-Field Probing Method

The model of small hole diameter measurement with a non-contact probe can be expressed as:

D = l + d + δ1 + δ2 (1)

where D is the hole diameter to be measured; d is the probing ball diameter; l is the macro displacement
of the probe when it is moved from the first probing point to the second along the measurement line of
the diameter; and δ1 and δ2 are micro probing gaps between the probing ball and the hole sidewall at
the two probing points.

In the proposed measurement method based on SSEP, d was calibrated beforehand, l was obtained
using laser interferometry, and δ1 and δ2 were given by the SSEP probe. The quality of the diameter
measurements depended on the ability to accurately determine δ1 and δ2.

The principle of the SSEP method is shown in Figure 1. The probing ball and the small hole
are electrically conductive. When the probing ball probes the internal sidewall of the hole, a dual
conductor system is formed. By constructing certain boundary conditions—e.g., grounding the hole
and keeping the potential of the probing ball constant—a spherical scattering electrical field is formed,
and the electrical field between the probing ball and the hole sidewall, as well as the distribution of
surface charge, is strongly affected by the micro probing gap. Based on this phenomenon, the micro
gap between the probing ball and the hole sidewall is converted to a capacitive signal and detected
with capacitive signal processing circuits [17].

The sensing characteristics of the spherical scattering electrical field is identical in arbitrary
spatial directions. Therefore, the measurement performance is not influenced by the relative attitude
between the probe and the hole to be measured, which is often a key limitation in existing non-contact
high-precision probing methods of small holes with large depth-to-diameter ratios.

Considering the actual demand in industry, only holes of conductor material are
discussed—although the analysis shows that non-conductor material can also be probed using the
SSEP method with much worse resolution.
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Figure 1. Schematic diagram of the spherical scattering electrical-field probing (SSEP) method.

The bias electrical field was theoretically modeled using the seven-point finite difference method
and non-uniform meshing in a spherical coordinate system [18]. The Laplace equation was solved
for a model consisting of a φ3-mm conductor sphere as the probing ball and a conducting plane (yoz
plane) as the surface to be measured. The potential of the sphere was 1V and the plane was grounded.
The probing gap was set to 0.2 μm. The simulation software was programmed by the authors with
MATLAB (MathWorks, Natick, Massachusetts, US). The surface charge density characteristics of the
probing ball are shown in Figure 2. It is shown that most surface charge on the probing ball was
concentrated in a very small area closest to the part being measured, and 43% of the surface charge
was concentrated in an area comprising 1% of the whole surface area of the probing ball. The charge
density of the waist line of the probing ball is shown in the top right corner of Figure 2, and the curve
is characterized by a single peak. This phenomenon indicates that the SSEP probe has a point probing
capability. Therefore, the SSEP probe is capable of isotropic sensing and point-probing, both of which
are ideal for the measurement of small holes with large depth-to-diameter ratios.

Figure 2. Surface charge density characteristics of a φ3-mm probing ball when a conductor plane (yoz
plane) is probed.

Figure 3a shows the relationship between the surface area ratio, defined as the ratio of the charge
concentrating area to the whole surface area of the probing ball, and the corresponding surface charge
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ratio when a φ3-mm probing ball probes holes of different diameters with a 0.2-μm probing gap.
Figure 3b shows the relationship of the surface area ratio to surface charge ratio when a φ3-mm
probing ball probes a φ12-mm hole with a probing gap from 0.2 μm to 1 μm. It can be observed that
the surface charge concentration was similar when holes of different diameters were probed.

 
(a) 

 
(b) 

Figure 3. Relationship of the surface charge ratio to surface area ratio. (a) Simulation results with
different holes (probing gap = 0.2 μm); (b) simulation results with different probing gaps (hole diameter
= φ12 mm).

Figure 4 shows the sensitivity characteristics of probing balls of different diameters when a
plane was probed using capacitive signal processing techniques. The sensitivity was defined as the
quotient of the change of capacitance and the corresponding change of the probing gap. The sensitivity
increased with a decreasing probing gap (δ). The sensitivity increased more dramatically when δ was
below 0.2 μm. Nanometer resolution could be achieved as a result of these characteristics.
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Figure 4. Sensitivity characteristics of probing balls of different diameters.

3. Development of the Hole Diameter Measuring Machine

An HDMM was specially developed for ultraprecision diameter measurement of small holes with
large depth-to-diameter ratios. Key issues, including machine structural design, the development of
the probing sensor, the multi-degree-of-freedom attitude-adjusting worktable, and laser interferometry
for macro probe displacement measurement, were subsequently described. The measurement process
was optimally planned.

3.1. Structural Design of the Measuring Machine

The structure of the HDMM is shown in Figure 5. A photo of the HDMM is shown in Figure 6.
The machine had seven degrees of freedom of precision movement and positioning. The probe was
mounted on a probe holder with two degrees of freedom (2D), which was mounted on an aerostatic
linear slider. The 2D probe holder was used to precisely adjust the axis of the probe stylus to be
parallel to the Z axis of the HDMM. The aerostatic linear slider could move horizontally in the X
direction, which was also the direction of the measurement line of the hole diameter. The slider stroke
in the X direction was 50 mm. A linear glass encoder with a resolution of 5 nm and an accuracy of
~1 μm after calibration was provided for the X slider. A laser interferometer was used to measure the
macro displacement of the probe, i.e., l in Equation (1). The part to be measured was mounted on a
four-degrees-of-freedom (4D) worktable. The worktable could be controlled to move in the Y and Z
directions, as well as to rotate in θx (about the X axis) and θy (about the Y axis) directions. The position
and attitude of the hole to be measured could therefore be precisely adjusted with the worktable,
which is further described in Section 3.3. The slider in the Z direction had a stroke of 150 mm. A linear
glass encoder with a resolution of 5 nm and an accuracy of ~1 μm after calibration was also provided
for the Z slider. The tilting angle of the worktable was adjusted with fine thread and servo motors.
The tilting angle was evaluated according to pulse counts of the rotary encoders of the motors, and one
count corresponded to ~0.005”. The maximum error of the tilting angle adjustment of the worktable
was ~0.2”, well meeting the measurement requirement.

The measuring machine was supported by four air-floated vibration isolators. Environmental
sensors were used to monitor the worktable temperature, air temperature, and air humidity to allow
for compensation of the thermal expansion of the material and change of the air refractive index.
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Figure 5. Structural design of the hole diameter measuring machine (HDMM). SSEP: spherical
scattering electrical-field probing.

 

Figure 6. Photo of the HDMM developed. SSEP: spherical scattering electrical-field probing.

3.2. Development of Probing Sensor

According to theoretical modeling results, when capacitive signal processing techniques are used
after constructing certain boundary conditions for the spherical scattering electrical field, the capacitive
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signal of the probe is on the order of a few pF [17]. As a result, weak capacitive signal processing
circuits were designed and a signal modulation and demodulation method was used.

In order to avoid electromagnetic interference and ensure signal quality, a tri-coaxial active
shielding structure was used in the SSEP sensor, which consisted of an SSEP probe and signal
processing circuits, as shown in Figure 7. The inner shield, outer shield, and the signal conducting core
wire of the stylus and probe cable comprised a tri-coaxial structure. The outer shield was grounded to
shield off spatial electromagnetic interferences and eliminate the influence of parasitic capacitance.
The inner shield was driven by a 1:1 amplifier and kept equipotential with the signal conducting wire
to eliminate the influence of parasitic capacitance between them.

Figure 7. Tri-coaxial active shielding structure of the SSEP probing sensor.

A series of SSEP probes, with diameters ranging from φ1.5 mm to φ3.5 mm and stylus aspect
ratios from 20 to 50, were developed. Figure 8 shows an SSEP probe prototype with a φ3-mm
probing ball and a 150-mm-long stylus. Figure 9 shows the signal processing circuits. Nonlinearity
correction, communication, and triggering control during probing was also conducted by the signal
processing circuits.

 

Figure 8. A SSEP probe prototype.

 

Figure 9. Signal processing circuits and box.
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3.3. Four-Degree-of-Freedom Attitude-Adjusting Worktable

Precise and multi-degree-of-freedom adjustment of hole attitude also need to be thoroughly
considered to realize ultraprecision measurement of deep and small hole diameters. The hole attitude
must be precisely adjusted to make its axis parallel to the Z axis of the HDMM before diameter
measurement. This was realized through a 4D attitude-adjusting worktable on which the part to be
measured was mounted.

The inclination angles of the hole axis in the θx and θy directions with respect to the Z axis
of the HDMM needed to be acquired to provide reference values for adjustment. The principle
of determining an inclination angle from the 3D probing capability of the SSEP probe is shown in
Figure 10. By successively probing the sidewalls of an upper section and a lower section, l1, l2, and h
could be obtained, and then the inclination angle α could be calculated according to Equation (2).

 

Figure 10. Principle of determining the inclination angle.

After acquiring inclination angles α and α′ in two directions, the 4D worktable was rotated by
−α and −α′ in respective directions. The process of acquiring inclination angles and adjusting the
worktable could be repeated until the inclination angles were smaller than a specified threshold.
The experimental results show that two to three adjustments of the worktable are typically sufficient
to reduce the inclination angle of the hole axis to a negligible value, thereby satisfying the
measurement requirement.

It should be noted that the hole is assumed to be cylindrical here because the holes to be
measured in the aviation, aerospace, and automotive industries are mostly cylindrical. Holes with
a non-cylindrical shape are rarely seen. Also, because the precision of precisely manufactured holes
in the aviation, aerospace, and automotive industries is usually in the micron order, misalignment
resulting from differences at two different heights and the corresponding introduced measurement
error is very small and can be ignored. Even for a truncated cone-shaped hole, the nominal value of its
flank angle relative to its axis can be used to realize precision alignment.

tan α =
|l1 − l2|

h
(2)

3.4. Macro Probe Displacement Measurement with Laser Interferometry

According to Equation (1), it is important to accurately obtain the macro displacement of the
probe between the two probing points. A laser interferometer with a resolution of 1 nm was designed
and integrated into the HDMM. According to calibration results, the relative length measurement error
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of the interferometer was approximately ±(1.5 × 10−6). As shown in Figures 5 and 6, the reflecting
mirror was fixed on a holder mounted on the aerostatic guideway slider. To reduce the Abbe error,
the laser interferometry was designed in such a way that the laser beam was incident on the center
of the probing ball, and its direction was carefully adjusted to superpose the moving direction of
the slider. In this way, the macro displacement of the probe could be accurately measured using
laser interferometry.

3.5. Measurement Process Planning

The measurement process was planned to achieve fully automated hole attitude adjustment
and diameter measurement of any cross-sections. The influence of personnel operations could be
significantly reduced through automatic adjustment and measurement.

As shown in Figure 11, there were six major steps in the measuring process. First, the upper
end face of the hole to be measured was determined with the SSEP probing sensor, and used as the
depth reference of the cross-section hole diameter to be measured in the subsequent steps. Then, the
hole attitude was finely adjusted using the principles described in Section 3.3. The part was moved
vertically in the Z direction until the probing ball center was in the desired cross-section. The probe
was then moved in the Y direction to find the inflection point, thus moving the probing ball center to
the measurement line of the hole diameter to be measured.

 

Figure 11. Diameter measurement process.

After the adjustment process above, automatic diameter measurement was carried out to obtain l,
δ1, and δ2. Measurements were repeated ten times, and ten measurement results were averaged.

4. Experiments and Measurement Uncertainty Analysis

4.1. Standards and Parts to Be Measured

To verify the performance of the SEPP method and the HDMM, a variety of standards and parts
shown in Figure 12 were measured. The two deep and small hole standards were specially designed
and used to verify the hole attitude adjustment method, planned measurement process, measurable
depth, and depth-to-diameter ratio. The ring gauge standard was calibrated by NIM of China and
Physikalisch Technische Bundesanstalt (PTB) of Germany. A tube part from a rocket engine was also
measured. To this point, the smallest hole diameter measured with the HDMM was φ3 mm, and the
maximum hole depth measured was 150 mm.
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Figure 12. Standards and parts.

4.2. Probe Resolution Experiment

Probe resolution experiments were carried out to verify the performance of an SSEP probing
sensor. The experiments were conducted in a clean room with a temperature of 20 ± 0.5 ◦C and
humidity of 45 ± 5% RH.

The probe with a φ3-mm probing ball shown in Figure 8 was used, and a metal plane part with
surface roughness lower than 5 nm was measured. The probe was kept still, while the part was
driven close to and away from the probing ball repeatedly with steps of 1 nm, 2 nm, and 3 nm by a
piezoelectric stage (PI P-517.3CD). The smallest step that caused a perceptible change in the indication
of the probe was defined as the resolution. The piezoelectric stage had a travel of 100 μm, a closed-loop
resolution of 1 nm, a repeatability of ±5 nm, and a maximum nonlinearity of 7 nm in the full range.
The experimental results are shown in Figure 13. The results indicate that the displacement resolution
of the SSEP probe was as small as 1 nm.

Figure 13. Resolution experiment results.
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4.3. Deep and Small Hole Diameter Measurement Experiment

The experiments were carried out using the specifically designed deep and small hole standards to
verify the capability of measurable depth and depth-to-diameter ratio. Experimental results using the
#2 standard and the φ3-mm probe in Figure 8 are shown in Figure 14. Diameters of six cross-sections
at different depths were measured. The interval between adjacent cross-sections was 20 mm, and the
maximum depth measured was 120 mm. Figure 14 indicates that the hole in #2 standard was generally
conical with a slight trumpet shape at two ends.

 

Figure 14. Diameter measurement results as a function of measured depth.

4.4. Measurement Accuracy Experiment

Diameter measurement experiments were conducted in the clean room. The φ3-mm probe shown
in Figure 8 was mounted on the HDMM. To validate the measuring method and the developed HDMM,
a calibrated φ20-mm ring gauge standard with a depth of 35 mm from Edmunds Gages was used.
The standard was mounted on the 4D worktable through a clamper, as shown in Figure 15. The
measurement results are shown in Table 1. The average of ten diameter measurement results was
19.99998 mm. The diameter calibration results from NIM (National Institute of Metrology) of China,
PTB of Germany, and the results obtained by the authors (HIT-UOI, Harbin Institute of Technology,
center of Ultra-precision Optoelectronic Instrument) are compared in Table 2. The uncertainty intervals
of all calibrations overlapped, indicating agreement.

 

Figure 15. Measurement of φ20-mm ring gauge standard with the HDMM.
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Table 1. Diameter measurement results of φ20-mm ring gauge standard.

Measurement Number 1 2 3 4 5

Measurement
Result/mm 19.99993 20.00000 20.00001 20.00001 20.00001

Measurement Number 6 7 8 9 10

Measurement
Result/mm 19.99998 19.99993 19.99995 19.99997 20.00001

Table 2. Comparison of diameter calibration results. PTB: Physikalisch Technische Bundesanstalt; NIM:
National Institute of Metrology; HIT-UOI: Harbin Institute of Technology, center of Ultra-precision
Optoelectronic Instrument.

Lab Diameter Value D (mm) Expand Uncertainty U (μm, k = 2)

PTB 20.00000 0.1
NIM 20.00030 0.5

HIT-UOI 19.99998 0.2

4.5. Measurement Uncertainty Analysis

The measurement model for small hole diameters is shown in Equation (1). For simplicity, the
measurement model can be expressed as the sum of the macro displacement of the probe l, the probing
ball diameter d, and two equal probing gaps δ (δ1 and δ2 are assumed equal) as shown in Equation (3).

D = l + d + 2δ (3)

The uncertainty model of the diameter measurement is shown in Equation (4):

uD
2 = ul

2 + ud
2 + 4uδ

2 (4)

The sources and estimation of the standard uncertainty components are listed in Table 3. The
uncertainty is evaluated according to the Guide to the Estimation of Uncertainty in Calibration of Geometrical
Measuring Equipment (JJF 1130-2005). The expanded uncertainty of the diameter measurement result of
the φ20-mm ring gauge standard is U = 0.2 μm (k = 2).
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Table 3. Sources and estimation of uncertainty components.

Symbol Error Source and Type Estimation/μm

ul

uncertainty introduced by macro
displacement measurement with

interferometer

measurement repeatability (A 1) 0.040
interferometry measurement (B 2) 0.002

linearity of aerostatic guideway (B) 0.026

ul = 0.048

ud

uncertainty introduced by
calibration of the probe ball

diameter

standard (B) 0.031
interferometry measurement (B) 0.040

probing error (B) 0.036

ud = 0.088

uδ uncertainty introduced by probing

probing repeatability (A) 0.040
probing resolution (B) 0.003

nonlinearity of probing sensor (B) 0.006
indication stability (B) 0.003

uδ = 0.041

expanded
uncertainty U = 0.2 μm (k = 2)

1 Type A evaluation of uncertainty; 2 Type B evaluation of uncertainty.

5. Conclusions

An SSEP method was proposed for ultraprecision diameter measurement of small holes with large
depth-to-diameter ratios and a specially designed measuring machine was developed. Experiments
were carried out to verify the efficacy of the proposed method and the measurement performance
of the machine. The resolution experiment results indicate that a resolution of 1 nm was achieved
with a SEEP probe with a φ3-mm probing ball and a 150-mm stylus. The hole diameter measurement
experiment results indicate that an expanded uncertainty of 0.2 μm (k = 2) was achieved when a
standard with a φ20-mm nominal diameter was measured. It can be concluded that the proposed SSEP
method is an effective solution for ultraprecision diameter measurement of small holes with large
depth-to-diameter ratios. Future work will be focused on the application of the HDMM for micro
holes with large aspect ratios and other inner structures.
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Featured Application: A photoelectric scanning measurement network has the potential for

three-dimensional (3-D) dynamic coordinate measurement in industrial manufacturing. It can

be applied in aircraft assembly and leveling, digital shipbuilding, tooling monitoring, AGV

navigation, and so on.

Abstract: A photoelectric scanning measurement network is a kind of distributed measurement
system based on the principle of angle intersection, in which transmitters and photoelectric receivers
are the main parts. The scanning lasers in transmitters emit signals and they are obtained by receivers
at the measured points. Then the coordinate of the receiver can be calculated by the optimization
algorithm. Its outstanding static measurement performance and network scalability capacity give
it great potential in large-scale metrology. However, when it comes to moving targets, the angle
intersection failure will produce a dynamic error, which limits its further application. Nowadays
the research on error modeling and compensation is also insufficient though it has been the crucial
concern. In this paper, we analyzed error causes and constructed a dynamic error model. Dynamic
error characteristics and the law of propagation were discussed. The measurement uncertainty at
different movement speeds was quantized through simulation experiments. To verify the error
model, experiments were designed and the dynamic error was evaluated in practice. It matched
well with simulations. The model was tested to be reasonable, and provided theoretical support for
error compensation.

Keywords: Photoelectric scanning; angle intersection; dynamic error modeling; large-scale metrology

1. Introduction

The concept of “Industry 4.0” introduces the future trends in industrial development, and the
growing interest in intelligent manufacturing has highlighted the need to research novel methods
in large-scale metrology [1,2]. Integration of advanced measurement instruments with traditional
technologies is recognized as an effective approach to achieve the prospection. Dimensional metrology
in manufacturing, which is an important factor for quality insurance, has the characteristics of
large measurement range, requirements for high precision and efficiency, and strong environmental
interference. In recent years, the breakthroughs in optical technologies and low-cost, fast computers
stimulated the wide use of laser tracker and photogrammetry systems. They both provide abundant
solutions for three-dimension coordinate measurement [3–5].
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A laser tracker is based on length measurement by interferometer and angle measurement by
encoder. Leica AT series and Faro Vantage series are representatives in this field of research. With
sophisticated environmental parameter compensation, they can gain an accuracy of 15 um + 6 um/m
and a measurement frequency of up to 1000 Hz. The measurement range is about 80 m. In most
cases, it is seen as the benchmark in metrology and gives compensation to positioning error in other
instruments [6,7]. However, the laser tracker has its limitations. Firstly, it only conducts single target
measurement each time and the efficiency is relatively lower. For example, in large aircraft leveling,
hundreds of points on the whole fuselage need to be measured, which may take one or more days. It is
time-consuming and unacceptable. Secondly, in a large-scale space, a multi-station network is often
necessary for full coverage of the measurement zone. The measurement error is prone to accumulate
during coordinate system transformation and distance increase. The system performance will be
affected to a great degree [8,9].

Close-range photogrammetry experienced a revolution at the beginning of the 2000s [10] and it
has been widely used in applications ranging from automobile manufacturing to aerospace [11–15].
Monocular vision and binocular vision are common solutions for positioning and orientation in
large-scale metrology and they enjoy an accuracy of submillimeter. Nevertheless, limited by the image
processing and matching algorithm, photogrammetry methods have a relatively lower measurement
frequency, which leads to unideal dynamic measurement capacity. Even worse, photogrammetry
systems have strict requirements for the environment and measured objects. Light flection from the
surface of objects, such as aircraft skin and body-in-white, may lead to low image quality and match
failure [16].

In the past few years, we have also witnessed the rapid development of stationary distributed
measurement network and it is now widely used in aircraft manufacturing, digital shipbuilding,
and tooling monitoring. The workshop measurement positioning system (wMPS) is a representative
composed of transmitters, photoelectric receivers, signal processors, and a terminal computer. Each
transmitter contains a rotation head and a static base, as shown in Figure 1.

 

Figure 1. Transmitter configuration.

Two line-laser modules are embedded in the rotation head with an intersection angle of 90◦.
The head rotates about the z-axis of the local coordinate system at a speed of 1500–3000 rev/min. In the
static base synchronization lasers are in circular distribution and they will shine when the rotation
head goes across the pre-defined reference point in the encoder. The receiver at the measured point
obtains the synchronization signal and record it as the start time. After that, laser module 1 and 2
will scan over the receiver in turn. The time difference between synchronization signal and scanning
signals is captured through precise timing. It is in a linear relationship with two scanning angles.
In this way, the spatial relationship between the transmitter and receiver can be determined solely.
Combing signals from multiple transmitters, the coordinate of the receiver can be obtained by the
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optimization algorithm [17]. At present, the research on static measurement performance of wMPS
has been carried out and it gains an accuracy of 0.2 mm + 0.01 mm/m at a frequency of 20 Hz.

However, with the development of industrial automation, dynamic positioning has been
increasingly required. In aircraft and ship assembly, large components are carried by industrial
robots for docking. The real-time positions of components are necessary for feedback control. Besides,
the relative position between different robots is also important to avoid the deformation caused
by measurement asynchronization [18,19]. For indoor autonomous guided vehicle (AGV), accurate
positioning in global positioning system (GPS) denied conditions is the foundation for navigation
and control. On the one hand, wMPS has the potential for dynamic measurement, fast dynamic
response, and good static stability. On the other hand, limited by the principle of angle intersection
measurement, the error is inherent and non-negligible when the receiver is in motion. Dynamic error
analysis and compensation has been the key to further improve the system performance and extend
the application area.

In this article, we first introduce the dynamic error causes of wMPS. Then we construct the
error model, discuss the error characteristics, and quantize the measurement uncertainty at different
cases through simulation experiments. Finally, practical experiments are carried out to validate the
proposed model.

2. Measurement Principle and Causes of Dynamic Error

2.1. Measurement Principle

Specifically, the measurement model of wMPS can be abstracted as two rotating laser planes.
The normal vectors and z-axis intercepts of two laser planes at the reference point are described as:

[
aij bij cij dij

]T
(1)

where i and j indicate the i’th transmitter and j’th laser module. They are constant after the transmitter
is assembled.

When the two lasers scan across the receiver counterclockwise, the normal vectors can be
expressed as: ⎡

⎢⎢⎢⎣
aijθ
bijθ
cijθ
dijθ

⎤
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⎡
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(
ωitij

) − sin
(
ωitij

)
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(
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)
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(
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)
0 0
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0 0 0 1

⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣

aij
bij
cij
dij

⎤
⎥⎥⎥⎦ (2)

ωi refers to the rotation speed of the i’th transmitter, and tij refers to the time difference between the
synchronization signal and j’th scanning signal.

When a laser plane scans over a receiver, the receiver will locate on the plane and the constraint
formula between the laser plane and receiver can be constructed:

[
aijθ bijθ cijθ dijθ

]
⎡
⎢⎢⎢⎣

R11 R12 R13 Tx

R21 R22 R23 Ty

R31 R32 R33 Tz

0 0 0 1

⎤
⎥⎥⎥⎦
[

xg yg zg 1
]T

= 0 (3)

R and T represent the rotation and translation components from the global coordinate system to
the local coordinate system respectively. They are derived from measurement network calibration [17].[

xg yg zg 1
]

represents the homogeneous coordinate of the receiver in the global coordinate
system. There are three unknowns in the coordinate of each receiver and they will be calculable as
long as more than three formulas are available. Consequently, signals from more than two transmitters
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with different rotation speeds will be capable for coordinate calculation. The accuracy is positively
related to the number of transmitters scanning across the receiver.

2.2. Causes of Dynamic Error

As stated in Section 2.1, laser signals from at least two transmitters with different rotation speeds
are necessary for coordinate calculation. For each transmitter, a receiver will obtain a synchronization
pulse and two scanning pulses in sequence as shown in Figure 2. In the measuring network, the
synchronization pulses from different transmitters are irrelevant in the time domain.

 

Figure 2. Time sequence of signals from two transmitters.

If the receiver is static, laser planes have a unique intersection point and the time difference
between signals has no influence on measurement accuracy. However, for a moving receiver, in the
period of obtaining signals from the two transmitters, i.e., t1 to t22, it has been at different positions
and the trajectory during that is unknown. Calculating the coordinate of the receiver directly will lead
to certain dynamic error.

We define single transmitter dynamic time error δts_k as the time difference between
synchronization pulse and scanning pulse 1, pulse 2 (t1 and t11, t1 and t12), and the multi-transmitter
dynamic error δtm_k is defined as the time difference between synchronization pulses from different
transmitters (t1 and t2). Note that multi-transmitter dynamic error δtm_k is strictly related with rotation
periods and it will accumulate over rotation cycles.

δtm_k = mod(N(Tk − T1), T1) (4)

N represents the rotation cycles and Tk represents the rotation period of the transmitter k. T1 is the
rotation period of the primary transmitter in the network. δts_k is determined by the distribution of two
laser modules. They have an intersection angle of 90◦. δtm_k is determined by the rotation cycles of all
transmitters in the network. When the measurement network is built, it remains unchanged. δts_k and
δtm_k are uncorrelated and lead to dynamic error δθs_k and δθm_k in scanning angle respectively. δθe_k
is the static angle error and it is related with the straightness error of the laser module and centering
error of the receiver. It is uncorrelated with the two error resources above. Therefore, the total dynamic
error of wMPS can be expressed in Equation (5):

δθk = δθe_k + δθs_k + δθm_k (5)

The static measurement error of a single transmitter has been evaluated after it is assembled.
It obeys the normal distribution and the standard deviation is about 2”. Besides, the static error at each
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measurement is independent and the covariance is zero. For the other two error resources, simulation
experiments based on MATLAB are conducted for time error quantization.

Basing on the principle of intersection measurement, the coordinates of the receiver can be
calculable if it obtains signals from two transmitters. However, there is no constraint redundancy and
the accuracy and stability are relatively lower. With the increase of the transmitter amount, the accuracy
will also be improved. In application, we generally construct a four-transmitter network to gain better
performance. Taking it into account, a four transmitters network was built and they were in a “C” type
layout, which had been tested to gain a higher accuracy than others [20]. The rotation speeds were 1600,
1800, 2000 and 2200 rev/min, respectively. A trajectory generator was applied to produce a spatial
trajectory and the receiver moved along it at different speeds, i.e., 30 mm/s, 60 mm/s, and 120 mm/s.
The dynamic time error δts_k + δtm_k, i.e. the time difference between the first synchronization signal
and the last scanning signal, was captured at each measurement. Experimental configuration and
results are shown in Figures 3 and 4:

 

Figure 3. Configuration of simulation experiments.
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Figure 4. Dynamic time error in the four-transmitter network.

As displayed in Figure 4, the maximum and minimum error at v = 30 mm/s are 32.24 ms and
28.06 ms. The time error corresponds to a periodic curve in the time-domain. The deviations at
different speeds are lower than 0.05 ms and they are negligible in this research. Change the trajectory
in subsequent simulations and we find that in the whole measurement zone the time error has great
similarity with that of v = 30 mm/s. It is dependent on the rotation speeds of transmitters in the
network. With the increase of rotation speeds, δts_k and δtm_k will decrease. However, the speed and
position of the receiver have little influence on dynamic time error.
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In wMPS we generally set a primary transmitter. The global coordinate system will be aligned
with the coordinate system of the primary transmitter. The rotation and displacement relationship
between the primary transmitter and others transmitters will be calibrated during the construction of
the network. Each transmitter has a certain pose and position in the global coordinate system. On the
basis of the conclusion above, we divide the movement speed of the receiver into three directions:
radial speed vr, tangential speed vt and axial speed va in Figure 5. Here the radial, tangential, and axial
directions mean those of each separate transmitter.

 

Figure 5. Transmitter model and speed decomposition.

According to the transmitter model, the radial speed has little influence on the dynamic error
on account of the fast light speed. Therefore, the scanning angle error caused by time error can be
expressed as:

δθs_k + δθm_k =

(
vt√

x2 + y2
+

tan ϕ × va√
x2 + y2

)
(δts_k + δtm_k) (6)

(
x y z

)
is the position of the receiver in the local coordinate system. ϕ refers to the intersection

angle between the rotation axis and laser plane. In this way, the dynamic error resources in wMPS
are presented.

3. Dynamic Error Modeling and Uncertainty Analysis

3.1. Dynamic Error Modeling

In Section 2.2 we have analyzed the dynamic error mechanism. The measurement error in
scanning angles causes the coordinate error of the moving receiver. The error propagation model is
included in the following equations F(P,θ) = 0:
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The sources of coordinate uncertainty are scanning angles θ1, θ2, · · · θ2n−1, θ2n. They are
independent of each other and generally obey the normal distribution in Figure 6. The distribution
center is determined by the dynamic error and the variance is determined by the static error.

 

Figure 6. Scanning angle error distribution.

The covariance matrix θ, also seen as the input, can be expressed as:

θ =

⎡
⎢⎣

u2(θ1) 0
. . .

0 u2(θ2n)

⎤
⎥⎦ (8)

According to the derivative rule for implicit functions [21],

dP

dθ
= −

(
dF

dP

)+ dF

dθ
(9)

P =
[

x y z 1
]

and it is the homogeneous coordinate of the receiver in the global coordinate

system. dF
dP and dF

dθ are the Jacobian matrices of F relative to P and θ.
(

dF
dP

)+
is the generalized inverse

matrix of dF
dP .
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In simulations we found that the numerical stability of θ is unsatisfactory and it is highly sensitive
to round-off error in programming, so the other algorithm is tried which depends on the following
steps [22]:

1. Divide θ into a lower triangular matrix λC and its transposed matrix: θ = λT
CλC.

2. Divide dF
dθ into the product of an orthogonal matrix QC and an upper triangular matrix WC:

dF
dθ = QCWC.

3. Divide dF
dP into the product of a lower triangular matrix LP and an upper triangular matrix WP:

dF
dP = LPWP.

4. Calculate matrix M1 through WT
PM1 = I, M = λCWT

CQT
C
(
LT

P
)−1

M1.
5. Divide M into the product of an orthogonal matrix QM and an upper triangular matrix RM:

M = QMWM.
6. Describe the uncertainty uxyz as: uxyz = uP = WT

MWM.

3.2. Uncertainty Simulation and Analysis

Basing on the mathematical solution in Section 3.1, simulation experiments were carried out in
MATLAB. A measurement network with four transmitters was built and the layout was the same as
Section 2.2. A receiver moved at different speeds, 30, 60, and 120 mm/s respectively. We set 4800
points at three horizontal planes (z = 0, z = 1000, and z = 2000) uniformly as Figure 7. The coordinate
uncertainty components of each point, i.e., ux, uy and uz, were calculated. In Figures 8–10 we have
displayed the compound uncertainty u which indicates the distance between the theoretical point and
measurement result.

u =
√

ux2 + uy2 + uz2 (10)

Z/
m

m

Figure 7. Points distribution in the measurement zone.

 

Figure 8. Coordinate uncertainty distribution of points at z = 0.
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Figure 9. Coordinate uncertainty distribution of points at z = 1000.

 

Figure 10. Coordinate uncertainty distribution of points at z = 2000.

We can draw a conclusion from Figures 8–10 that the dynamic error is in a linear relationship
with the movement speed of the receiver. With the increase of receiver speed, the dynamic error will
also get larger. Although in all cases it contains a constant static error, it occupies a small part in the
total dynamic error. The single transmitter dynamic error and multi-transmitter dynamic error are
dominating. Moreover, the layout of the network also influences the dynamic error. The optimal
intersection angle for measurement is 110◦. In the margin area, where the intersection angle is
extremely small, the measurement error may be enlarged, which has the same characteristics as static
conditions [20].

4. Experimental Verification

To verify the mathematic model of wMPS dynamic error, practical experiments are designed and
the configuration is displayed in Figure 11:
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(a)                                            (b) 

Figure 11. Experiment configuration: (a) Overview; (b) linear guide and receiver.

We first constructed a measurement network with four transmitters. The rotation speeds of
transmitters were set as 1600, 1800, 2000, and 2200 rev/min respectively. They were consistent with
those in simulations in Section 2.2. The orientation parameter of transmitters was calibrated according
to a coordinate control network [17]. A linear guide with a maximum travel distance of 800 mm was
applied to generate a standard linear trajectory and its straightness error was better than 0.07 mm
after calibration with an interferometer. It is much smaller than dynamic error and the linear guide
can be seen as a reference in experiments. A receiver was located on the platform and moves with
it synchronously. Movement speeds were set as 30 mm/s, 60 mm/s, and 120 m/s respectively.
Experiments were carried out in two conditions successively: the linear guide was 5 m/7 m in front of
the primary transmitter. To break the specificity in speed direction, in both conditions the linear guide
had a horizontal angle of 45◦ and a vertical angle of 20◦ in the global coordinate system.

The real-time coordinates of the receiver during each motion were recorded. Then we fitted a
spatial line. The dynamic error was evaluated by the straightness error and the root-mean-square
errors at each case were also calculated in Figures 12 and 13.
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Figure 12. Straightness error of practical trajectory at 5-m at different speeds.
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Figure 13. Straightness error of practical trajectory at 7-m at different speeds.

For further comparison, Table 1 lists the deviations between practical experiment results and
corresponding simulation results. We can see that the experimental results match with the simulation
results, and the maximum deviation between them is 0.091 mm. The dynamic error model of wMPS is
validated to be reasonable.

Table 1. Deviation between simulation and practical experiments.

Straightness Error/mm

Simulation Experiments Practical Experiments
Deviation

5 m 7 m 5 m 7 m

v = 30 mm/s 0.635 0.829 0.647 0.906 0.012 0.077
v = 60 mm/s 1.082 1.627 1.130 1.693 0.048 0.066
v = 120 mm/s 2.352 3.070 2.434 3.161 0.082 0.091

5. Conclusions

Dynamic coordinate measurement in industrial manufacturing is a popular issue which needs to
be solved urgently. wMPS is now recognized as a promising solution because of its great potential.
Nevertheless, the dynamic error caused by measurement principle gains little research and limits its
further development. In this article, we first analyzed the mechanism of dynamic error. Then error
modeling and simulations experiments about the uncertainty were carried out. The characteristics of
the dynamic error were expounded. To validate the mathematical model, practical experiments were
done and the results matched well with simulations. It laid the foundation for error compensation
and performance improvement. It is noteworthy that we have made an assumption that the receiver
moves at a constant speed. As stated in Section 1, wMPS has a measurement frequency of 20 Hz. It is
often used in industrial manufacturing such as aircraft assembly and leveling, digital shipbuilding,
and tooling monitoring. There is often no jump in acceleration for moving targets on such occasions.
In a measurement cycle, i.e., 50 ms, the speed of the target can be seen as constant. The assumption is
acceptable in practice.

In the future, we will focus our research on error compensation through hardware and software
enhancement. The inertial measurement unit (IMU) can sense its own acceleration at a frequency
of 400 Hz (such as STIM 300) and it will be embedded in the receiver. At each measurement cycle,
the IMU will provide the real-time speed of the receiver. The model may be further optimized. Besides,
the rotation speed of the transmitter has a great influence on the dynamic error. We will try more
advanced shaft system and improve the rotation speed, which can also ensure a longer working life.
As for software, a model-based compensation algorithm may be a good choice for dynamic error
restriction. The development of machine learning provides novel ideas for our future work.
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Abstract: Measuring instruments are intended to be intelligent, precise, multi-functional and
developing multidirectionally, scientific, and reasonable; the reliable evaluation of measurement
uncertainty of precision instruments is also becoming more and more difficult, and the evaluation of
the Coordinate Measuring Machines (CMM) measurement uncertainty is among the typical problems.
Based on Geometric Product Specification (GPS), this paper has systematically studied the CMM
uncertainty for evaluating the size and geometrical errors oriented toward measurement tasks,
and thus has realized the rapid and reliable evaluation of the CMM uncertainty for task-oriented
measurement. For overestimation of the CMM uncertainty for task-oriented measurements in the
initial evaluation, a systematic optimization solution has been proposed. Finally, the feasibility
and validity of the evaluation model and the optimization method have been verified by three
different types of measurement examples of diameter, flatness and perpendicularity. It is typical
and representative to systematically solve the problem of the CMM uncertainty for evaluating the
measurement tasks targeted at dimensions and geometric errors, and the research contents can be
effectively applied to solve the uncertainty evaluation problems of other precision instruments,
which are of great practical significance not only for promoting the combination of modern
uncertainty theory and practical applications but also for improving the application values of
precision measurement instruments.

Keywords: measurement uncertainty; coordinate measuring machines; evaluation and optimization;
geometrical product specifications

1. Introduction

Geometric measurement is the foundation of modern metrology, being the earliest and largest
important branch in the field of measurement and also the foundation for the development of modern
science and technology. At present, geometric measurement in various fields has developed different
types of measurement techniques or instruments and has presented a trend of mutual integration;
coordinate measurement technology is undoubtedly among the best [1,2]. Traditional geometric
measurement instruments mainly use optical vernier technology to improve the measurement accuracy
and resolution based on the measurement mode of geometric theory, so that the geometric quantity
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cannot be expressed and transmitted digitally, which has been for a long time a difficult technical
bottleneck overcome in the field of mechanical manufacturing. In essence, the presence of CMM has
solved the problem that geometric measurement cannot be digitalized [3,4]. Coordinate measurement
technology is the most common and fundamental measurement technology in the field of modern
machinery manufacturing, especially in aerospace, automobile manufacturing, mold processing, and
other industries. At present, the whole life cycle of the product development, design, processing,
measurement, acceptance, use, maintenance, scrapping and so on must follow the GPS standard
system in the field of manufacturing. This standard system covers many aspects such as product size,
geometric form and surface appearance. The GPS can effectively eliminate some technical barriers in
international trade, boasting an important role in promoting the integration of the global economy as
an important technical base for modern manufacturing informatization and quality management. The
new generation of the GPS system has overcome the problem of digital representation and transmission
of geometric quantities. The traditional measurement mainly relies on optical vernier technology, in
which the role of the computer is limited. The development of the CAD technology and the presence of
CMM has essentially solved the problem that geometric quantities cannot be expressed and transmitted
digitally, which makes it possible to initialize a new generation of the GPS system based on measuring
mathematical theory. As a measuring instrument for geometric characteristics of products, CMM plays
its role under the guidance of the GPS, boasting important measuring equipment essential to quality
control in modern enterprises [5,6].

As an important parameter to characterize the quality of the measurement results, measurement
uncertainty reflects the credibility of measurement results. To give scientific and proper evaluation
of measurement uncertainty is an important factor to guarantee the development of modern
measuring science [7,8]. CMM can complete the measurement of spatial geometric elements (including
size, geometrical error parameters) more conveniently, featuring a large measurement range, high
measurement efficiency and strong measurement versatility. However, CMM is an omnipotent
geometric measurement instrument, so the diversity of its measurement strategies makes the process
for evaluating the measurement uncertainty of different measurement tasks quite different from the
results; simultaneously there are many error sources affecting CMM measurement uncertainty, and the
transitive relationship is difficult to determine between such error sources and measurement results.
Therefore, at present, CMM mostly cannot provide reports on the measurement uncertainty during
measurement, but usually gives an estimated value of the measured quantity only [9].

Physikalisch-Technische Bundesanstalt (PTB), Germany, National Physical Laboratory (NPL),
Britain, Istituto di Metrologia “G. Colonnetti” (IMGC), Italy, and other institutions have taken the CMM
measurement uncertainty evaluation as an important research direction. PTB has proposed an expert
system scheme for evaluating the uncertainty of a coordinate measuring machine and has researched
the influence of the measurement strategy on the CMM uncertainty [10,11]. NPL has standardized
the CMM measurement strategy so as to obtain accurate measurement results [12]. IMGC has carried
out the research on evaluating the uncertainty of the task-oriented coordinate measuring machine by
using computer simulation technology [13]. J. Sładek et al. have proposed an evaluation method of
coordinate measurement uncertainty with the use of a virtual machine model based on the Monte
Carlo method [14]. W. Jakubiec et al. have discussed the problem of evaluating the CMM measurement
uncertainty by Type-B methods and carried out relevant research on CMM uncertainty evaluation
based on the GPS specifications [15,16]. P.B. Dhanish et al. have studied the influence of coordinate
point selection on the uncertainty of the CMM measurement “circle” [17].; J. Beaman and E. Morse have
studied the uncertainty evaluation of the CMM-specific measurement tasks [18]. J. Feng et al. have
studied the experimental problem of CMM uncertainty evaluation [19]. J.P. Kruth et al. have studied
how to evaluate the uncertainty of the CMM shape measurement tasks based on the Monte Carlo
method [20]. F. Aggogeri et al. have designed a simplified process for evaluating the CMM uncertainty
by means of simulation experiments [21]. G.X. Zhang proposed a CMM error modeling method based
on rigid body models and developed in-depth research on error identification and compensation [22].

173



Appl. Sci. 2019, 9, 6

R.G. Wilhelm et al. considered task-specific uncertainty as the measurement uncertainty associated
with the measurement of a specific feature using a specific measurement plan [23]. H. Haitjiema has
discussed task-specific uncertainty estimation in dimensional metrology, and these principles can be
used as well for e.g., roughness, roundness, cylindricity, flatness, and CMM measurements [24]. K.
Takamasu et al. has formulated methods of estimating uncertainties using the coordinate measuring
system after calibration [25].

So far, the CMM task-oriented research has been carried out earlier, focusing on the uncertainty
evaluation of specific measurement tasks in practical applications, however, there have been few
research results on evaluating the uncertainty of the CMM system-wide measurement tasks targeting
sizes and geometric errors, and most of such results have only involved individual aspects of the
ISO15530 standards [26,27]. The intelligent evaluation of the CMM measurement uncertainty by
virtue of computer simulation technology is an important trend of development in the future; it is
especially worth discussing how to combine the virtual measurement technology with uncertainty
evaluation, but the software for uncertainty evaluation has had its practical applications limited due
to involvement in intellectual property rights. With the increasing improvement of the research on
coordinate measurement technology, more theories and methods for CMM measurement uncertainty
have been put forward continuously, the ISO15530 series of standards have been gradually formed for
evaluating the CMM task-oriented measurement uncertainty and a variety of task-oriented uncertainty
evaluation methods have been put forward, such as the strategy of applying repeated measurement,
method of alternative measurement, computer simulation and expert analytical judgment. However,
the GPS standard system still has a lot of standards to be added and still there is no content of the
uncertainty evaluation model.

The simplicity, practicability and economic efficiency is very important in practical applications
for evaluating the CMM measurement uncertainty. Within the framework of the GPS standard
system [26–29], it is of great significance for improving the application value of the measuring
instrument by studying the CMM uncertainty evaluation of task-oriented measurement for quickly
and reliably evaluating the uncertainty of the measurement results.

2. Evaluation Method

2.1. Source Analysis of Uncertainty

During CMM measurement, all relevant factors may have an impact on the measurement results.
The sources of uncertainty in the coordinate measuring system can be divided into five categories
according to the analysis method of “personnel, machine, object, method and environment” commonly
used in product quality management as shown in Figure 1: Uncertainty caused by CMM instrument’s
own errors, measured workpiece, surveyors, measuring method, and external environment.

Uncertainty of measurement system 

Personnel

M
et

ho
d

Education

Experience

Attitude

Training

Stamina

Bias

Linearity

Repeatability

Resolution

Sensitivity

Material

Shape

Manufacture

Cleanness

Lineament

Industry

Profession

Organization

ISO
Temperature

Humidity

Pressure

Vibration

Neatness

M
achine

O
bject

EN/ASME/GB

En
vi

ro
nm

en
t

Figure 1. The uncertainty sources of the measurement system. EN: European Norm; ASME: American
Society of Mechanical Engineers; GB: Chinese National Standards.
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(1) Uncertainty caused by surveyors
In addition to professional qualities, the uncertainty caused by surveyors is mainly characterized

by the differences of the measurement strategies caused by different understandings of the
measurement specifications, such as clamping positioning, coordinate system establishment, sampling
strategy, and probe configuration.

(2) Uncertainty caused by the instrumental errors
This refers to the uncertainty component produced by the deviation of the CMM’s own metering

characteristics from the ideal characteristics, including the uncertainty caused by design, standard
quantity, detection system, dynamic characteristics, fitting and evaluation algorithm, and other factors,
mainly including the impacts of 21 items of CMM mechanism errors and probe system errors, etc. on
the measurement results [30]. Usually, CMM can correct 21 items of mechanism errors and calibrate
the probe system. The CMM’s own errors are reflected in the influence of residual system errors after
correction and calibration.

To ensure that the CMM measurement accuracy meets the relevant requirements, it is usually
necessary to carry out acceptance and re-inspection testing of the CMM measuring characteristics by
means of the measurement calibration programs. In the GPS ISO10360 series standards [26,27],
the CMM performance evaluation has been defined and relevant performance parameters and
evaluation methods of the measuring instrument have been given, such as the indication, detection
and scanning detection errors of the dimensional measurement as well as the dimensional and
geometrical errors of the universal detection system. The technical parameters corresponding to
the above-mentioned performance parameters are generally given before CMM is delivered, that is,
the maximum permissible errors. In practical measurement, the Maximum Permissible Indication
Error (EL, MPE) is mainly related to the errors of the distance and other dimensional elements, and
the MPEP indicates the error of the whole measurement system in a very small test space, generally
affecting the form measurement.

(3) Uncertainty caused by measured workpiece
The geometric and physical characteristics of the workpiece itself will affect the measurement

results, for example, the form, surface waviness and surface roughness of the measured elements have
impacts on the measurement results together with the sampling strategy and probe configurations; the
thermal expansion coefficient of the workpiece and its changes produce uncertainty in the temperature
compensation; the force deformation is also affected by the workpiece positioning and clamping
mode. Therefore, it is necessary to combine the specific measurement tasks to evaluate the uncertainty
introduced by the measured workpiece.

(4) Uncertainty caused by measurement methods
In the actual measurement, measurement specifications only give general guidance and constraints

for the measurement process, resulting in a certain degree of randomness in measurement methods.
If currently there are no standards or specifications to clearly and meticulously stipulate the choice
of the CMM sampling strategy and probe configurations, different sampling strategies and probe
configurations will result in inconsistency of the measurement results.

(5) Uncertainty caused by environmental factors
The temperature, humidity, temperature spatial and temporal gradient, vibration, dust, and other

environmental factors may have impacts on the measurement results. During CMM dimensional
measurement, temperature compensation is usually needed. If the temperature changes, the CMM
grating ruler and workpiece thermal expansion coefficient will all cause uncertainty through the
process of temperature compensation.

The evaluation of measurement uncertainty should consider all factors that may affect the
measurement results and focus on the specific measurement tasks. Based on the above analysis,
it can be concluded that the sources of CMM task-oriented measurement uncertainty have the
following characteristics: Wide sources and rich types, interconnection between sources of uncertainty,
difficulty in quantifying sources of uncertainty and close correlation between sources of uncertainty
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and measurement tasks. Because of the complexity and quantification difficulty of the sources of
uncertainty, it is a key problem to establish an uncertainty evaluation model which can fully reflect the
influence of the sources of uncertainty and their relationship on the measurement results.

2.2. Uncertainty Evaluation Model

The quantitative statistical analysis method can carry out direct statistics and analysis of the
measurement results; the output and input quantities have identical units and the measurement results
can be obtained without relying on any other quantity subject to a functional relationship with the
quantity being measured; therefore, compared with the error traceability method, it features a simple
transfer relation for uncertainty, it has convenient model use and it has richer adaptability to the
requirements of simplicity, rapidness and practicability for task-oriented measurement uncertainty.
However, disadvantageously, the quantitative statistical analysis method cannot clearly grasp the law
of uncertainty transmission and may cause the consequence of “excessive estimation” of uncertainty
components. Moreover, due to the complexity of error sources, it is difficult for general surveyors
to ensure that no uncertainty source is repeated or missed in the analysis of error sources. The most
obvious problem is that currently most of the relevant researches based on error traceability use
indication errors to quantize individual points in the CMM space, and the indication errors essentially
limit the measurement results, so the quantification of uncertainty in single point measurement
is in itself characterized by the problem of "over estimation". The measurement system analysis
method widely used in product quality management has summarized the characteristic indexes
of the measurement of the whole measurement system as resolving power, bias, linearity, stability,
repeatability, and reproducibility, which can comprehensively reflect the impact of uncertain system
and random errors of the measurement system on the measurement results; the uncertainty modeling
method based on statistics and analysis of the measurement characteristics has given the guiding
ideology for evaluating the CMM task-oriented measurement uncertainty from the top design.

The measurement task of dimensional and geometrical errors mainly includes two essential
problems, namely, how to extract the actual elements and how to evaluate the ideal elements. The
former determines the detection method while the latter depends on the evaluation method. The new
generation of uncertainty evaluation theory has summarized the uncertainty caused by the evaluation
method into the category of "normative uncertainty". Therefore, the influence of the method for
ideal element evaluation is not considered in the evaluation of "measurement uncertainty", which is
particularly important for evaluating the measurement uncertainty of geometrical errors [31]. Thus,
the sources of the CMM task-oriented uncertainty can be analyzed as follows:

(1) Uncertainty components caused by bias and linearity
The influence of bias and linearity on the CMM measurement results is reflected in the uncertainty

component uE caused by the indication or detection errors of the measuring instrument. For the
purpose of safety, the “overestimation” should be adopted, with the CMM EL, MPE and MPEP used
to quantize uE. In calibration, the CMM indication or detection errors have considered the influence
of such factors as probe configurations of the measuring instrument, method for coordinate system
establishment, measuring object clamping, space position and environment. Therefore, when EL, MPE

and MPEP are used to quantize uE, the influence of the above uncertainty sources is also included.
(2) Uncertainty components caused by resolution and repeatability
There is a certain correlation between the resolution and repeatability of the instrument, so CMM

only needs to consider the uncertainty component ur caused by repeatability.
(3) Uncertainty components caused by stability and reproducibility
The stability index usually has a significant influence on the electronic measuring instruments but

less on the CMM geometric measurement; the stability is equivalent to the reproducibility caused by
time variation, so this uncertainty component can be ignored.

The uncertainty component uR caused by CMM task-oriented reproducibility indicates the
consistency between the measurement results of the same measuring object when the measurement

176



Appl. Sci. 2019, 9, 6

conditions are changed, that is, different measurement conditions such as personnel changes and
different measurement strategies have led to the variations of the measurement mean value for the same
measurement task. In the actual uncertainty component quantization, the repeatability experiment
is used to determine the influence of the component. For CMM, multiple groups of repeatability
quantization experiments are completed by different surveyors according to the sampling strategy
with the measuring points determining themselves based on the habits for measurement.

Therein, the uncertainty component caused by sampling strategy is affected by the number
and distribution of the sampling points. Sampling point distribution determines the probability of
extracting the extreme error point of the errors for measured elements when the number of sampling
points is the same. It has become a consensus in CMM applications that minimal measurement
uncertainty occurs when the sampling points are evenly distributed. The number of sampling points
reflects the CMM ability to extract the form information of the measured elements. When there is a
small number of sampling points, the measuring points will have a higher probability of excluding
the extreme point of the form tolerance. From the point of view of information extraction only, the
larger the number of sampling points, the better. However, the measurement time similar to contact
triggered CMM will increase sharply as the number of sampling points increases, which has violated
the CMM characteristics of measurement efficiency. At the same time, the excessive increase of the
number of measuring points will multiply the impact of the CMM residual mechanism errors on
the measurement results. Generally, for contact triggered CMM, the suitable number and preferable
distribution of sampling points can be confirmed according to BS7172 [12]. As the evaluation software
requires, the number of measurement points just needs to be greater than the minimum number of the
points required by the mathematical requirements of the geometric elements to be measured.

Therefore, the primary model is as follows for evaluating the CMM task-oriented uncertainty
based on the method for statistical analysis of measurement characteristics:

uc = f (uE, ur, uR) (1)

Formula (1) shows three inputs, namely, the maximum permissible error δE, measurement
repeatability δr and measurement reproducibility δR of the instrument. The expected values
are 0 for all inputs and all are the measurement characteristics of the measurement task output
Y. y is the measurement estimated value of Y. Therefore, the analysis model is as follows for
measurement uncertainty:

Y = y + δE + δr + δR (2)

Based on the Guide to the expression of uncertainty in measurement (GUM) [32], Formula (1) can
be written as:

uuc

√
u2

E + u2
r + u2

R (3)

3. Modeling for Typical Task Uncertainty Evaluation

3.1. Uncertainty Model for Dimensional Measurement Task

The CMM dimensional measurement tasks mainly include distance, diameter, radius and so
on. In time of CMM acceptance and reexamination, EL,MPE is used to express the CMM ability for
dimensional measurement. Therefore, the uncertainty component uE caused by the bias and linearity
of the CMM dimensional measurement tasks is as follows:

uE =
EL,MPE√

3
(4)
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Under the same conditions, measure the target workpiece repeatedly and calculate the laboratory
standard deviation of a single measurement via Bessel formula:

S =

√
1

n − 1

n

∑
i=1

(yi − y)2 (5)

Where, n indicates the number of repeated measurements, yi is the measured value of the ith
measurement and y is the average value of the repeated measurement column.

If N times’ measurement mean is taken as the best estimation, the uncertainty component ur

caused by measurement repeatability is as follows:

ur =
S√
N

=

√
1

N(n − 1)

n

∑
i=1

(yi − y)2 (6)

Several different surveyors can determine the measurement strategy and probe configurations
according to their own habits for measurement, carry out m groups of independent measurements
repeatedly of the dimensional parameters of the workpiece under test, and set the average value
of Group j repeated measurement column as yj. Then, regard the mean value yj of the column
consisting of m groups of measurements as a measurement column, work out the mean value y of the
measurement column; the uncertainty component uR caused by the reproducibility is as follows:

uR =

√√√√ 1
(m − 1)

m

∑
j=1

(yj − y)2 (7)

Based on the above analysis, the universal model as follows can be achieved for evaluating the
uncertainty of the CMM dimensional measurement tasks according to Formula (3):

uuc

√√√√EL, MPE
2

3
+

1
N(n − 1)

n

∑
i=1

(yi − y)2 +
1

(m − 1)

m

∑
j=1

(yj − y)2 (8)

3.2. Uncertainty Model for Form Error Measurement Task

The form error is defined as the variation of the measured actual shape elements relative to
the ideal shape elements [33]. Form measurement is not the specialty of the CMM measurement
function unless there is a commitment in the measurement time. Compared with roundness meters,
autocollimators, level meters and other special form tolerance instruments, CMM is slightly inferior in
measurement accuracy, but its functional diversity can significantly improve the comprehensive
efficiency of measurement. Therefore, CMM, when selected for form measurement, should be
compatible with the competence of the measuring instrument, that is, the elements to be measured
should be the task "measurable" by CMM when normal measurement conditions are satisfied, and the
requirements for detection efficiency should be fully considered when sampling strategy is selected.

Different from dimensional measurement tasks, the form measurement belongs to miniature
measurement and is comparatively sensitive to “overestimation” in time of uncertainty evaluation.
Dimensions are characterized by the measurement of absolute values, but form error are considering
relative changes in a very small test space. In the analysis of indication errors, linear impacts can be
ignored, just focusing on the bias of the form measurement indications caused by residual system
errors of the measuring instrument. The CMM ability for form detection is represented by MPEP and
is calibrated by the sphericity of the standard ball, which essentially reflects the comprehensive impact
of the residual system errors on the form measurement results in different directions and at different
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positions. It is more reliable for using MPEP to evaluate the uncertainty component caused by the
indication errors of the CMM form error measurement; the formula for qualification is as follows:

uE =
MPEP√

3
(9)

Similarly, the uncertainty components caused by repeatability and reproducibility can be obtained
according to Formula (6) and Formula (7). According to formula (3), the universal model as follows
can be achieved for evaluating the uncertainty of the CMM form measurement tasks according to
Formula (3):

uuc

√√√√MPEP2

3
+

1
N(n − 1)

n

∑
i=1

(yi − y)2 +
1

(m − 1)

m

∑
j=1

(yj − y)2 (10)

3.3. Uncertainty Model for Location and Orientation Errors Measurement Tasks

The location and orientation errors show the positional relationship between two or more
geometric elements, i.e. the relationship between the measured elements and the reference elements. It
is defined as the variation of the measured actual elements to the ideal elements with certain direction
or location, able to be divided into orientation error and location error [33].

The form and position errors are both variations between the actual and ideal elements, but the
methods are different for evaluation. Form measurement does not require reference elements. By
sampling on the surface of the workpiece to be measured, enough sampling points of the measured
elements can be obtained. Computer software can be used to fit lines, planes, circles or cylinders, and
calculate the maximum variation from sampling points to fitting elements as the value of the current
form error. However, the location and orientation errors are the positional relationship between two
elements. It is necessary to measure the two elements, work out one fitting element as a benchmark
and calculate the maximum variation from the other element to the benchmark as the measurement
value of the current position error. In the principle of measurement, it is basically the same as the
dimensional measurement, so the location and orientation error measurement can be concluded
as miniature dimensional measurements. While evaluating the uncertainty of the CMM location
and orientation tolerances measurement task, EL, MPE=A+B·L may be used to represent the influence
of its indication error. However, the location and orientation errors are still greatly different from
dimensional measurement due to the impacts of the instrument offset and linearity; different types of
position errors are differently affected by the offset and linearity of the measuring instrument. Here
follows the analysis and discussion of the uncertainty components for position errors caused by the
indication errors of the measuring instrument.

CMM parallelism measurement task: First measure the reference plane, fit out its plane formula,
then sample a characteristic point on the measured plane, calculate the longest distance lmax and the
shortest distance lmin from the sampling point to the reference fitting plane, and the maximum distance
difference is the parallelism tolerance t between the two planes:

t = lmax − lmin (11)

Where, the influence of the indication errors is both MPEE for the longest distance lmax and the
shortest distance lmin, then

t = (lmax ± EL, MPE)− (lmin ± EL, MPE) (12)

Fully consider the influence of EL, MPE and the error range of the overestimated parallelism
tolerance t to get:

t = (lmax − lmin)± 2EL, MPE (13)
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If it is given that the composite distribution of two identical uniform distributions is a triangular
distribution, the uncertainty component uEW1 of the CMM parallelism measurement task caused by
the indication error is as follows according to type B evaluation method [32]:

uEW1 =
2EL, MPE√

6
(14)

The tolerance zone of angularity and perpendicularity is the range defined by two parallel planes
whose spacing is equal to the tolerance value t. Both indicate the degree to which the measured
element maintains a certain angle relative to the reference element. The difference is that the two
parallel planes of angularity incline to the reference at a given theoretical angle (excluding 0◦, 90◦

and 180◦) and such two parallel planes are vertical (or parallel) to the reference. When measuring the
angularity and perpendicularity, CMM will determine the fitting element (direction) according to the
reference element and theoretical angle and calculate the difference of the limit distance t = L1 − L2

between the measured elements and the fitting elements. Therein, L1 and L2 indicate the distances
from the measured elements to the fitting elements.

Relative to the dimensional measurement, L1 and L2 both are miniature dimensions, not
considering the influence of linearity but only the constant term of the measuring instrument deviation.
The uncertainty uEW2 of angularity and perpendicularity measurement tasks caused by the indication
errors is as follows according to uncertainty type B evaluation method:

uEW2 =
2 · A√

6
(15)

Where, A is the constant term of EL, MPE=A+B·L.
The position degrees can be divided into point, line and plane position degrees. The position

degree is essentially two times the maximum distance between extracted elements (point, line and
plane) and fitting elements (determined by reference elements and theoretical size), that is, the
micro-level dimensional measurement, which can neglect the influence of dimension sizes and only
consider the constant term of the deviation.

Similarly, coaxiality represents the maximum distance from the point of the measured element to
the reference element (point or line) and is essentially a micro-level dimensional measurement. The
indication error also only considers the constant term of the deviation.

The uncertainty component uEW3 of the CMM position degree and coaxiality measurement tasks
caused by the indication errors is as follows according to the uncertainty type B evaluation method:

uEW3 =
A√

3
(16)

Symmetry is essentially two times the maximum difference between the two extracted elements to
be measured and the reference vertical distance, namely, t = 2(L1 − L2). Essentially, it is the difference
of the micro-level dimensions and the indication error only considers the constant term of the deviation.
Then, the uncertainty component uEW4 caused by the indication error is as follows for CMM symmetry
measurement task:

uEW4 =
2 · A√

6
(17)

Similarly, the uncertainty components caused by repeatability and reproducibility of position
error measurements are Formula (6) and Formula (7). Substitute Formula (14)–Formula (17) into
Formula (3) and a universal model can be obtained for evaluating the uncertainty of the CMM position
measurement tasks.
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4. Method for Optimizing Measurement Uncertainty

4.1. Secondary Optimal Evaluation of Uncertainty Components

The uncertainty component features "overestimation" in time of quantization, which is the possible
upper bound of the uncertainty component under worse conditions to ensure the safety and reliability
of the evaluation results. Referring to the new generation of GPS uncertainty evaluation theory, develop
an uncertainty management program as shown in Figure 2 for a given task-oriented measurement
process [34]. In this management program, the measurement tasks, conditions and methods, etc. as
well as relevant matters related to the measurement process are given, so its core task is to optimize
the estimation of the measurement uncertainty.

Condition

Sources 
analysis

Evaluation 
model

Quantification of 
uncertainty 
components

Uncertainty 
synthesis uc

Need second 
estimation? U=k·uc

Reanalysis sources, Remodeling, 
Reformulate scheme, etc

No

Yes

Budgetary estimation of measurement uncertainty

Instrument

Task

Method

Procedure
 

Figure 2. Management program of task-oriented uncertainty by definitized measurement process.

From the initial evaluation of the measurement uncertainty, we can find the dominant contribution
factors to uncertainty, redesign the scheme for quantization of the dominant uncertainty component,
make it more close to the actual situation of the uncertainty component and avoid the influence
of excessive estimation. However, such an uncertainty component will somewhat increase the
measurement time and economic costs during secondary optimal evaluation, and the surveyors
should make corresponding improvements according to their own measurement needs. The optimal
evaluation of the uncertainty components described in this section mainly cover the uncertainty
components introduced by indication errors and reproducibility.

The uncertainty component caused by the indication errors as described in Section 3 is estimated
according to the CMM maximum permissible error, i.e. the error limit. During secondary evaluation,
physical standards similar to the object under test or calibrated workpiece can be adopted to calibrate
the indication errors and thus to obtain a more accurate upper bound estimation of the indication
error. See Table 1 for CMM EL = 60, MPE and MPEP calibration results by using standard gauge blocks
and master balls with calibration uncertainty able to be neglected. It is shown that the uncertainty
component introduced by the indication errors after secondary evaluation has been significantly
reduced compared with the initial evaluation.

Table 1. Calibration results of indication error and probing error of CMM.

Error Error Limit Uncertainty Component

EL = 60, MPE 3.24 μm (L = 60 mm) 1.87 μm
EL = 60 1.4 μm (L = 60 mm) 0.81 μm

MPEP 3.5 μm 2.02 μm
P 1.2 μm 0.69 μm

The uncertainty component caused by reproducibility depends on the operation difference of
the surveyor. The greater uncertainty component of reproducibility indicates that the operation
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of the surveyor has a significant impact on the measurement results, and a more normalized and
standardized measurement program file should be formulated to reasonably reduce the impacts on
the evaluation results of reproducibility. For example, the secondary evaluation of the uncertainty
component introduced by sampling strategy: When more prior information of the measurement task
is available, reasonably and properly reduce the change range of sampling points; use spectral analysis
to determine the best sampling strategy and estimate the changes of the measurement results from the
difference between the actual measurement points and the optimal sampling points to evaluate the
uncertainty caused by the sampling strategy. When the number of optimal sampling points is known,
the influence of uncertainty introduced by this factor can be ignored.

4.2. Real-Time Updating of Repeatability Uncertainty Component

The method of calculating uncertainty by means of statistical analysis based on experimental data
is called the type A evaluation method [32]. The uncertainty components introduced by repeatability
are usually obtained by experimental pre-evaluation and determined only by one experiment, so the
information contained in the results is limited and poor in representativeness; moreover, the working
states of instruments and workpiece may change with time during the experiment, so the uncertainty
component determined by one evaluation experiment cannot reflect the latest information in the
evaluation process.

If the uncertainty component caused by repeatability is not changed after evaluation, the
evaluation results of the uncertainty will not sufficiently reflect the latest information in the process
of measurement. For the measurement of the same batch of workpieces with the same machining
accuracy, the cost is rather high for repetitive experiments of each workpiece respectively, so it is
impossible to carry out a large number of uncertainty evaluation experiments at any time for batch
products. If the uncertainty components caused by repeatability can be updated continuously in
real time based on daily measurement data, then the current and historical information can be fully
integrated into the uncertainty evaluation results and the latest status of the CMM same or similar
measurement tasks can be reflected in real time.

Therefore, this paper has proposed using the Bayesian information fusion method to establish
an information fusion model based on Bayesian formula and to achieve real-time and continuous
updates of uncertainty components, so that the evaluation results of task-oriented CMM measurement
uncertainty could reflect the latest information in the measurement system in real time, and improve
the reliability of the uncertainty evaluation results.

The repeated measurements generally obey normal distribution and the prior distribution
is identical to the posterior distribution in form during the process of information fusion.
Therefore, the conjugate Bayesian method can be used to update the uncertainty components of
repeatability continuously.

Set the measurement series of repetitive experiments as X = (x1, x2, x3, · · · , xn) and X ∼ N(θ, σ2).
Then the Bessel formula can be used to work out the standard uncertainty component of repeatability
in a single result:

u =

√√√√√ n
∑

i=1
(xi − x)2

n(n − 1)
(18)

If the number of measurements in the first repeatability experiment is n0 and the measurement
result is X = (x01, x02, x03, · · · , x0n), according to the evaluation method of conjugate Bayesian
uncertainty, the conjugate prior distribution of σ2 is as follows:

π(σ2) =

√
Sn0−1

0√
2n0−1Γ( n0−1

2 )
(

1
σ2 )

n0+1
2

exp(− S0

2σ2 ) ∝ (
1
σ2 )

n0+1
2

exp(− S0

2σ2 ) (19)
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where, S0 =
n
∑

j=1
(x0j − x0)

2.

Therefore, the uncertainty component of the first repeatability experiment is:

u0 =

√
S0

n0 − 1
(20)

Assuming that the number of measurements in the second repeatability experiment is n1 and the
measurement result is X = (x11, x12, x13, · · · , x1n), use the latest repeatability data to update σ2 and its
likelihood function is as follows:

l(σ2|x) ∝ (
1
σ2 )

n1
2

exp(− S1

2σ2 ) (21)

where, S1 =
n
∑

j=1
(x1j − x1)

2.

Calculate the σ2 posteriori probability density function and its distribution according to the
Bayes formula:

π(σ2|x) ∝ π(σ2)l(σ2|x) ∝ (σ2)
− n0+n1−1

2 −1
exp(−S0 + S1

2σ2 ) (22)

π(σ2|x) ∼ Γ−1(
n0 + n1 − 1

2
,

S0 + S1

2σ2 ) (23)

Therefore, the updated repeatability uncertainty component is as follows:

u1 =

√
S0 + S1

n0 + n1 − 3
(24)

The general formula can be concluded as follows for updating the repeatability uncertainty
component:

u1 =

√√√√√ (n0 − 1)u2
0 +

n1
∑

j=1
(x1j − x1)

2

n0 + n1 − 3
(25)

5. Experimental Analysis

HEXAGON Micro-Hite 3D DCC CMM was used to measure the workpiece as shown in Figure 3.
The measurement tasks include diameter, flatness and perpendicularity respectively. See Figure 4
for the experiment. The maximum permissible error of CMM is: EL, MPE = (3 + L/250) μm,
MPEP = 3.5 μm. The TesaStar-i touch trigger probe is applied to this experiment. The type of tip in
routine repeated experiments is 3BY40, namely that the sphere diameter is 3 mm and the pole length is
40 mm. In routine reproducibility tests, the sampling point’s numbers of plane and circle are nine, and
the sampling points are evenly distributed.
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Figure 3. The drawing marking of the measured part.

Figure 4. The experimental of measurement.

5.1. Example for Evaluating Uncertainty of Diameter Measurement

The height of the measured cylinder is 14 mm, the upper tolerance limit of diameter is +0.020 mm
and the lower tolerance limit of the diameter is −0.015 mm. The measured cylinder is made by a
milling-tool, its roughness is 0.8 μm, and the effect of surface roughness for diameter measurement
is negligible.

According to Formula (4), the uncertainty component caused by indication errors can be calculated
as follows:

uE =
EL, MPE√

3
=

1√
3
× (3 +

62
250

) = 1.875 μm (26)

Under the condition of repeatability, complete 10 times’ continuous and rapid measurement of
the circle to be measured. See Table 2 for data on the repeatability experiment. Calculate the standard
deviation of the repeatability experiment according to the experimental data in Table 2:

Sr =

√√√√√ n
∑

i=1
(di − d)

2

(n − 1)
= 0.51 μm (27)

Table 2. The experimental data of diameter measurement for repeatability detection.

No. 1 2 3 4 5 6 7 8 9 10

measured
value di (mm) 62.0010 62.0011 62.0010 61.9998 62.0011 62.0002 62.0008 61.9998 62.0007 62.0008
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If the average value of three times’ measurements is taken as the best estimate of the diameter
measurement, the standard uncertainty caused by measurement repeatability is as follows:

ur =
Sr√

3
= 0.294 μm (28)

Carry out three groups of repeatability measurements independently by three surveyors with
professional measurement knowledge and operation level according to their habits and in accordance
with the measurement requirements. Try to have the sampling strategy, measurement starting point
and other factors in the experiment kept as different as possible. The probe configurations that
can be selected by the surveyors include 2BY20, 2BY40, 3BY20, 3BY40, 4BY20, and 4BY40. The
number and distribution of sampling points conform to BS 7172 [12]. See Table 3 for the data in the
reproducibility experiment:

Table 3. The experimental data of diameter measurement for reproducibility detection.

The three times measurement mean of
surveyor A dj (mm)

Group I Group II Group III
62.0012 61.9998 62.0013

The three times measurement mean of
surveyor B dj (mm)

Group IV Group V Group VI
61.9998 62.0016 62.0001

The three times measurement mean of
surveyor C dj (mm)

Group VII Group VIII Group IX
62.0013 61.9996 62.0016

Note: dj indicates the measurement mean of the reproducibility experiment in Group j.

Total mean of the measurement for calculating reproducibility:

d =

9
∑

j=1
dj

9
= 62.0007 mm (29)

According to Formula (7), the standard uncertainty caused by the reproducibility of the diameter
measurement is as follows:

uR =

√√√√ 1
(9 − 1)

9

∑
j=1

(dj − d)
2
= 0.850 μm (30)

Then see Table 4 for the uncertainty component of the diameter measurement:

Table 4. The uncertainty budget for the diameter measurement.

Standard Uncertainty Source of Uncertainty Evaluation Result

uE Indication error 1.875 μm
ur Repeatability 0.294 μm
uR Reproducibility 0.850 μm

According to Formula (3), the combined standard uncertainty of the diameter measurement task
can be calculated as follows:

uc =
√

u2
E + u2

r + u2
R = 2.1 μm (31)

According to GUM, take p = 95% k = 2 and the expanded uncertainty is as follows:

U = k × uc = 4.2 μm (32)
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5.2. Example for Evaluating Uncertainty of Flatness Measurement

According to Formula (9), the uncertainty component caused by indication errors can be calculated
as follows in flatness measurement:

uE =
MPEP√

3
=

3.5√
3
= 2.021 μm (33)

Similarly, under the condition of repeatability, complete 10 times’ continuous and rapid
measurement of the plane to be measured, calculate the standard deviation of the repeatability
experiment as Sr = 0.618 μm; if the average value of three times’ measurements is taken as the
best estimate of the flatness measurement, then the standard uncertainty caused by measurement
repeatability is as follows:

ur =
Sr√

3
= 0.357 μm (34)

Similarly, complete the repeatability measurements by three surveyors and try to have the
sampling strategy and other factors kept as different as possible, thus obtaining the standard
uncertainty caused by the reproducibility of flatness measurement as uR = 0.915 μm.

Then see Table 5 for the uncertainty component for flatness measurement:

Table 5. The uncertainty budget for flatness measurement.

Standard Uncertainty Source of Uncertainty Evaluation Result

uE Indication error 2.021 μm
ur Repeatability 0.357 μm
uR Reproducibility 0.915 μm

The combined standard uncertainty is as follows for flatness measurement tasks:

uc =
√

u2
E + u2

r + u2
R = 2.3 μm (35)

Similarly, the expanded uncertainty is as follows:

U = k × uc = 4.6 μm (36)

5.3. Example for Evaluating Uncertainty of Perpendicularity Measurement

According to Formula (15), the uncertainty component caused by indication errors can be
calculated as follows in perpendicularity measurement:

uE =
2 · A√

6
=

2 × 3√
6

= 2.449 μm (37)

Similarly, under the condition of repeatability, complete 10 times’ continuous and rapid
measurement of the measurement task, calculate the standard deviation of the repeatability experiment
as Sr = 0.682 μm; if the average value of three times’ measurements is taken as the best estimate of the
perpendicularity measurement, then the standard uncertainty caused by measurement repeatability is
as follows:

ur =
Sr√

3
= 0.394 μm (38)

Similarly, complete the reproducibility measurements by three surveyors and try to have the
sampling strategy and other factors kept as different as possible, thus obtaining the standard
uncertainty caused by the reproducibility of perpendicularity measurement as uR = 1.060 μm. See
Table 6 for the uncertainty component for perpendicularity measurement:
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Table 6. The uncertainty budget for perpendicularity measurement.

Standard Uncertainty Source of Uncertainty Evaluation Result

uE Indication error 2.449 μm
ur Repeatability 0.394 μm
uR Reproducibility 1.060 μm

The combined standard uncertainty is as follows for perpendicularity measurement tasks:

uc =
√

u2
E + u2

r + u2
R = 2.7 μm (39)

Similarly, the expanded uncertainty is as follows:

U = k · uc = 5.4 μm (40)

5.4. Result Analysis and Optimizing Uncertainty

After the measurement task is determined, it is necessary to select the measuring instruments
and methods according to the accuracy requirements. During measurement, see Table 7 [35] for the
requirements of the geometric parameters for measurement accuracy, which is particularly important
for geometrical tolerances detection; the tolerance level is Level 5–6 for the measurement object as
shown in Figure 3, so the measurement uncertainty should be less than 20% of the tolerance value as
required and then the uncertainty should be less than 2.0 μm and 3.0 μm respectively in flatness and
perpendicularity detections. Obviously, the measurement uncertainty given in Formula (31)–Formula
(40) has the evaluation results not in conformity with the accuracy requirements of the measurement
tasks. There are two major reasons for such inconformity as follows: Firstly, the production-oriented
CMM is not the preferred measuring instrument for geometrical tolerances. Its ability for measuring
geometrical tolerance is slightly inferior to that of the roundness meter, autocollimator and other special
instruments; secondly, the CMM task-oriented uncertainty evaluation model described in Section 2.2
features “overestimation” to ensure the safety and reliability of the evaluation results. When CMM is
selected as the measurement instrument to complete the measurement tasks, it is bound to optimize
the conventional measurement scheme and its uncertainty evaluation model. Therefore, here follows
the research on the method for optimizing and evaluating the uncertainty of CMM task-oriented
measurement in this paper.

Table 7. Accuracy requirements of geometric sense measurement.

Tolerance Grade 0 1 2 3 4 5 6 7 8 9 10 11 12

Proportion of
Uncertainty to

Tolerance
33% 25% 20% 16% 12.5% 10%

Take the flatness measurement in Section 3.4.2 as an example to illustrate how to optimize and
evaluate the CMM task-oriented measurement uncertainty and to determine the target measurement
uncertainty Uo = 2.0 μm of the measurement task according to the requirements in Table 7. Therefore,
only if the uncertainty of flatness measurement U after optimal evaluation should be smaller than Uo

can the accuracy requirements of the measurement be satisfied.
Use P = 1.2 μm calibrated in Table 1 to substitute as the upper limit of the indication error and

then the uncertainty component caused by the indication error in flatness measurement is as follows:

u′
E =

P√
3
=

1.2√
3
= 0.69 μm (41)
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In the reproducibility experiment of the flatness measurement in Section 3.4.2, try to have the
number and distribution of the sampling points on the plane to be measured and other factors kept
somewhat different. See Table 8 for the data of reproducibility measurement.

uR =

√√√√ 1
(9 − 1)

9

∑
j=1

(tj − t)
2
= 0.915 μm (42)

Table 8. The first reproducibility measurement data of flatness.

The three times measurement mean of
surveyor A tj (mm)

Group I Group II Group III
0.0053 0.0062 0.0045

The three times measurement mean of
surveyor B tj (mm)

Group IV Group V Group VI
0.0041 0.0058 0.0065

The three times measurement mean of
surveyor C tj (mm)

Group VII Group VIII Group IX
0.0047 0.0066 0.0049

In time for secondary optimal evaluation, distribute the sampling points evenly, use 12 sampling
points in all and adopt 4mm probes and 20 mm measuring rods uniformly; see Table 9 for the
reproducibility experimental data after the experimental scheme has been optimized.

u′
R =

√√√√ 1
(9 − 1)

9

∑
j=1

(tj − t)
2
= 0.518 μm (43)

Table 9. The optimized reproducibility measurement data of flatness.

The three times measurement mean of
surveyor A tj(mm)

Group I Group II Group III
0.0051 0.0058 0.0048

The three times measurement mean of
surveyor B tj(mm)

Group IV Group V Group VI
0.0047 0.0058 0.0055

The three times measurement mean of
surveyor C tj(mm)

Group VII Group VIII Group IX
0.0049 0.0061 0.0049

It can be seen that the standard uncertainty introduced by reproducibility has reduced from
0.915 μm to u′

R = 0.518 μm by optimizing the experimental scheme.
Considering that the repeatability indexes have been updating by the latest measurement

information continuously arising during the process of the measurement process, regard the
repeatability uncertainty component ur = 0.357 μm of the flatness measurement in Section 3.4.2
as prior information u0, and the number of measurements contained in the prior information n0 = 10.

Table 10 shows the daily measurement data of the flatness for three workpieces in the same batch.
Take workpiece A as the sample information and the repeatability uncertainty component can be
calculated as follows after information fusion:

ur1 =

√√√√√ (n0 − 1)ur02 +
n1
∑

j=1
(t1j − t1)

2

n0 + n1 − 3
= 0.339 μm (44)
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Table 10. The daily measurement data of flatness.

Measured Value Workpiece A/t1j Workpiece B/t2j Workpiece C/t3j

ti1 0.0057 mm 0.0051 mm 0.0060 mm
ti2 0.0048 mm 0.0044 mm 0.0049 mm
ti3 0.0051 mm 0.0054 mm 0.0053 mm

Mean value ti 0.0052 mm 0.0050 mm 0.0054 mm

ni 3 3 3
Standard deviation 0.458 μm 0.513 μm 0.556 μm

ur 0.265 μm 0.296 μm 0.321 μm

That is to say, after incorporating the daily measurement information, the repeatability index has
been updated from 0.357 μm to 0.339 μm; replace the prior information with the result of information
fusion to prepare for the next update; then:

ur0
∗ = ur1 = 0.339 μm (45)

n0
∗ = n0 + n1 − 2 = 11 (46)

Based on the updated prior information, further integrate the measurement results of part B,
then the latest production and measurement information can be continuously integrated to achieve
real-time and continuous updates of the repeatability index. By fusing the daily measurement data of
flatness, the uncertainty components introduced by the repeatability of the flatness measurement of
workpieces B and part C can be as follows:

ur2 =

√√√√√ (n0∗ − 1)(ur0∗)2 +
n1
∑

j=1
(t2j − t2)

2

n0∗ + n2 − 3
= 0.323 μm (47)

ur3 =

√√√√√ (n0∗∗ − 1)(ur0∗∗)2 +
n1
∑

j=1
(t3j − t3)

2

n0∗∗ + n3 − 3
= 0.309 μm (48)

If the repeatability index has not been updated, the uncertainty component caused by repeatability
will always keep the evaluation results of the previous repeatability experiments. If only daily
measurement data is adopted to evaluate the repeatability, then the sample data will be small in
number and less representative.

See Table 11 for the results from comparing the repeatability uncertainty component estimated in
Section 3.4.2, the repeatability uncertainty component of the workpiece daily measurements and the
repeatability uncertainty component updated in real time using the Bayesian formula.

Table 11. The comparison of the repeatability evaluation results by different methods.

Repeatability Workpiece A Workpiece B Workpiece C

Repeatability of prediction 0.357 μm 0.357 μm 0.357 μm
Repeatability of sample data 0.265 μm 0.296 μm 0.321 μm

Repeatability of real-time updates 0.339 μm 0.323 μm 0.309 μm

As can be seen from Table 11, the predicted repeatability based on 10 applied measurements, once
determined, will remain static, so it can not reflect the latest information in daily measurements in
real time. However, when the sample data of daily measurements is used to evaluate the uncertainty
component caused by repeatability, the small sample size can only reflect limited information and is
easily affected by accidental factors in the experiment. Using the Bayesian method to fully fuse the
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historical information and the current information for updating the uncertainty component introduced
by repeatability in real time can integrate the latest measurement information into the evaluation
results to reflect the latest trend of the random effects in the measurement system in time; moreover,
the amount of information is comparatively great in the samples used for fully integrating the current
and historical information, so the evaluation results will not easily be influenced by accidental factors
and the repeatable uncertainty components tend to be stable and reliable.

See Table 12 and Figure 5 for estimations of the uncertainty optimal evaluation for the flatness
measurement of the workpieces A, B and C in the same batch:

Table 12. The uncertainty budget of optimized evaluation for flatness measurement.

Uncertainty Components Initial Evaluation
Results

Optimized Evaluation Results

Symbol Sources Workpiece A Workpiece B Workpiece C

uE Indication error 2.021 μm 0.69 μm 0.69 μm 0.69 μm
ur Repeatability 0.357 μm 0.339 μm 0.323 μm 0.309 μm
uR Reproducibility 0.915 μm 0.518 μm 0.518 μm 0.518 μm

Standard uncertainty uc 2.3 μm 0.9 μm 0.9 μm 0.9 μm

Expanded uncertainty U (p = 95%) 4.6 μm 1.8 μm 1.8 μm 1.8 μm
Comparison with target
uncertainty Uo = 2.0 μm Excess Less Less Less

Figure 5. Comparison of measurement uncertainty before and after optimization.

As can be seen from Figure 5, when the extended uncertainty of the first evaluation is regarded
as the uncertainty evaluation result of the flatness measurement task, the requirements of the target
uncertainty Uo cannot be satisfied; however, the extended uncertainty of the flatness measurement
tasks for three workpieces to be measured after optimal evaluation can meet the accuracy requirements
of the measurement tasks, but the sacrifice will be relatively high accordingly. Therefore, according to
the basic principle of the task-oriented uncertainty optimal evaluation described in this section, the
surveyors should make choices according to their own measurement conditions.

6. Conclusions

In the framework of the GPS standard system, the CMM task-oriented uncertainty evaluation has
been studied. The main content is as follows:

(1) The difficulty of uncertainty evaluation for CMM measurement tasks oriented at dimensional
and geometric errors has been solved systematically. Based on the systematic analysis of the CMM
task-oriented uncertainty sources, a model for evaluating the CMM task-oriented measurement
uncertainty based on the measurement system analysis has been proposed. Starting from the statistical
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characteristic indexes of the measurement results, this model has somewhat comprehensively reflected
the impact of the CMM measuring system uncertainty sources on measurement results.

(2) The quantization method and evaluation model for uncertainty components of such three
different measurement tasks of the CMM as dimensions, geometrical errors have been studied. The
uncertainty components caused by the indication errors of CMM different measurement tasks are
quite different, and especially the form error and some position errors reflect the relative changes in
the micro-sized space. The linear influence should be neglected when the uncertainty components are
quantified. Moreover, the indication bias introduced by the residual system errors of the measuring
instrument should also be quantified and characterized by reasonably selecting the error indicators
according to the specific measurement tasks.

(3) The optimal evaluation of the CMM task-oriented uncertainty has been studied. The target
uncertainty of geometric parameter detection must satisfy the requirements of the design tolerance. In
order to ensure the safety and reliability of the evaluation results, there is an "excessive estimation"
in the CMM task-oriented uncertainty evaluation, which has the evaluation results of uncertainty
possibly not meet the requirements for measurement accuracy. At this time, the secondary optimal
evaluation of the measurement uncertainty should be extremely important. The uncertainty source
information of the measurement process should be further grasped by means of experiments and other
prior information, as well as each uncertainty component should be re-quantified reasonably; thus the
combined standard uncertainty would be reduced.
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Featured Application: On-machine optical measuring process of through-hole depth for

automatic drilling and riveting system.

Abstract: In the aerospace manufacturing industry, it is impossible to achieve precise and efficient
automatic drilling and riveting for largescale composite board parts. The bottleneck is that the depth
detection of rivet holes still relies on manual operation, which seriously affects the assembly efficiency
and stability of composite board parts. In order to realize accurate and efficient on-machine automatic
measurement for through holes in the automatic drilling and riveting process of largescale composite
board parts, this paper presents a novel hole depth measuring device. Its mechanical structure is
developed based on our newly designed measurement scheme and optical path, the purpose of which
is to convert the hole depth data into displacement data of the probe motion. Its electrical hardware
consists of three units: a laser transceiver unit to pick up laser spots; a displacement measuring
unit to capture the probe movement in real time; and a driving unit to achieve motion control of
the probe. Finally, the experimental results indicated that the proposed method and device are
capable of performing automatic measurements for through-hole depth. In addition, factors affecting
the measuring accuracy and stability of the device are initially analyzed and discussed, which lay a
foundation for subsequent research on error compensation and probe calibration.

Keywords: on-machine measurement; through-hole depth; image processing; automatic drilling and
riveting; large-scale composite board; depth detection

1. Introduction

The aerospace manufacturing industry belongs to the field of high-end equipment manufacturing
and requires a large number of high-tech technologies as technical support [1]. Among them, the precise
and efficient assembly of largescale composite board parts is a representative technical difficulty in the
aircraft assembly process [2]. Such parts typically exhibit complex curved surface structures, and their
assembly requires extensive drilling and riveting operations [3]. It is worth noting that the depth of the
rivet hole is different from the original design. This is because preparation processes such as bending,
bonding, and solidification of the composite board parts cannot be controlled to perfection, resulting
in mismatch in shape and thickness [4]. Therefore, it is especially necessary to adaptively adjust the
length of the rivet, according to the actual size of the hole [5]. In other words, the automatic drilling
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and riveting manipulator first needs to measure the current hole depth, and then select a rivet with
appropriate length for riveting operations.

However, there is currently no equipment that can automatically measure the depth of through
holes. At present, the riveting of large composite board parts still relies on manual operations, which
include hole depth measurement, rivet selection, and riveting [6]. It is worth noting that largescale
aerospace composite parts often have thousands of holes that need to be riveted [7]. Manual riveting
consumes a lot of manpower, is inefficient, and is prone to human error [8]. Therefore, there is
the urgent need for a method or apparatus that will enable on-machine automatic measurement of
through-hole depth, offering vital technical support to automatic drilling and riveting of largescale
composite board parts.

In-depth research on hole parameter measurement can be roughly divided into the
following categories:

(i) Detection and recognition of hole position and hole shape. Shetty et al. [9] proposed a hole
detection method based on machine vision to test the cooling holes of fan blades in aero engines.
They developed a testing system based on machine vision and laser detection that guarantees the
quality of porous components. The system recognizes the appearance of measured parts to detect
pore size and distance between adjacent holes on parts. It can recognize the bottom of holes using
a laser detection system. The purpose of the system is to detect the distance between holes and
the diameter of holes, but not the depth of the holes. Baeg et al. [10] studied the identification and
positioning of threaded holes. In order to realize automatic assembly in the field of automotive
manufacturing, they designed a set of automatic identification and positioning system for thread
holes. This method adopts machine vision, auxiliary light-emitting diode (LED), and auxiliary
positioning laser generator to identify the threaded hole and get its three dimensions (3D) coordinates.
The purpose is to identify the location of the hole without measuring its specific parameters.
Usamentiaga et al. [11] specialized in the study of non-destructive testing of holes in honeycomb
sandwich panels. The whole panel was thermally imaged and image analyzed in order to obtain the
position and shape information of the hole on the honeycomb sandwich panel. The hole extracted
in this study is mainly a position parameter, and the integrity of the hole, but does not involve the
extraction of hole depth parameters.

(ii) Hole quality inspection. Gong et al. [12] focused on the field of deep hole measurement.
Aimed at holes with a large depth-to-diameter ratio, they proposed an internal structure detection
method based on micro vision. Charge-coupled device (CCD) sensors and endoscopes are used to
capture images of the hole structure and components, extract the curve from the image, and then detect
the quality of the hole structure. This research realizes quality inspection of the inner connector of the
micro hole, and provides a method for its detection. However, its main purpose is quality inspection.
It does not pay attention to the measurement of the dimension parameters of the hole itself, and
its measurement of displacement or distance is inadequate. Bernard, Flaherty and O’Connor [13]
conducted studies on the field of quality measurement of holes. The object of this study was a
pipe with small boreholes. The boreholes are usually through-holes, but excessive drilling may
occasionally lead to damage. Therefore, a detection method was designed, in which a luminescent
fiber is inserted into the tube and CCD is used to collect light signals outside the tube, in order to detect
the permeability of the hole. The research object is a hose part, which does not involve mechanical
parts of other materials such as metal materials, and its characteristics acquired are hole permeability
and the integrity of parts. Zavyalov [14] proposed a high curvature optical imaging lens to obtain 3D
shapes of pores. The proposed method can generate images and detect the quality of holes quickly.
However, limited by the measuring principle and lens curvature, this system makes measuring holes
with small aperture and long depth difficult, and it also cannot offer specific hole depth data.

(iii) Measurement of hole depth parameters. In order to achieve laser drilling of bones, Quest,
Gayer and Hering [15] proposed a method to measure the hole depth of bone drilling by laser, which
is applied to the field of oral implants. With laser triangulation and tomography, the actual position of
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laser ablation in bone can be calculated. This study provides an indirect method to measure the hole
depth parameters of micro holes using optical systems. The measurement object is the skeleton, and
the whole process needs to be combined with fault images for comprehensive analysis. Therefore,
it cannot be directly applied to the rapid measurement of large mechanical parts, and cannot achieve
through-hole depth measurement. Takeda et al. [16] developed a method that can obtain hole depth
by using the fringe projection approach. To measure 3-D objects with large height discontinuities,
they proposed a coaxial optical sensor system with a common image plane for pattern projection and
observation. A grating pattern is constantly illuminated on the measuring object and the whole field of
view is imaged back onto the CCD sensor through a specific optical path. The object then moves along
the Co-image plane until it passes through. If the measured object has a hole, the fringe amplitude
reaches its peak when the bottom and upper surfaces of the hole pass the Co-image. According to this
feature, hole depth can be calculated by measuring the displacement of the object between the two
peaks. The fringe projection approach can be used to measure not only hole depths, but also shapes of
objects [17]. This study provides the possibility of simultaneously measuring of multiple hole depths.
Even more, the fringe projection approach can be applied to complex measurement environments by
using fiber optics [18]. However, since this method takes some time to perform a large number of
calculations to obtain fringe amplitude peaks, it will have a slightly lower measurement efficiency,
especially during online measurements. And the premise of this measurement method is that the
measured hole needs to have a bottom surface. When it comes to a through hole, the fringe amplitude
will only have one peak, which may make measuring through holes a little difficult. Lin, Powell and
Jiang [19] carried out research in the field of real-time depth measurement of laser drilling. An optical
system based on confocal principle was developed for laser drilling, which is used for real-time
measurement of micro hole depth during laser drilling. The idea is to obtain the depth of laser
drilling indirectly by obtaining the relevant parameters in the laser beam path. Similarly, Ho, Chiu
and Chang [20] studied the relationship between the hole depth parameters of laser drilling and the
intensity of plasma luminescence emitted during drilling. The above two methods focus on hole depth
measurement during laser drilling, which are not suitable for depth measurement in other processes
such as mechanical drilling.

The above methods are mainly aimed at the spatial position identification of holes, quality
inspection of hole shape, or hole depth measurement for laser drilling. However, existing research on
the depth measurement of through holes is lacking. Existing methods can only measure the depth of
blind holes using laser measurements or machine vision, and it is impossible to measure the depth of
through holes, especially in the case where the depth/diameter ratio is large. At present, there are
no reports on methods and instruments for on-machine measurement of through-hole depth in the
field of automatic drilling and riveting. In view of the above problems, this paper carried out research
on the on-machine measurement of through-hole depth. A new measurement method is proposed,
a corresponding laser light path and novel measuring device with optical sensor and grid-capacitance
sensor is designed, and its prototype is fabricated.

The remainder of this paper is organized as follows: In Section 2, the optical path design,
device design, and the measuring method design of the hole depth on-machine optical measuring
equipment are described in detail. Section 3 shows the experimental testing process and discusses data
processing and analysis results. Finally, this paper draws conclusions in Section 4 and looks forward to
follow-up research.

2. Approach Description

2.1. Measurement Scheme

In order to realize the measurement of through-hole depth, the measurement scheme is first
designed and its overall workflow is introduced. As shown in Figure 1, the whole measurement
process is divided into five steps:
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Figure 1. Schematic diagram of the probe movement process.

The probe is in continuous movement during the measuring process. At the beginning of
the measuring process, the device is first placed above the hole using mechanical equipment
(e.g., mechanical arm, articulated arm-measuring machine); the axis of the device coincides with
the axis of the hole. The direction of laser emission from the front of the probe is perpendicular to the
axis of the probe. In Step 1, since the emitted laser beam is not projected onto the inner wall of the
hole, the probe cannot sense the laser spot on the wall of the hole and continues to move downwards.
In Step 2, the laser beam is even with the upper surface of the hole. As the probe continues to move
downward, the laser beam is projected onto the wall of the hole and forms a laser spot. At this point,
the sensor inside the probe detects the laser spot and immediately records the current position of the
probe. In Step 3, the probe enters the hole, and continuously senses the laser spot signal and continue
to feed downward [21]. In Step 4, the laser beam is even with the lower surface of the hole, and exits
the hole. After that moment, the probe cannot sense the laser spot and immediately records its current
position. The depth data of the through hole is obtained by the displacement difference of positions
recorded in steps 2 and 4. In Step 5, the probe moves upward and returns to its initial position.

2.2. Optical Path Design

This section details how the laser signal of the device is projected from the laser transmitter
onto the wall of the hole and ultimately reflected back to the CCD. Figure 2 shows the optical path
designed for our measuring system. The laser emitted by the laser transmitter is at an angle of 45◦

to the plane of the beam splitter. Due to the working principle of the beam splitter, when the laser
is directed at the beam splitter, half of the light is projected in the original direction, and the other
half of the light is reflected [22]. Therefore, by using two parallel splitters, the laser beam emitted from
the laser transmitter can be projected perpendicular to the wall of the measured hole. At this time,
the laser beam reflected by the hole wall can also be projected onto the CCD through these two beam
splitters. In order to converge the laser beam, which will gradually diverge in the projection process,
a convex lens is placed at the laser exit end, as shown in Figure 2, and another one is placed in front of
the CCD to focus the laser beam on it.
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Figure 2. Optical path design of the measuring system.

A problem in the process is that the diameter of the probe is only 2 mm, which cannot
accommodate a laser transmitter with diameter of 6 mm. Therefore, the ultimate goal of the optical path
design is to project the laser beam emitted from the laser transmitter onto the hole wall. Beyond that,
the light reflected back from the wall of the hole can be collected by the CCD through this optical path
and processed in the next step.

2.3. Image Processing

Based on the optical path designed above, this section will specifically describe how image
processing is performed when the CCD receives the laser signal, and how to set the white pixel
threshold for adjusting the actual measured value.

The device determines whether the probe enters the hole or protrudes out of the hole by acquiring
the laser signal reflected back from the hole wall. After the laser signal is acquired by the CCD,
it is imaged as a red spot by red-green-blue (RGB) colour model [23]. Since the CCD acquires optical
signals for all external environments, there are laser signals and interference light signals from the
external environment in the original image. Therefore, the ultimate goal of image processing is to
identify the presence or absence of a red laser signal from the original image. Figure 3 shows the block
diagram of imaging identification and screening process.

As shown in Figure 3, when the laser signal is projected onto the hole wall, the CCD
receives the reflected laser signal and transmits the single frame image to the host computer for
real-time processing [24]. Next, the image colour model needs to be transformed from RGB to
hue-saturation-value (HSV). After that, we set the parameters of HSV model image to screen the laser
wavelength produced by the laser transmitter. In order to facilitate calculation of the selected laser
spot imaging, the image needs to be processed in two values. There are only white and black pixels
in the binary image, and the white pixels represent the laser signal reflected by the hole wall. When
white pixels are generated, this means that the laser signal is projected onto the wall of the hole to be
measured. The host computer outputs a signal to the microcontroller unit (MCU) to show that the front
end of the probe has entered the hole. In order to make the whole device have high fault tolerance and
adaptability, it is necessary to set a threshold for the number of white pixels, which decides whether to
send signals to MCU or not.

A digital image is composed of a number of pixels, and each pixel has its internal display principle,
which includes parameters such as brightness and colour. Therefore, the colour composition and
expression of the pixel form the colour model. The visible spectrum contains all the visible light
subsets, each of which contains colour light for each wavelength of the visible spectral range to which
this subset belongs. Different combinations of these visible light subsets form different image colours,
and different colour models have different colour expressions.
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Figure 3. The block diagram of imaging identification and screening process; CCD:
Charge-coupled device.

The RGB colour model contains red, green, and blue colours, and the different ratios of the
three colours blend other colours [25]. Since the colour expression method is the same as the colour
formation principle of the actual display device, most of the display device and the imaging device
adopt the RGB image colour model, and the image colour model directly extracted by the device
designed in this paper is the RGB colour model. The HSV colour model is composed of Saturation,
Hue, and Value. Compared with the RGB colour model, HSV colour model is more in line with the
human eye’s recognition and computer processing of images. The HSV colour model explains the
origin of colour and conforms to the physical principle [26]. Therefore, in image processing, the RGB
colour model needs to first be transformed into an HSV colour model.

The RGB colour model is expressed using a three-dimensional rectangular coordinate system, and
the three parameters of R, G and B correspond to X, Z and Y axes, respectively. The HSV colour model
is expressed in a three-dimensional polar coordinate system. Hue, Saturation and Value correspond to
Z axis, polar axis and rotation angle, respectively [27]. Therefore, the conversion between the two
colour models is calculated as follows:

Hue calculation:

H =

⎧⎪⎨
⎪⎩

G−B
max(R,G,B)−min(R,G,B) when R = max(R, G, B)

B−R
max(R,G,B)−min(R,G,B) when G = max(R, G, B)

R−G
max(R,G,B)−min(R,G,B) when G = max(R, G, B)

. (1)

Saturation calculation:

S =

{
0 when V = 0
1 − min(R,G,B)

max(R,G,B) when V 
= 0
. (2)

Value calculation:
V = max(R, G, B). (3)

Because the optical signal captured by CCD includes both laser signals and ambient light signals,
it is necessary to screen the laser signal to distinguish it from the ambient light signal after the image is
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transformed from the RGB color model to the HSV color model. The screening method adopted in this
paper enables adjustment of the values of the three parameters of the HSV color model.

In the HSV colour model, the Hue adjustment range is 0 to 179, and as the value increases,
the colour tends to turn red. The adjustment range of Saturation and Value are 0 to 255, and as the
value of the parameter increases, Saturation decreases. The colour of the laser emitted by the laser
transmitter in this device is bright red. Its Saturation is high because of its generation principle [28].
Therefore, the optimum range of the three parameters in image processing is Hue—160 to 179,
Saturation—90 to 255, and Value—90 to 255.

After the image is screened, it is necessary to binarize the image to determine whether the laser
signal is received or not. Binarization of the image means to turn a picture into a black and white
picture [29]. In this image, the pixel has only two colours, black and white, and the value of the pixel is
0 or 255. When the value of the pixel is 0, it is a black pixel, and when the value of the pixel is 255,
it is white. Thus, when no laser signal is reflected to the CCD, there will be no white pixel in the image.
However, if a laser signal is received, a circular white spot appears in the image, which means that the
laser signal is projected to the wall of the hole.

2.4. Hardware Design

In this section, the hardware design of the proposed measuring device is described in detail,
and the hardware interrelationship is explained. From a structural point of view, the device is divided
into three parts: the outer shell, the inner shell, and the probe, as shown in Figure 4. The laser
transmitter, the CCD sensor, the beam splitters, and the nut are in the inner shell. The MCU, the motor,
the coupling, and the screw are in the outer shell. The fixed ruler and movable ruler of the capacitive
grating displacement sensor are, respectively, installed in the inner shell and the outer shell. The laser
transceiver unit comprises of the laser transmitter, the CCD and the beam splitter. The displacement
measuring unit comprises of the capacitive grating displacement sensor, the MCU, the outer shell, and
the inner shell. The driving unit comprises of an electric, a coupling, a screw, and a nut. The CCD is
packaged with a convex lens and forms a miniature camera. The camera is fixed by the two sets of fixing
frames above the beam splitter. The outer shell and the inner shell are nested structures, the motor is
fixed to the end of the outer shell, and the output shaft of the motor is connected to the screw through
the coupling. The nut is fixed on the inner casing and is threaded on the lead screw. The MCU for logic
control is also disposed at the end of the outer shell.

Figure 4. Internal structure of the measuring device; MCU: microcontroller unit.
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From the perspective of electrical hardware, the measurement system is divided into three units:
laser transceiver unit, displacement measuring unit and driving unit. In the laser transceiver unit,
the laser is projected through the designed optical path to the hole wall and finally returned to the
CCD. This unit is used for state determination during probe measurement. The drive unit is used to
implement the telescopic movement of the probe, and during this process, the inner shell and the
outer shell are relatively displaced. The function of the displacement measuring unit is to measure the
relative displacement between the inner shell and the outer shell. The core component of this unit is
the capacitive grating displacement sensor, the function of which is to measure the displacement of the
probe. Finally, the hole depth parameter is obtained by intercepting the displacement recorded in the
process of laser scanning the hole wall.

The structure design of the device is shown in Figure 5. The probe and the inner shell are hollow
structures, and the diameter of the probe is only 3 mm, which enables the probe to penetrate into holes
with smaller diameters. Even more, the probe can be further miniaturized by using smaller optical
lenses. Thus, the device has the ability to measure the depth of holes with a large depth-to-diameter
ratio. The designed optical system is placed in the inner shell and the probe. The laser transmitter
cannot be placed in the small probe because of its large volume. Therefore, using the designed optical
system, the laser emitted from the laser transmitter can be transferred from the inner shell of the
device to the probe tip. The laser reflected from the hole wall is received by the CCD located in the
inner shell. The outer shell and the inner shell of the device form a retractable structure through
the screw and the nut. The inner shell moves forward or backward along the common axis of the
outer shell and the inner shell is driven by the rotation of the motor. The capacitive grating scale
(fixed ruler) and the capacitance grid ruler (movable ruler) are combined to become a capacitive grating
displacement sensor [30], wherein, the movable ruler is arranged in the inner shell, and the fixed
ruler is mounted on the outer shell. When the relative displacement between the inner shell and the
outer shell occurs under the drive of the motor, the movable ruler slides on the fixed ruler and get the
relative displacement data.

Figure 5. Schematic diagram of equipment structure design.
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Figure 6 shows the hardware connection diagram of the measurement system. A separate direct
current (DC) power supply is required for the laser transmitter and the motor. The MCU, the capacitive
grating displacement sensor, and the CCD are directly connected to the host computer, and are
electrically driven by the host computer. The laser emitted by the laser transmitter is reflected by
the wall of the holes and is received by the CCD. After the optical signal received by the CCD is
processed into image information, this image signal will be finally output to the host computer. Under
the control of the MCU, the motor gradually pushes the probe into the hole to be tested. When the
laser beam has completely scanned the entire hole, the motor drives the probe to retract and return to
the original position. The capacitive grating displacement sensor transmits the displacement data to
the host computer in real time. The port for clearing the displacement data of capacitive grating
displacement sensor is connected with the MCU. When this port is at a low level, the displacement
data transmitted by the capacitive grating displacement sensor is always zero; when the port is at a
high level, the displacement data can be recorded normally.

Figure 6. Hardware connection diagram of the measurement system; DC: direct current

2.5. Software Design

According to the measurement scheme designed in Section 2.1, the entire measurement process
can be divided into five steps, as shown in Figure 1. In this section, the software design is implemented
based on the proposed measurement scheme. Figure 7 shows a control flow chart of the measurement
process. When the measurement starts, the motor rotates forward to drive the probe feeding forward.
In this process, the MCU continues to judge the received signal. When the laser does not touch the
hole wall, the signal received by the MCU is “0”, and the displacement data recorded by the capacitive
grating displacement sensor is always zero, and the probe continues to feeding forward. When the laser
touches the hole wall, the signal received by the MCU is “1”, and the capacitive grating displacement
sensor will begin to record the displacement data of the probe. When the probe is about to extend the
hole, the laser will break away from the hole wall again. In this process, the MCU will continue to
judge whether the received signal is “0”. When the signal is not zero, this indicates that the probe
has not yet extended the hole and the device is still in the measurement state. So the motor will
continue rotating forward to drive the probe feeding forward. When the signal is “0”, it indicates that
the probe has extended out of the hole. At this time, the capacitive grating displacement sensor will
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stop recording displacement data. Then the motor will reverse to drive the probe back to its original
position. The program will eventually output the displacement data recorded by the capacitive grating
displacement sensor, which is the depth of the hole.

Figure 7. Control flow chart of the measurement process.

3. Experiment Results

In order to verify the feasibility of the developed methodology and equipment, some experiments
were performed in this section. The three experiments that tested the accuracy and stability of the
measuring device are: (i) measurement accuracy and repeatability verification; (ii) the effect of feed
speed on the accuracy of measurement; and (iii) pixel threshold effect on measurement value.

As shown in Figure 8, the prototype of the measuring device used for the experimental test was
fabricated and assembled. The experiments were carried out on a three-coordinate workbench, and
the probe device was vertically fixed on the jig. The plate-like parts to be tested was fixed on the
test bench below the probe, and the probe axis was parallel to the axis of the holes. The control unit
used in this experiment was NXP’s LPC1768 microcontroller, which is based on ARM Cortex-M3
core. The wavelength of the laser diode used in the laser transmitter was 650 nm. The threshold of
Value, Hue, and Saturation in the image screening process were both kept fixed. The resolution of
the capacitive grating displacement sensor was 0.01 mm. The motor used here is a DC type with a
rated voltage of 6V. The frame rate of image uptake is 30 frames per second. It is worth mentioning
that in this study we only carry out preliminary experiments to get measurement accuracy and
repeatability of the proposed device. The purpose is to verify the feasibility of the measurement
method and the corresponding measuring instrument. The device was not compensated and optimized
before measurement experiments. In a follow-up study, the accuracy compensation algorithm will be
designed to further optimize the measurement accuracy.
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Figure 8. The entity of the device and the state of its measurement.

3.1. Measurement Accuracy and Repeatability Verification

The purpose of this experiment was to check the measurement accuracy and stability of the
measuring device. The selected depths of holes are from 3 mm to 30 mm with an interval of 1 mm
and the diameters of these holes are all 6 mm. We selected 28 holes with different depths as measured
objects. The feed speed of the probe was fixed at 4 mm/s, and the white pixel threshold was set to 100.
Each hole with a certain standard depth was repeatedly measured 50 times; thus, a total of 50 sets of
measurement data were obtained. Table 1 intercepts part of the measurement data in this experiment;
five groups of actual measured value were randomly selected for each hole with standard depth.

Table 1. Experimental data for measurement accuracy and repeatability verification.

Standard
Depth (mm)

Five sets of Actual Measured Value (mm)

First Second Third Fourth Fifth

3 3.03 3.08 2.98 2.93 2.90
4 4.00 4.01 3.98 4.07 4.10
5 5.01 5.10 5.06 5.03 5.07
6 5.99 6.09 6.03 5.99 5.96
7 7.03 7.00 7.09 7.10 6.90
8 7.94 7.93 8.02 8.01 8.05
9 8.93 9.05 8.97 8.90 8.91
10 9.93 10.04 9.90 9.93 10.00
11 10.94 11.03 11.08 11.1 11.02
12 11.95 11.97 12.06 11.91 11.95
13 13.05 13.08 13.03 13.07 12.96
14 14.04 14.07 14.05 13.92 14.01
15 15.06 15.05 15.05 15.09 15.04
16 15.98 15.92 15.92 16.01 15.93
17 17.07 17.00 16.94 17.02 17.07
18 18.04 18.06 18.01 17.98 18.00
19 18.95 18.99 18.95 19.02 19.02
20 19.99 20.07 20.05 20.06 20.03
21 20.97 21.08 20.97 21.01 21.03
22 22.08 21.98 21.95 22.04 21.95
23 23.02 22.93 22.99 23.06 22.98
24 24.03 24.03 23.94 23.94 23.98
25 24.98 25.00 25.07 24.98 24.96
26 25.94 25.97 26.03 25.95 25.94
27 27.08 26.98 27.07 26.99 26.94
28 27.92 28.02 28.05 28.07 27.96
29 29.00 28.92 29.07 29.05 28.98
30 29.97 30.06 30.05 29.99 29.97
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In order to analyse the measurement accuracy and stability of the device, Figure 9a gives
the interpolated curves of average value and difference value under different standard depths,
and Figure 9b shows the standard deviation under different standard depths in the repeatability
experiment. As shown in Figure 9a, it can be seen from the curve average value that the measured
results of this device can better fit the real value of hole depth, and its measuring structure is
approximately a straight line. The average value of each node in the average value curve can be
calculated by:

 
(a) (b) 

Figure 9. Measurement accuracy and repeatability analysis: (a) the average value and difference values
under different standard depths; (b) the standard deviation curve of the repeatability experiment.

μ =
∑50

n=1 Sn

50
(4)

The difference value curve in Figure 9a reveals the measurement error between the measured
value and the true value under different standard depths. The horizontal axis is the standard depth of
real hole, and the vertical axis is the error value. The error value fluctuates with the change of standard
depth. The minimum error is 6 microns and the maximum error is 34 microns.

To verify the repeatability of the designed device, Figure 9b shows the standard deviation curve of
the repeatability experiment. Its horizontal axis is the standard depth of the measured hole, and its
vertical axis is the standard deviation of 50 sets of actual measured data. The standard deviation at
each standard depth can be calculated by the following formula:

δ =

√
∑50

n=1(Xn − μ)2

50
(5)

According to Figure 9a, standard deviation fluctuates continuously with the change of the
standard hole depth. Its maximum value is 0.073 mm and its minimum value is 0.038 mm. In order to
further verify the reliability of the device and determine whether the deviation is systematic, we can
calculate the standard error of mean using the following formula:

SE =
S√
N

=
0.073√

50
= 0.010 mm (6)

where SE is the standard error of mean; S is the standard deviation; N is the number of measurements.
The value of S = 0.073 mm is the maximum value of standard deviation, which is more able to explain
the reliability of the device.
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After the above calculation, the maximum value of standard error of mean was only 0.01 mm,
judging by which the new approach and the device have high reliability. We will further explore ways
to improve measurement repeatability in subsequent studies.

3.2. The Effect of Feed Speed on Measurement Accuracy and Stability

The function of laser signal reception of the device is realized by CCD and its signal processing
circuit. The speed of image acquisition is limited by the performance of CCD. Moreover, due to
the delay of the image processing program, some errors will appear in the process of measurement.
When the laser is projected to the upper or lower surface of the hole (Step 2 and Step 4 as shown in
Figure 1), displacement data should be recorded immediately. However, due to the response delay of
the circuit and image processing algorithms, the starting point of the recorded data will be delayed,
which will undoubtedly lead to measurement errors, and the magnitude of the error depends on the
feed speed of probe. Therefore, from the above theoretical analysis, the faster the feed speed of the
probe is, the greater the error will be.

Table 2. The effect of feed speed on the accuracy of measurement: actual measured value.

Feed Speed
(mm/s)

Five Groups of Actual Measured Value (mm)

First Second Third Fourth Fifth

3 9.97 9.99 9.97 9.94 9.99
4 9.95 10.01 9.91 10.00 10.04
5 9.99 10.01 9.94 10.13 10.00
6 10.12 10.03 10.16 10.11 9.84
7 10.14 9.94 9.91 9.94 9.85
8 10.06 9.84 10.10 9.74 9.81
9 10.13 10.08 9.74 10.20 10.04

10 9.63 9.9 10.16 9.80 9.87
11 9.63 10.31 10.29 10.25 9.64
12 9.75 9.87 9.55 9.79 10.44

This experiment only uses the simplest way to find out the relationship between feed speed and
measurement results, that is, to measure the same hole depth at different feed speeds for many points
in time. This paper does not delve into the mechanism of the influence of feed speed on measurement
stability and accuracy and how to compensate for it. These issues will be addressed in our subsequent
studies. Table 2 lists five groups of actual measured values under a certain feed speed and gives their
corresponding average value and standard deviation. In this experiment, the white pixel threshold is
set to 100, and the hole with standard depth of 10 mm was measured 10 times under each feed speed
(i.e., from 3 mm/s to 12 mm/s), and five groups of measurement data were randomly selected for each
feed speed.

In order to observe the influence of the feed speed on the measurement accuracy, Figure 10 was
drawn, according to the experimental data provided in Table 2. The horizontal axis is the feed speed of
the probe, and the vertical axis is the actual measured hole depth. The standard hole depth in this
experiment is 10 mm. The speed of the probe is adjusted by controlling the speed of the motor. The feed
speed is from 3 mm/s to 12 mm/s. Five groups of measurement data are selected for each speed.
Each group of measured data is represented by a curve with certain colour and node shape.

Figure 10 shows that the probe has higher stability when the feed speed is slower. As the feed
speed increases, the measured data will gradually diverge, the fluctuation will become larger and the
stability will be lower. Therefore, it can be concluded that the stability of the measuring device will
decrease with the increase of feed speed of the probe. The specific relationship between the accuracy
or stability of the probe and the feed speed will be analysed below.
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Figure 10. The depth data measured at different feed speeds.

Figure 11 shows the average value and standard deviation under different feed speeds.
The average value of each node is the average of 5 groups of measured data. As can be seen from the
figure, the measured value of the probe varies with the increase of feed speed. When the feed speed is
less than 5 mm/s, the measured value is close to the actual value. When the feed speed continues to
increase, the measured value will fluctuate and deviate from the true value.

 
Figure 11. The average value and standard deviation under different feed speeds.

The standard deviation of the measuring device increases with the increase of feed speed, and
the stability of the probe decreases accordingly. As can be seen in Figure 11, the standard deviation
can be located within the range of 0.02 mm to 0.07 mm when the feed speed is less than 5 mm/s.
The measurement error will continue to increase as the feed speed of the probe increases.
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3.3. The Effect of Pixel Threshold on Measurement Accuracy and Stability

This experiment was conducted to test the relationship between the threshold value of the white
pixels and the measured depth of holes. The size of the white pixel threshold will directly affect the
measured results of the hole depth. The reason is that the laser is projected on the wall of the hole to
form a laser spot, and the laser spot has a certain diameter. When the laser beam is just projected onto
the edge of the hole wall, the laser spot is incomplete and it is a critical state. How the probe entering
or leaving the hole is defined will directly affect the final measurement result.

The image of the laser spot signal received by the CCD sensor during the insertion of the probe into
the hole is shown in Figure 12. At the very beginning, the laser beam just touches the upper surface of
the hole and forms a very small laser spot [31]; later, about half of the laser beam is projected to the
hole wall; after that, the laser spot continues to grow; and at last, all the laser beams are projected to
the hole wall. The above processes are completed within a very short time. Therefore, knowing
when to start triggering the capacitive grating displacement sensor to record the displacement data
(i.e., how much the threshold of white pixels is set) will determine the final result of the measurement
data. The relationship between the final measurement result and the white pixel threshold is explored
below. The purpose of this experiment is only to find out the relationship between threshold setting and
measurement results. There is no in-depth study on how threshold setting affects measurement stability
and accuracy, and how to compensate for it. These issues will be addressed in follow-up studies.

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 12. The image received by the CCD sensor of probe in the process of measurement: (a) Level
with upper surface; (b) Half of the laser projection; (c) Most laser projection; (d) All laser projection.

Table 3 lists the raw data to reflect the relationship between the threshold value of the white
pixels and the measured depth of holes. Ten groups of actual measured value were recorded under
each selected pixel threshold in this experiment and five groups of actual measured value were
randomly selected and listed in Table 3. The selected threshold of the pixel ranges from 0 to 450 with
an interval of 50, the feed speed of the probe is fixed at 4 mm/s, and the standard depth of hole in this
experiment is 10 mm.
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Table 3. The effect of pixel threshold on measurement value: actual measured value.

Pixel
Threshold

Five Groups of Actual Measured value (mm)

First Second Third Fourth Fifth

0 10 9.96 10.06 10.01 10.06
50 9.97 10 9.95 9.97 9.94
100 9.96 10.06 10.04 9.96 10.05
150 10 9.99 9.95 9.95 9.93
200 9.91 9.9 9.83 9.83 9.88
250 9.74 9.78 9.81 9.85 9.77
300 9.84 9.74 9.76 9.82 9.88
350 9.77 9.72 9.68 9.86 9.81
400 9.79 9.76 9.69 9.75 9.7
450 9.65 9.74 9.69 9.73 9.75

Figure 13 is drawn to observe the experimental results more visually. The horizontal axis is the
threshold value of white pixels, and the vertical axis is the measured hole depth data. As can be seen
from this figure, with the increase of the pixel threshold, the measured hole depth data gradually
decreases. This trend is in line with expectations. The specific relationship between pixel threshold
and measured results are further explained below.

 
Figure 13. The measurement data under different pixel thresholds.

As shown in Figure 14, the red curve is the average of 10 groups of actual measured data.
It can be clearly seen that with the increase of pixel threshold, the final measurement value will
gradually decrease. The blue curve in Figure 14 shows the standard deviation of the 10 groups of
actual measured data. Judging from this graph, the standard deviation of the final measurement data
is always fluctuating with the increase of pixel threshold, but all of them are below 0.08. The error
fluctuation is within a normal range.
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Figure 14. The average value and standard deviation in pixel threshold experiment.

4. Analysis and Discussion

The above experimental results offers the following analyses:

1. According to the repetitive measurement experiment in Section 3.1, it can be seen that in the
absence of error compensation algorithm and under measuring speed of 4 mm/s and white pixel
threshold of 100, the measurement error of each time is about 0.05 mm and does not exceed 0.1 mm;
the fluctuation range of standard deviation is between 0.038 mm and 0.073 mm. Above accuracy
and stability of the designed measuring device are sufficient to meet the hole depth measuring
requirements for automatic drilling and riveting of large-scale composite board parts.

2. Through the experiment on the effect of feed speed on measurement accuracy in Section 3.2,
it can be seen that with the increase of probe feed speed, the measurement stability of the device
decreases gradually. Considering the factors of measurement efficiency, the optimal probe feed
speed is 5 mm/s, while ensuring its measurement stability.

3. Based on the effect of pixel threshold on measurement values in Section 3.3, it can be seen that
with the increase of the pixel threshold, the measured hole depth gradually decreases, which
is in line with expectations. Moreover, with the increase of pixel threshold, the stability of
measurement fluctuates. Therefore, in order to bring the measuring result closer to the true
value, the optimal pixel threshold in this experiment should be 100. In practical applications,
the optimal pixel threshold needs to be adjusted according to the measurement object due to
effects such as flash, burrs, iron filings, etc.

4. In follow-up studies, we can further design and optimize an error compensation algorithm and
automatic calibration method, study the corresponding relationship between feed speed and
measurement error and find an effective compensation method, study the mapping relationship
between pixel threshold and measurement error and offer a compensation method, study the
specific relationship between the diameter of the laser spot and the measurement accuracy, etc.,
so as to further improve the measurement accuracy and efficiency of the device.

5. This paper only focuses on the design of measuring methods and measuring devices,
and preliminarily proves the feasibility of the proposed method. Follow-up research can integrate
the prototype device into the automatic riveting manipulator arm and measure the actual
engineering sample, and further explore the feasibility and stability of its engineering application.
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5. Conclusions

In order to get rid of manual intervention in hole depth measurement and realize on-machine
automatic measurement in the automatic drilling and riveting process of largescale composite board
parts, a novel hole depth measuring device was designed and developed to achieve accurate and
efficient automatic measurement of hole depth parameters. The mechanical structure of the measuring
device was developed according to our newly designed measurement scheme and optical path.
The structure consists of three parts, namely a probe, an inner casing and an outer casing, the purpose of
which is to convert the hole depth data into displacement data of probe motion. The electrical
hardware of the device consists of three units: a laser transceiver unit, a displacement measuring unit,
and a driving unit. Among them, the laser transceiver unit involves optical path design and image
processing; the displacement measuring unit involves the data communication between capacitive
grating displacement sensor and the host computer; the driving unit relates to the motion control of the
probe. Finally, the experimental results indicated that the proposed measurement method and device
can accurately measure the hole depth parameters, and its accuracy and stability are sufficient to meet
the hole depth measuring requirements for automatic drilling and riveting of largescale composite
board parts. In particular, the influence of probe feed speed and white pixel threshold on the
accuracy and stability of the measuring device was explored, which lays the foundation for subsequent
research of an error compensation algorithm and a probe calibration method.
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Abstract: The development of necessary instrumentation and metrology at the nanoscale, especially
fast, low-cost, and nondestructive metrology techniques, is of great significance for the realization of
reliable and repeatable nanomanufacturing. In this work, we present the application of a homemade
novel optical scatterometer called the tomographic Mueller-matrix scatterometer (TMS), for the
measurement of photoresist gratings. The TMS adopts a dual rotating-compensator configuration
and illuminates the nanostructure sequentially under test conditions by a plane wave, with varying
illumination directions and records. For each illumination direction, the polarized scattered field
along various directions of observation can be seen in the form of scattering Mueller matrices.
That more scattering information is collected by TMS than conventional optical scatterometry ensures
that it achieves better measurement sensitivity and accuracy. We also show the capability of TMS
for determining both grating pitch and other structural parameters, which is incapable by current
zeroth-order methods such as reflectometry- or ellipsometry-based scatterometry.

Keywords: ellipsometry; scatterometry; Mueller matrix; diffraction grating; inverse scattering;
pitch measurement

1. Introduction

Nanomanufacturing involves manufacturing of products (including materials, structures, devices,
and systems) with feature dimensions at the nanoscale [1]. It is an essential bridge between the
newest nanoscience discoveries and real-world nanotechnology products. One critical challenge to the
realization of nanomanufacturing is the development of the necessary metrology at the nanoscale [2].
Although scanning electron microscopy (SEM), atomic force microscopy (AFM), and transmission
electron microscopy (TEM) have the ability to analyze extremely small targets, they are faced with high
costs and throughput concerns, and are in general not well suited for integrated metrology applications.

In comparison with SEM, AFM, and TEM, optical scatterometry based on a reflectometer or an
ellipsometer has become one of the most important techniques for measuring the critical dimension
(CD) and overlay of nanostructures in semiconductor manufacturing, due to its inherent noncontact,
nondestructive, time-effective, and relatively inexpensive merits [3–9]. It is different from conventional
image-based metrology techniques, such as optical microscopy, in that the measurement in optical
scatterometry is not a WYSIWYG (what you see is what you get) process and typically involves
the solution of an inverse problem by fitting the measured data with a multiparameter model that
describes the light-nanostructure interaction. Even so, it is not restricted by the well-known Abbe
diffraction limit in image-based techniques and thus plays an important role in addressing devices
with sub-wavelength feature sizes in the semiconductor industry.
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With the ever-decreasing dimensions of advanced technology nodes (22 nm and beyond), there are
also some challenges and limitations to optical scatterometry [10,11], such as the parameter correlation
issue. In addition, optical scatterometry is mostly suitable for measuring repetitive dense structures,
but infeasible for the measurement of isolated or generally non-periodic structures. To address the
challenges or limitations in conventional optical scatterometry, several designs have been presented
with the idea of trying to collect the scattering information about the nanostructure under test
conditions as much as possible, such as with the goniometric optical scatter instrument [12–14],
through-focus scanning optical microscopy [15], scatterfield microscopy [16], tomographic diffractive
microscopy [17,18], and Fourier scatterometry [19,20]. Recently, we have also developed a novel
instrument called the tomographic Mueller-matrix scatterometer (TMS) [21]. The TMS illuminates a
sample sequentially by a plane wave with varying illumination directions (incidence angles 0◦~65.6◦

and azimuthal angles 0◦~360◦) and records. For each illumination direction, the polarized scattered
filed along various directions of observation (scattering angles 0◦~67◦ and azimuthal angles 0◦~360◦)
can be seen in form of scattering Mueller matrices. The experiments performed on a Si grating had
preliminarily demonstrated the potential of a TMS in nanostructure metrology [21].

Due to the strong correlation between pitch and other structural parameters, it is a common
practice to predetermine grating pitch by another metrology tool such as AFM, or directly fix grating
pitch to its nominal value in the solution of the inverse problem in optical scatterometry. In this work,
we present the application of a TMS for the accurate reconstruction of lithographic patterns. We show
the capability of a TMS for determining both pitch and other structural parameters, which is incapable
by current zeroth-order methods such as reflectometry- or ellipsometry-based scatterometry.

The rest of this paper is organized as follows. Section 2 briefly introduces the principle of the
TMS. Section 3 presents the associated methods for determining pitch and other structural parameters
by TMS. Section 4 first describes the sample under measurement and then provides the details of
measurement results by TMS. Finally, we draw some conclusions in Section 5.

2. Experimental Setup

Figure 1 presents the scheme of the developed TMS, which is a combination of a Mueller matrix
ellipsometer (MME) [22] and a reflection microscope. As shown in Figure 1, a broadband white light
from a light source (LS; LDLSTM, EQ-99FC, Energetiq, Woburn, MA, USA) is collimated by a flat convex
lens (CL) and then filtered to be a monochromatic light by a bandpass filter (BF; FL632.8-1, Thorlabs,
Inc., , Newton, NJ, USA). After reflected by a rotatable flat mirror (M), which functions as a scanner of
illumination directions, the light beam passes through a polarization state generator (PSG) made up
of a polarizer (P; PGT5012, Union Optic, Inc., Wuhan, China) and an optimally designed zero-order
quartz crystal waveplate (Cr1). Then, a non-polarizing beam splitter (BS) and an achromatic doublet
(L1) guides light rays to be focused on the back focal plane (BFP) of a high numerical-aperture (NA)
objective lens (OB; EC Epiplan-Apochromat 50×/0.95 HD DIC, Zeiss, Inc., Oberkochen, Germany).
The emerging light from the BFP of the OB is then parallelly incident upon the sample. Afterwards,
the scattered light from the sample successively traverses the OB, L1, BS, a polarization state analyzer
that consists of the same polarization components as a PSG but in a reverse order, another achromatic
doublet (L2), and is finally collected by a detector (D; PCO.edge 5.5, PCO, Inc., Kelheim, Germany).

As presented in the inset of Figure 1, the position of the focal point of the light beam on the
BFP of the OB can be changed by rotating the flat mirror M, which further leads to the change of
illumination direction on the sample. An epi-illumination setup is designed to collect the scattered-field
distribution associated with each illumination direction by imaging the BFP of the OB. Thanks to the
dual rotating-compensator configuration, a 4 × 4 Mueller matrix associated with each point on the
BFP of the OB can be obtained. Since the 16 elements of a Mueller matrix contain all polarization
information that one can extract from a linear polarization scattering process, the full polarization
properties of the scattered field are thus achieved.
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As for the Mueller matrix measurement, the Stokes vector Sout of the light beam detected by
the detector can be expressed as the following Mueller matrix product with incident Stokes vector
Sin [8,22]:

Sout= [MAR
(

A0)][R(−C20)MC2(δ2)R
(
C20)][M

BS
t MOB

b MSMOB
f MBS

r
]

×[R(−C10)MC1(δ1)R(C10)][R(−P0)MP]Sin,
(1)

where MP, MC1(δ1), MC2(δ2), and MA are the Mueller matrices of the polarizer P, the first compensator
Cr1, the second compensator Cr2, and the analyzer A; MBS

r and MBS
t are reflection and transmission

matrices of the BS, respectively. MOB
f and MOB

b represent Mueller matrices of the OB in the illumination
and collection directions, respectively. MS is the sample Mueller matrix; R(·) is the Mueller rotation
transformation matrix for rotation by an angle, which can be the initial transmission-axis orientations
of the polarizer and analyzer, P0 and A0, the initial fast-axis orientations of the 1st and 2nd rotating
compensators, C10 and C20. δ1 and δ2 are the phase retardances of 1st and 2nd compensators,
respectively. Details about the calibration of P0, A0, C10, C20, δ1 and δ2, as well as MBS

r , MBS
t , MOB

f and

MOB
b can be found in Ref. [21] and are omitted here for the sake of brevity.

Figure 1. Scheme of the tomographic Mueller-matrix scatterometer (TMS). LS, light source; AS, aperture
stop; CL, collimated lens; BF, bandpass filter; M, mirror; P and A, polarizer and analyzer; Cr1 and
Cr2, 1st and 2nd rotating compensators; FS, field stop; BS, Beam splitter; L1 and L2, imaging lenses;
OB, objective lens; S, sample; D, detector. The inset on the right side illustrates the principle of
illumination direction scanning.

3. Methods

3.1. Inverse Modeling

The inverse modeling includes the solution of a direct problem and an indirect problem. The direct
problem involves the establishment of a model to simulate the theoretical Mueller matrices of a
nanostructure. The indirect problem involves the reconstruction of the nanostructure profile with
the objective of finding an optimal input to the above established model whose simulated Mueller
matrices can best match the measured values.

As for the direction problem here, the rigorous coupled-wave analysis (RCWA) [23,24] is used
to simulate theoretical Mueller matrices of a periodic nanostructure. Figure 2 shows the case of
polarized light incidence for a one-dimensional grating structure. The grating is denoted by vector
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x = [x1, x2, . . . , xn]T where x1, x2, . . . , xn represent structural parameters such as top CD, height,
sidewall angle, and so on. As shown in Figure 2b, the grating is divided by several different layers
with boundaries joined together. Inverse modeling includes three steps: (1) derive electromagnetic
expression from Maxwell’s equations; (2) expand the permittivity function and electromagnetic fields
into Fourier series; (3) and match the tangential field components at boundaries between different
layers, reducing the boundary-value problem to an algebraic problem. According to the reflection
coefficients calculated by solving the algebraic problem, a 2 × 2 Jones matrix J associated with the
diffracted light can be formulated by:[

Erp

Ers

]
= J(x)

[
Eip
Eis

]
=

[
rpp rps

rsp rss

][
Eip
Eis

]
, (2)

where Es,p refers to the electric field component perpendicular and parallel to the plane of incidence,
respectively. When depolarization could be ignored, the Mueller matrix of the sample can be
obtained by:

M = A(J ⊗ J*)A−1, (3)

where the symbol ⊗ denotes the Kronecker product. J* is the complex conjugate of J, and the matrix A

is given by:

A =

⎡
⎢⎢⎢⎣

1 0 0 1
1 0 0 −1
0 1 1 0
0 i −i 0

⎤
⎥⎥⎥⎦. (4)

when depolarization could not be ignored, the sample Mueller matrix can be represented as the sum of
multiple non-depolarizing Mueller matrices M = ∑

i
Mi, and each non-depolarizing Mueller matrices

can be calculated as mentioned above [25]. In practice, the Mueller matrix M is usually normalized to
the (1, 1)th element M11, with the */normalized Mueller matrix elements being mij = Mij/M11.

Figure 2. (a) Representation of polarized light incidence for a one-dimensional grating; (b) layers
division in inverse modeling using rigorous coupled-wave analysis.

As for the indirect problem, a weighted least-squares regression analysis (Levenberg-Marquardt
algorithm [26]) is performed, during which the structural parameters under measurement are varied
until the calculated and measured data match as close as possible. This is done by minimizing a
weighted mean square function χ2

r defined by:

χ2
r =

1
15N − P

N

∑
k=1

4

∑
j=1

[
mexp

ij,k − mcalc
ij,k (x)

σ(mij,k)

]2

, (5)
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where k indicates the kth data point, which could be a wavelength, incidence angle, or azimuthal
angle point. From the total number N, indices i and j show all the Mueller matrix elements except m11

(normalized to m11). mexp
ij,k denotes the Mueller matrix elements measured with the standard deviation

of σ(mij,k), and mcalc
ij,k (x) denotes the calculated Mueller matrix elements associated with the vector x.

Since the Levenberg-Marquardt algorithm is apt to fall into local minima, proper starting values for
the fitting parameters are required in the iteration, which are usually taken as their nominal values
or as the SEM-measured values if available. In addition, the curve of χ2

r in a small parameter range
centered on the extracted parameter values is usually plotted to check the uniqueness of the minimal
point, to ensure that the found solution is the globally optimum solution.

3.2. Pitch Measurement

In scatterometric data analysis, the grating pitch is commonly fixed to extract other profile
parameters. However, inaccurate pitch values would lead to a poor result. Moreover, it is difficult
to set the pitch dimension Λ as a parameter, because it is coupled with other parameters which may
make measurements imprecise. Next, we show how to measure grating pitch by TMS.

For grating periods Λ larger than λ/2, where λ is the wavelength of the incident light, the
first-order diffracted light can be easily observed at an emergent angle θ. Assuming ϑ is the difference
between the diffraction angles of the zeroth- and first-order diffracted light, according to the grating
equation the grating pitch can be written as:

Λ =
λ

sin ϑ cos θ + (1 − cosϑ)sinθ
. (6)

It is easy to see the variable ϑ become the only parameter to measure pitch. There are three ways
to obtain the value of ϑ. The first one is a so-called Littrow configuration [27]. The schematic drawing
of the method is presented in Figure 3. The main point is to rotate the grating to ensure the incidence
light coincides with the first-order diffracted light. Assumed rotating angle of the grating is α, then it
is simple to know ϑ = 2α and θ = 90◦ − α. Equation (6) could be rewritten as:

Λ =
λ

2 sin α
. (7)

Figure 3. Littrow configuration for grating pitch measurement.

The second method is to use a grating whose pitch is known as a reference. Because a camera is
used as a detector, the number of pixels can be acquired between the zeroth- and first-order diffracted
light spot projected on the camera, set as d1 and d2 for reference and sample grating, respectively.
Next, we can calculate the difference of diffraction angles ϑ1 and angle of zeroth-order diffracted light
β0, which is equal to the incidence angle θ, using the grating equation. When the sample grating

217



Appl. Sci. 2018, 8, 2583

is illuminated by the same incidence light, β0 is same to that of the reference one. Afterwards, the
difference of diffraction angles ϑ2 for simple grating can be obtained through the geometric relation:

tan ϑ2 − tan β0

tan ϑ1 − tan β0
=

d2

d1
. (8)

In case of the influence of aberrations of the optical system, test targets such as concentric circle
and crosshair grid targets are used to calibrate and compensate errors induced by the system. If there is
no reference grating available, as a third method we could use two different lights whose wavelengths
(λ1 and λ2) are known to illuminate sample grating at the same incidence angle. It is similar to the
second method, thus there is no more detailed description. For this case, another geometric relation is:

sin(ϑ′
2 + β0) + sin β0

sin(ϑ′
1 + β0) + sin β0

=
λ2

λ1
. (9)

The intensity of diffracted light is recorded by the camera. However, for a real light beam, the
diameter could not be extremely small, so on the camera there usually is a spot with several pixels.
When we deal with the signal, the data from a pixel is chosen for analysis. For a practical optical system,
there are inevitably aberrations and misplacements of optical components. Due to the asymmetrical
intensity distribution, the pixel chosen would influence the result. Therefore, a pixel picked from a
spot shouldn’t be random. The approach is based on calculating the center of mass (COM),

p =
∑N

i=1 ∑M
j=1 iIij

∑N
i=1 ∑M

j=1 Iij
, q =

∑N
i=1 ∑M

j=1 jIij

∑N
i=1 ∑M

j=1 Iij
, (10)

where Iij is the intensity of pixel (i, j) in a N × M image, and (p, q) is the COM of light spot.

4. Results and Discussion

4.1. Sample Description

The sample is a photoresist array on a bottom anti-reflective coating (BARC) layer deposited on a Si
substrate. Figure 4 presents a cross-sectional SEM image of the photoresist grating structure. Nominal
dimensions of the grating structure are as follows: grating pitch = 400 nm, top critical dimension
x1 = 200 nm, grating height x2 = 311 nm, and sidewall angle x3 = 90◦. The SEM image indicates that
the top corner rounding could not be ignored, while the bottom corner rounding is unnoticeable.
Therefore, the top corner rounding denoted by parameter x4 in Figure 4 is also taken into consideration.
In data analysis, we fixed the grating pitch and let the parameters x1~x4 vary. As well, optical constants
are necessary, and for the Si substrate, it was taken from literature [28]. The optical properties of the
BARC layer were modeled using a Tauc-Lorentz model [29], the parameters of which were taken as
A = 6.4378 eV, C = 0.609 eV, E0 = 5.851 eV, Eg = 4.914 eV, and a Gaussian model [30], parameters of
which were taken as A = 0.8567 eV, ω0 = 0.3174 eV, σ = 6.429 eV, respectively. The optical properties of
the resist layer were modeled using a Cody-Lorentz model [31], the parameters of which were taken as
A = 2.261 eV, Г = 0.750 eV, E0 = 6.189 eV, Eg = 4.867 eV, Et = 0.292 eV, Eu = 2.000 eV, and three Lorentz
models [32], the parameters of which were taken as A = 0.7089 eV, 0.1628 eV, 0.1755 eV, Г = 0.3315 eV,
0.2055 eV, 0.3886 eV, En = 5.414 eV, 4.404 eV, 4.786 eV, respectively. Both the BARC and photoresist
layers were predetermined by a commercial MME (ME-L, Eoptics Technology Co., Wuhan, China),
which can provide full 4 × 4 Mueller matrices in the spectral range of 200–1000 nm.
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Figure 4. SEM micrograph and geometric model of the photoresist grating.

4.2. Measurement of the Grating Pitch

We used the Littrow configuration method to measure the grating pitch by TMS. We set the
incidence angle at θ = 0◦, thus the zeroth-order diffracted light is overlapped with the incidence light.
Then, the sample stage was rotated so that the zeroth-order diffraction light deflected from its initial
direction and the first-order diffracted light coincided with the incident light. The rotating angle of
the stage was 50.2◦, and the illumination wavelength used was 633 nm. Substituting the values into
Equation (7), and the calculated pitch of the grating is about 412 nm, which is in good agreement with
the SEM-measured pitch value of about 414 nm from Figure 4.

As described in Section 3.2, the Littrow configuration method is applicable when the grating
pitch is greater than λ/2. In our case, for a wavelength λ = 633 nm, the grating pitch cannot be less
than 316.5 nm. To further extend the range of pitch measurement, a shorter wavelength is required.
A bandpass filter with a 1 nm bandwidth (FL632.8-1, Thorlabs, Inc., Newton, NJ, USA) was employed
in the measurement to ensure an accurate result, since the diffracted light associated with different
wavelengths within the bandwidth will be undistinguished on the detector for a bandpass filter with
a small bandwidth. Additionally, it should be noted that in the measurements of different rotating
angles of the sample stage will lead to a minor change of spot size, which will further lead to a change
in the number of grating periods covered by the illumination spot in the pitch measurement.

4.3. Measurement of Grating Structural Parameters

To reduce errors caused by sample nonuniformity, the measurements of grating pitch and other
structural parameters were carried out on the same grating region. Figure 5 presents the scattered
field of the photoresist grating collected at the wavelength of 633 nm, the incidence angles varied
from 0◦ to 65◦ at interval of 1◦, azimuthal angles from 0◦ to 90◦ at interval of 5◦. The reason why
the azimuthal angle was limited to the range of 0◦~90◦ rather than 0◦~360◦ is that the Mueller
matrices stay unchanged after a 180◦ rotation, due to rotation symmetry of the photoresist grating.
The grating also has reflection symmetry relative to the plane that is perpendicular to the periodic
direction. Since the photoresist grating sample is a periodic structure, the collected scattered field is
actually a diffracted field. Due to the limitation of the NA of the objective lens in the TMS, for each
illumination direction, only the zeroth-order diffracted light was collected. As shown in Figure 5,
the panel associated with each Mueller matrix element consists of three sectorial parts, of which
the lower right part corresponds to the TMS-measured data. The polar coordinate system of the
sectorial part is set, as shown in the inset of Figure 5, with the radial coordinate being the sine of the
incidence angle sinθ and the angular coordinate being the azimuthal angle ϕ. As can be observed,
as the azimuthal angles change, the grating exhibits anisotropy with the 2 × 2 off-diagonal Mueller
matrix elements deviating from about 0 at ϕ = 0◦, and finally approaching to about 0 when ϕ = 90◦.
We also calculated the depolarization index distribution associated with the TMS-measured data

according to DI =
√[

Tr(MMT)− m2
11
]
/3m2

11 (0 ≤ DI ≤ 1) [33], with DI = 1 and DI = 0 representing
a totally non-depolarizing and a totally depolarizing Mueller matrix, respectively. The calculated
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depolarization indices indicated that |DI − 1| < 0.028, so the depolarization effect could be ignored in
the following data analysis.

Figure 5. Mueller matrix representation of the zeroth-order diffracted field of the photoresist grating
collected at the wavelength of 633 nm. The incidence angles varied from 0◦ to 65◦ at interval of 1◦,
and the azimuthal angles from 0◦ to 90◦ at interval of 5◦. The panel associated with each Mueller
matrix element (normalized to m11) consists of three sectorial parts. The lower right part corresponds
to the TMS-measured data, the upper left part corresponds to the calculated best-fit data, and the lower
left part presents the difference between the measured and calculated best-fit data. For each sectorial
part, the polar coordinate system is set as shown in the inset with the radial coordinate being the sine
of the incidence angle sinθ and the angular coordinate being the azimuthal angle ϕ.

It should be noted that the angle-resolved Mueller polarimetry [34] can also acquire the
diffracted field of a grating sample similar to the TMS. However, it should be pointed out that
the measurement modes of the angle-resolved Mueller polarimetry and TMS are inherently different.
For the angle-resolved Mueller polarimetry, polarization properties are acquired simultaneously by
illuminating a sample simultaneously at all possible incidence angles and imaging the BFP of a high
NA objective lens. When the sample is a periodic dense structure, both the TMS and angle-resolved
Mueller polarimetry are appropriate for characterizing the sample. However, for a case in which the
pitch of a periodic dense structure is greater than λ/(2×NA), or an isolated or non-periodic structure
is detected, an overlapping between the polarized scattering information occurs at the BFP of the
objective lens in the angle-resolved Mueller polarimetry. In comparison, the TMS overcomes these
limits and can distinguish information appropriately.

As shown in Figure 5, the upper left one of the three sectorial parts of each panel presents
the calculated best-fit data to the TMS-measured data. To make it clear, the difference between the
TMS-measured data and the calculated best-fit data is presented in the lower left sectorial part of
each panel. It was found that the difference of most points was less than 0.02. To make a comparison,
we also provided the results measured by the commercial MME. As an example, Figure 6 presents the
fitting result of the measured and calculated best-fit Mueller matrices of the photoresist grating at the
wavelength of 633 nm, the incidence angles varied from 50◦ to 65◦ at an interval of 1◦, and the azimuthal
angles of 50◦ and 60◦. Good agreement can be observed from Figure 6. As can also be observed,
the TMS-measured results exhibit good agreement with those measured by MME. Some deviations
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between the TMS- and MME-measured data may be induced by measurement errors. Still, the different
sizes and locations of illumination spots between TMS and MME may induce an unequal number
of grating periods and different areas detected by the systems, bringing about little disparity in the
measured results.

Figure 6. Fitting result of the measured and calculated best-fit Mueller matrices of the photoresist
grating at the wavelength of 633 nm. The incidence angles varied from 50◦ to 65◦ at interval of 1◦,
and the azimuthal angles of 50◦ and 60◦. The red solid lines represent the calculated best-fit data,
the blue rectangles and blue triangles represent the TMS-measured data at the azimuthal angles of
50◦ and 65◦, respectively. The green circles represent the corresponding MME-measured data for
a comparison.

Table 1 presents the comparison of fitting parameters of the photoresist grating extracted from
TMS, MME, and SEM measurements. For TMS measurements, we present both the fitting parameter
values before and after the pitch correction. For MME measurements, we only present the fitting
parameter values after the pitch correction. As can be seen, after the pitch correction, the TMS measured
parameters x1 and x3 match well with their nominal values and MME and SEM results. As for the
parameter x2, the TMS-measured result exhibits a discrepancy with its nominal value and SEM result,
but shows good agreement with the MME measured result. The top corner rounding x4 also matches
well with the MME result. This discrepancy is probably due to sample denaturation. We analyzed
areas with structures and the assumption was supported by variations in the refractive index and
extinction coefficient of the photoresist in comparison with our previous analysis [35]. A changed
mixing layer existing between the resist and BARC layers could have introduced the measurement
error. In addition, a possible modification of the structural cross-section due to the slicing process in
SEM measurement (typically the focused ion beam), as well as the different testing areas of TMS and
SEM on the sample, may be other reasons for the discrepancy. Even so, a noticeable improvement in
accuracy of the extracted parameters can be recognized from the TMS-measured parameters before and
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after the pitch correction. It is thereby necessary to acquire accurate pitch value before the extraction of
other grating structural parameters, as it affects the results greatly.

Table 1. Comparison of the fitting parameters of the photoresist grating extracted from TMS, MME,
and SEM measurements.

Parameter Nominal Value
TMS

MME SEM
Before Correction After Correction

x1 (nm) 200 206.1 204.2 204.7 203.4
x2 (nm) 311 343.5 295.8 294.5 303.7
x3 (deg) 90 88.9 89.2 89.7 89.5
x4 (nm) — 53.3 54.3 52.1 —

5. Conclusions

In this work, we have presented the measurement of a photoresist grating by a homemade TMS.
We have shown the collection of the polarized scattered-field distributions of the photoresist grating
by TMS at different illumination directions. To reconstruct the grating profile parameters, an inverse
scattering problem solving method has been adopted to fit the measured data with a RCWA model.
The reconstructed grating profile parameters have exhibited good agreement with those measured by
a commercial MME and SEM. In addition, the comparison between the TMS-measured results with
and without pitch correction has also demonstrated the capability of TMS for determining both the
grating pitch and other structural parameters, which is impossible with current zeroth-order methods
such as reflectometry- or ellipsometry-based scatterometry, due to the strong correlation between pitch
and other structural parameters in the solution of the inverse scattering problem.
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Featured Application: The proposed tunnel deformation monitoring system was designed for

tunnel during construction in dusty and dark environment with low visibility, and it also can be

applied for the tunnel that has already been built.

Abstract: Structural health monitoring is a topic of great concern in the world, and tunnel deformation
monitoring is one of the important tasks. With the rapid developments in tunnel traffic infrastructure
construction, engineers need a portable and real-time system to obtain the tunnel deformation during
construction. This paper reports a novel method based on laser and machine vision to automatically
measure tunnel deformation of multiple interest points in real time and effectively compensate
for the environment vibration, and moreover it can overcome the influence of a dusty and dark
tunnel environment in low visibility. An automatic and wireless real-time tunnel deformation
monitoring system, which is based on laser and machine vision and can give early warnings for
tunnel collapse accidents, is proposed. The proposed system uses a fixed laser beam as a monitoring
reference. The image acquisition modules mounted on the measured points receive the laser
spots and measure the tunnel accumulative deformation and instantaneous deformation velocity.
Compensation methods are proposed to reduce measurement errors caused by laser beam feasibility,
temperature, air refraction index, and wireless antenna attitude. The feasibility of the system is
verified through tunnel tests. The accuracy of the detection system is better than 0.12 mm, the
repeatability is less than 0.11 mm, and the minimum resolution is 10 μm; therefore, the proposed
system is very suitable for real-time and automatic detection of tunnel deformation in low visibility
during construction.

Keywords: structural health monitoring; real-time monitoring; tunnel deformation measurement;
machine vision; laser beam; wireless; low visibility

1. Introduction

Structural health monitoring plays an indispensable role in diagnosing structure safety around the
world [1], and tunnel deformation monitoring is one of the important tasks [2]. With the continuous
expansion of the scale of tunnel traffic infrastructure construction, tunnel collapse accidents have
occurred frequently in recent years [3]; this indicates that the traditional methods for monitoring
tunnel deformation are unable to meet the new safety monitoring requirements for large tunnel traffic
infrastructure [4], when real time becomes an important issue. In tunnel construction, the tunnel
excavation surface is composed of tunnel face, side face, and roof face. Numerous workers are present
on the excavation surface with dusty and dark environment in low visibility [5], and the tunnel
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deformation is at a maximum; thus, monitoring the deformation of this fracture surface in real time
is important. The current tunnel deformation monitoring technology, including non-machine vision
measurement methods and machine vision measurement methods [6], however, is not effective enough.
Most of the existing equipment is manually operated and susceptible to a dusty and dark environment
in low visibility, and cannot meet real-time automatic monitoring and early warning requirements or
provide timely warnings about dangerous deformation [7].

Non-machine vision measurement methods are widely used in tunnel deformation monitoring;
however, they are susceptible to environmental and human factors, and take a long time. Tape
extensometers and convergence gauge are unstable and operated manually; in addition, they are
strongly influenced by environmental and human factors [8]. The leveling method mainly addresses the
tunnel settlement value [9] and requires many monitoring points to be set; thus, the error accumulates
with the increase in the tunnel length. The indoor global positioning system measurement method
requires many reference signal transmitters; however, it is difficult to ensure the stability of the
reference signal transmitters position. The traditional total station measurement method has a low
degree of automation, exhibits strong subjectivity, and requires a fixed station; these features affect the
tunnel construction period [10]. The new-generation total station measurement method allows stations
to be freely monitored, compared with the traditional method [11,12], but it cannot be used to monitor
all kinds of tunnels because of its high cost [13]. The fiber Bragg grating measurement method [14]
can be used to monitor tunnel deformation constantly over a long period of time, but it is expensive,
and the relevant equipment is easily damaged. Moreover, the equipment needs to be embedded
into the structure or adhered onto the structure surface during monitoring, which results in a higher
demand on the environment. A deformation monitoring system based on ultrasonic sensors [15] is
automatic and in real time; however, it is only suitable for small- to middle-size tunnels, and it cannot
be used to realize early warnings of dangerous deformation during the construction. Terrestrial laser
scanning [16] achieves tunnel deformation monitoring; however, it takes a long time to obtain and
process point cloud data, and cannot realize real-time monitoring.

A machine vision measurement method for tunnel deformation develops a lot in the last few
years [17]; however, existing machine vision measurement methods are not suitable for real-time tunnel
deformation monitoring during construction with dusty and dark environments. A three-dimensional
reconstruction method based on machine vision [18] needs to take lots of photos and the data
processing algorithms are complex; this takes a long time and cannot meet real-time automatic
monitoring and early warning requirements. A digital close-range photogrammetric method [19] is
susceptible to tunnel dust and light intensity, heavy dust and a dark environment during construction
reduces photo quality and detection accuracy. A photogrammetric method for tunnel detection
based on a CCD camera [20] has a higher requirement for brightness and lighting equipment; this
requires external power supply; when using batteries, the equipment is heavy and not easy to install;
when using an electric generator, extra great vibration is produced and this affects the result. The
infrared photogrammetric method [21] reduces dust impact at the price of decreasing photo brightness;
as a result, the detection accuracy is low and cannot be used for real-time monitoring. Photogrammetric
techniques for monitoring tunnel deformation [22] are only suitable for tunnels without dust after
excavation, and it is also susceptible to dusty and dark environments. A tunnel detection method
combining photogrammetry and laser scanning [23] is susceptible to the set position of the equipment;
when the equipment is set deviating from the tunnel axis, the detection error increases obviously [24];
this indicates that the method is not suitable for a tunnel during construction, since the set position has
a conflict with tunnel construction.

This paper presents a real-time and automatic tunnel deformation monitoring system to realize
real-time monitoring and early warning for dangerous tunnel deformation. Considering the dusty
and dark tunneling environment, a fixed laser beam is used to transmit the monitoring reference from
a stable point to a measured point through the dust and darkness in low visibility, and a shielded image
acquisition module mounted on the measured points is used to acquire the laser spot image regardless
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of the dust and darkness. However, because of the adverse tunnel environment, the measurement
result is affected by laser beam feasibility, temperature, air refraction index, and wireless antenna
attitude. These factors are carefully examined in this study, and compensation methods are proposed
to reduce the measurement errors caused by them. The results show that the proposed system not
only achieves good detection accuracy, repeatability and resolution, but also compensates for the
shortcomings of the above methods, such as the low degree of automation, the lack of real-time
measurement function and overcoming the influence of dusty and dark environments in low visibility.

2. Methodology

The tunnel collapse process is the deformation of the construction fracture surface in the tunnel,
which takes a fixed point of the earth as a reference. At present, the new Austrian tunneling
method [25], which includes designing an initial support and secondary lining to the construction
fracture surface [26], is mostly adopted in tunnel construction. The secondary lining is constructed
on the basis of the initial support when the deformation of the initial support becomes stable [27].
Therefore, the deformation of the secondary lining surface can be ignored; however, the deformation
of the excavation surface and the edge part of the initial support is significant. The proposed system
takes a fixed point of the earth as monitoring reference and measures the deformation of excavation
surface. Given the good directivity and energy concentration of a laser, as well as the dusty and dark
tunneling environment in low visibility, a laser beam is used to transmit the monitoring reference
from the fixed point to the measured point through the dust and darkness, thereby forming an optical
projection of the fixed point on the intersecting surface near the measured point, which is the optical
equivalent reference, to monitor the tunnel deformation in the system. A sketch map of the system is
shown in Figure 1.

Figure 1. System principle.

A laser transmitter module, whose laser beam points to the intersecting surface near the measured
points and forms an optical projection of the fixed point as a laser spot, is firmly fixed on the
earth. To obtain the position relationship between the measured point and the fixed point, an image
acquisition module mounted on the measured point and located perpendicularly to the laser beam is
used to acquire the laser spot image of the laser beam. This module monitors the laser spot position in
the image coordinate system with machine vision technology. The image acquisition mode is shown in
Figure 2. The image sensor acquires the laser spot image through a laser receiving screen placed in
front of the sensor.
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Figure 2. Image acquisition module.

The image acquisition module is fixed on the measured points. When the excavation surface
sinks during the deformation, the image acquisition module will sink along with it, thereby changing
the laser spot position in the image coordinate system. The change of the laser spot position in the
image coordinate system reflects the deformation of the excavation surface, including accumulative
deformation and instantaneous deformation velocity [28].

The mathematical model of this principle is shown in Figure 3. The geometric center of the laser
is the coordinate origin, the tunnel driving direction is the z-axis, the horizontal direction is the x-axis,
and the vertical axis is the y-axis. Therefore, a three-dimensional world coordinate system o-xyz is
established. The laser beam points to the laser receiving screen and forms a laser spot P on the screen.

Figure 3. Mathematical model.

Considering the horizontal and vertical position information, the coordinates of the spot P in the
world coordinate system o-xyz are (x, y). To examine the position information of laser spot P in the
image coordinate system, an image coordinate system on the laser receiving screen is established, as
shown in Figure 3. The o′x′ axis is parallel to the ox axis, and the o′y′ axis is parallel to the oy axis; the
coordinates of laser spot P in the image coordinate system are (x′, y′). The coordinate transformation
of spot P in the two coordinate systems is shown in Equation (1). The constants c0 and c1 are coordinate
conversion parameters, which are related to the relative position of the two coordinate systems:{

x′ = x + c0

y′ = y + c1
. (1)

In the three-dimensional world coordinate system o-xyz, the laser beam equation is shown
as Equation (2), and the equation of the intersecting surface near the measured point is shown as
Equation (3), where A, B, C, and d are constant parameters and are related to the laser position:

A × x = B × y = C × z, (2)

z = d. (3)
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According to Equations (1)–(3), the coordinates of the laser spot in the image coordinate system
o′-x′y′ can be obtained as shown in Equation (4):{

x′ = C×d
A + c0

y′ = C×d
B + c1

. (4)

According to Equation (4), when the positions of laser and image acquisition module are invariant,
that is, when the parameters A, B, C, and d are invariant, the coordinates of the laser spot in the image
coordinate system

(
C×d

A + c0, C×d
B + c1

)
remain fixed. Therefore, the monitoring reference can be

transmitted from the fixed point of the earth to the measured points. When the image acquisition
module sinks during tunnel deformation, the image coordinate system moves relative to the world
coordinate system o-xyz. Supposing that the vertical and horizontal deformation amounts of the image
acquisition module are Δx and Δy, respectively, the laser spot position in the image coordinate system
also shifts Δx and Δy in the vertical and horizontal directions, respectively. Therefore, when the image
acquisition module shifts in the vertical and horizontal directions along with the measured point,
the change of the laser spot position in the image coordinate system reflects the deformation.

In an actual situation, the laser beam is not absolutely perpendicular to the laser receiving screen.
As a result, when the image acquisition module moves along the z-axis with the measured point,
the laser spot will produce the displacement component in the vertical and horizontal directions.
As shown in Figure 3, α is the angle between the laser beam and the ox axis, β is the angle between
the laser beam and the oy axis, and θ is the angle between the laser beam and the oz axis. Assuming
that the displacement change of image acquisition module along the oz axis is Δz, the errors of the
horizontal and vertical deformation measurements are as shown in Equation (5):{

Δx = Δz × cosα
cosθ

Δx = Δz × cosβ
cosθ

. (5)

Assuming that the laser beam points obliquely to the receiving screen, the angles α = 73.3◦,
β = 81.5◦, and θ = 18.9◦ (in fact, the tilt of the laser beam is not that particularly obvious). When
the image acquisition module shifts 1 mm along the oz axis, Δx = 0.3037 mm and Δy = 0.1562 mm.
Therefore, when the shifting displacement of the image acquisition module along the z-axis is not large
(and in fact it is not large) [29], this error can be ignored.

The laser transmitter module is mounted on the fixed point of the earth distant from the
construction site, and it should remain stable. However, in cases of emergency during construction,
such as sudden vibrating, when the laser beam reference is shifted and rotated, the position of the
laser spot in the image coordinate will change. Taking the x-axis coordinate as an example, if the
displacements along the x-axis and the horizontal rotation angle of the laser beam reference are Δx
and Δα, respectively, the resulting laser spot position error Δx′ is as shown in Equation (6):

Δx′ = Δx + L × tanΔα = Δx + L × Δα. (6)

In order to reduce this error, a data compensation method is proposed here. The data
compensation method uses two backward lasers in the laser transmitter module and two fixed
distant reference monitoring image acquisition modules with higher stability to monitor the feasibility
of the laser transmitter, as shown in Figure 4, where Ls represents the distance between the laser
transmitter module and the image acquisition modules, Δα represents the horizontal rotation angle
of the laser transmitter module, and Δx represents the displacement along the x-axis of the laser
transmitter module.
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Figure 4. Sketch map. 1. reference monitoring image acquisition module A; 2. reference monitoring
image acquisition module B; 3. laser transmitter module; 4. image acquisition module.

Given that Ls were dozens of meters, small displacement and rotation angle will have no effect
on these Ls; that is, the lengths of Ls were invariable before and after the position change of the laser
transmitter module. With the two reference monitoring image acquisition modules, two laser spot
position errors Δx′1 and Δx′2 can be obtained. The image acquisition module detecting displacement
with error is Δx′3. The equations of two variables Δx and Δα were obtained, as shown in Equation (7):{

Δx′1 = Δx + L1 × Δα

Δx′2 = Δx + L2 × Δα
. (7)

According to Equation (10), Δx and Δα can be determined as shown in Equation (8):⎧⎨
⎩ Δx = Δx′1 − L1 × Δx′1−Δx′2

L1−L2

Δα =
Δx′1−Δx′2

L1−L2

. (8)

Then, the detected displacement can be compensated in Equation (9):

Δx3 = Δx′3 −
[(

Δx′1 − L1 ×
Δx′1 − Δx′2

L1 − L2

)
+ L3 × Δx′1 − Δx′2

L1 − L2

]
. (9)

Therefore, the detected displacement error caused by sudden vibration is compensated successfully.

3. System Composition

Figure 5 shows the main composition of the real-time tunnel deformation monitoring system,
and Figure 6 shows the details. The working principle is briefly described as follows.

Install the system in the tunnel and turn it on. After calibration, adjust the direction of laser to
the image acquisition module. The command to measure tunnel deformation is first generated at the
industrial computer and sent to the wireless adaptor by a USB port. The communication between
the adapter and the image acquisition module is wireless. The wireless adaptor is shown in Figure 7.
The image acquisition module receives the command and begins to capture laser spot images and
sends them to the industrial computer through the corresponding wireless adaptor in real time. The
software installed in the industrial computer receives the images and processes them, obtaining the
tunnel accumulative deformation and instantaneous deformation velocity. If the deformation values
exceed the safe threshold, another command is generated and sent to the sound and light alarm
module and the command center through a wireless adaptor, giving an early warning to workers
and managers.
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Figure 5. Main composition of the real-time tunnel deformation monitoring system.

Figure 6. System composition: (a) laser transmitter module; (b) image acquisition module; (c) sound
and light alarm module; (d) hard devices and system software. 1. forward laser; 2. backward laser;
3. electronically controlled two-dimensional swivel table; 4. organic glass window; 5. filter imaging
screen; 6. high-definition industrial camera; 7. darkroom; 8. alarm light; 9. alarm horn; 10. power
switch; 11. reference monitoring image acquisition module.

 

Figure 7. Wireless adaptor.

3.1. Laser Transmitter Module

All parts of this module, except the reference monitoring image acquisition module, are rigidly
connected, thereby preventing the deformation of the module. The organic glass window and the dirt
shroud form a sealed space, which can effectively prevent the interference of tunnel dust to the module
and guarantee the permeability of the laser beam. The electronically controlled two-dimensional
swivel table can adjust the horizontal and vertical angles of the laser beam, making the laser beam to
point to the intersecting surface near the measured points. The reference monitoring image acquisition
module is behind and distant from the other parts of the laser transmitter module, and it is mounted
on a more stable fixed point away from the construction site, monitoring the feasibility of the forward
laser beam.
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3.2. Image Acquisition Module

A band-pass filter film [30] matching with the laser frequency is coated on the exterior surface of
the filter imaging screen [31]; this allows the laser beam to go through the screen. A thin layer of diffuse
reflection coating is present on the interior surface of the filter imaging screen [32]. On this layer, the
laser beam forms a laser spot with Lambertian reflection. The HD industrial camera constantly takes
photos of the laser spot, extracting the position information of the laser spot in the image coordinate
system with machine vision. The band-pass filter film and darkroom [33] helps to reduce the stray
light interference.

3.3. Sound and Light Alarm Module

When the tunnel accumulative deformation and instantaneous deformation velocity exceeds
the set threshold, the module is turned on and provides an early warning to the command center
through a sound and light alarm; this gives a timely and effective early warning against tunnel collapse
accidents, thereby reducing casualties and property losses.

3.4. Hard Devices and System Software

The hard devices are used to realize the communication between each module and install the
system software. The main functions of the software for real-time tunnel deformation monitoring
system include measurement, control, communication, and data storage. Considering the multi-system
operation, cross platform, and compatibility of the system software requirements, LabVIEW [34] 2010
by NI (Austin, TX, USA) is adopted as the software development platform. The communication
between the laser transmitter module, image acquisition module, sound and light alarm module,
and hard devices and system software is wireless. The flow chart of the system software is shown as
Figure 8.

Figure 8. Flowchart of the system software.
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4. Test Results and Analysis

4.1. Principle Verification Test

To verify the principle of the proposed tunnel deformation monitoring technology, a tunnel
deformation process was designed and simulated as shown in Figure 9.

Figure 9. Sketch map of the principle verification experiment. 1. moving direction; 2. micro motion
platform; 3. image acquisition module; 4. laser transmitter module.

The image acquisition module was placed on a high-precision micro motion platform, which is
a one-dimensional motion platform with a 1 μm accuracy to enable the image acquisition module
to move with the moving platform and simulate the deformation process of the tunnel. The laser
transmitter module was arranged on the other side, with the laser pointing to the filter imaging
screen. If the change in the coordinates of the laser spot center [35] in the image coordinate system is
proportional to the tunnel deformation, then the correctness of the tunnel deformation monitoring
principle is proved.

In the experiment, the micro motion platform was moved at an interval of 5 mm, and the
displacement of the micro motion platform and the corresponding abscissa values of the laser spot
center in the image coordinate system in pixel units were recorded.

The data relation curve is shown in Figure 10. In this curve, the x-axis is the displacement of the
micro motion platform, and the y-axis is the measured displacement, namely the abscissa value of the
laser spot center.

Figure 10. Data relation curve.

According to the data relation curve, the displacement of the micro motion platform was
linearly correlated to the measured displacement, and the linear correlation coefficient was close
to 1, which demonstrates the correctness of the principle.
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4.2. Image Acquisition Module Calibration Experiment

The position information obtained by the image acquisition module is the plane two-dimensional
data in the image coordinate system in pixels. Thus, the image coordinate system needs to be calibrated
to restore the true deformation value of the measured point [36].

4.2.1. Horizontal Calibration Experiment

Given the different positions of the measured points in the tunnel, the image acquisition module
will often roll along the z-axis after it is installed. As a result, an angle will form between the x′-axis
of the image coordinate system and the x-axis of the world coordinate system. Given this angle,
the change in the position information of the laser spot center obtained by the image acquisition
module cannot directly represent the settlement and the diameter convergence of the measured point.
Therefore, the horizontality of the image coordinate system needs to be calibrated.

A simplified model for the relationship between the world coordinate system and the image
coordinate system is shown in Figure 11 [37]. Here, o-xy represents the world coordinate system, o′-x′y′

represents the image coordinate system, and θ represents the rotation angle. The line l is a horizontal
line, which is parallel to the ox axis and comes from a laser cast instrument. The laser cast instrument
produced a horizontal laser line with a ±10” accuracy. Supposing that the slope of the line l in the
image coordinate system is k, the relationship between θ and k is as shown in Equation (10):

θ = 180◦ − tan−1k. (10)

Figure 11. Simplified coordinate model.

After the rotation angle θ was obtained, the horizontal calibration of the image coordinate system
could be completed by rotating the image coordinate system by an angle θ around point o′, as the
rotation center in the reverse direction. The horizontal calibration process is shown in Figure 12.

 
Figure 12. Horizontal calibration experiment.

Before the horizontal calibration, when the image acquisition module horizontally moved along
the micro motion platform, as shown in Figure 9, both the x-axis and y-axis values of the laser spot
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center in the image coordinate system changed with the movement. After the horizontal calibration
was completed, only the x-axis value changed, thereby indicating that the horizontal calibration of the
image coordinate system was successful. The micro motion platform moved at an interval of 5 mm.
The experimental data curves are shown in Figure 13.

Figure 13. Coordinate change before and after horizontal calibration.

According to Figure 13, the displacement of the micro motion platform was from 0 mm to 70 mm,
and the change in the y-axis value after calibration was as follows:

ΔY = 318.52 − 317.01 = 1.51 (pixel).

Therefore, within the permitted error, the y-axis values were basically unchanged, and the
horizontal calibration of the image coordinate system was successful.

In the tunnel environment, a universal arm was used to hold the laser cast instrument during the
horizontal calibration, as shown in Figures 14 and 15, and the calibration method was the same. Every
time before using the system, the horizontal calibration was required to be done first.

Figure 14. Universal arm.

 

Figure 15. Tunnel environment.
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4.2.2. Conversion Coefficient Calibration Experiment

The unit of spot center coordinates in the image coordinate system is pixel, which cannot represent
the true displacement directly [38]. A sketch map of the conversion coefficient calibration experiment
is shown in Figure 16. The laser was placed on the micro motion platform and pointed to the fixed
image acquisition module, thereby allowing it to move with the micro motion platform.

Figure 16. Conversion coefficient calibration experiment. 1. image acquisition module; 2. movement
direction; 3. micro motion platform; 4. laser.

To restore the true displacement of the micro motion platform, the horizontal coordinate
conversion coefficient α and the vertical coordinate conversion coefficient β needed to be
determined [39]. The calculation formulas are shown in Equation (11):{

Δx = α × ΔX
Δy = β × ΔY

. (11)

In Equation (11), (ΔX, ΔY) represents the displacement of the laser spot in the image coordinate
system in pixels, and (Δx, Δy) represents the real displacement in the world coordinate system.
The x-axis conversion coefficient calibration experimental data are shown in Table 1.

Table 1. x-axis conversion coefficient calibration experimental data.

Displacement of Micro
Motion Platform (mm)

Abscissa Value of Laser
Spot Center (pixel)

Δx (mm) ΔX (pixel)

0 636.39 — —
10 567.28 10 69.11
20 498.04 10 69.24
30 428.44 10 69.60
40 360.53 10 67.91
50 291.98 10 68.55
60 223.58 10 68.40
70 154.93 10 68.65

The x-axis conversion coefficient can be obtained with Equation (11), and the arithmetic mean
value formula is shown as Equation (12):

α =
∑7

i=1
Δxi
ΔXi

7
= 0.1454. (12)

The calibration process of the y-axis conversion coefficient β was the same as α; that is, β = 0.1454.
The relationship between the positions of the filter imaging screen and the HD industrial camera is
invariant. Once the conversion coefficients α and β are determined, they are invariant and only need
to be calibrated once.

4.3. Data Processing Algorithm Comparison Test

Because of changes in the refractive index of air and other factors in a long distance of 30 m,
the laser beam will slightly deflect during the propagation, and the position of the laser spot on the
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filter imaging screen will vibrate. Given the isotropy of laser spot vibration, this experiment only
addressed the x-axis coordinates of the spot, and the unit is pixels.

As shown in Figure 17, the laser spot position information of 1000 spot images was processed,
wherein the abscissa axis was the acquisition time. As can be seen from the diagram, the vibration
range of laser spot was big; therefore, when the laser propagation distance is long, the laser spot center
data at a single time point could not be used to represent the monitoring reference. The position
probability distribution of the 1000 spot images is shown in Figure 18. Although the laser spot was
in vibration, the position probability distribution was approximately in accordance with Gaussian
distribution; therefore, stable data was found to represent the monitoring reference by processing a set
of data over a period of time.

Figure 17. Laser spot position information of 1000 spot images.

Figure 18. Position probability distribution.

Given the characteristics of the dataset, the following methods were used to process the data:
(1) calculation of the extremum after Gauss fitting, (2) calculation of the expectation from original
data, (3) calculation of the expectation after low-pass filtering, and (4) acquisition of the maximum
probability data from data probability distribution map. The results are shown in Table 2. As can be
seen, the fourth method has the highest accuracy; therefore, this method was used to process the laser
spot position information.
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Table 2. Results comparison.

Method Accuracy (mm)

1. Calculation of the extremum after Gauss fitting 0.28
2. Calculation of the expectation from original data 0.42
3. Calculation of the expectation after low-pass filtering 0.21
4. Acquisition of the maximum probability data 0.12

4.4. Wireless Antenna Attitude Test

According to the principle of electromagnetic wave emission, the antenna has a certain angle
when transmitting and receiving electromagnetic waves, as shown in Figure 19, where the signal is
strongest in the main lobe range. When the antenna is arranged, if the antenna attitude can be adjusted
to the right position, the intensity of the received signal will be enhanced.

Figure 19. Schematic diagram of electromagnetic wave emission principle.

A spectrum analyzer was used as a wireless signal detection tool to analyze the size of the power
received under different poses. Because the attitudes of the transmitting antenna and the receiving
antenna were relative, the transmitting antenna was fixed horizontally during the experiment, and the
attitude of the receiving antenna was changed.

As shown in Figure 20a, when the receiving antenna was parallel to the transmitting antenna,
the maximum signal intensity was −23.63 db. As shown in Figure 20b, when the receiving antenna
was vertical to the transmitting antenna, the signal strength was minimum, −35.68 db. Therefore,
when using the instrument, the two antennas should be as parallel as possible to enhance the intensity
of the received signal.

(a) (b) 

Figure 20. Receiving antenna power map. (a) Parallel attitude; (b) vertical attitude.

4.5. Temperature Change Test

The system needs to meet the requirement of real-time measurement without interruption for
a long time; therefore, it is bound to be affected by the change of ambient temperature. However,
the long distance laser reference propagation has a magnifying effect on the laser’s own angle change.

238



Appl. Sci. 2018, 8, 2579

Since the maximum temperature difference in the tunnel during day and night is only 4 ◦C, the linear
thermal deformation of the laser system can be ignored, but the angle change will have a large error.
As shown in Figure 21, for a temperature difference 10 ◦C during 14 h, the x-axis coordinate difference
of the spot position caused by thermal deformation can reach 38 pixels on a 50 m propagation distance.
For the 4 ◦C temperature difference in the tunnel, the thermal deformation will cause less x-axis
coordinate difference.

To reduce the effect of thermal deformation on the precision of the system, the mechanical structure
was designed to be symmetrical to minimize the angle torsion caused by thermal deformation.

 

Figure 21. Result of data change caused by thermal deformation.

4.6. System Accuracy Test Experiment

4.6.1. Detection Accuracy Test Experiment

After the above tests were performed, the real-time tunnel deformation monitoring system was
ready to operate. A high-precision micro motion platform was used to simulate the tunnel deformation
process, and it moved at an interval of 5 mm. The obtained detection displacement is shown in Table 3.

Table 3. Detection accuracy test experimental data.

Position of Micro
Motion Platform

(mm)

Laser Spot Center
before Calibration

(pixel)

Laser Spot Center
after Calibration

(mm)
x (mm) |Δx−10| (mm)

(70, 0) (598.27, 317.10) (86.99, 46.11) — —
(60, 0) (529.16, 317.29) (76.94, 46.13) 10.05 0.05
(50, 0) (459.92, 317.45) (66.87, 46.15) 10.07 0.07
(40, 0) (390.32, 317.60) (56.75, 46.18) 10.12 0.12
(30, 0) (322.41, 317.84) (46.87, 46.21) 9.88 0.12
(20, 0) (253.86, 318.14) (36.91, 46.25) 9.96 0.04
(10, 0) (185.46, 318.42) (26.97, 46.29) 9.94 0.06
(0, 0) (116.81, 318.61) (16.88, 46.32) 10.09 0.09

According to Table 3, the monitoring system had a high detection accuracy better than 0.12 mm.

4.6.2. Repeatability Accuracy Test Experiment

The micro motion platform performed a linear reciprocating motion at an interval of 10 mm.
Experimental data are shown in Table 4.
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Table 4. Repeatability accuracy test experimental data.

Position of
Micro Motion
Platform (mm)

System Detection Results Position of
Micro Motion
Platform (mm)

System Detection Results

(x, y) (mm)
||Δx|−10|

(mm)
(x, y) (mm)

||Δx|−10|
(mm)

(70, 0) (86.95, 46.09) — (60, 0) (76.95, 46.13) 0.06
(60, 0) (77.02, 46.12) 0.07 (70, 0) (86.96, 46.11) 0.01
(50, 0) (66.90, 46.15) 0.12 (60, 0) (76.89, 46.12) 0.07
(40, 0) (56.80, 46.19) 0.10 (50, 0) (66.88, 46.16) 0.01
(30, 0) (46.87, 46.21) 0.07 (40, 0) (56.80, 46.18) 0.08
(20, 0) (36.89, 46.23) 0.02 (30, 0) (46.83, 46.22) 0.03
(10, 0) (26.85, 46.27) 0.04 (20, 0) (36.91, 46.25) 0.08
(0, 0) (16.90, 46.32) 0.05 (10, 0) (26.88, 46.28) 0.03
(10, 0) (26.88, 46.28) 0.02 (0, 0) (16.89, 46.33) 0.01
(20, 0) (36.91, 46.25) 0.03 (10, 0) (26.96, 46.29) 0.07
(30, 0) (46.88, 46.22) 0.03 (20, 0) (36.89, 46.26) 0.07
(40, 0) (56.80, 46.20) 0.08 (30, 0) (46.85, 46.23) 0.04
(50, 0) (66.89, 46.14) 0.09 (40, 0) (56.78, 46.18) 0.07

According to Table 4, the monitoring system had good stability and repeatability, and the
repeatability accuracy was better than 0.11 mm.

4.6.3. System Resolution

The micro motion platform moved slowly with the minimum displacement, that is, at an interval
of 1 μm. In the system accuracy test experiment, when the micro motion platform moved 10 μm,
the coordinates of the laser spot from the system software started to change, indicating that the system
resolution was 10 μm.

4.7. Laser Transmitter Module Feasibility Test

In order to simulate the dusty and dark tunneling environment, this test was conducted on a foggy
night as shown in Figure 22.

 

Figure 22. Test environment in foggy and dark night.

The test sketch map is shown in Figure 23.
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Figure 23. Test sketch map. 1. reference monitoring image acquisition module A; 2. reference
monitoring image acquisition module B; 3. image acquisition module I; 4. image acquisition module II.
(L1 = 40 m, L2 = 46 m, L3 = 35 m, L4 = 38 m).

As shown in Figure 23, the laser transmitter module was located on a precision swivel table that
was fixed on the micro motion platform. Two image acquisition modules and two reference monitoring
image acquisition modules were placed on both sides of the laser transmitter module respectively,
an Ls represents the distance between the laser transmitter module and the image acquisition modules,
Δα represents the horizontal rotation angle of the laser transmitter module, and Δx represents the
displacement along the x-axis of the laser transmitter module.

In this test, the two reference monitoring modules and the two image acquisition modules were
fixed, and the laser beam reference was shifted 12 mm and rotated 36”. According to Equation (9),
the detected displacement can be compensated. The test data are shown in Table 5.

Table 5. Laser transmitter module feasibility test data (unit: mm).

Devices
Reference Monitoring Image

Acquisition Modules
Image Acquisition Modules

Number 1 2 3 4
Initial laser spot coordinates (92.02, 48.13) (69.27, 66.21) (80.42, 60.30) (73.89, 58.62)
Final laser spot coordinates (97.18, 48.15) (73.36, 66.18) (62.22, 60.37) (55.12, 58.70)

Horizontal displacement before compensation 5.16 4.09 18.20 18.71
Horizontal displacement after compensation — — 0.09 0.14

According to Table 5, this compensation method can effectively reduce the error caused by small
sudden vibrations of the laser transmitter module.

4.8. Field Test

To verify the stability and accuracy of the monitoring system, the system was taken to the
Xingyuan Town Tunnel in Heilongjiang province for a field test.

As shown in Figure 24, the tunneling environment was adverse and filled with dust, darkness
and sudden vibration during construction. Tunnel trolley, as shown in Figure 24a, ran between initial
support and secondary lining; this may block the laser transmitting path, so that the laser transmitter
module was fixed on the earth close to the side face; therefore, the proposed monitoring system had
no conflict with construction as shown in Figure 24c.

As shown in Figure 24b,d, the dust is heavy, this may decrease the laser spot energy received by
the image acquisition module, so that the laser transmitter module used 500 mw high power lasers
with an optical lens to achieve better long-distance transmission effect. In addition, the distance from
the laser transmitter module to the measured points was varying from 30 m to 80 m, and the laser spot
energy decreased with increasing distance, so that a laser energy transmission test with difference
receiving distances was conducted in the dusty tunnel to detect the image quality acquired by image
acquisition module. The test data are shown as Table 6
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(a) (b) 

  
(c) (d) 

Figure 24. Tunnel environment during construction. (a) Tunnel construction trolley; (b) dusty and dark
tunneling environment; (c) deformation monitoring during construction; (d) tunnel face environment.

Table 6. Laser energy transmission test data.

Receiving
Distance (m)

Gray Value of
Laser Spot

Receiving
Distance (m)

Gray Value of
Laser Spot

Receiving
Distance (m)

Gray Value of
Laser Spot

20 255 45 246 70 185
25 255 50 233 75 171
30 255 55 221 80 169
35 255 60 210 85 155
40 255 65 196 90 139

According to Table 6, laser spot energy decreased with increasing receiving distance, but the laser
spot could still be obtained by image acquisition module, and the gray value of the laser spot met
measurement requirements; this indicates that the proposed system is not susceptible to dusty and
dark environment. The laser spot image obtained in 70 m receiving distance is shown in Figure 25a,
and the high power laser with optical lens is shown in Figure 25b.

  
(a) (b) 

Figure 25. (a) Laser spot image in 70 m receiving distance; (b) high power laser with optical lens.

In order to verify the stability and accuracy of the monitoring system, a field test was conducted
in the tunneling environment. The image acquisition module was fixed on the edge of initial support
of the tunnel, as shown in Figure 26a.
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(a) (b) 

Figure 26. (a) Measured points; (b) image acquisition module mounted on measured points.

As shown in Figure 27, a total station was used to synchronously measure the deformation of the
same measured point in the tunnel every 1 h, while the system conducted real-time monitoring during
construction as shown in Figure 28.

 

Figure 27. Total station measurement.

 

Figure 28. System measurement.

In the field test, a large number of data were obtained, and part of the system measurement results
corresponding with the station measurement results are presented in Table 7.
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Table 7. Partial field test data.

No. Time
Deformation from
Total Station (mm)

Deformation from
Monitoring System (mm)

1 16:00 0 0
2 17:00 2.51 2.46
3 18:00 4.90 4.95
4 19:00 6.21 6.22
5 20:00 7.10 7.15
6 21:00 8.01 7.99

According to Table 6, the monitoring system and total station measurement results are close, which
indicates that the monitoring system has good accuracy, stability, and repeatability in a field application.

5. Discussion

5.1. About Data Compensation Method for Environment Vibration

The data compensation method for environment vibration is effective for small and sudden
vibration. When the vibration of the laser transmitter module is large and continues for a while,
the spot position in the reference monitoring image acquisition modules will change and reflect the
vibration; then, the system will stop the measurement for the measured points until the vibration
of the laser transmitter module stops, filtering out the influence of the vibration on the accuracy of
the system.

5.2. Drawbacks and Improvements of Simulation Environment

Because of the complex tunnel environment, the verification test environment needs to be
discussed for such a complicated engineering mechanics problem.

(1) For the principle verification test, image acquisition module calibration experiment and wireless
antenna attitude test, a relative stable environment was needed; thus, these tests were conducted
in the laboratory reasonably;

(2) For the data processing test and temperature change test, a real tunnel environment was needed.
However, because of the busy, dusty and vibrational construction sites, it was not only hard to
study effects of single factor, but also inconvenient to conduct the tests in such a complex tunnel
environment. Therefore, the tests were conducted in laboratory and studied without dust, and it
would be better to simulate a dusty environment during the lab test;

(3) For the system accuracy test, the deformation was simulated by a micro motion platform with
a 1 μm accuracy. The micro motion platform was placed on a table and moved horizontally.
However, for tunnel settlement deformation, it settled vertically. Given the isotropy of the
image sensor for vertical and horizontal direction, the test was reliable, and the field test verified
this adequately. In addition, it would be better to use a vertical micro motion platform for the
deformation simulation in a vertical direction;

(4) For the laser transmitter feasibility test, this test was conducted in a foggy night; thus,
the simulation environment was similar to a tunnel, a dusty and dark environment in
low visibility.

(5) For the field test, the environment is dusty and even wet. In order to prevent the interference of
tunnel dust and water mist, dirt shrouds and waterproof devices were used in laser transmitter
module, image acquisition module and some electric parts. To improve the permeability of the
laser beam, an automatic device needs to be added to clear the mud consisting of dust and water
mist on the laser receiving screen and laser transmitter module glass window.
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5.3. About Diffraction Rings of Laser Spots

In order to improve a laser transmitting effect, a set of optical lens were used, and this produced
additional diffraction rings, as shown in Figure 25a. Precisely because of the dusty environment,
the diffraction effect decreased through the dust [40], and this had advantages in the image process.

5.4. About Application of the Proposed System

The proposed system was designed for tunnel deformation monitoring in construction, but it is
also suitable for the tunnel that has already been built. However, because of the heavy traffic or trains’
passage, an unavoidable noise is produced in operating tunnels, and the noise intensity is different
and relates to traffic volume, vehicle speed and vehicle type.

In order to solve this problem in the application of operating tunnels, a noise prediction model
based on traffic volume, vehicle speed and vehicle type needs to be studied [41]. With this prediction
model, a data compensation method should be proposed to compensate for the measurement error
caused by unavoidable noise.

6. Conclusions

This paper presents a novel method based on laser and machine vision to automatically measure
tunnel deformation of multiple interest points in real time and effectively compensate for the
environment vibration, and, moreover, it can overcome influence of dusty and dark environments
in low visibility. An automatic and wireless real-time tunnel deformation monitoring system that
is based on laser and machine vision, and can give early warnings for tunnel collapse accidents,
is proposed. Compensation methods are proposed to reduce the measurement errors caused by laser
beam feasibility, temperature, air refraction index, and wireless antenna attitude. Experimental results
show that the proposed monitoring system has a high detection accuracy, which can compensate
for the shortcomings of the traditional tunnel deformation monitoring method in highly automatic
real-time monitoring. The proposed system can also avoid the conflict with tunnel construction, that
is, it realizes real-time monitoring during construction. Moreover, the monitoring system has good
stability and repeatability. The detection accuracy is better than 0.12 mm, the repeatability accuracy is
less than 0.11 mm, and the minimum resolution is 10 μm.
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Featured Application: On-line point cloud data compression process for 3D free-form surface

contact or non-contact scanning measuring equipment.

Abstract: In order to obtain a highly accurate profile of a measured three-dimensional (3D) free-form
surface, a scanning measuring device has to produce extremely dense point cloud data with a
great sampling rate. Bottlenecks are created owing to inefficiencies in manipulating, storing and
transferring these data, and parametric modelling from them is quite time-consuming work. In order
to effectively compress the dense point cloud data obtained from a 3D free-form surface during the
real-time scanning measuring process, this paper presents an innovative methodology of an on-line
point cloud data compression algorithm for 3D free-form surface scanning measurement. It has the
ability to identify and eliminate data redundancy caused by geometric feature similarity between
adjacent scanning layers. At first, the new algorithm adopts the bi-Akima method to compress
the initial point cloud data; next, the data redundancy existing in the compressed point cloud is
further identified and eliminated; then, we can get the final compressed point cloud data. Finally,
the experiment is conducted, and the results demonstrate that the proposed algorithm is capable
of obtaining high-quality data compression results with higher data compression ratios than other
existing on-line point cloud data compression/reduction methods.

Keywords: data compression; data reduction; free-form surface; point cloud; scanning measurement;
redundancy identifying; redundancy eliminating; geometric feature similarity

1. Introduction

With the rapid development of modern industry, three-dimensional (3D) free-form surface parts
are being utilized more and more widely. These involve, but are not limited to, aviation, aerospace,
shipbuilding, automotive, biomedical and home appliance industries [1,2]. Recently, the automated
3D digitization of free-form surface objects has been widely applied in many areas, such as additive
manufacturing (3D printing), rapid prototyping, reverse engineering, civil buildings, medical prosthetics
and clinical diagnosis [3–13]. Scanning measurement is one of the key technologies for digitizing 3D
physical models with free-form surfaces [14–17]. Unfortunately, in order to obtain a high-quality profile
of a measured surface, scanning measuring devices have to produce massive amounts of point cloud
data with great sampling rates, and not all these points are indispensable [18–20]. Bottlenecks arise
from the inefficiencies of storing, manipulating and transferring them [21]. Furthermore, the parametric
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modelling from these massive amount of point cloud data is a time-consuming task [22–24]. For this
reason, compressing the measured point data while maintaining the required accuracy is a crucial
task during the scanning measuring process [25]. Herein, the required accuracy is a threshold of
distance, which is preset to a constant positive integer before the beginning of scanning measurement.
The accuracy of a certain data compression algorithm is characterized by the distance from each sampled
point in the initial dense point cloud data to the surface generated by the compressed point cloud.
Describing a measured surface with the least point data while guaranteeing a certain data compression
accuracy is always an expectation [26,27]. Therefore, a high-quality point cloud data compression
algorithm for 3D free-form surface scanning measurement is being pursued constantly [28].

Experts and scholars around the world have been paying more and more attention to this issue,
and a number of point cloud data compression/reduction algorithms for free-form/irregular surface
scanning measurement have been developed. Lee et al. [29] proposed an algorithm for processing
point cloud data obtained by laser scanning devices. This algorithm adopts a one-directional (1D)
or bi-directional (2D) non-uniform grid to reduce the amount of point cloud data. Chen et al. [5]
presented a data compression method based on a bi-directional point cloud slicing strategy for reverse
engineering. This method can preserve local details (geometric features in both two parametric
directions) when performing data compression. Ma and Cripps [30] proposed a new data compression
algorithm for surface points to preserve the original surface points. The error metric is defined
as the relative Hausdorff distance between two principal curvature vector sets for surface shape
comparison. After comparison, the difference between the compressed data points and original data
points can be obtained. Therefore, redundant points are repeatedly removed until the difference
induced exceeds the specified tolerance. Smith, Petrova, and Schaefer [31] presented a progressive
encoding and compression method for surfaces generated from point cloud data. At first, an octree
is built whose nodes contain planes that are constructed as the least square fit of the data within
that node. Then, this octree is pruned to remove redundant data while avoiding topological changes
created by merging disjointed linear pieces. Morell et al. [32] presented a geometric 3D point cloud
lossy compression system based on plane extraction, which represents the points of each scene plane
as a Delaunay triangulation and a set of points/area information. This compression system can be
customized to achieve different data compression or accuracy ratios. The above methods have focused
on optimizing data compression quality based on building and processing polyhedral models or
numerical iterative calculations. Nevertheless, they are all off-line data compression algorithms and
can only compress the point cloud data of a whole measured surface after data acquisition. In other
words, they cannot perform online data compression during real-time measurement. Data acquisition
and data compression processes are completely separate. A large amount of redundant point cloud
data occupies a great deal of storage space in scanning measuring devices. Moreover, the transmission
and processing of point cloud data still takes up a significant amount of time and hardware resources.

This problem has attracted the attention of many scholars and engineers, and they have proposed
quite a number of on-line point cloud data compression/reduction methods. Lu et al. [33] adopted the
chordal method to compress point cloud data, and realized the on-line data compression of point cloud
data during real-time scanning measurement for the first time. ElKott and Veldhuis [34] presented an
automatic surface sampling approach based on scanning isoparametric lines. The sampling locations
are confirmed by the deviations between the alternative geometry and sampled model, and the location
of each sampling line is confirmed by the curvature of the sampled surface model. Wozniak, Balazinski,
and Mayer [35] presented a point cloud data compression method based on fuzzy logic and the
geometric solution of an arc at each measured point. This is an on-line data compression method and
can be used in the surface scanning measuring process of coordinate measuring machines (CMMs).
Jia et al. [36] proposed an on-line data compression method based on the equal-error chordal method
and isochronous sampling. In order to solve the problem of massive data storage, dual-buffer and
dual-thread dynamic storage is adopted. Tao et al. [37] found that the essence of all the above on-line
point cloud data compression methods is the chordal method, which specifies that all discrete dense
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point sets are connected by straight segments. Therefore, the surface reconstructed by the compressed
point cloud will be full of cusp points, and so we cannot obtain a smooth interpolated surface. In view
of this limitation, they presented an on-line point cloud data extraction algorithm using bi-Akima
spline interpolation.

Although the above methods implement on-line point cloud data compression, they can only
eliminate data redundancy of the current scanning line. Nevertheless, most surface 3D scanning
measuring devices adopt a layer-by-layer scanning path (e.g., contact scanning probes [38], laser triangle
displacement sensors [39], linear structured light systems [40], industrial computed tomography (CT)
systems [41], etc.), and adjacent scanning lines are extremely similar in shape. The geometric feature
similarity between such scanning layers is bound to result in data redundancy, which makes it possible
to further compress the point cloud data during the scanning measuring process. Therefore, this study
focuses on identifying and eliminating this kind of data redundancy caused by geometric feature
similarity between adjacent scanning layers. After that, the massive amount of point cloud data can be
further compressed during the 3D free-form surface measuring process.

The contents of this paper consist of four sections. In Section 2, the innovative methodology of
the on-line point cloud data compression algorithm for 3D free-form surface scanning measurement is
described in detail. In Section 3, the proposed algorithm was tested in the real-time scanning measuring
process and compared with existing methods. Finally, some conclusions are drawn from this paper in
Section 4.

2. Innovative Methodology

As shown in Figure 1, the overall process of on-line point cloud data compression in this work
consists of four steps. in Step 1, the initial point cloud flow is obtained by 3D scanning measuring
devices using an isochronous [42] or equidistant sampling method and the layer-by-layer scanning
path is adopted (Figure 2). in Step 2, the initial point cloud data flow is immediately compressed by
the chordal method [36] or bi-Akima method [37], both of which compress the amount of point cloud
data based on the data redundancy in the current single scanning layer. In Step 3, the data redundancy
in the compressed point cloud which is obtained in the previous step is further identified. In Step 4,
the identified redundant point data is eliminated, and then we can obtain the final compressed
point cloud. At last, the final compressed data flow is transmitted to the storage space of the
measurement system.

 

Figure 1. The overall process of on-line data compression for 3D free-form surface scanning measurement.

Herein, the real-time performance of the proposed data compression algorithm needs to be
further analyzed and described. The path planning is performed before the start of the scanning
measurement in Step 1. As shown in Figure 2, a layer-by-layer scanning path is adopted. The distance
between the adjacent scanning layers is determined by the preset measuring accuracy. The measured
surface is cut by the scanning layers to form a number of corresponding scanning lines. As shown
in Figure 2, there are two planning modes for scanning directions: (i) the progressive scanning
mode, and (ii) the S-type scanning mode. Regardless of the scanning mode, the measuring device in
Step 1 will continuously transmit the initial point cloud data flow to the data compressor in Step 2.
The compressor performs data compression immediately after receiving all initial point data of a
single scanning layer, rather than waiting for the entire surface to be scanned before performing data
compression. That is, each time the point cloud data in the current scanning layer is completely
transmitted to the compressor, the subsequent data compression algorithm is executed immediately.
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Therefore, the proposed data compression algorithm is essentially a quasi-real-time method, which we
call an on-line data compression method.

 

Figure 2. Layer-by-layer scanning path for 3D free-form surface scanning measurement.

The flow chart of this algorithm is illustrated in Figure 3, and its principle is described in detail
as follows:

 

Figure 3. The flow chart of point cloud data redundancy identification and elimination algorithm.
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2.1. Data Redundancy Identification

In order to identify redundant data points in the compressed point cloud data flow from Step 2,
it is first necessary to predict the current scan line in the unmeasured area. Herein, the prediction
is realized by Hermite extrapolation [43], and a predicted curve is created. The data redundancy
identification algorithm is detailed as follows:

Figure 4 shows the schematic diagram of the data redundancy identification algorithm, in which
line i is the current scanning line during the on-line measuring process, and Pi,j represents the jth point
in scanning line i. If j ≥ 2, a shape-preserving piecewise bicubic Hermite curve can be built to predict
the shape and direction of the current scanning line; here, we name this the predicted curve, as shown
in Figure 4. After that, suppose k is a positive integer and let 1 ≤ k < j and the coordinates of point
Pi,k be (xk, yk, zk); then, a series of specific Hermite interpolation polynomials can be determined by{

Hy(x) = ykαk(x) + yk+1αk+1(x) + y′kβk(x) + y′k+1βk+1(x)
Hz(x) = zkαk(x) + zk+1αk+1(x) + z′kβk(x) + z′k+1βk+1(x)

, (1)

where ⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

αk(x) =
(

1 + 2 x−xk
xk+1−xk

)(
x−xk+1
xk−xk+1

)2

αk+1(x) =
(

1 + 2 x−xk+1
xk−xk+1

)(
x−xk

xk+1−xk

)2

βk(x) = (x − xk)
(

x−xk+1
xk−xk+1

)2

βk+1(x) = (x − xk+1)
(

x−xk
xk+1−xk

)2

, (2)

and the first derivatives of y′k, y′k+1, z′k, z′k+1 can be estimated by the following formulas.

 

Figure 4. The schematic diagram of data redundancy identification.

When 1 < k < j:

y′k = fy
′(xk) =

⎧⎨
⎩ 0, i f : yk+1−yk

xk+1−xk
· yk−yk−1

xk−xk−1
< 0

1
2

(
yk+1−yk
xk+1−xk

+
yk−yk−1
xk−xk−1

)
, i f : yk+1−yk

xk+1−xk
· yk−yk−1

xk−xk−1
≥ 0

, (3)

z′k = fz
′(xk) =

⎧⎨
⎩ 0, i f : zk+1−zk

xk+1−xk
· zk−zk−1

xk−xk−1
< 0

1
2

(
zk+1−zk
xk+1−xk

+
zk−zk−1
xk−xk−1

)
, i f : zk+1−zk
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· zk−zk−1

xk−xk−1
≥ 0

. (4)

When k = 1:

y′1 =

{
0, i f : dy· y2−y1

x2−x1
< 0

3· y2−y1
x2−x1

, i f :
∣∣dy
∣∣ > 3

∣∣∣ y2−y1
x2−x1

∣∣∣& (y2−y1)(y3−y2)
(x2−x1)(x3−x2)

< 0
, (5)
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z′1 =

{
0, i f : dz· z2−z1

x2−x1
< 0

3· z2−z1
x2−x1

, i f : |dz| > 3
∣∣∣ z2−z1

x2−x1

∣∣∣& (z2−z1)(z3−z2)
(x2−x1)(x3−x2)

< 0
, (6)

in which ⎧⎨
⎩ dy = (x3+x2−2x1)(y2−y1)

(x2−x1)(x3−x1)
− (x2−x1)(y3−y2)

(x3−x2)(x3−x1)

dz =
(x3+x2−2x1)(z2−z1)

(x2−x1)(x3−x1)
− (x2−x1)(z3−z2)

(x3−x2)(x3−x1)

. (7)

When k = j:

y′ j =
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⎩
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xj−xj−1

< 0

3· yj−yj−1
xj−xj−1
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∣∣ey
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xj−xj−1

∣∣∣& (yj−yj−1)(yj−1−yj−2)
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< 0

, (8)

z′ j =

⎧⎨
⎩

0, i f : dy· zj−zj−1
xj−xj−1

< 0

3· zj−zj−1
xj−xj−1

, i f : |ez| > 3
∣∣∣ zj−zj−1

xj−xj−1

∣∣∣& (zj−zj−1)(zj−1−zj−2)

(xj−xj−1)(xj−1−xj−2)
< 0

, (9)

in which ⎧⎨
⎩ ey =

(2xj−xj−1−xj−2)(yj−yj−1)

(xj−xj−1)(xj−xj−2)
− (xj−xj−1)(yj−1−yj−2)

(xj−1−xj−2)(xj−xj−2)

ez =
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. (10)

Herein, based on the compressed point cloud data flow from Step 2, the shape-preserving
piecewise bicubic Hermite polynomials can be created according to the above algorithm.
Then, Hermite extrapolation is performed to create a predicted curve, which is marked in blue as
shown in Figure 4, and its analytical formula can be described as follows:{

Hy(x) = yj−1αj−1(x) + yjαj(x) + y′ j−1β j−1(x) + y′ jβ j(x)
Hz(x) = zj−1αj−1(x) + zjαj(x) + z′ j−1β j−1(x) + z′ jβ j(x)

. (11)

After that, an estimated point Pest is created to move along the predicted curve with a stepping
distance of λ. Pi,j is the starting point of Pest. Meanwhile, a bounding sphere is built with point Pest as
the center. The radius of the sphere is

Rsph = κhls, (12)

in which κ ∈ [1, 2] is the radius adjustment coefficient, and hls is the distance between two parallel
scannning layers. As shown in Figure 4, the predicted curve with estimated point Pest are used to
search for the neighbor point Pnb from the previous scanning line i−1. The necessary and sufficient
conditions for point Pnb as the neighbor point of Pest are

∣∣PestPnb
∣∣ ≤ Rsph, which means that Pnb is inside

the bounding sphere with point Pest as its center. At the very beginning, Pest coincides with Pi,j. At this
point, there are two possibilities: (i) Pi−1,u is inside the bounding sphere (i.e.,

∣∣Pi−1,uPi,j
∣∣ ≤ Rsph), or (ii)

Pi−1,u is outside the bounding sphere. In case (i), Pi−1,u is the first found neighbor point. As Pest moves
along the scanning direction with a stepping distance of λ, if

∣∣PestPi−1,u
∣∣ < ∣∣Pi,jPi−1,u

∣∣, then Pi−1,u is
the neighbor point of Pest; otherwise, discard point Pi−1,u, as it is not the neighbor point of Pest but of
Pi,j. In case (ii), there is no operation because no neighbor point has been found. After case (i) or case
(ii) is completed, point Pest continues to move forward along the scanning direction until the neighbor
point Pnb of Pest is found; if the neighbor point cannot be found, the search is stopped.

If the neighbor point Pnb is found in line i − 1 (e.g., Pi−1,u+1 in Figure 4), then a new bounding
sphere is built with Pi−1,u+1 as the center and the radius is Rsph. After that, we use this new bounding
sphere to search for the neighbor point of Pi−1,u+1 in line i − 2; and if the neighbor point cannot be
found, we stop searching. Next, we take the new neighbor point in line i − 2 (e.g., Pi−2,v+1) as a new
center to build a bounding sphere and repeat the above process until we find three neighbor points in
different scanning lines (e.g., Pi−1,u+1, Pi−2,v+1, Pi−3,w+1 in Figure 4).
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Based on the neighbor point set {Pi−1,u+1, Pi−2,v+1, Pi−3,w+1}, the coordinates of estimated point Pest

can be fixed uniquely. As shown in Figure 4, a bi-cubic Hermite curve is built, and it can be expressed as{
Hx(y) = xi−2αi−2(y) + xi−1αi−1(y) + x′ i−2βi−2(y) + x′ i−1βi−1(y)
Hz(y) = zi−2αi−2(y) + zi−1αi−1(y) + z′ i−2βi−2(y) + z′ i−1βi−1(y)

, (13)

in which y is an independent variable; αi−1(y), αi−2(y), βi−1(y), βi−2(y) are obtained by Equation (2);
x′ i−2, z′ i−2 are acquired by Equations (3) and (4); and x′ i−1, z′ i−1 are obtained by Equations (8)–(10).
Obviously, the bicubic Hermite curve must be in the curved surface with the equation

Hx(y) = xi−2αi−2(y) + xi−1αi−1(y) + x′ i−2βi−2(y) + x′ i−1βi−1(y), (14)

and the predicted curve will pass through this curved surface. Therefore, estimated point Pest can be
fixed at the intersection of the predicted curve and the curved surface which is described in Equation (14).
That is, the coordinates of estimated point Pest(xest, yest, zest) can be determined by Equations (11) and (14).

2.2. Data Redundancy Elimination

After the coordinates of estimated point Pest are determined, we use Pest to replace Pi,j+1 in
scanning line i. Afterwards, the new point set that contains Pest is used for bi-Akima interpolation,
and there is a deviation hi,k between the interpolated curve and each initial sampled point Qk, where i
is the scanning line number and k is the serial number of initial point cloud in line i. As mentioned
earlier, the initial point cloud is obtained by 3D scanning measuring devices using the isochronous or
equidistant sampling method in Step 1 as shown in Figure 1. The deviation hi,k can be obtained by

hi,k = MIN
x∈(Xj ,Xj+1)

(s) = MIN
x∈(Xj ,Xj+1)

(√
(x − xk)

2 + (y − yk)
2 + (z − zk)

2
)

, (15)

where point Qk(xk, yk, zk) is an initial sampled point between Pi,j(Xj, Yj, Zj) and Pi,j+1(Xj+1, Yj+1, Zj+1),
and Pcurv(x, y, z) is the point in interpolated curve that makes the distance S shortest. Then, the max
deviation dmax of the whole curve (i.e., from Pi,1 to Pest) can be calculated by the following formula:

dmax = MAX(hi,k), (16)

which is compared with the required accuracy ε. If dmax > ε, discard point Pest. If dmax < ε, delete
current compressed point Pi,j+1 which is input from Step 2. Next, create an estimative flag Fi,j+1 = 1
to replace point Pi,j+1. This flag takes up only one bit of data storage space. After completing the
above process, output the final compressed point cloud data flow, which contains the point coordinate
and estimative flag information to the data storage devices. Afterwards, make j = j + 1, build a new
shape-preserving piecewise bicubic Hermite curve to predict the shape and direction of the current
scanning line, and create a new estimative point Pest to loop through the above data redundancy
identification and elimination process until Pi,j is the end point of the current scanning line i or the
data sampling is over. In addition, when Pi,j is the end point of line i, make i = i + 1 and continue to
loop the above algorithm until the measurement is completed.

3. Experimental Results

In order to verify the feasibility of the proposed methodology, some experiments were performed
in this section.

3.1. Test A

The on-line point cloud data compression algorithm was tested in the industrial real-time
measuring process and compared with existing methods (chordal method and bi-Akima method).
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The measuring system consists of a contact 3D scanning probe, a vertical lathe and a commercial
computer numerical control (CNC) system of SINUMERIK 840D (Munich, Bayern, Germany) as shown
in Figure 5. The proposed algorithm is integrated in the original equipment manufacturer (OEM)
application that runs on the host computer of the CNC system. The product model of the contact 3D
scanning probe is DIGIT-02 (Dalian, Liaoning Province, China). More detailed technical characteristics
of the measuring instrument are shown in Table 1.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 5. The measuring system and measured 3D free-form surface: (a) vertical lathes; (b) computer
numerical control (CNC) system; (c) scanning probe; (d) half-ellipsoidal measured part.

Table 1. Detailed technical characteristics of the measuring system.

Technical Characteristics Values

Scope of X axis 2400 mm
Positioning accuracy of X axis 0.019 mm/1000 mm

Repeatability of X axis 0.016 mm/1000 mm
Scope of Z axis 1200 mm

Positioning accuracy of Z axis 0.010 mm/1000 mm
Repeatability of Z axis 0.003 mm/1000 mm

Positioning accuracy of C axis 6.05”
Repeatability of C axis 2.22”

Measuring range of scanning probe ±1 mm
Accuracy of scanning probe ±8 μm

Repeatability of scanning probe ±4 μm
Stylus length of probe 100 mm/150 mm/200 mm

Contact force (with stylus of 200 mm) 1.6 N/mm
Weight of scanning probe 1.8 kg

The measured part is a half-ellipsoidal surface which is welded together by seven pieces of
thin-walled aluminum alloy sheet, as shown in Figure 5d, with a semi-major axis of 1450 mm and
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semi-minor axis of 950 mm. A rotational progressive scanning mode is adopted, and the layer spacing
is 7 mm. Figure 6 shows the spatial distribution of the initial point cloud data. The isochronous
sampling method is adopted and the number of initial sampling points is 272,638.

Figure 6. Spatial distribution of initial point cloud data.

Using the same initial point cloud data set as shown in Figure 6, the comparison of data
compression performance is made between the proposed method, chordal method and bi-Akima
method under different required accuracies (i.e., from 0.001 mm to 1 mm). Table 2 summarizes the
results of the data compression performance including the number of points and data compression ratio,
where the compression ratio is defined as the ratio between the uncompressed size and compressed size:

Compression Ratio =
Uncompressed Size

Compressed Size
=

Number of Initial Points
Number of Compressed Points

. (17)

Obviously, the proposed method has a higher data compression ratio than the chordal method
and bi-Akima method, and the chordal method obtains the lowest data compression ratio under the
same required accuracy. The number of data points obtained by the proposed method is about half of
that obtained by the bi-Akima method under the same required accuracy.

Table 2. Compression performance under different required accuracies.

Required
Accuracy (mm)

Number of Points Compression Ratio

Chordal
Method

Bi-Akima
Method

Proposed
Method

Chordal
Method

Bi-Akima
Method

Proposed
Method

0.001 237,363 122,929 67,448 1.15 2.22 4.04
0.002 189,824 120,952 67,121 1.44 2.25 4.06
0.005 152,674 110,175 63,813 1.79 2.47 4.27
0.01 136,027 93,588 51,062 2.00 2.91 5.34
0.02 123,891 71,629 41,862 2.20 3.81 6.51
0.05 103,205 44,072 28,837 2.64 6.19 9.45
0.1 87,008 27,894 15,974 3.13 9.77 17.07
0.2 61,124 12,191 7102 4.46 22.36 38.39
0.5 28,473 5594 3140 9.58 48.74 86.83
1 9029 3969 2217 30.20 68.69 122.99
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Figure 7 provides the comparison of the compression ratios between the three methods under
the different required accuracies. With the decrease in accuracy requirements, the compression ratio
increases for all methods; however, for all levels of required accuracy, our proposed compression
method manifests a superior compression ratio than the other two methods. Obviously, the chordal
method has the lowest data compression ratio. Therefore, we focus on comparing our proposed
method with the bi-Akima method in the subsequent experiments.

Figure 7. Data compression ratios under different required accuracies.

To make the comparison more vivid and intuitive, Figure 8 visually illustrates the difference
between the proposed method and bi-Akima method by displaying spatial distributions of compressed
point sets under different required accuracies. Subfigures a, d, g and j show the point cloud distribution
compressed by bi-Akima method while subfigures b, e, h and k give the point cloud distribution after
data redundancy identification by the proposed method, with the identified redundant points marked
in red. In subfigures c, f, i and l, the identified redundant points are eliminated. These subfigures
show the distributions of the final compressed point cloud data. By contrast, we can clearly observe
the difference of point cloud density between these two methods under the same required accuracy.
Take subfigures g–i, for example: when using the bi-Akima method, we can observe that there are
many curves roughly along the welded region (Figure 8g), because the bi-Akima method can only deal
with the point set in the current scanning line and the data redundancy outside the current scanning
line cannot be eliminated. With the involvement of our proposed method, redundant data points are
identified and marked in red (Figure 8h) and the data redundancy in the adjacent scanning layers is
eliminated and the final compressed point cloud data is obtained (Figure 8i).

To verify the accuracy of the proposed algorithm, Figure 9 analyzes the spatial distribution of
deviation between each initial sampled point and the interpolated surface obtained from the final
compressed point cloud data under different required accuracies. As can be seen, all the deviations are
within the allowable range of required accuracy. Our method can tightly control the deviation within
the error tolerance range (i.e., the deviation between each initial sampled point and interpolation
curve is less than or equal to the required accuracy). In addition, deviations are far lower than the
required accuracy in most of the measured area. In Figure 9d, there is an interesting and noteworthy
phenomenon: the upper right sector has a higher deviation. As mentioned earlier, the measured
part is a large thin-walled surface which is welded together by seven pieces of aluminum alloy sheet
(Figure 5d). The aluminum alloy sheet has a thickness of only 0.8 mm, but its size is very large
(the semi-major axis of the ellipse is 1450 mm). The part has undergone great deformation after
welding. There is a large and random deviation between each welded part and the original design
size. According to past experience, the maximum deviation in a local section can even reach 3 mm.
Consequently, we infer that the upper right sector has a higher deviation because of deformation in
this area. In the case where the required accuracy is on the order of millimeters (e.g., required accuracy

257



Appl. Sci. 2018, 8, 2556

ε= 1 mm in Figure 9d), the compressed point cloud data is very sparse. Therefore, this phenomenon is
formed in a region where the point cloud density is low and the local deformation is large. However,
in any case, the proposed method can tightly control the deviation within the preset range.

Figure 8. Spatial distributions of compressed point cloud data under different required accuracies ε:
(a) bi-Akima compression, ε = 0.001 mm; (b) redundancy identification, ε = 0.001 mm; (c) redundancy
elimination, ε = 0.001 mm; (d) bi-Akima compression, ε = 0.01 mm; (e) redundancy identification,
ε = 0.01 mm; (f) redundancy elimination, ε = 0.01 mm; (g) bi-Akima compression, ε = 0.1 mm;
(h) redundancy identification, ε = 0.1 mm; (i) redundancy elimination, ε = 0.1 mm; (j) bi-Akima
compression, ε = 1 mm; (k) redundancy identification, ε = 1 mm; (l) redundancy elimination,
ε = 1 mm.

 
Figure 9. Cont.
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Figure 9. Spatial distributions of deviation under different required accuracies ε: (a) ε = 0.001 mm;
(b) ε = 0.01 mm; (c) ε = 0.1 mm; (d) ε = 1 mm.

3.2. Test B

The overall structure of the model in Test A is relatively simple. In order to further verify the
universality and adaptability of the proposed method, we chose a more complex surface model with
a large number of details, edges and sharp features for experimentation. As shown in Figure 10,
the tested model is a piece of jewelry, which is inlaid with 30 diamonds of different sizes.

Figure 11 shows the initial point cloud data acquisition result. The progressive scanning mode
and equidistant sampling mode were adopted. Scanning lines are along the X-direction (horizontal
direction). The distance between two adjacent scanning layers is 0.1 mm, and the distance between
adjacent points is 0.05 mm in each scanning layer. The initial point number is 63,376.

The comparison is made between the proposed method and bi-Akima method under different
required accuracies (i.e., from 0.001 mm to 1 mm). Table 3 gives the results of data compression
performance, including the number of points and data compression ratio. Obviously, the proposed
method has a higher data compression ratio than the bi-Akima method. The number of points
obtained by the proposed method is about half of that obtained by bi-Akima method under the same
required accuracy.

Figure 12 provides the comparison of the compression ratios between these two methods under
different required accuracies. With the decrease in accuracy requirements, the compression ratio
increases for all methods; however, for all levels of required accuracy, our proposed compression
method manifests a superior compression ratio than the bi-Akima method.

 

Figure 10. The tested complex surface model: jewelry.

Figure 13 visually illustrates the difference between the proposed method and bi-Akima method
by displaying spatial distributions of the compressed point sets under different required accuracies.
Subfigures a, d, g and j show the point cloud distribution compressed by the bi-Akima method,
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while subfigures b, e, h and k give the point cloud distribution after data redundancy identification by
the proposed method, with the identified redundant points marked in red. In subfigures c, f, i and l,
the identified redundant points are eliminated. These subfigures show the distributions of the final
compressed point cloud data. By contrast, we can clearly observe the difference in point cloud density
between these two methods under the same required accuracy. Take subfigures j, k and l, for example:
when using the bi-Akima method, we can observe that there are many curves roughly along the
vertical direction (Figure 13j). This is because the bi-Akima method can only deal with the point set
in the current single scanning line, which is along the horizontal direction, and the data redundancy
outside the current scanning line cannot be eliminated. With the involvement of our proposed method,
redundant data points are identified and marked in red (Figure 13k), the data redundancy in adjacent
scanning layers is eliminated and the final compressed point cloud data is obtained (Figure 13l).

 

Figure 11. Spatial distribution of initial point cloud data.

Table 3. Compression performance under different required accuracies.

Required
Accuracy (mm)

Number of Points Compression Ratio

Bi-Akima Method Proposed Method Bi-Akima Method Proposed Method

0.001 18,906 8516 3.35 7.44
0.002 16,857 7609 3.76 8.33
0.005 14,323 6563 4.42 9.66
0.01 12,432 5743 5.10 11.04
0.02 10,720 5007 5.91 12.66
0.05 8767 4232 7.23 14.98
0.1 7190 3535 8.81 17.93
0.2 5892 2974 10.76 21.31
0.5 4625 2412 13.70 26.28
1 4204 2213 15.08 28.64

 
Figure 12. Data compression ratios under different required accuracies.
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Figure 13. Spatial distributions of compressed point cloud data under different required accuracies ε:
(a) bi-Akima compression, ε = 0.001 mm; (b) redundancy identification, ε = 0.001 mm; (c) redundancy
elimination, ε = 0.001 mm; (d) bi-Akima compression, ε = 0.01 mm; (e) redundancy identification,
ε = 0.01 mm; (f) redundancy elimination, ε = 0.01 mm; (g) bi-Akima compression, ε = 0.1 mm;
(h) redundancy identification, ε = 0.1 mm; (i) redundancy elimination, ε = 0.1 mm; (j) bi-Akima
compression, ε = 1 mm; (k) redundancy identification, ε = 1 mm; (l) redundancy elimination,
ε = 1 mm.

In order to verify the accuracy of the proposed algorithm, Figure 14 analyzes the spatial
distribution of deviation between each initial sampled point and the interpolated surface obtained
from the final compressed point cloud data under different required accuracies. As can be seen, all the
deviations are within the allowable range of required accuracy, which proves that the proposed method
can tightly control the deviation within the error tolerance range (i.e., the deviation between each initial
sampled point and interpolation curve is less than or equal to the required accuracy). In addition,
deviations are far less than the required accuracy in most of the measured area.
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Figure 14. Spatial distributions of deviation under different required accuracies ε: (a) ε = 0.001 mm;
(b) ε = 0.01 mm; (c) ε = 0.1 mm; (d) ε = 1 mm.

4. Discussion

The experimental results in Section 3 indicate that the proposed on-line point cloud data
compression algorithm for free-form surface scanning measurement has the following features:

• It can further compress point cloud data and obtain a higher data compression ratio than the
existing methods under the same required accuracy. Its compression performance is obviously
superior to the bi-Akima and chordal methods;

• It is capable of tightly controlling the deviation within the error tolerance range, and deviations in
most measured area are far less than the required accuracy;

• Test A preliminarily verifies the application feasibility of the proposed method in an industrial
environment. Test B demonstrates that the method is equally effective for complex surfaces with
a large number of details, edges and sharp features, and it has stable performance;

• The proposed method has the potential to be applied to industrial environments to replace
traditional on-line point cloud data compression methods (bi-Akima and chordal methods).
Its potential applications may be in the real-time measurement processes of scanning devices
such as contact scanning probes, laser triangle displacement sensors, mobile laser scanners,
linear structured light systems, industrial CT systems, etc. The application feasibility of this
method needs to be further confirmed in subsequent case studies.

However, the proposed method is not perfect and still has the following limitations. In future
work, the following aspects need to be further developed:
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• This method can only handle 3D point cloud data streams and is not suitable for processing
point cloud data containing additional high-dimensional information (e.g., 3D point cloud data
with grayscale or color information). We will try to solve the above problem in our future
research work;

• This method can only compress the point cloud data stream which is scanned layer by layer. If the
3D point cloud is randomly sampled and there are no regular scan lines (e.g., 3D measurement
with speckle-structure light), our method cannot perform effective data compression. It is a huge
challenge to solve the above problems.

5. Conclusions

In an attempt to effectively compress dense point cloud data obtained from a 3D free-form surface
during the real-time scanning measuring process, this paper presents a novel on-line point cloud data
compression algorithm which has the ability to identify and eliminate data redundancy caused by
geometric feature similarity between adjacent scanning layers. At first, the new algorithm adopts
the bi-Akima method to compress the initial point cloud data obtained by 3D scanning measuring
devices. Next, the data redundancy in the compressed point cloud obtained in the previous stage
is further identified and eliminated, and then we can obtain the final compressed point cloud data.
Finally, the proposed on-line point cloud data compression algorithm was tested in the real-time
scanning measuring process and compared with existing methods (the chordal method and bi-Akima
method). The experimental results have preliminarily verified the application feasibility of our
proposed method in industrial environment, and shown that it is capable of obtaining high-quality
compressed point cloud data with a higher compression ratio than other existing methods. In particular,
it can tightly control the deviation within the error tolerance range, which demonstrates the superior
performance of the proposed algorithm. This algorithm could be used in the data acquisition process
of 3D free-form surface scanning measurement to replace other existing on-line point cloud data
compression/reduction methods.
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Abstract: Digital image correlation (DIC) has emerged as a popular full-field surface profiling
technique for analyzing both in-plane and out-of-plane dynamic structures. However, conventional
DIC-based surface 3D profilometry often yields erroneous contours along surface edges. Boundary
edge detection remains one of the key issues in DIC because a discontinuous surface edge cannot
be detected due to optical diffraction and height ambiguity. To resolve the ambiguity of edge
measurement in optical surface profilometry, this study develops a novel edge detection approach
that incorporates a new algorithm using both the boundary subset and corner subset for accurate
edge reconstruction. A pre-calibrated gauge block and a circle target were reconstructed to prove the
feasibility of the proposed approach. Experiments on industrial objects with various surface reflective
characteristics were also conducted. The results showed that the developed method achieved a
15-fold improvement in detection accuracy, with measurement error controlled within 1%.

Keywords: digital image correlation (DIC); edge detection; random speckle images; surface
profilometry; automated optical inspection (AOI)

1. Introduction

Nowadays, optical surface profilometry has a broad range of applications, especially for
the measurement of critical dimensions and the process automation of industrial workpieces.
Three-dimensional surface profilometry is a crucial technology for the quality inspection of various
manufacturing processes. However, one of the significant challenges in digital image correlation
(DIC)-based profilometry is surface edge detection. Figure 1 shows the depth image of a square box
with four surface line edges detected using traditional DIC. As can be seen, the measurement and
reconstruction of the edges are far from accurate [1], indicating that the current DIC-based approach
cannot accurately detect and reconstruct 3D surface edges. Such inaccuracy also suggests that pattern
cross-correlation in DIC is not effective in determining the geometric information of surface edges.
Conventional DIC-based surface profilometry often suffers poor accuracy due to noisy data along
surface edges.

The commonly used structured light projection techniques include phase-shifting, structured-code,
random-speckle, and digital image correlation (DIC) detection approaches. This article focuses
on the 3D DIC-based random-speckle processing method, which is an efficient full-field on-shot
measurement technique, and can provide absolute depth information. To achieve single-exposure
full-field surface profilometry, the 3D DIC-based random-speckle methodology projects random
laser speckles on the tested surface and evaluates absolute depth through correlating the captured
image with pre-calibrated reference images [2,3]. In such a process, a set of image blocks with unique
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deformed random-speckle patterns is acquired to correlate mathematically with the images in the
pre-calibrated database. In random-speckle profilometry, small lens apertures are often employed to
obtain high depth-of-field (DOF) measurements. However, both depth resolution and accuracy are
often undermined due to increased depth range.

 

Figure 1. Depth image of a square box with four line edges detected using the traditional Digital image
correlation (DIC) method.

For precise 3D absolute measurement, a fundamental problem is the random variation of light
intensity in each small sub-area of the projected random-speckle image without a repeating pattern.
Current studies on DIC detection accuracy aim at the optimization of measuring parameters, enhanced
quality of random-speckle patterns, improvement in speckle-generating methods, and speckle
image-processing algorithms. Measuring parameters including the size, shape, and contrast of laser
speckles, as well as the correlation subset size, are closely related to speckle quality [4,5]. In general,
a larger speckle size and correlation subset can obtain a higher contrast in speckle quality which
can diminish the measured noise but increase the calculation time in DIC. Some speckle quality
indexes were developed to determine the quality of a speckle pattern and the optimal subset size
for accurate and efficient DIC operation [6,7]. In 2013, Crammond pointed out potential limitations
on contrast-type criteria that fail to provide a reliable indication for the randomness of the speckle
pattern [8]. Speckle size distribution and speckle shapes are regarded as important local unique features
for achieving a steady DIC. For better accuracy of 3D DIC-based measurements, different strategies
such as ground-glass laser emission, white-paint spray, or computer simulation have been developed
to generate random image features to enhance the uniqueness of speckle patterns [9–11]. Moreover,
some speckle image-processing algorithms have been proposed to optimize the signal-to-noise ratio in
cross-correlation. Some approaches, utilizing manifold reference image sets or through implementing
correlation peak detection, overcome discontinuous displacement with a split subset [12,13]. Other
methods use either adaptive binarization or reliable-point matching to enhance the image contrast to
improving measurement accuracy [14]. Furthermore, a feature speckle was extracted by considering
statistical binary characteristics, and a graphical model-based scheme was developed for refining
disparity maps to enhance measurement accuracy [15]. The accurate reconstruction of sharp surface
edges has been achieved using an innovative edge detection algorithm with structured illumination
microscopy (SIM) [16]. Nevertheless, 3D surface boundary edge detection remains a major challenge
for DIC-based surface measurement. An initial concept was developed to improve the accuracy of
the critical dimension by detecting surface edges [17]. However, the full algorithm for accurate edge
detection has not yet been developed, nor has the feasibility of current measurement approaches in
industrial applications been carefully evaluated. In view of this, a new speckle image-processing
algorithm that uses a boundary subset and a corner subset for accurate reconstruction of surface
boundary edges was developed, and its applicability to measuring industrial objects was assessed.
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2. Methodology of the Random-Speckle Optical Detection and Processing Algorithm

2.1. Principle of Digital Imaging Correlation (DIC)

The laser triangulation principle with random-speckle projection is commonly used for the depth
detection of 3D tested surface. Optical elements for generating laser random-speckles include an
infrared laser, micro-lens arrays, and a diffuser. Figure 2 shows the optical configuration of the 3D
surface profilometry, in which a near-infrared (NIR) laser is used for random-speckle projection. An
imaging sensor is employed to detect the shifted phase corresponding to the difference in optical paths
formed by the detected surface depth.

Figure 2. Optical configuration for 3D surface profilometry.

To generate random speckles of various intensities without a repeating pattern, the NIR laser was
used as a light source to reduce interference from environmental light. A large grit ground glass served
as a diffuser to produce high-contrast grey-level patterns, while a low dark current charge-coupled
device (CCD) camera captured the correct pixel intensity.

The DIC principle involves cross-correlating the surface depth detected using a deformed
speckle image with the corresponding depth of the reference image in the stored database.
Each random-speckle image is unique in its database; hence, the deformed pattern with a specific depth
can be matched with its reference image. The surface depth of each image block is thus transformed
into the surface depth of the object by triangulation transformation.

2.2. Normalized Cross-Correlation (NCC) for Edge Detection

The normalized cross-correlation coefficient can be defined in Equation (1) [17,18] and is
commonly taken as a matching index for the correlation between the reference image subset and
the measured image subset.

C(X, Y) =
∑x,y T′(x, y, H)× R′(x, y, t)√
∑x,y T′(x, y, H)2 × R′(x, y, t)2

(1)

where T′(x, y, H) = T(x, y, H) − ∑x,y T(x,y,H)

w×h , R′(x, y, t) = R(x, y, t) − ∑x,y R(x,y,t)
w×h , H is the

corresponding height of the reference image, t is the duration of time after the reference image
is calibrated, w is the width of the subset, and h is the height of the subset.
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Obviously, the subset size is an important parameter for best cross-correlation in terms of both
measurement accuracy and efficiency. The optimal size depends strongly on the image contrast
uniqueness of the speckle pattern. In general, the more unique the pattern is, the smaller the subset
size required to obtain matching accuracy. Therefore, the uniqueness of the speckle pattern is first
determined through cross-correlation between subset images; and a suitable subset window size is
established by evaluating the uniqueness of the subset image at various locations of the reference
speckle image.

Traditional cross-correlation in DIC involves matching two entire image subsets in both the
reference and measured sets. However, this is adequate only for a continuous surface with no contour
jump. When there exists a discontinuous surface edge, subset pattern matching between the reference
template and the measured image can no longer succeed because the subset random-speckle pattern,
under such circumstances, is projected on both sides of the detected surface jump (or edge) with a
step-height difference between the projected images. Figure 3 shows how a continuous surface edge
is measured by detecting the peak of the cross-correlation coefficient curve along the scanning axis.
As can be seen, a lateral scan along the surface edge reveals a decline of the curve to a local minimum,
indicating a decrease in cross-correlation between the reference subset image and the measured subset
image, followed by a rise back to its original level.

position (pixel) 

Figure 3. Cross-correlation coefficient curve along the lateral scan axis on a rectangular gauge block
with two surface edges.

When measuring a geometrically discontinuous surface edge, the measured subset image pattern
on the detected edge is affected by edge light diffraction. The measured image pattern comprises
two sub-patterns represented by the two split surfaces on either side of the measured edge. Figure 4
shows an example of the above scenario. The measured image pattern marked by a red square
comprises the top-left triangular region, the light diffracted region, and the bottom-right triangular
region. More importantly, the two triangular subset images correspond to their own reference heights,
which represent the measured top-left and bottom-right surface contour regions, respectively.

 
(a) (b) (c) 

Figure 4. Measured subset image pattern formed by a surface contour edge: (a) measured image
of multi objects; (b) a red square indicating measured subset image pattern along a titling contour
edge, which comprises the top-left triangular region, the light diffracted region, and the bottom-right
triangular region; and (c) two triangular subset images corresponding to their own reference heights.
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Next, the edge detection accuracy of two typical subsets was evaluated. Figure 5 shows two
typical subsets formed when the template scans along a surface contour edge. The blue square
represents a subset image acquired from a continuous surface contour, while the red square shows a
subset image scanned on a discontinuous surface with an edge.

Measured
point

at center

NCC direction
at sampling pixels

Image
subset

H1H0

 

Subset 
images

Figure 5. Typical subsets formed when the template scans on a surface with an edge.

Figure 6 shows the two normalized cross-correlation coefficient curves acquired when both blue
and red subset images are matched with their corresponding reference templates. It is apparent that
the red subset image scanned past an edge did not possess the clear peak that is essential for accurate
depth detection. To resolve this problem, two new subsets, namely boundary and corner subsets,
were proposed as described in the following section.

 

Figure 6. Two normalized cross-correlation coefficient curves acquired when both the blue and red
subset images were matched with their corresponding reference templates.

To achieve precise contour measurements for an object with discontinuous surface features,
a novel 3D edge detection approach was proposed. The related procedures are presented in the
flowchart shown in Figure 7. Algorithm 1 describes the steps and conditions required. First, a digital
image-normalized cross-correlation was performed on the full-field detected speckle image to generate
an initial 3D point cloud. In Step 2, object segmentation was applied to the initial 3D point cloud
for the detection of object surface boundaries and contour edges. Following this, the mean and
standard deviation of the correlation coefficient of object points were calculated and used as indexes
for edge searching. Furthermore, the edge point was estimated using the geometry relationship of
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each measured point as the detection center with its eight neighboring points. In Step 5, the boundary
search point was defined as a non-edge point located adjacent to an edge point. The subset type
of search NCC was determined by the geometry relationship of the inspection point and its eight
neighboring points. A new edge point was detected and updated when the correlation coefficient
of the search portion exceeded the pre-defined edge point threshold. The algorithm is detailed in
Sections 2.3–2.5.

Figure 7. Flowchart of the developed approach.
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Algorithm 1

Input: Standard-height template database T and measured speckle image R.
Output: 3D profiles of objects
1 Implement normalized cross-correlation digital image correlation (NCC DIC) to generate point clouds.
2 Segment point clouds into individual measured objects.

3
Calculate the mean and standard deviation of the correlation coefficient of the measured point and use the
mean as the threshold in the following search.

4
Estimate the edge boundary of each measured point using the geometry relationship of the point with its
eight neighboring points.

5 Edge point search:
5.1 Define the next inspection point according to the relationship of the point with its neighbors.
5.2 Define the subset of inspection points according to the relationships of the points with their neighbors.
5.3 Perform NCC between the subset of inspection points and the corresponding standard-height templates.
5.4 Update the edge as an inspection point if its NCC result is larger than the current one.
6 Stop the edge point search when there is no more inspection points.

2.3. Initial Edge Point

First, viewpoint-independent 3D object segmentation was performed to separate point clouds
into individual objects and obtain the initial edges of each object [19]. The inspection point was defined
as the origin of a Cartesian coordinate system with two vectors of unit length pointing along the x and
y axis to its eight neighboring pixels, as shown in Figure 8.

Figure 8. The Cartesian coordinate system of inspection points.

The vector comprises the standard basis vectors e1 and e2, as shown in Equation (2).

vn = a1ne1 + a2ne2 (2)

Where a1n and a2n are vector components of vn on the basis vectors.
Then, the composite vector of an inspection point is defined by Equation (3).

Composite vector =
8

∑
n=1

a1ne1 +
8

∑
n=1

a2ne2 (3)

There exists a vector from the inspection point to each of its neighboring points, which are marked
as red spots in Figure 9. An inspection point in this step was defined as an initial edge point if its
composite vector is not a zero vector (shown as Figure 9a). In contrast, the composite vector of a
non-edge point is a zero vector (shown as Figure 9b). The initial edge link was generated by enclosing
all the neighboring initial edge points.
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(a) (b) 

  
(c) (d) 

Figure 9. Estimation of initial edge point: (a) edge point, (b) non-edge point, (c) an example of the
measured point cloud, and (d) an initial edge link established for the example in (c).

2.4. Search Strategy for Accurate Edge Points

In view of the fact that the speckle pattern measured along a contour edge does not match the
image in the reference template database, two new types of speckle subsets, namely boundary and
corner subsets, were proposed to search the accurate edge points. The boundary subset had a condition
that the split line was either of a horizontal or vertical boundary. Figure 10a shows the difference in
edge detection between the proposed boundary subset and the traditional central subset when an
inspection point was located on the contour edge. The overlapping region shown as a blue rectangle is
the difference between the surface edge and the center of the boundary subset. Similarly, the corner
subset had a condition that the split line is of a tilting boundary. Figure 10b shows the comparison
between the corner subset and the traditional subset when an inspection point was located on the
contour edge. The overlapping region shown as a blue square represents the potential difference in
object edge detection. When the inspection point was scanned toward the eight directions shown
in Figure 10c, eight speckle subsets could be formed either by the boundary subset or corner subset.
More speckle subsets could be formed when more scanning directions were taken, for higher accuracy
in the surface edge detection. In addition, the higher the scanning resolution, the more accurate the
reconstruction of the object contour.
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Figure 10. Proposed speckle subsets for contour edge detection.

The search direction of the edge point was specified to be opposite to its composite vector,
as shown in Figure 11a. When an inspection point was set along the search direction, the composite
vector of the inspection point was calculated to determine the subset type for the edge point search.
Figure 11b shows the boundary speckle subset to be defined for a horizontal or vertical search direction.

 

 
(a) Search direction (b) Speckle subset for edge search 

Figure 11. Boundary subset for horizontal or vertical edge search.

On the other hand, the corner subset was defined for a titling search direction. Figure 12a shows
an inspection point set in the horizontal direction and another in the vertical direction. These two
inspection points can define a corner subset for the edge search, as shown in Figure 12b.
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Figure 12. Corner subset for a titling edge search.

2.5. Criterion for Edge Detection

To ensure accurate edge detection, a threshold should be defined for the traditional NCC to filter
low S/N coefficients from the point cloud. With a high-pass threshold for point filtration, the initial
point cloud of the DIC measurement can provide a good basis for contour edge detection. As defined
in Equation (4), an average correlation coefficient obtained by matching the reference image subset
with its neighboring subset can generally provide a reliable threshold.

Tncc =
1

c × (r − 1)

c

∑
1

r

∑
N=1

∑x,y TN(x, y) TN+1(x + s, y + s)√
∑x,y TN(x, y)2 TN+1(x + s, y + s)2

, f or N < r (4)

where c is the number of subsets in a column; r is the number of subsets in a row, and s is the
sample pixel.

When performing NCC with the boundary or corner subset, the threshold required for reliable
edge detection should be further determined by the NCC of the inspection subset. In the proposed
approach, the variance of the normalized cross-correlation coefficients along the search direction
was taken as the quality-filtering threshold. The correlation coefficient curves obtained from the
edge detection process using the traditional subset and the proposed search subset are shown in
Figure 13a,b, respectively. The size of the partial search subset was either p

n × n or × p
n , depending on

the search direction, where p is the number of sampling pixels in DIC. As can be seen, the normalized
cross-correlation coefficient (NCCC) of the proposed search subset generally had a much higher
sensitivity or slope than that of the traditional subset, because the subset speckle images of the
proposed approach better matched their corresponding reference template images.

 
(a) Traditional speckle subset (b) Proposed search subset 

Figure 13. Normalized cross-correlation coefficient (NCCC) curves.
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3. Experimental Results and Accuracy Analyses

The proposed approach was developed using C++ on a personal computer with 3.2 Hz i5-4570
CPU and 4GB RAM. The 3D optical probe was incorporated with a three-axis scanning stage via
Ethernet to detect speckle images. Three experiments with different setups were conducted using the
probe and the developed approach to evaluate their effectiveness. First, to verify the accuracy of the
developed approach, the reconstruction of a pre-calibrated gauge block with a step height of 9.000 mm
and a coordinate measuring machine (CMM) calibrated circle target with a thickness of 5.000 mm was
performed. Figure 14 shows the reconstruction results of the pre-calibrated gauge block. Repeated tests
yielded improvements in the width-measuring error, standard deviation, and measurements of 1.06%,
315 μm and 22-fold, respectively; compared with the results obtained by the traditional DIC. Figure 14
also shows the improvement in accuracy obtained via 3D profiles and the corresponding measured
speckle images with 2D edge detection of each step. The experimental results obtained verified the
superiority of the developed approach to the traditional DIC for measuring surface contours, especially
for edge measurement and reconstruction.

 
(a) (b) 

  
(c) (d) 

Figure 14. Measurement results obtained using the proposed approach for reconstruction of the
pre-calibrated gauge block: (a) speckle image; (b) 3D result measured using traditional DIC; (c) initial
edge reconstruction using the proposed approach, in which some edge positions are still missing from
its original object shape; and (d) 3D map reconstructed using the proposed edge detection method.

Figure 15 shows the reconstruction results of the pre-calibrated circle target. As can be seen,
the measurement error was kept within 0.4% of the original diameter while the standard deviation
was maintained at 267 μm. In comparison with traditional DIC, the developed approach achieved an
18-fold improvement in diameter measurement, indicating the superiority of the proposed method for
critical dimension measurement. The comparison of different measurement results is shown in Table 1.
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(a) Random-speckle image (b) Top view of initial surface contour 
reconstructed  

  
(c) 3D map of initial surface contour (d) 3D map reconstructed using edge detection 

Figure 15. Pre-calibrated circle target reconstructed with edge detection.

Table 1. Comparison of measurement accuracy and improvement achieved by coordinate measuring
machine (CMM), traditional digital image correlation (DIC) and, the developed approach.

Case

Method
CMM

(A)
Traditional DIC

(B)
Developed Approach

Mean Diameter
or Width (mm)

Mean
Diameter/Width

(mm)

Mean Diameter
or Width (mm)

(C)

Standard
Deviation (μm)

Measurement
Error (%)

(D)

Measurement
Improvement (%)

(E)

Circular plate (diameter) 45.473 41.513 45.253 267 0.4% 1800%

Gauge block (width) 29.98 22.97 29.662 315 1.06% 2204%

Note: D = |C−A|
A , E = C−B

A−B .

Edge detection was also performed on industrial workpieces to validate the feasibility of the
developed method. Figure 16 shows the surface profile reconstruction of a 3D-printed hammer using
the proposed approach, while Figure 17 compares the 3D map of a molding part obtained using
both traditional DIC and the developed method. Experimental results and analyses revealed that
traditional DIC has difficulty providing reliable edge information. The critical dimension could not be
reconstructed accurately and conventional 2D image edge-detection technique had to be employed in
conjunction to accomplish the measurement. The developed method achieved a 15-fold improvement
in measurement, with error controlled within 1%.
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(a) Random-speckle image (b) Top view of initial surface contour reconstructed 

  
(c) 3-D map of initial surface contour (d) 3-D map reconstructed using edge detection 

Figure 16. Reconstruction of a 3D-printed hammer using the proposed approach.

 
(a) Random-speckle image 

  
(b) 3-D map obtained using traditional DIC (c) 3-D map obtained using the proposed approach 

Figure 17. Cont.
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(d) 3-D depth map obtained using traditional DIC (e) 3-D depth map obtained using the proposed method 

Figure 17. Comparison of an industrial molding part reconstructed using DIC and the
proposed approach.

4. Conclusions

In this research, a new surface edge detection approach was developed to achieve accurate surface
edge measurement using various speckle DIC-based techniques. The developed algorithm has its basis
in edge detection subsets and the variance of the normalized cross-correlation coefficients. Preliminary
experimental results confirmed that the maximum measured error of the selected critical dimension
was significantly reduced and controlled within 1% of the measuring range or size. The precision of the
measurement, as one standard deviation, was also kept below 1.05% of the measuring range. Moreover,
this study also verified that the subset size and speckle pattern contrast are crucial parameters
influencing measurement precision.
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Abstract: Form errors of a planar scale grating, such as pitch deviations and out-of-flatness, are
major contributors to the final measurement uncertainty of an interferential scanning-type planar
encoder. Following the previous work, in which a method has been proposed to evaluate both the
out-of-flatness and the pitch deviations of a planar scale grating by a Fizeau interferometer in Littrow
configuration, uncertainty analysis on this method is performed in this paper. Theoretical equations
are derived to make quantitative uncertainty analysis while taking possible error factors into account.
To overcome the drawbacks of a traditional uncertainty matrix approach, a new procedure is proposed
to evaluate the uncertainty in the PV (peak-to-valley) deviation of a surface form, so as to assure the
quality of measurement. Experiments are finally conducted to demonstrate the feasibility of proposed
uncertainty evaluation method.

Keywords: scale grating; Fizeau interferometer; optical encoder; pitch deviation; out-of-flatness;
uncertainty

1. Introduction

An optical encoder, which is mainly composed of an optical sensor head and a scale grating, is
one of the most commonly used sensors for precision positioning in production engineering [1], due to
the advantages of non-contact measurement, a high resolution, and a wide bandwidth [2]. In the case
of incremental type one-axis encoders, a diffraction grating having periodic line pattern structures is
employed as a scale for measurement of relative translational displacement between the scale grating
and an optical sensor head [3]. With the employment of a planar scale grating having two-dimensional
grating pattern structures [4], the dimension of displacement/position measurement can be expanded
to two or more [5,6]. Among the components in a multi-axis planar encoder system [5], a planar scale
grating having periodical structures along the X- and Y-directions is one of the key components that
influence the accuracy of measurement, since the period of interference signal in the optical head,
which will be interpolated and used to calculate the displacement, is directly influenced by the pitch of
the scale grating, in principle [4]. Moreover, the Z-directional out-of-flatness of the scale grating could
also be a source of measurement uncertainty in the planar encoder system. The X- and Y-directional
pitch deviations, as well as the out-of-flatness of the scale grating, are thus required to be evaluated and
calibrated over the entire surface of a scale grating for high precision measurement applications [7].
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Line scale comparator [8,9] and scanning probe microscopes (SPMs) [10,11] are available as
conventional solutions to evaluate the pitch deviations of a planar scale granting. The line scale
comparator has long been used in the enterprises that manufacture linear encoders and national
standard institutes for testing one-axis linear scale gratings [8,9]. However, it is too expensive to
construct a measurement system for two-dimensional scale grating that is based on the line scale
comparator. Another drawback of the line scale comparator is that the out-of-flatness of a planar
scale grating cannot be measured in principle. Meanwhile, SPMs can measure both the grating
pitch deviations and the out-of-flatness of a planar scale grating. However, on the other hand, a
limited scanning area and a measurement throughput of SPMs [11] prevent them being applied for the
evaluation of planar scale grating, especially for the condition of laboratory-level, it may take hours
and days to conduct the measurement of a large size planar scale grating over its whole area.

In responding to the background described above, the authors’ group has proposed a method
to simultaneously evaluate both the X- and Y-directional pitch deviations and the Z-directional
out-of-flatness of a planar scale grating by utilizing a Fizeau interferometer in the previous work [7].
In the propose method, wavefront of the zeroth-order diffracted beam and wavefronts of positive and
negative first-order diffracted beams from a scale grating obtained in Littrow configurations were
utilized to perform a non-contact evaluation of a planar scale grating over the entire area. The feasibility
of proposed method has been verified in experiments [7]. In addition, the proposed method has been
improved so that the self-calibration of the Fizeau interferometer and the planar scale grating can be
conducted simultaneously while considering the out-of-flatness of the reference optical flat and the
change of the coordinate system in the Littrow configuration [12]. As the first step of the research,
a preliminary verification of the improved method has been performed successfully through the
simulation in both the noise-free and noisy cases [12]. The key advantage of this method is that the
measurement using the Fizeau interferometer can be carried out without significant investments in time
and/or capital to assess the out-of-flatness and pitch deviations of the planar scale grating accurately
compared with other measurement techniques. Nevertheless, further experimental demonstration as
well as the uncertainty analysis of the proposed method have not been conducted yet, and they remain
to be addressed.

In this paper, as the second step of the research, experimental verification of the feasibility of
the improved method [12] has been conducted as well as the uncertainty analysis when considering
the possible error factors influencing the measurement uncertainties, such as the form error of the
reference surface in a Fizeau interferometer or the inclination error of a scale grating in measurement.
Theoretical equations are derived to evaluate the influence of the error factors on the final uncertainties
in the measured Z-directional out-of-flatness as well as the X- and Y-directional pitch deviations of
a scale grating. Moreover, when considering the drawbacks of the traditional uncertainty matrix
approach [13], which is intellectually satisfying but difficult to handle or specify the surface form in a
straightforward way, a method aiming to evaluate the uncertainty by using one of the simplest but
most commonly used peak-to-valley (P-V) deviation of the surface form is proposed. Experiments are
also conducted to demonstrate the feasibility of the proposed method.

2. Measurement Principle

Figure 1 demonstrates the measurement of the Z-directional out-of-flatness of a planar scale
grating eZ(x,y) using the typical function of the Fizeau interferomter. Assume that the field-of-view
(FOV) of the Fizeau interferometer is larger than the size of the grating employed for measurement.
As can be seen in the figure, the wavefront of the zeroth-order diffracted beam from the grating
superimposed on the wavefront of the reflected beam from the reference optical flat. Consequently,
the zeroth-order phase output I0(x,y) from the interferometer can be expressed by the following
equation [7]:

I0(x, y) =
4π[eZ(x, y)− eR(x, y)]

λ
(1)
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where λ represents the light wavelength of the laser source and eR(x,y) represents the out-of-flatness of
the reference optical flat in the Fizeau interferometer. The out-of-flatness of the grating eZ(x,y) can be
obtained by the following equation according to Equation (1):

eZ(x, y) =
λ

4π
I0(x, y) + eR(x, y) (2)

Planar scale grating 

Incident laser 
wavefront

Fizeau interferometer

Zeroth-order
diffracted wavefront

Zeroth-order beam 
+ 

reference beam
Reference flat error

X-directional -1st-order
diffracted wavefront

Reference optical flat

X

Y
Z

Figure 1. Measurement of zeroth-order diffracted wavefront using Fizeau interferometer
(positive first-order diffracted wavefront is not shown for the sake of simplicity).

As can be seen in Equation (2), the result of eZ(x,y) contains the out-of-flatness of the reference
flat eR(x,y). Since the calibration of the absolute flatness of the reference flat is quite complicated in
practice [14], in this paper, the mean (average or expectation) of eR(x,y) is taken to be zero and its
uncertainty being the specified peak-to-valley (PV) value, which is typically less than λ/20 over the
whole field of view (FOV) of a commercial Fizeau interferometer.

For the evaluation of X-directional pitch deviation eX(x,y) and Y- directional pitch deviation
eY(x,y) of the planar scale grating, measurement of the wavefronts of the X and Y-directional positive
and negative first-order diffracted beams in Littrow configurations is needed. Figure 2 shows an
example of the Littrow configuration for the measurement of the wavefront of X-directional positive
first-order diffracted beam, where the grating is tilted clockwise, so that the X-directional positive
first-order diffracted beam is back-reflected directly into the direction of the incident laser beam and
superimposed with the reference beam in the Fizeau interferometer. Assume that the actual inclination
angle in measurement θ1 can be represented by θ1 = θ/2 + ε1, where θ = arcsin(λ/g) is the first-order
diffraction angle, ε1 is the misalignment of θ, and g is the nominal pitch of the grating along the
X-direction. The X-directional pitch deviation eX(x,y) of the planar scale grating causes a phase shift in
the wavefront of the diffracted beam [7]. As depicted in Figure 2, the coordinate system has changed
after setting the grating in Littrow configuration. Since the measurement results should correspond
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to the original grating coordinate system, the X-directional positive first-order phase output IX+1(x,y)
that was obtained in the Fizeau measurement can be described, as follows:

IX+1(x, y) = 2π
eX(x/α1, y)

g
+

4π
λ
[α1eZ(x/α1, y)− eR(x, y)] (3)

where α1 = cosθ1. In the same manner, the wavefront of the X-directional negative first-order diffracted
beam can be measured by tilting the scale grating counterclockwise with an opposite inclination angle,
the X-directional negative first-order phase output IX−1(x,y) can be obtained, as follows:

IX−1(x, y) = −2π
eX(x/α2, y)

g
+

4π
λ
[α2eZ(x/α2, y)− eR(x, y)] (4)

where α2 = cosθ2. By using the error ε2 in the alignment of θ2 in measurement of the negative first-order
diffracted beam, θ2 can be represented as θ2 = −θ/2 + ε2. According to Equations (3) and (4), the
following equation can be obtained:

eX(x/α1, y) + eX(x/α2, y) =
g

2π
[IX+1(x, y)− IX−1(x, y)]− 2g

λ
[α1eZ(x/α1, y)− α2eZ(x/α2, y)] (5)

Incident laser 
wavefront

Fizeau interferometer

Zeroth-order
diffracted wavefrontX

Y
Z

Reference optical flat

Rotation center

Planar scale grating

Positive first-order diffracted beam 

Zeroth-order
diffracted beam

1

1 1= / 2
1' /x x

1 1= cos

1

1

( ', )
( ', )

Z

X

e x y
e x y

Planar scale grating 

X

Z

Y

X-directional +1st-order
diffracted wavefront

/ 2

X

X’

+1st-order beam 
+ 

reference beam

Figure 2. Measurement of X-directional positive first-order diffracted wavefront with inclination error
(negative first-order diffracted wavefront is not shown for the sake of simplicity).

In the same manner, the Y-directional pitch deviation eY(x,y) of the planar scale grating can be
obtained as follows by measuring the Y-directional positive and negative first-order phase outputs
IY+1(x,y) and IY−1(x,y), respectively:

IY+1(x, y) = 2π
eY(x, y/α′1)

g
+

4π
λ
[α′1eZ(x, y/α′1)− eR(x, y)], (6)

IY−1(x, y) = −2π
eY(x, y/α′2)

g
+

4π
λ
[α2eZ(x, y/α′2)− eR(x, y)], (7)

where α′1 = cosθ′1 = cos(θ/2 + ε′1) and α’2 = cosθ’2 = cos(θ/2 + ε′2). ε′1 and ε′2 represent the
misalignments of θ in the measurement of the wavefronts of the Y-directional positive and negative
first-order diffracted beams, respectively. Note here that the nominal pitches of the planar scale grating
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along the X- and Y-directions are assumed to be the same for the sake of simplicity. According to
Equations (6) and (7), the following equation can be obtained:

eY(x, y/α′1) + eY(x, y/α′2) =
g

2π
[IY+1(x, y)− IY−1(x, y)]− 2g

λ
[α′1eZ(x, y/α′1)− α′2eZ(x, y/α′2)] (8)

In the following section of this paper, how to further obtain the mean values and uncertainties of
eZ(x,y), eX(x,y), and eY(x,y) according to Equations (2), (5), and (8) are presented. Since the evaluations
of the mean value and uncertainty of eY(x,y) are similar to those of eX(x,y), only the latter is focused in
the following for the sake of clarity.

3. Uncertainty Evaluation

Major sources of uncertainty in the evaluation of out-of-flatness eZ(x,y) and pitch deviation eX(x,y)
of a planar scale grating by a Fizeau interferometer primarily arise from uncertainties in the measured
phase outputs I0(x,y) and IX±1(x,y). In addition, out-of-flatness eR(x,y) of the reference flat in a Fizeau
interferometer and uncertainties in the nominal pitch g of the planar scale grating under test, as well
as the inclination angles θ1 and θ2, could also be major sources of uncertainty. According to the GUM
(guide to the expression of uncertainty in measurement) [13], the uncertainties in I0(x,y) and IX±1(x,y)
attribute to the Type A evaluation, while those in eR(x,y), g, θ1 and θ2 attribute to the Type B evaluation.
Through the uncertainty analysis, The E(·), σ(·) and σ2(·) are used to represent the mean, standard
deviation, and variance of a random variable, respectively. The expanded uncertainty of a random
variable is given by u(·) = kσ(·), where k denotes the coverage factor; k = 2 produces a confidence
interval of approximately 95%; and, k = 3 produces an interval with a confidence of approximately 99%.

As mentioned in Section 2, in this paper, the mean and 3σ uncertainty of eR(x,y) are treated to
be zero and the specified PV value, respectively. The uncertainty in the inclination angles θ1 and θ2

contains two components; one is the uncertainty induced by the deviation of the nominal grating
pitch with respect to its true value, and another is induced by the misalignments in measurement.
In the uncertainty analysis, the means of θ1 and θ2 are taken to be θ/2 and −θ/2, respectively, and the
uncertainties that are induced by the misalignments are assumed to be identical; namely, σ(ε1) = σ(ε2).
Due to the independence between θ and ε1 (ε2), the means of α1 and α2 will be cos(θ/2), which is
denoted as α in the following (α = cos(θ/2)). By taking the means for both sides of Equations (2) and (5),
the following equations can be obtained:

E[eZ(x, y)] =
λ

4π
E[I0(x, y)], (9)

E[eX(x/α, y)] =
g

4π
{E[IX+1(x, y)]− E[IX−1(x, y)]}, (10)

It should be pointed out that here has E[α1eZ(x/α1,y)] = E[α2eZ(x/α2,y)] mathematically.
In practical experiments, the second term of the right side of Equation (5) could be minimized by
making interference fringes of the Fizeau interferometer minimum though adjusting the tilt stage on
which the scale grating is fixed. Although the influence from the out-of-flatness of the substrate surface
cannot completely be eliminated by the differential operation, when considering the holographic
grating with a good surface quality, the effect on the evaluation of the pitch deviation can be ignored
by conducting the operation mentioned above.

A straightforward approach to evaluate the uncertainty in the obtained eZ(x,y) and eX(x,y) is to
generate a matrix, called the uncertainty matrix [15], which has the same size to eZ(x,y) or eX(x,y) and
it contains the corresponding uncertainty of eZ(x,y) or eX(x,y) at every pixel position (xi,yj) (I = 1, 2, . . . ,

285



Appl. Sci. 2018, 8, 2539

M; j = 1, 2, . . . , N). Taking the propagation of errors into consideration, the variances σ2[eZ(x,y)] and
σ2[eX(x/α,y)] can be represented, as follows:

σ2[eZ(x, y)] =
(

λ

4π

)2
σ2[I0(x, y)] + σ2[eR(x, y)], (11)

σ2[eX(x/α, y)] =
( g

4π
)2{

σ2[IX+1(x, y)] + σ2[IX−1(x, y)]
}
+
{

E[eX(x/α,y)]
g

}2
σ2(g)

+2
[

g
λ eZ(x/α, y) + g

λ α
∂eZ(x/α,y)

∂α

]2
σ2(α) + 2

( g
λ α
)2

σ2[eZ(x/α, y)],
(12)

where the variance σ2(α) is evaluated by the following equation:

σ2(α) = sin2
(

θ

2

)⎧⎪⎨
⎪⎩
⎡
⎣1

2
1√

1 − (λ/g)2

λ

g2

⎤
⎦2

σ2(g) + σ2(ε)

⎫⎪⎬
⎪⎭. (13)

The first and second terms in curly brackets of the right side of Equation (13) correspond to the
uncertainties that are induced by the deviation of the nominal grating pitch to its true value and the
misalignment in measurement, respectively. It should be noted from Equations (11) and (12) that, for
eZ(x,y), the corresponding uncertainty matrix can be obtained, while for eX(x,y) it cannot, because of the
change in the coordinate system after tilting the scale gating. Moreover, as shown in Equation (12), even
for eX(x/α,y), the corresponding uncertainty matrix cannot be obtained either due to the involvement
of the evaluation of the unknown eZ(x/α,y), ∂eZ(x/α,y)/∂α, and σ2[eZ(x/α,y)]. On the other hand, it
should be pointed out that the uncertainty matrix approach has a number of drawbacks in practice.
As stated in [16], the information density that is contained in the uncertainty matrix is too high for
users who only want a single number. In addition, the uncertainty matrix cannot easily be used for the
decision of either acceptance or rejection. Evaluations of measurement uncertainty should be expressed
in a manner that is informative and actionable [17]. Therefore, in this paper, a PV value is adopted
to evaluate the quality of the obtained form errors. Although a PV value also has inadequacies in
charactering surfaces, it is still widely recognized that a PV value remains one of the most commonly
used specifications of surface form errors [18]. Next, the details are presented in evaluating a PV value
and its uncertainty for the characterization of eZ(x,y) and eX(x,y).

In this paper, the form errors eZ(x,y) and eX(x,y) are assumed can be characterized in terms of
polynomials. This assumption is reasonable, since, as stated in [19], the low-frequency errors can
be completely modeled by the set of polynomials and are of the main concern in the application.
Moreover, modeling the form errors in terms of polynomials is also favorable to evaluate the associated
PV values since the estimated PV values will not be biased by the high-frequency noises contained
in the raw data. Without losing generality, the n-degree bivariate polynomials are used to fit the
discrete form errors (xi, yj, E[eZ(xi,yj)]) and (xi, yj, E[eX(xi/α,yj)]) obtained at each pixel position (xi,yj),
according to Equations (9) and (10), as follows:

eZ(x, y) = [1, x, x2, . . . , xn]

⎡
⎢⎢⎢⎢⎢⎢⎣

A00 A01 A02 · · · A0,n
A10 A11 · · · A1,n−1

A20 · · · A2,n−2
...

An0 0

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎣

1
y
y2

...
yn

⎤
⎥⎥⎥⎥⎥⎥⎦ = xTAy, (14)

286



Appl. Sci. 2018, 8, 2539

eX(x/α, y) = [1, x, x2, . . . , xn]

⎡
⎢⎢⎢⎢⎢⎢⎣

B′
00 B′

01 B′
02 · · · B′

0,n
B′

10 B′
11 · · · B′

1,n−1
B′

20 · · · B′
2,n−2

...
B′

n0 0

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎣

1
y
y2

...
yn

⎤
⎥⎥⎥⎥⎥⎥⎦ = xTB′y, (15)

where the matrices A and B′ contain the undetermined coefficients of the fitted bivariate polynomials.
As noted from Equations (14) and (15), here the set of n-degree bivariate polynomials are used to fit the
form errors of the scale grating. In addition, the highest degree for x and y coordinates is not necessary
to be identical, but it depends on the actual fitting performance. With Equations (14) and (15), the
eZ(x/α,y) and eX(x,y) can be obtained, as follows:

eZ(x/α, y) = xTA′y, (16)

eX(x, y) = xTBy, (17)

where

A′ =

⎡
⎢⎢⎢⎢⎢⎢⎣

1
1/α

1/α2

. . .
1/αn

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎣

A00 A01 A02 · · · A0,n
A10 A11 · · · A1,n−1

A20 · · · A2,n−2
...

An0 0

⎤
⎥⎥⎥⎥⎥⎥⎦, (18)

B =

⎡
⎢⎢⎢⎢⎢⎢⎣

1
α

α2

. . .
αn

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎣

B′
00 B′

01 B′
02 · · · B′

0,n
B′

10 B′
11 · · · B′

1,n−1
B′

20 · · · B′
2,n−2

...
B′

n0 0

⎤
⎥⎥⎥⎥⎥⎥⎦ (19)

According to Equations (14), (16), and (18), once the matrix A is obtained, the eZ(x/α,y),
∂eZ(x/α,y)/∂α, σ2[eZ(x/α,y)] can also be calculated successively, and finally σ2[eX(x/α,y)] by Equation
(12), eZ(x/α,y) by Equation (16), eX(x,y) by Equations (17) and (19), and also σ2[eX(x,y)]. With the
obtained eZ(x,y), σ2[eZ(x,y)], eX(x,y), and σ2[eX(x,y)], evaluation of the PV values and the associated
uncertainty for both eZ(x,y) and eX(x,y) can also be conducted. Since the procedures for obtaining the
matrices A and B′ are similar, only the determination of the matrix A is presented in the following.

Taking the vectorization operator on both sides of Equation (14) leads to

vec[eZ(x, y)] = (yT ⊗ xT)vec(A), (20)

where vec(·) signifies the vectorization operator that converts a matrix into a column vector, and the
symbol ⊗ represents the Kronecker product. Discarding the zero elements in vec(A) and denoting the
processed vec(A) as a vector a = [a0, a1, a2, . . . , aK−1]T (K = (n + 1)(n + 2)/2) and then choosing new
basis functions Ξk (k = 0, 1, 2, . . . , K−1), where Ξk {1, x, y, x2, xy, y2, . . . , xyn−1, yn}, the Equation (20)
can be rewritten, as follows:

η(ξ) = a0Ξ0(ξ) + a1Ξ1(ξ) + a2Ξ2(ξ) + · · ·+ aK−1ΞK−1(ξ), (21)

where the variable ξ represents the value of the terms x, y, x2, xy, y2, . . . , xyn−1, yn at any pixel position
(xi,yj) (i = 1, 2, . . . , M; j = 1, 2, . . . , N), and η(ξ) represents the value of vec[eZ(x,y)] at the corresponding
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pixel position. To determine the elements in vector a, the general linear least-squares method [20] is
used by defining a merit function, as follows:

χ2 =
MN

∑
l=1

[
ηl − ∑K−1

k=0 akΞk(ξl)

σ(ηl)

]2

, (22)

where ηl corresponds to the value E[eZ(xi,yj)] given in Equation (9) and σ(ηl) is corresponding standard
deviation σ[eZ(xi,yj)], as obtained by Equation (11). In addition, an MN × K matrix D, which is also
called the design matrix of the fitting problem, is defined with elements given as follows:

Dlk =
Ξk(ξl)

σ(ηl)
. (23)

Also, define a vector b of length MN with elements, as follows:

bl =
ηl

σ(ηl)
. (24)

The minimum of Equation (22) occurs where the derivative of χ2 with respect to all K parameters
ak vanish. This condition yields the following matrix equation:

(DTD)a = DTb. (25)

According to Equation (25), the least-squares estimation of vector a can be obtained, as follows:

â = (DTD)
−1

DTb = D+b, (26)

where D+ = (DTD)−1DT is the Moore-Penrose pseudo-inverse of D. Let’s denote the matrix (DTD)−1

as C, namely, C = (DTD)−1, which is also called the covariance matrix and it has a close relation with
the uncertainties of the estimated parameters ak (k = 0, 1, 2, . . . , K − 1) by Equation (26). Specifically,
the variance in ak can be evaluated by

σ2(âk) = Ckk, (27)

where Ckk is the k-th diagonal element of the matrix C. According to Equations (26) and (27), the
least-square estimation Apq (p,q = 0, 1, 2, . . . , n) of all elements in matrix A as well as their uncertainties
u(Apq) can be finally obtained.

With the estimated elements Apq and their uncertainties u(Apq), the uncertainty of eZ(x,y) at
any pixel position (xi,yj) can be further evaluated. Specifically, according to Equation (14), there is
eZ(xi,yj) = xi

TAyj, which can be regarded as a linear function of the coefficients Apq. The evaluation
of the upper and lower bounds of eZ(xi,yj) can be transformed into a simple linear programming
problem [21], described as follows:⎧⎪⎨

⎪⎩
max eZ(xi, yj) = xT

i Ayj
s.t. Apq ∈ [Âpq − u(Âpq), Âpq + u(Âpq)

]
p, q = 0, 1, 2, . . . , n

, (28a)

⎧⎪⎨
⎪⎩

min eZ(xi, yj) = xT
i Ayj

s.t. Apq ∈ [Âpq − u(Âpq), Âpq + u(Âpq)
]

p, q = 0, 1, 2, . . . , n
, (28b)

where Equations (28a) and (28b) yield the upper and lower bounds of eZ(xi,yj), respectively. The
uncertainty of eZ(x,y) at the pixel position of (xi,yj) is then evaluated by
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u[eZ(xi, yj)] =
eZ(xi, yj)− eZ(xi, yj)

2
. (29)

In addition, according to Equation (18), the least-squares estimation A′
pq of elements in matrix A′ can

be calculated, as follows:

Â′
pq =

1
αp Âpq. (30)

It follows that the uncertainty in A′
pq can be evaluated by the following equation:

u2
(

Â′
pq

)
=
( p

αp+1 Âpq

)2
u2(α) +

(
1

αp

)2
u2(Âpq

)
. (31)

With A′
pq and u(Apq), the values of eZ(x/α,y) and ∂eZ(x/α,y)/∂α can be obtained at any pixel

position of (xi,yj). The uncertainty of eZ(x/α,y) at any pixel position (xi,yj) can be also evaluated in a
similar manner to Equation (28). Likewise, the value of eX(x,y) and its uncertainty u[eX(x,y)] at any
pixel position (xi,yj) can be calculated as well.

The PV value of eZ(x,y) in the region Ω of interest can be evaluated by

PV[eZ(x, y)] = max[eZ(x, y)]− min[eZ(x, y)], (x, y) ∈ Ω, (32)

where max(·) and min(·) represent the maximum and minimum of a function. The peak and valley
values of eZ(x,y), max[eZ(x,y)], and min[eZ(x,y)] can be readily calculated according to the obtained
expression of eZ(x,y). The uncertainty in the calculated PV of eZ(x,y) can then be evaluated, as follows:

u2{PV[eZ(x, y)]} = u2
p[eZ(x, y)] + u2

v[eZ(x, y)], (33)

where up[eZ(x,y)] and uv[eZ(x,y)] represent the uncertainties of eZ(x,y) at the peak and valley positions,
respectively, which can be directly obtained by substituting the coordinates of the peak and valley
positions into Equation (29).

Other approaches to evaluate the uncertainty in PV could simply double the maximum value of
the uncertainty matrix or applying the Monte Carlo (MC) simulation. However, the former method
obviously overestimates the uncertainty in the PV, except coincidence. The MC method could estimate
the PV uncertainty by collecting the PV value in each trail assuming that all of the significant errors
are included and the probability distributions of each error source is known. Nevertheless, it is
burdensome to run the simulation when routine experiment is conducted in a similar condition and
the noise could exist explicitly in the evaluated results. Therefore, in this paper, the MC method is
not employed, but just the part of error form is analyzed directly to evaluate the uncertainty in the
peak and valley separately, and then combine them together. Since the PV of each error form is usually
larger than the uncertainty in this experiment, this method is thus a reasonable way to obtain the
uncertainty in PV.

As can be noted from the above description, the success of the proposed evaluation method lies on
the fitting performance of the polynomials fitted to eZ(x,y) and eX(x/α,y). There are two measures that
are commonly used to evaluate the goodness-of-fit in statistics. One is the coefficient of determination
R2, while another is the reduced chi-square χ2, which for the polynomial fitted to eZ(x,y) are defined,
as follows:

R2 = 1 −

MN
∑

l=1

[
ηl − ∑K−1

k=0 âkΞk(ξl)
]

MN
∑

l=1

[
ηl − ∑MN

l=1 ηl/MN
] , (34a)

χ2
v =

χ2
min
v

=
1

MN − K

MN

∑
l=1

[
ηl − ∑K−1

k=0 âkΞk(ξl)

σ(ηl)

]2

, (34b)

289



Appl. Sci. 2018, 8, 2539

where v = MN × K signifies the degree-of-freedom in the least-square regression. Typically, 0 < R2 < 1,
and the larger the R2 is, the better the polynomial model fits the data. For the reduced chi-square,
χv

2 = 1 indicates that the model properly fits the data, while χ2
v > 1 indicates that the fit does not fully

capture the data (or that the variance σ2(ηl) is underestimated) and χ2
v < 1 indicates that the model

overly fits the data (either the model improperly fits the noise or the variance σ2(ηl) is overestimated).
According to the value of χ2

v, the variance of ak that is represented in Equation (27) is usually rescaled
as follows in order to pass the χ2-test:

σ2
r (âk) = χ2

vCkk, (35)

In addition, as illustrated in Equation (26), the least-squares estimation of vector a can be obtained
by calculating the Moore-Penrose pseudo-inverse of the design matrix D. It should be pointed out
that this solving approach is susceptible to round-off error in practice and it will lead to errors in both
the solution a and its uncertainty, especially when the variance σ2(ηl) (corresponds to the variance
σ2(eZ(xi,yj))) is not uniform at different pixel positions. To relieve the round-off problem, the solution
by use of the singular value decomposition is recommended [22].

4. Experiments

4.1. Experimental Setup

A commercial Fizeau interferometer (VerifireTM, Zygo Corp, Middlefield, CT, USA) having a laser
source with a wavelength of 632.8 nm was used in experiments. A field-of-view (FOV) of the Fizeau
interferometer was 100 mm in diameter. Vertical and horizontal resolutions of the interferometer were
0.05 nm and 300 μm, respectively. A nominal PV value of the reference optical flat in the interferometer
was less than λ/20 over the whole FOV. Figure 3 shows the experimental setup with the Fizeau
interferometer. In the experiments, a reflective-type planar scale grating in a size of 35 mm × 30 mm
that was fabricated by interference lithography was tested. This holographic planar scale grating had
a nominal grating pitch of 1 μm along the X- and Y-directions. The scale grating was first mounted
on a manual tilt stage and then together mounted on the sample stage in the Fizeau interferometer.
Phase shifts in the wavefronts of diffracted beams caused by the out-of-flatness and pitch deviations of
the scale grating can directly be measured by the Fizeau interferometer by setting the scale grating in the
Littrow configuration. Although measuring higher-order diffracted beams would be helpful to enhance
the measurement sensitivity, it requires a lager rotation angle, resulting in degradations of the quality
of measured wavefront and the lateral resolution along the direction perpendicular to the grating
grooves. Therefore, only the first-order diffracted beams were measured in the following experiments.
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Figure 3. Experiment setup with a Fizeau interferometer. PZT: piezoelectric ceramic transducer; CCD:
charge-coupled Device.

The zeroth-order diffracted wavefront was firstly measured to evaluate the out-of-flatness of
the planar scale grating. After that, the scale grating was rotated clockwise and counterclockwise
about the Y-axis by using the manual tilt stage to measure the X-directional positive and negative
first-order diffracted beams, respectively. The inclination angle of the planar scale grating was adjusted
by the manual tilt stage. With the visual feedback of the fringe pattern from the monitor in the Fizeau
interferometer system, the number of interference fringes can be made to be minimum while adjusting
the tilt stage. In the same manner, the Y-directional positive and negative first-order diffracted beams
were also measured by rotating the tilt stage 90 degrees about the Z-axis. Figure 4a,b show photographs
of the setup for measurement of the zeroth-order diffracted beam and the X-directional positive and
negative first-order diffracted beams, respectively. Totally, it spent about 10 min to complete the
experiments procedure, including the adjustment of the tilt stage and the alignment process of the
Fizeau interferometer to minimize the number of fringes. Once the positive and negative first-order
diffracted beams in both the X- and Y-directions are measured, the uncertainty evaluation can be
conducted based on the models that are proposed in the previous section.
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Figure 4. Photographs of measurement of the wavefronts of the diffracted beams. (a) 0th-order
diffracted beam; (b) X-directional +1st-order diffracted beam.

4.2. Results and Discussions

The form errors of the tested grating were first fitted by the set of n-degree bivariate polynomials,
as proposed in Section 3. The highest degree n of the x and y coordinates in the respective model
was set to be identical, which was 5 for the fitting of the Z-directional out-of-flatness error map and
was 4 for the fitting of the X and Y-directional pitch deviations error maps for the sake of clarity.
The regression surface may be too sharp or wiggly in the higher degree case. In addition, the higher
degree polynomials will have problems with numerical accuracy. Therefore, the highest degree of
the n-degree bivariate polynomials for each fitting model was selected not to exceed 5. Before the
least square approximation, the x and y coordinates were normalized by the Z-score method [23] for a
better fitting performance. In addition, the calculated variances from Equations (11) and (12) were
used as the weights in the weighted least squared fitting process for fitting the corresponding error
forms to make the approximation more precise. The fitting performance characterized by the proposed
criterion in Section 3 was summarized in Table 1. As can be seen in the table, the values of R2 and χν

of each model indicate that the set of polynomials well captured the error forms in the three directions.
The small root-mean-square error (RMSE) values also show that the regression surface closely fits the
measured form errors without the loss of precision. In the following, the comprehensive comparisons
of the calibration results and polynomials fitting results of each directional form error are obtained.

Table 1. Fitting performance of the polynomial models for the form errors of the grating. RMSE:
root-mean-square error.

Form Error Type R2 χν RMSE Polynomials Degree

ez(x,y) 0.9844 0.9463 2.1599 5
eX(x’,y) 0.9320 0.2905 2.7534 4
eY(x,y’) 0.8608 0.1522 4.5063 4

An area of 20 mm × 20 mm over the scale grating located near the center of FOV was extracted for
the evaluations. Figure 5a shows the out-of-flatness of the planar scale grating that was obtained in the
experiment. The PV value was evaluated to be 85.80 nm. Figure 5b shows the polynomials fitting result
of the measured out-of-flatness, as shown in Figure 5a. The PV value was evaluated to be 75.16 nm.
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To take a closer look at the fitting detail, the central cross-sections of the two results were extracted
and compared with each other. Figure 6a,b show the X- and Y-directional central cross-sections of the
out-of-flatness shown in Figure 5. The differences in the PV values between the measured result and
the fitted results of the X- and Y-directional cross-sections were evaluated to be 13.71 nm and 6.64 nm,
respectively. The X′-directional pitch deviation was also evaluated. Figure 7 shows the measured
X′-directional deviation (eX(x′,y)) obtained by analyzing the phase outputs of the positive and negative
fist-order diffracted beams that were measured by the commercial Fizeau interferometer. Figure 8
shows the X- and Y-directional central cross-sections of the pitch deviation that are shown in Figure 7.
The PV of the X’-directional pitch deviation from the measured and fitted results were evaluated to be
53.06 nm and 39.89 nm, respectively.

In the same manner, the Y′-directional deviation (eY(x,y′)) was also evaluated as shown in Figure 9.
The PV of the Y′-directional pitch deviation from the measured and fitted results were evaluated to be
79.68 nm and 68.52 nm, respectively, as shown in Figure 9. It should be noted that the PV values of the
central XY axes cross-sections from the X′- and Y′-directional deviations were almost within 10 nm, as
shown in Figures 8 and 10; when considering the existence of the high frequency components in the
original measurement data, the actual fitting error may be even smaller. Therefore, the fitted results
could express the measured forms well with the existence of noise even though the PV value was
small, which is acceptable for the precision requirement of the proposed evaluation methods.
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Figure 5. Measured and fitted results of the Z-directional out-of-flatness. (a) Measured Z-directional
out-of-flatness; (b) Z-directional out-of-flatness fitted by a polynomial. PV: peak-to-valley.
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The error maps of the X- and Y- directional pitch deviations were finally obtained based on
the fitted results of eX(x′,y) and eY(x,y′), as shown in Figure 11a,b. The PV values of the fitted
X- and Y-directional pitch deviations were evaluated to be 39.88 nm and 67.61 nm, respectively.
It should be noted that the differences of the PV values in the fitted pitch deviation errors between the
original X-, Y-directional results shown in Figure 11 and the tilted X′-,Y′-directional results shown
in Figures 7b and 9b were evaluated to be 0.01 nm and 0.91 nm, respectively, which were negligibly
small, since the required Littrow angle was small and the newly calculated regression coefficients
were similar to the original coefficients according to Equation (30). In addition, the analyzed area has
slightly shifted after changing the coordinate system in the Littrow configuration back to the original
grating coordinate system. It could be readily explained by the cosine impact from the inclination
angle, which would induce a shift of the analyzed area with a distance determined by the cosine value
of the inclination angle. However, since the influence of the inclination angle is already considered in
the regression coefficients calculation of the polynomial fitting and the uncertainty evaluation process
for the new area according to Equations (30) and (31), the finally obtained PV values and the PV
uncertainties will thus not be overestimated after changing the coordinate system.
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Figure 11. Measurement and fitted results of the X- and Y-directional pitch deviations. (a) X-directional
pitch deviation of polynomial fitted results; (b) Y-directional pitch deviation of polynomial fitted results.

Table 2 shows the uncertainty budget. Since the complete model is quite complex, only the major
uncertainty sources were taken into consideration, as discussed in Section 3. During the period of
experiment, the environment effects, such as the air pressure, relative humidity, and temperature, could
induce a drift in air refractive index as well as the laser wavelength. However, the refractive index
drift and laser wavelength fluctuation in the whole measurement can be small under a well-controlled
experimental environment with a limited testing time, which could be roughly estimated to be several
picometers [24] and the caused combined errors are negligibly small. Therefore, the environmental
effects and laser wavelength fluctuation are not problems in this experiment and its uncertainty is
omitted in Equation (12). In addition, the angular displacement errors of the scale grating about the X-
and Y-axes during the experiment were small, thus the misalignment angles due to the rotation error
with respect to the X-and Y-axes do not contribute significantly to the overall combined uncertainty.
Moreover, since this paper has focused on the form errors and PV uncertainties evaluation of the
planar scale grating, the rotational error about the Z-axis is not a problem either in this case; the phase
shifts information in the diffracted wavefronts will not change and the rotation error about the Z-axis
is believed to be very small with careful adjustments.
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Table 2. Uncertainty budget.

Uncertainty Source Symbol Type Standard Uncertainty

Z-directional zeroth-order phase outputs u[Io(x, y)] A 0.0825 rad
Out-of-flatness of reference flat u[eR(x, y)] B 2.11 nm
Regression coefficients matrix u(A) A Multiple values

PV uncertainty of eZ(x, y) (k = 2) u{PV [eZ(x, y)]} 4.12 nm

X-directional positive first-order phase outputs u[IX+1(x, y)] A 0.0761 rad
X-directional negative first-order phase outputs u[IX−1(x, y)] A 0.0347 rad

Grating pitch u(g) B 100 nm
Mechanical adjustment error of the tilt stage u(ε1,2) B 0.1◦

Regression coefficients matrix u(B) A Multiple values

PV uncertainty of eX(x, y) (k = 2) u{PV [eX(x, y)]} 1.60 nm

Y-directional positive first-order phase outputs u[IY+1(x, y)] A 0.8420 rad
Y-directional negative first-order phase outputs u[IY−1(x, y)] A 0.5013 rad

Grating pitch u(g) B 100 nm
Mechanical adjustment error of the tilt stage u(ε′1,2) B 0.1◦

Regression coefficients matrix u(C) A Multiple values

PV uncertainty of eY(x, y) (k = 2) u{PV [eY(x, y)]} 10.72 nm

Since the tested location of the planar scale grating was near the center of the FOV of the Fizeau
interferometer, the PV value of the reference optical flat was expected to be far better than λ/20 in the
experiment. In the uncertainty analysis, the standard uncertainty of the out-of-flatness of the reference
optical flat is thereby taken to be σ[eR(x,y)] = λ/300, according to the size of the analyzed region of
the grating under test. The standard uncertainty of the grating pitch was taken as u(g) = 100 nm,
which was obtained by the specification sheet of the grating provided by the grating manufacturer,
in addition, the uncertainty was taken as the same in the X- and Y-directions approximately, since
the evaluated values were roughly the same. The standard uncertainty induced by the mechanical
adjustment errors of the manual tilt stage was taken as u(ε) = 0.1◦, according to the specification of the
tilt stage. The rectangular distribution was assumed for the mechanical adjustment error according
to the scale interval of the vernier of the manual tilt stage. For the sake of simplicity, the uncertainty
components were considered to be the same in the X- and Y-directions. The mean values as well as the
uncertainties of the measured phase outputs I0(x,y), IX±1(x,y) and IY±1(x,y) were estimated by the data
from six attempts. The standard uncertainty of each pixel in the analyzed area was calculated followed
by the Type A standard uncertainty evaluation approach. The maximum value was adopted as the
repeatability (1σ) of the corresponding phase output. The uncertainty of the regression coefficients
matrices contains multiple values and the detailed results are presented in Appendix A.

Figure 12 shows the obtained error maps as well as the corresponding uncertainty maps
of the planar scale grating over the analyzed area. Figure 12a–c show the error maps of the
Z-directional out-of-flatness, X- and Y-directional pitch deviation of the planar scale grating,
respectively. Figure 12d–f present the corresponding standard uncertainty maps of the form errors
according to Equations (28) and (29). The finally evaluated PV uncertainties in the above three errors
were 4.21 nm, 1.60 nm, and 10.72 nm (with a confidence interval of approximately 95%), respectively.
The uncertainty maps indicate that the regression models fit closely to the original error forms, which
yield a small uncertainty value in each pixel. On the other hand, the estimated PV uncertainties are
believed to coincide with the results using another approach with the uncertainty matrix. By adding
and subtracting the uncertainty matrix to the calibration data set, the standard uncertainty of the
peak (up) and valley (uv) of the form errors expected to lie could be obtained separately. The PV
uncertainties could be obtained in exactly the same manner as Equation (33), which would be similar
to the results when using the proposed PV uncertainty evaluation method in the observed directions.
This part of work will be conducted as future work.
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Figure 12. Error and uncertainty maps of the planar scale grating. (a) Error map of the Z-directional
out-of-flatness; (b) Error map of the X-directional pitch deviation; (c) Error map of the Y-directional
pitch deviation; (d) Uncertainty map of the Z-directional out-of-flatness; (e) Uncertainty map of the
X-directional pitch deviation; and, (f) Uncertainty map of the Y-directional pitch deviation.

5. Conclusions

The Z-directional out-of-flatness as well as the X- and Y-directional pitch deviations of a
reflective-type XY planar grating have been evaluated by analyzing the wavefronts of diffracted
beams that were obtained by a Fizeau interferometer in the Littrow configuration. The experiment has
been conducted to verify the proposed method by evaluating the planar scale grating with a nominal
pitch of 1 μm along both the X- and Y-directions by a commercial Fizeau interferometer having a
field-of-view (FOV) of 100 mm equipped with a laser source with a wavelength of 632.8 nm. The X-,
Y-, and Z-directional error maps over an area of 20 mm × 20 mm of the scale grating located near the
center of the FOV have been obtained, and the small difference between the measured results and
the fitted results have demonstrated the validity of the proposed measurement method. It should be
noted that the proposed method can also be applied to measure the form errors of various types of the
reflective-type diffraction gratings with a planar surface. In addition, intensive uncertainty analyses
have been performed, while relative theoretical equations have been derived by taking the possible
error factors, such as the error in the reference flat and the errors in the grating inclination angle, into
consideration. The X-, Y-, and Z- directional uncertainty maps as well as the PV uncertainty of each
error forms have been obtained by the proposed evaluation procedure. As a result, the PV uncertainties
have been evaluated to be 4.12 nm, 1.60 nm, and 10.72 nm for the Z-directional out-of-flatness, X- and
Y-directional pitch deviations of the planar scale grating, respectively. Future research will focus on
how to reduce the uncertainties in the measurement results.
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Appendix A

According to Equations (14) and (17), there is eZ(x,y) = xTAy, eX(x,y) = xTBy and, in the same
manner, eY(x,y) = xTCy. The least-square estimation Apq, Bpq, Cpq (p,q = 0, 1, 2, . . . , n) of all the elements
in the corresponding regression coefficients matrices A, B, C as well as their uncertainties u(Apq),
u(Bpq), u(Cpq) can thus be obtained according to Equations (26) and (27). Finally, the uncertainty of the
regression coefficients matrices u(A), u(B), u(C) can be obtained as follows:

u(A) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0.0294 0.0569 0.0441 0.0636 0.0158 0.0182
0.0569 0.0364 0.0504 0.0137 0.0158 0
0.0441 0.0504 0.0135 0.0154 0 0
0.0635 0.0137 0.0154 0 0 0
0.0157 0.0158 0 0 0 0
0.0181 0 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

u(B) =

⎡
⎢⎢⎢⎢⎢⎣

0.0375 0.0374 0.0563 0.0175 0.0201
0.0696 0.0439 0.0146 0.0206 0
0.1332 0.0921 0.0229 0 0
0.0447 0.0278 0 0 0
0.0697 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎦

u(C) =

⎡
⎢⎢⎢⎢⎢⎣

0.0647 0.0645 0.0970 0.0301 0.0346
0.0987 0.0755 0.0668 0.0437 0
0.1109 0.0674 0.0845 0 0
0.1116 0.0609 0 0 0
0.0397 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎦
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Abstract: In this research, a key optical component for multi-degree-of-freedom (MDOF) surface
encoder was designed, fabricated and evaluated. In a MDOF grating interferometry system, there are
four diffraction beams from a two-axis scale grating and reference grating, respectively. For further
modulation, these beams will propagate more than 100 mm, which makes paralleling these beams
necessary. In previous research, collimation lens, separate prisms and a home fabricated diffraction
device by combining four separate one-axis line gratings in a glass substrate have been demonstrated.
However, large power loss and assembly complicity makes these techniques less competitive.
For solving this problem, this research proposed a new lens module, which is an improved type
prism, quadrangular frustum pyramid (QFP) prism. The prism is designed in such a way that
these four reflected beams from the grating are symmetrically incident into the prism through the
upper surface, total reflected on the inner sides of the prism, and then parallel getting through
the bottom surface. A prism that allows an incident beam diameter of 1 mm and four paralleling
beams with a 10 mm distance between the two diffraction beams along one direction was designed,
fabricated and tested. Testing results based on an entire grating interferometry system verified that
the proposal in this research is greatly effective in beam paralleling in terms of less power loss and
high paralleling and greatly reduces the assembly complicity, which will eventually be beneficial for
grating interferometry application.

Keywords: surface encoder; multi-degree-of-freedom; interferometry; grating; prism

1. Introduction

With the development of industrial automation and intelligence, the popularization and demand
of multi-axis computer numerical control (CNC) equipment in industrial production are increasing.
Therefore, the multi-degree-of-freedom (MDOF) measurement technology is a key basic technology.
For instance, in a MDOF CNC machine tool, the current common measurement scheme is to equip
each motion axis with a separate single-axis measuring device, including linear grating ruler, linear
photoelectric encoder, and so forth [1–3]. The installation of these measuring devices is usually stacked
along the motion axis. This brings about the abbe error problem in the assembly process, which will
have an adverse effect on the measurement accuracy [4,5].
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In order to eliminate the abbe error in multi-axis measurement and improve the integration of the
measurement system, measurement devices with MDOF measurement capabilities have been paid
more attention. Among them, the technique schemes of two-dimensional grating rulers and the MDOF
grating rulers are of great application potential [6–9]. These MDOF grating rulers, generally with usage
of a two-axis planar scale grating, are able to measure not only the translational motions but the small
order rotational error motions, and it can be also applied to six-DOF measurement. Compared with
the traditional single-axis measuring devices, the MDOF grating ruler has a higher level integration
and the abbe error could be avoided Thus, the reliability and precision of the multi-axis precision stage
and measurement system can be improved effectively [10–12].

As illustrated in these prototype MDOF grating rulers, grating diffraction beams interferometry
is the key technology, which means that the interference is generated by using four beams of ±1
order diffracted light of a two-dimensional grating so that to obtain the displacement distance by
detecting the interference signal [6–8]. Compared with the one-dimensional interferometric grating
ruler, the two-dimensional grating ruler is equivalent to integrating two sets of one-dimensional
grating rulers whose working direction is orthogonal to each other, however this makes complexity of
the two-dimensional grating ruler light path increase greatly. The complexity is mainly manifested
in the need of the interference of four beams both from the reference grating and the scale grating
parallel or perpendicular to the incident light in the system in order to produce an ideal interference
signal. This means that the above eight diffracted beams need to be finely deflected, which determines
the quality of the interference signals. In previous research, there are three proposed methods,
collimation lens represented by Reference [6], separate prisms represented by Reference [5], and a home
fabricated diffraction device by combining four separate one-axis line gratings in a glass substrate [13].
These methods meet the demand of the light path design and can be manufactured under the lab
conditions. However, due to the complex structure and alignment, loss of signal intensity and the low
sensitivity, these solutions are difficult to meet the condition of mass production.

Therefore, in this paper, focusing on the demand of mass production and engineering prototype,
facing these challenges in current technologies, we design a new lens module for this kind of grating
rulers, a single prism called a quadrangular frustum pyramid, enabling simultaneously deflecting the
four diffraction beams without any power loss and easy alignment. To test the lens module, a grating
ruler system is designed, constructed and experimental verification are introduced in this manuscript.

2. Design of the Integrated Optical Prism

Figure 1a is the schematic diagram of the principle of two-dimensional grating ruler [5].
When a laser beam is irradiated vertically on a two-dimensional grating, the ±1 order diffractive light
will be generated along the two grating lines of the two-dimensional grating. The total diffraction
light is four beams, denoted as UX+1, UX−1, UY+1, UY−1 (UY+1, UY−1 are not shown in this Figure for
clarity). The angle between the diffraction light and the normal line of the grating plane is equal to
the diffraction angle of the grating. As shown in Figure 1a, the beam emitted by the laser source is
vertically irradiated on the reference grating and the scale grating after the beam is divided by the
beam splitter. The interference of ±1 order diffractive beams from the scale grating and reference
grating occurs after the beams combining in the splitter. The interference fringes are formed and can
be detected by photoelectric detectors for its light intensity, and finally four interference signals are
obtained. After that, the measured displacement can be solved according to the detected interference
signal through the corresponding data processing algorithm.

As illustrated in previous research [5,6,13], further phase delay and amplitude division of these
signals are required so that the direct current components of the interference signals can be eliminated
and the motion direction can be distinguished. Thus, more optics are added into this optical layout
and this results the light path increasing to more than 100 mm [14]. This makes paralleling these
diffraction beams necessary. As mentioned in the first section of this paper, Figure 1b–d illustrate these
three present optical designs. As shown in Figure 1b, a collimation lens was employed. The diffraction
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beams were refracted. This is suitable for large grating period, generally a 10 micrometer order.
Under such a condition, the diffraction angle from gratings are relatively small, and the collimation
effect can be ensured [6]. However, a large grating period will result in a relatively poor resolution.
A high resolution requires a small grating period. Correspondingly a large diffraction angle makes
using the collimation difficult. The second trial is that of the triangular prism refraction method,
as shown in Figure 1c. Similarly, a triangular prism can be replaced with a mirror. Both methods
need the diffractive light deflection mirror to be precisely calibrated so that the reference and the
scale grating diffractive light will be able to interfere after transmission to the detector. It was found
in the trial production of the actual test prototype [5,12], the process of assembly and adjusting the
diffractive light deflection prism is extremely complicated and difficult for the mechanical assembly
stress and the influence of such factors as poor precision stability of the optical path. In order to
avoid the problem that diffractive light deflection prisms need to be adjusted separately, a structure
using transmission grating for diffraction light deflection is proposed, as shown in Figure 1d [13,15,16].
In this structure, the transmission grating is actually four one-dimensional transmission gratings
combined. This scheme greatly reduces the difficulty of assembling and debugging optical circuits
by employing the integrating transmission grating, which is used as a diffractive light deflection
device. However, limiting the transmission grating diffraction efficiency, the plan will greatly reduce
the intensity of the diffractive light. And it is not conducive to improve the signal-to-noise ratio
(SNR) in subsequent signal processing, which leads to reduce the measuring accuracy of the grating
ruler system.

Figure 1. (a) Principle of a two-grating encoder; (b) diagram of employing a collimation lens to parallel
diffracted beams; (c) diagram of employing prims to parallel the diffracted beams; (d) diagram of
employing gratings to parallel the diffracted beams.

In order to overcome the above problems, an integrated grating diffractive light deflection prism
design is proposed. The design takes the advantages of prism deflection that does not reduce the beam
intensity and transmission grating high integration, providing a high precision, high brightness and
easy to assemble and debug solution for reference grating and scale grating diffractive light deflection.
The effect of the integrated prism and the deflection of four ±1 order diffractive beams is shown
in Figure 2. The key parameters in the design are the integration of the prism angle, performance
parameters for the diffraction light horizontal/vertical emergent spacing, and variable parameter to
the top of the prism and grating spacing and the beam radius.
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Figure 2. (a) The 3D structure diagram of the integrated quadrangular frustum pyramid prism and the
optical route; (b) the optical configure of the defection diffractive beams in the design.

The design and calculation of parameters are described in Figure 2b. The grating diffraction
angle is denoted as θ. The refractive angle of diffraction light is denoted as β. The reflection angle of
diffraction light is denoted as γ. The angle between the normal side of the prism and the top plane
is denoted as α. The design requires that the diffraction light emitted is parallel to the incident light,
then α and γ should satisfy Equation (1).

α = γ. (1)

In triangle ABC, there is a geometric relationship expressed by:

γ + (90◦ − β) + (90◦ + α) = 180◦. (2)

Diffraction angle θ and refractive angle β of diffraction light meet the refractive law of Equation (3),
where n is the refractive index of optical materials used for prism:

sin θ

sin β
= n. (3)

Grating diffraction angle θ is determined by grating distance d and incident light wavelength γ:

θ = arcsin
λ

d
. (4)

α =
β

2
. (5)

α =
β

2
=

1
2

arcsin
sin θ

n
=

1
2

arcsin
λ

nd
. (6)

In our design, the optical material of a prism is H-K9Lglass (Union Optic Incorporated,
Wuhan, China), and the wavelength λ = 660 nm, refractive index n = 1.5128, grating pitch d = 1000 nm.
Then, the key parameter of the integrated prism α can be calculated:

α =
1
2

arcsin
λ

nd
=

1
2

arcsin
660

1.5138 × 1000
= 12.924◦. (7)

3. Results

Based on the above geometric optical design, a batch of proposed QFP prisms were fabricated by
a lens manufacturing company (Union Optic Incorporated, Wuhan, China) and the parameters were
measured and given as shown in Figure 3a. It should be noted that a cuboid base was added onto the
bottom of the QFP prism so that the prism can be mounted onto the plate base of the grating ruler,
which also benefits the prism manufacture process.
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Figure 3. (a) The picture of the fabricated deflection prism; (b) the light path of the deflection of the
diffractive beams; (c) the grating interferometry testing system with the fabricated deflection prism.

In order to test the effectiveness of the QFP prism, a fundamental grating ruler optical path using
interferometric measuring principle is constructed, as shown in Figure 3b,c. This optical layout is the
same as the optical path principle shown in Figure 1c. The incident beam with a calibrated wavelength
of 660 nm was divided into two beams and are projected to the reference grating and the scale grating
after passing through the QFP prisms, respectively. The scale grating is mounted onto a moving table
and the reference grating is stable.

First of all, performance of the QFP prism in diffraction beams propagation directions modulation
was evaluated by observing the beam spots on the screen. The observation as shown in Figure 3c
was placed at a distance about 150 mm, a similar distance with that of a real grating ruler.
Figure 4a illustrated the beam spots on the screen. It can be seen that the four diffraction beams
from the reference grating coincided well with those from the scale grating. The distance between
these four diffraction beams from the central beam (reflective beam, also called zero-order diffraction
beam) are consistent with the designed values. These results verified the geometry accuracy of the
fabrication process. It should be noted that there are many undemand spots on the screen which are
caused by the non-orthogonal diffraction beams from the grating and can be easily blocked by setting
a physical holes aperture.

Figure 4. (a) The diffraction beams spots on the observation screen; (b) the interference fringe on the
observation screen.

In order to further verify the effectiveness of the proposal in terms of optical property, such as
polarization, the interference signal was tested. As shown in Figure 4b, clear diffraction stripe
structure can be observed in all four interference spots and these represent that they have almost same
order of interference intensity, while in previous separated prism layouts this was always the most
challenging task.

The results can preliminarily prove that the QFP prisms based interferometric grating ruler
optical configuration is feasible and effective. To further test the optical path, the scale grating was
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driven by the micron motion platform (PI-M112.1 DG, Physik Instrumente (PI) GmbH & Co. KG,
Karlsruhe, Germany), as shown in Figure 3c.

As the principle of grating interferometry, the movement of the scale grating brings a periodic
change of the interference signal. In this demonstration, two interference signals, IX+1 and IX−1,
were recorded by a photodiode. The interference signals are given in Figure 5. It can be seen that
the visibility of the interference signal almost remains stable, which is essential for the grating ruler
application. The direct current components in the interference signal can be eliminated optically.
The results show that the given QFP prisms based optical layout can form a good interference
signal, the signal is in good sinusoidal shape under constant speed drive and can be used for bit
shifting calculation.

Figure 5. (a) The interference signal of collected data; (b) the detail interference signal of one channel
(IX+1) during moving.

The motion velocity along the direction X and direction Y of the measured grating was 0.025 mm/s,
the motion stroke was 7 mm, and the sampling rate was 1000 Hz. A total of four repeated experiments
were conducted. The calculation results of bit shifting of each test are shown in Table 1. As can be
seen from the data in the table, the repeatability of the bit transfer calculation is good, and the relative
error is no more than 2.5%. The measuring error can be reduced by calibrating the measure system for
the machining error in fabricating the grating and the QFP prism and assembly error. In each group,
the result of X+1 is slight less than X−1, because the rear surface of the QFP prism is not fully parallel to
the grating surface, which is inevitable and will have no or little influence on the result after calibrating
the system and further processing the subdivision signals.

Table 1. The result of the displacement solution (μm).

Testing Group Result of X+1 Result of X−1

1 6829 6889
2 6843 6890
3 6877 6891
4 6874 6890

4. Discussion

First of all, the geometrical parameters of the fabricated QFP prisms were evaluated before
they were constructed into the optical testing system. The parameters variation is less than 0.1 mm,
which proves this structure design and fabrication technology effective. About cost, the price of one
QFP prim is about 60 USD when the customized number is no large than 10 in a Chinese optics factory
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and this can greatly reduce to be 15 USD when this product number is larger than 1000. The reduction
of cost of this QFP prism will be beneficial for the grating ruler application.

Second, because the scope of this research is focused on the design, fabrication, construction
and evaluation of this proposed QFP prism, the systematical algorithm for motion determination
that was illustrated in References [6–16] was not introduced or not employed to precisely calculate
the displacement. Furthermore, because of the slight misalignment of the motion stage and the scale
grating, crosstalk will inevitably be involved. The systematical misalignment could be previously
calibrated with a compensation factor used [12].

Lastly, it should be also noted that the proposal in this research requires the grating pitch
and the light source wavelength to be time-stable or a small order variation within the designed
tolerance. Improvement of the tolerance generally can be achieved by enlarging the beam spot, yet
will correspondingly enlarge the size of the QFP prism.

5. Conclusions

This research proposed, fabricated and tested a new optics, the QFP prism for simultaneously
paralleling multiple diffraction beams for grating interferometry application. To get a compact and
effective QFP prism we calculated the angle α, the key parameter of the prism, according to the
wavelength, the reflective index and grating patch, and designed a QFP prism with α = 12.924◦.
The fabricated QFP prism was tested in a grating ruler system to evaluate the prism performance
in terms of shape parameters and optical functionality. The testing results preliminary proved that
the design and fabrication process are feasible. The less complexity in optical configuration and
assembly procedure with usage of the QFP prism will be beneficial for mass production of this kind of
grating rulers.

6. Patents

A prism for diffraction beams propagation directions modulation, Xinghui Li, Kai Ni, Xiang Xiao,
Qian Zhou, Huanhuan Wang, Lijiang Zeng, Weihan Yuan, Xiao Su and Xiaohao Wang, Application No.
CN201611217716.2, Open No. CN106646907A, May 10, 2017.
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Abstract: The hammer throw is one of the regular track and field competitions, but unlike other events,
it has not seen a new world record for over three decades. The standstill may be caused by the lack of
scientifically based training. In our previous work, we have developed a wireless/wearable device
for the wire tension measurement in order to develop real-time biomechanical feedback training.
In this paper, we show the improvement of our wearable system by adding two sensors for tracking
of two vital vertical distances. The paper describes the details related to the development of turning
an inertial measurement unit into a tracking device for the dynamic distances. Our preliminary
data has shown that the dynamic data of the hip and wrist could be used for revealing the
coordination between the upper and the lower limbs during a throw. In conjunction with wearable
wire-tension measurement, various motor control patterns employed for hammer throwing could
be demystified. Such real-time information could be valuable for hammer-throw learning and
optimization. Further studies are required to verify the potentials of the wearable system for its
efficiency and effectiveness in coaching practice.

Keywords: IMU; dynamic tracking; limbs’ coordination; motor control pattern; motor learning

1. Introduction

Optimization of any sport skill requires re-organization of limbs coordination responsible for
governing the movement performance [1]. This type of motor learning can be enhanced through
a number of methods that are utilized in research and application settings alike. In general,
verbal feedback of coaches in real-time is commonly used as a preliminary means of instilling motor
learning [1,2]. Due to the rapidity and complexity of some sport skills as well as invisibility of
some parameters (e.g., force), the real-time feedback of coaches is often a subjective guess based
on experience. For increasing the reliability of feedback in training, biomechanical means are used
to supplement the verbal instructions [3–6]. The hammer throw is such a sport skill that needs a
combination of a coach’s experience and biomechanical feedback in elite sport training to facilitate
motor learning and optimize outcomes.

Men’s hammer throw has been part of Olympics track and field competitions since 1900, but unlike
other events, the hammer throw has not seen a new world record since 1986 [7]. This standstill may be
caused by the lack of scientifically based training. While extensive 3D motion analysis technologies
do supply highly trustworthy information for human motor skill quantification [8–11], due to their
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drawbacks, the analysis and feedback has traditionally occurred offline after completion of a given
testing session, i.e., it is post-measurement feedback, rather than real-time [11–14]. The drawbacks
of a 3D motion capture system include complicated operation, high cost, long calibration and setup
procedures, time-consuming course on data collection, processing, analysis as well as the movement
constrains induced by dozens of capture markers attached on a subject’s body [15]. These drawbacks
have hindered the use of 3D motion capture systems in sport training practice. As a consequence,
research has been initiated to develop real-time biomechanical feedback devices for hammer throw
training, beginning with wire-tension measurement [12].

Most recently, a pilot study [16] using 3D motion capture technology (Figure 1) found that the
timely displacements of hip and wrist may be used to reveal the upper and lower limbs’ coordination
when analyzing hammer throw. The pilot study has shown that the timely change of vertical
displacements of hip and wrist are closely related to the turning speed, the ratio of one-leg/two-leg
support (power generation), and hammer velocity change during the skill performance. Therefore,
obtaining the dynamic distance data of these two anatomical landmarks would be vital for real-time
feedback training.

(a) (b) 

Figure 1. The 3D motion capture of hammer throw. (a) The set-up of the data collection; (b) a sample
of the 3D data.

The results of the two studies would suggest that a combination of the wire-tension measurement
and the dynamic vertical-displacements of hip and wrist could have great potential for substituting
3D motion capture technology in the skill analysis of the hammer throw. Since real-time wire-tension
is developed (i.e., already wearable) [12], developing wearables for tracking hip and wrist
movements would realize the real-time biomechanical feedback learning/training in the hammer
throw. Encouraged by the results of the studies, we are aiming at developing a practical wearable
device for pursuing real-time training. This paper will highlight our approach of using the inertial
measurement unit (IMUs) as a practical approach for the development of a wearable system for
biomechanical feedback training in the hammer throw.

2. Materials and Methods

2.1. Hardware Configuration

The constitution of the hardware in our system is straightforward. Intuitively shown in Figure 2a,
a six degree of freedom (6DoF) IMU [17] and a Teensy 3.2 board [18] were connected with each other.
We built these on a breadboard as a testing device with an Arduino Mega board in our previous work
for the wire-tension measurement [12]. The 6DoF means there is a tri-axial accelerometer and a tri-axial
gyroscope, which can return the acceleration and the angular speed, respectively, on the X, Y, and Z axis
of a coordinate system. In other words, 6DoF can be described as the freedom of movement of a rigid
body in three-dimensional space, which refers to the following: Forward/back (on X axis), left/right
(on Y axis), up/down (on Z axis), roll (around X axis), pitch (around Y axis), and yaw (around Z axis).
In our particular case, we do not need the magnetometer, which can be potentially combined with the
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accelerometer and the gyroscope to construct a 9DoF IMU. In our application, the IMU is designed as
a combo board, which has the accelerometer, ADXL345, and the gyroscope, TG3200. The Teensy 3.2
board is a breadboard-friendly microcontroller, which can be programmed in Arduino IDE (Integrated
Development Environment). Compared to several Arduino boards, the current one is smaller than the
Arduino UNO and Mega boards, and it has its own USB (Universal Serial Bus) port while Arduino
Mini does not have one, which makes it relatively easier to be programmed.

  
(a) (b) 

Figure 2. (a) Teensy 3.2 and Inertial Measurement Unit (IMU) connected on a breadboard; (b) Teensy
3.2 and IMU connected on a breadboard with motion capture markers.

In addition, as shown in Figure 2b, we attached three motion capture markers (two are 9 mm
in diameter and one is 5 mm in diameter) on the sensor device for constructing a capture model
for 3D motion capture using a 10-camera VICON MX40 motion capture system (VICON Motion
Systems, Oxford Metrics Ltd., Oxford, England). The motion capture rate was set at 200 frames/s.
Calibration residuals were determined in accordance with VICON’s guidelines and yielded positional
data accurate within 1 mm. The VICON data was used to help us develop a tracking algorithm of the
IMUs in the vertical direction.

2.2. Methodology

First, we needed to configure the IMU in an Arduino sketch program by applying the
Wire library [19], which allowed communication with I2C (Inter-Integrated circuit) devices.
This configuration program was uploaded to the Teensy 3.2 microcontroller. It was used to set
up the accelerometer and the gyroscope. We set the data format register of the accelerometer to 0 × 09,
which could set the acceleration range from −4 g (1 g = 9.8 m/s2) to +4 g. According to the datasheet
of ADXL345 [20], it sets the device to a full resolution mode, where the output resolution increases
with the g range set by the range bits to maintain a 3.9 mg/LSB scale factor. This setting information is
useful for converting the unit of the raw output data to g. We set the power control register to 0 × 08
to make the accelerometer in a measurement mode. Should we want to have the minimum power
consumption, we could set this register to 0 × 00 to make it in a standby mode. Similarly, we configured
the ITG3200 gyroscope’s settings in this program according to its datasheet [21]. The range of rotation
speed was set from -2000 degree/second (dps) to +2000 degree/second, which was a full-scale range.
The sensitivity was 14.375 LSB, which was also useful for converting the unit of the raw output data
to dps. The low pass filter bandwidth was set to 98 Hz, and its sampling rate was set to 100 Hz.
In addition, we implemented the functions for reading and outputting the acceleration values relative
to the earth and the angular speed values in the Arduino sketch program.

The next step was to do some calibration work. We applied the sensitivity values, 256 LSB and
14.375 LSB, to convert the units of the raw output of accelerometer and the raw output of gyroscope to
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g and dps, respectively. These values can be found in the datasheets of the sensors. We implemented a
function of calculating the offsets (chip specific) of the first 200 samples in the Arduino sketch program.

Finally, we needed to apply an algorithm to predict the orientation. Kalman-based filters have been
widely used in orientation estimation [22]. In the beginning, we tried to implement a complementary
Kalman-based algorithm. However, the result of the orientation estimation was bad due to a drifting
error that kept occurring in calculating the velocities. Figure 3 displays the acceleration data obtained
from the IMU sensor and the corresponding velocity data, which was calculated by the complementary
Kalman-based filter. Obviously, the velocity data cannot come back to zero at the end of the test,
which is known as a drifting error. Then, we started looking for some other ways to get the accurate
orientation. Madgwick’s algorithm [23] is also known as Madgwick’s MARG (magnetic, angular rate,
and gravity) filter or AHRS (attitude and heading reference systems) algorithm. As Madgwick
mentions in his work, Kalman-based filters are difficult to implement because they may require
sampling rates far exceeding the subject bandwidth. Our sensor device has a fairly low sampling rate,
which is only 50 Hz. This is probably one of the reasons that we experienced the velocity drifting error.
As Madgwick claims in his study, his algorithm can be effective even at lower sampling rates, like 10 Hz.
In addition, Madgwick compares the performance of his algorithm with a Kalman-based filter in his
study, and the results indicate his algorithm has a slightly better accuracy. Therefore, we decided
to apply Madgwick’s algorithm. We tried two versions of his filters to predict the orientation in
MATLAB R2017a.

  
(a) (b) 

Figure 3. (a) The acceleration data obtained from the IMU sensor; (b) the corresponding velocity data,
which was calculated by the complementary Kalman-based filter.

2.3. Our Prototype and In-Field Test

After the development of the wearables for vertical distance monitoring, we built our prototype
for the real-time biomechanical feedback training of the hammer throw. The prototype integrated the
two newly developed distance sensors into our Arduino Mega board developed in our previous work
for wire-tension monitoring during the hammer throw [12], increasing the device capacity to monitor
three key variables in real time. The two new distance sensors were buried into a self-made belt and a
self-made armband, attached to the waist and right wrist, respectively.

The new device was tested in the field. A varsity-level athlete (male, 25 years, 81 kg, 1.75
m with seven years training experience) tried out the real-time feedback device. Our wearable
device permitted considerable freedom of movement for the subject with negligible influence on his
performance. Taking advantage of this, we placed no restrictions on the subject’s movements during
the in-field test to preserve his normal “control style”. Four trials were done.

3. Results and Discussion

The result of the test by applying Madgwick’s filter is satisfied. During a test, we moved our
system device up and down three times. As shown in Figure 4, we got relatively accurate feedback of
the 3D positioning data. Indeed, the Madgwick algorithm eliminates the drifting error from integrating
the velocities. The three different curves stand for the changing distances over time on the X axis,
Y axis, and Z axis in a 3D space. The dynamic distance on the Z axis (blue lines) shows exactly three
times up and down of the device. The range of vertical movements is ~0.33 m for the first moving-up
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and down, ~29 cm for the second circle, and ~32 cm for the last one, respectively. The next step is to
validate the accuracy of the device.

Figure 4. The 3D positioning data obtained by the IMU with the Madgwick filter.

It is well known that 3D motion capture technology provides accurate and objective analysis of a
variety of human motor skills [14,24–27]. Therefore, we employed the synchronized data collection of
the IMU and 3D motion capture (Figure 1b) for validating and improving the accuracy of the IMU
device. There were eight synchronized tests performed to obtain thousands of data for our validation.
Since we aimed to gain the dynamic vertical distance, the validation of the Z axis was selected. Figure 5
shows a typical test data. The synchronized data demonstrate a matching vertical excursion over time
between the IMU data and the accurate 3D motion capture data. The results suggest that our device
works principally.

Figure 5. A synchronized test data obtained from 3D motion capture (VICON data, top, sampling rate
200 Hz) and our IMU device without calibration (IMU data, bottom, sampling rate 50 Hz).

A magnitude comparison shows that the excursion of the VICON data was larger than that of
the IMU data (Figure 5). A timely comparison between the synchronized data of all trials revealed
that the two excursions ran in a quasi-parallel way, which suggested that we could apply a factor
for re-calibrating the IMU device to improve the accuracy of the IMU data. After the quantitative
comparison between the two excursions of all trials, a re-calibration factor of 1.31 was determined.
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After the simple re-calibration, a renewed synchronized measurement was done and the result is
shown in Figure 6. This time, the average data error of our IMU data decreases to under 6%, which is
accurate enough for sport skills analysis using the biomechanical modeling method [28–32].

Figure 6. A renewed synchronized test data obtained from 3D motion capture (VICON data, top,
sampling rate 200 Hz) and our IMU device after calibration (IMU data, bottom, sampling rate 50 Hz).

Finally, it should be noted that our device needs an initial value for its application. As shown
in Figure 6, the device will start at zero regardless of its actual vertical position. Therefore, for its
application in the hammer throw, an accurate feedback needs the initial heights of the hip and wrist
(Hhip and Hwrist) as shown in Figure 7.

Figure 7. The upper and lower limb coordination (i.e., motor control pattern) revealed by the vertical
distances of hip and wrist as well as the wire tension during a hammer throw by a college-level athlete.
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The in-field test on the college-level athlete using our prototype device confirms the potential of
using wire-tension and IMUs in real-time feedback training (Figure 7). In practice, the motor control of
the hammer throw could be divided into four phases: Initiation, transition, turns, and throw. The goal
of the initiation phase is to launch the circulation of the hammer around the body. It commonly
consists of a forward and backward swing of the hammer (i.e., to set the hammer to motion) and two
over-head arm rotations (i.e., to set the hammer into rotation). The transition phase aims to switch
the body from standing posture to the first body rotation, building a rotating system of the body
and the hammer. The phase of turns accelerates the rotating system of the body and the hammer
to their highest circulation. The final phase is the throwing. Our data has revealed the following
motor control information: (1) During the transition phase, the upper and lower limbs’ controls are
transferring from an unclear coordination pattern to a quasi-out-of-phase coordination in the phase
of turns (Figure 7). (2) The transition phase helps the power generation (i.e., wire tension) become in
phase (quasi) with the hips’ up-and-down movement, indicating the hammer acceleration depends
on the timely flexion/extension of lower limbs. (3) Finally, the characteristic of quasi-out-of-phase
between the arm control and wire tension finishes in the transition phase. Would such characteristics
appear at different levels of athletes? How can the real-time feedback (i.e., wearable devices) be helpful
in optimization of individual hammer-throw skills? Are there additional potentials of wearables
in the learning and training of the hammer throw? Future studies are needed to answer the above
application questions.

4. Conclusions

In conclusion, we used IMUs to build a wearable sensing system to determine the dynamic
vertical distances of the hip and wrist during hammer throws. The dynamic data could play a vital
role in skill optimization, as they could be used to reveal the coordination between upper and lower
limbs. In conjunction with wearable wire-tension measurement, various motor control patterns during
the hammer throw could be demystified. Hence, such a wearable system could realize the real-time
biomechanical feedback training for the hammer throw. Such an approach has a great potential to
become a coach-friendly tool for effectively learning and/or training in practice. In short, our device
could make three potential contributions to hammer throw learning and/or training: (1) Making
scientific monitoring from a lab-based environment to in field, (2) simplifying a scientific quantification
from using a complicated motion capture system to easily-applied wearables, and (3) transferring the
biomechanical feedback training from a post-measurement one to a real-time one. Further studies are
required to verify the potentials.
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Abstract: Heterodyne interferometry based on an optical frequency comb (OFC) is a powerful tool
for distance measurement. In this paper, a method to calculate the effective center wavelength of
wide spectrum heterodyne interference signal was explored though both simulation and experiment.
Results showed that the effective center wavelength is a function of the spectra of the two interfered
beams and time-delay of the two overlapped pulses. If the product of the spectra from two arms
is symmetric, the effective center wavelength does not change with time-delay of the two pulses.
The relative difference between the simulation and experiment was less than 0.06%.

Keywords: optical frequency comb; heterodyne interferometry; center wavelength

1. Introduction

An optical frequency comb (OFC) emits an evenly spaced ultra-short pulse train with a broad
spectrum consisting of discrete, narrow lines with uniform mode-spacing [1,2]. The absolute frequency
of each mode can be expressed as:

fm = m frep + fceo, (1)

where f rep is the repetition rate, f ceo stands for the carrier-envelope-offset frequency, and m is the
mode order. When f rep and f ceo are stabilized referencing a frequency standard, OFC becomes an
ultra-precise ruler in the space, time, and frequency domain [3–5]. Therefore, it is useful for absolute
distance measurement.

In the past decade, numerous methods based on OFC have been proposed to measure absolute
distance with high precision. These methods can be categorized into several groups according
to the measurement principle and include: using the inter-mode beat signals of the comb [6,7],
applying dispersive interferometry [8–13], using the pulse separation distance as a ruler [14–19],
and the dual-comb method [20–25]. In order to suppress the effect of intensity noise, heterodyne
interferometry has been introduced into the OFC distance measurement system [26]. The OFC
heterodyne interferometry displays excellent results in temporal coherence interferometry, two-color
correction of the refractive index of air [27,28], and pulse-to-pulse alignment [29]. Therefore, it is a
powerful tool for distance measurement.

In a traditional laser heterodyne interferometer, the accuracy of the wavelength is very important
for the distance measurement. However, in an OFC heterodyne interferometer, the light source has a
wide optical spectrum; the spectral width of an optical frequency comb is normally tens of nanometers.
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Additionally, the optical spectra of the beams in the two arms of the interferometer can be different, and
thus, it is ambiguous to determine the center wavelength. Determining the effective center wavelength
of the interference signal is a basic but essential question for the OFC heterodyne interferometry which
has not yet been investigated in detail.

In order to resolve this problem, this paper introduced a method for calculating the effective
center wavelength of the OFC heterodyne interference signal in an equal-arm interferometer included
in a commercial interferometer. The method was then verified by simulation and experimental results.

2. Methods and Experiments

A schematic of the OFC heterodyne interferometer used in this study is provided in Figure 1.
The light source (OFC) was a homemade mode-locked erbium-doped fiber femtosecond laser.
The central wavelength of the OFC was 1560 nm, the full width at half maximum (FWHM) of the
spectrum was 55 nm, the output power was approximately 8 mW, and the repetition frequency was
stabilized to a frequency synthesizer (78 MHz, 33250A, Agilent, Santa Clara, CA, USA), which was
referenced to an atomic clock (5071A, Symmetricom, San Jose, CA, USA).
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Figure 1. Schematic of the optical frequency comb (OFC) heterodyne interference system. Gray lines:
optical fibers; red and green lines: optical paths in free space; black lines: electrical connections. OFC:
optical frequency comb; CL: collimating lens; M: mirror; AOM: acoustic optical modulator; BS: beam
splitter; DM: dichroic mirror; PZT: piezo-electric transducer; OSA: optical spectrum analyzer; PD:
photodetector; BPF: bandpass filter; He-Ne: commercial interferometer; PC: computer.

The output laser beam from the OFC passed through an acousto-optic modulator (AOM,
MGAS80-A1, AA Opto Electronic, Orsay, France) driven by a sinusoidal signal at a constant frequency
f AOM = 80 MHz. After the AOM, the zero-order beam travels along the original direction with the
original frequency, while the first-order beam spreads in another direction due to optical diffraction,
and its frequency is shifted by f AOM. The zero-order beam travels through a beam splitter (BS) and
arrives at mirror M3, then reflects back to BS and overlaps with the first-order beam which is adjusted
by mirror M2. Two beams were coupled into an optical fiber together by a collimating lens (CL2).
The optical lengths of the two beams were set to be equal. The optical spectra of the two beams were
then individually measured by an optical spectrum analyzer (OSA, AQ6370C, Yokogawa Electric,
Musashino, Tokyo, Japan). The first-order beam is referred to as the reference arm, while the zero-order
beam is called the measurement arm. Figure 2a illustrates the optical spectrum of the two arms. Note
that the optical spectra of the two beams are different, due to the diffraction of the AOM.
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Figure 2. (a) Optical spectrum of two beams; (b) Product of electric amplitude of two arms.

Because the frequency of the first-order beam was shifted by f AOM, a heterodyne interference
signal was detected by the photodetector (PD, Model 1811, New Focus, CA, USA), and the frequency of
the heterodyne interference signal was f beat = f AOM − f rep = 2 MHz. The beat signal was extracted by
a bandpass filter and then sent into a lock-in amplifier (SR844, Stanford Research System, Sunnyvale,
CA, USA) to measure the phase compared with the reference signal.

The beam of the commercial interferometer overlapped with the beam of OFC at the dichroic
mirror (DM). The target mirror M3 was driven by a piezo-electric transducer (PZT). The OFC
heterodyne interferometer and the commercial interferometer were both used to measure the
displacement of M3 simultaneously, see Section 3 for details. According to the comparison results, the
effective center wavelength of the OFC heterodyne interference signal can then be estimated.

In the following section, a theoretical method to calculate the effective center wavelength of the
OFC heterodyne interferometer was introduced. The complex amplitude of the electric field of two
beams can be expressed as:

E1(t) = ∑
m

A1ei[2π fm(t−t1)+βm ], (2)

E2(t) = ∑
m

A2ei[2π( fm+ fbeat)(t−t2)+βm ], (3)

where A1( fm) ∝
√

P1( fm), A2( fm) ∝
√

P2( fm), P1, and P2 are the optical spectral intensity of the two
beams as shown in Figure 2a. The imaginary unit is i, t1, and t2 are the time delay of the two beams,
and βm is the initial phase of the mth mode. The interference signal intensity is:

I = |E1 + E2|2 = (E1 + E2) · (E1 + E2)
∗. (4)

After a bandpass filter, the beat signal of OFC heterodyne interferometry is:

Ibeat = ∑
m

2A1 A2 cos[2π fbeat(t − t2) + 2π fm(t1 − t2)]. (5)

Equation (5) is equivalent to this form:

Ibeat = 2a cos[2π fbeat(t − t2) + ϕbeat], (6)

where ϕbeat is the phase measured by the lock-in amplifier, and:

a cos ϕbeat = ∑
m

A1( fm)A2( fm) cos 2π fmτ, (7)

a sin ϕbeat = ∑
m

A1( fm)A2( fm) sin 2π fmτ, (8)
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where τ = t1 − t2 is the relative time delay of the two beams. According to Equations (7) and (8):

tan ϕbeat =
∑
m

A1( fm)A2( fm) sin 2π fmτ

∑
m

A1( fm)A2( fm) cos 2π fmτ
, (9)

then ϕbeat is a function of relative time delay τ:

ϕbeat = ϕ(τ). (10)

For the continuous-wave laser heterodyne interferometer, ϕ(τ) = 2π fcτ, thus, the effective center
frequency for OFC heterodyne interferometry is:

fc =
1

2π
ϕ′(τ). (11)

The effective center wavelength can then be calculated using λc = c/f c, where c is the velocity of
light in the vacuum.

Figure 2b illustrates the product of the electric amplitude of the two beams, which is the function
of the optical frequency. If the product is symmetrical for the frequency at f m0, Equation (9) can be
simplified as:

tan ϕbeat =
sin 2π fm0τ

cos 2π fm0τ
= tan 2π fm0τ, (12)

therefore, ϕbeat = 2πfm0τ, meaning that the effective center wavelength does not change with the
relative time delay of two beams. In this study, however, the product was not symmetric, thus, the
effective center wavelength was calculated by simulation.

In this simulation, the parameters of the system were the same as the experimental setup, including
the electric amplitude of the two beams and repetition frequency of OFC. The carrier-envelope-offset
frequency was regarded as zero. The phase ϕbeat of the heterodyne interference signal was calculated
at different relative time delay according to Equation (9), and numerical differentiation methods from
Equations (10) and (11) were used to calculate the effective center wavelength at different relative
time delay.

3. Results

To calculate the effective center wavelength of the OFC heterodyne interferometer, a square wave
signal generated from a signal generator controlled the displacements of the PZT. The frequency
of the square wave signal is 10 Hz, with a peak-to-peak value of 0.4 V. The sensitivity of PZT to
light path variations was about 6.4 μm/V, and the positions of M3 were monitored precisely by the
commercial interferometer.

Figure 3a shows the phase change of OFC heterodyne interferometer and the commercial
interferometers while tuning the displacements of PZT.

The effective center wavelength at this position is calculated by:

λc =
2πnΔD

Δϕ
, (13)

where n is the refractive index of air. Since the displacement was larger than the wavelength, it was
necessary to unwrap the phase when calculating the effective center wavelength. Environmental
parameters were recorded throughout the experiment in order to calculate the air refractive index for
both commercial interferometer and OFC heterodyne interferometer.

To evaluate the stability of the effective center wavelength while the relative position of two
overlapped pulses change, the bias voltage of the square wave was altered to shift the equilibrium
position of PZT. The bias voltage was changed by six steps at 1 V interval (corresponding to 6.4 μm).
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At each position, the effective center wavelength was measured 10 times. The average value and
standard deviation are presented in Figure 4. The simulation results are also provided for comparison.
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Figure 3. (a) ϕbeat change with time measured by lock-in amplifier; (b) displacement change with time
measured by commercial interferometer.
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Figure 4. Effective center wavelength λc with different pulse delay. The data was measured by scanning
the mirror M3 through modulating the voltage of PZT. Black line: results of simulation; red line: results
of experiments. Error bars represents +/− σ (standard deviation) for 10 measurements.

When the pulse delay changed from −80 fs to 80 fs, the effective center wavelength changed
approximately 1.02 nm according to the simulation results. This is because the product of the electric
amplitude of two beams was not symmetric, and the function of phase ϕbeat change over the relative
time delay was not a linear function. The biggest relative difference between the simulation and
experiment was approximate to 0.06%, which was predominantly caused by the random error of the
commercial interferometer and the phase drifting caused by the AOM. The optical frequency comb had
an especially wide spectrum; its coherence length was very short. When calculating the effective center
wavelength for heterodyne interferometry, the displacement was only about 2.5 μm. The repeatability
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of commercial interferometer was only about 15 nm for the short displacement measurement, which
was the main error source in the evaluation results shown in Figure 4. Note that the two beams in
this experiment come out of the same optical fiber, thus, the initial phase βm of two beams was equal.
However, if the beams would have come from different optical fiber, the initial phase βm of the two
beams would be different because of the chirp of optical fiber. This case requires further investigation
for calculating the effective center wavelength.

4. Conclusions

A method was proposed to calculate the effective center wavelength for an OFC heterodyne
interferometer based on the spectra of two interfered beams. An experimental setup was established to
verify the theoretical formula. The results show that the theoretical analysis corresponds well with the
experimental results, and illustrate that the proposed model is reasonable and effective. This method is
an important tool for OFC heterodyne interferometry that can be used for ranging or pulse alignment
and other applications.
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Featured Application: Results of this work may be directly applied by all users of probe heads

with the possibility of continuous indexation for the reduction of measurement errors by the

selection of optimal path control algorithms.

Abstract: The utilization of rotational movements of a probing system during points measurements
contributes to the reduction of measurement duration and increases measurement repeatability.
However, knowledge on such behavior and accuracy of probing systems is still unsatisfactory.
Machines combined with articulating probing systems that have the ability of continuous indexation
become redundant systems, which means that the same points can be measured using almost infinite
mutual configurations of the machine and probe stylus orientations. Therefore, the proper selection
of inspection path planning method becomes one of the main factors affecting the accuracy of the
measurement. It is possible to assess the impact of this factor on the accuracy of the measurement
by comparing the results of the measurements of gauge elements, which are done using different
path controlling algorithms. After that, the best method for basic measuring tasks can be chosen
in order to reduce measurement errors. Measurements of the multi-feature check gauge, using the
default method for path planning and those chosen on the basis of described experiments, indicates
that the improvement of accuracy may reach several microns. Results presented in this paper can be
directly transferred to similar systems and measuring tasks, which are commonly met in industrial
and scientific practice.

Keywords: five-axis system; CMM; dimensional measurements; inspection planning; accuracy

1. Introduction

1.1. State of Art in Modern Coordinate Measurement Metrology

Changes that can be observed in industry over the last years are commonly termed as a fourth
industrial revolution. They are aimed at tightening the connection between individual components of
the production process in order to reduce the manufacturing time and improve the quality of produced
goods [1,2]. This trend is present in all industry branches connected with the production process,
including quality control, especially coordinate metrology. Currently, the efforts of producers of
measuring systems are focused mainly on the development of contactless techniques such as computed
tomography (CT) or 3D scanners, often combined with industrial robots [3–5]. Their advantages are
well known, most of all their high measurement speed and, in case of CT, their possibility of part
interior inspection. However, the accuracy of mentioned systems still cannot be compared to classic
tactile coordinate measuring machines (CMMs), which for decades have been the key element of
modern, automated quality control.
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Classic CMMs are still developed and enriched with solutions that improve their accuracy and
efficiency. Utilization of the articulating probing systems that have the ability of continuous indexation
(described in details in sub Section 1.2) fits in with this trend. A machine equipped with such a device
becomes the five-axis system, capable of carrying out measurements with rotational movements of the
probing system. In case of measurements of rotational features, it may cause a significant reduction of
measurement duration and, for some measuring tasks, even accuracy improvement.

Figure 1 shows results of the experiment that involved reference ring measurements performed
in two different modes on the same five-axis measuring system; once using only transitional moves of
a CMM during probing, and once utilizing only the rotational movements of a articulating probing
system. In both cases the applied measurement strategy was the same: The ring was measured in
32 points, distributed evenly across half of the reference ring’s height, and, for both tested modes,
measurements were performed 10 times. As can be seen, measurements performed with the rotation
of the probing system reduced values of errors of form deviation measurements by nearly half,
in relation to traditional three-axis measurements, and also contributed to the improvement in
measurement repeatability.

Figure 1. The results of the experiment showing the difference between measurements done using only
the classic, three-axis coordinate measuring machine (CMM) and measurements done using measuring
head movements. Error bars present the range of individual measurement results.

Additionally, it should be mentioned that the time needed to perform measurements with rotations
of the probing system was two times shorter than in the case of the three-axis measurement. That results
show that articulating probing systems are an interesting addendum to the possibilities of classic
CMMs and they should be developed in the future. However, there are still many questions arising
around this subject, with questions about articulating probing systems’ accuracy and factors that
may affect such probing systems’ performance, being the most important ones. The software path
control method, software correction, and algorithms used during measurement points determination
are crucial for the proper operation of such measuring systems. This paper focuses on the first of
mentioned factors, whereby we show the changes in measurement results depending on chosen
path control method, and present how proper measurement strategy selection can contribute to the
improvement of performance of the five-axis measuring system.

Considerations presented in this paper are topically related to the research on computer-aided
inspection planning and the optimization of measurement strategy. There are a lot of papers focused
on the optimization of the strategy of measurements performed on CMMs that use indexing probe
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heads ([6–8] to cite few of them), but there are no publications dealing with this topic for probe heads
that have the possibility of continuous articulation.

1.2. Five-Axis Coordinate Measuring System

Articulating probing systems have been utilized in CMM measurements for many years.
They allow the ability to change the orientation of the stylus using two rotations around mutually
perpendicular axes. Two configurations are used in their construction. In the first approach, the
axis running through the stylus coincides with the probing system’s vertical axis of rotation (axial
adjustment); whereas in the second solution, the axis running through the stylus is parallel to the
vertical axis of rotation of the probing system, and offset from it at a specified distance (side adjustment).
The first solution is regarded as more accurate; however, on the contrary to the second approach,
it has a limited range for rotation about the horizontal axis of a probe. Another possible classification
of articulating probing systems can be found in [9], dividing them depending on the qualification
process. For some probing systems the experimental qualification is needed for all orientations used
during measurement; however, in the second option qualification is done only in several positions
and then interpolated for any orientation. Despite the used solution, articulating probing systems
working with classic CMMs have a fixed orientation during coordinate measurements, which is kept
by a locking mechanism, or by the servo control system. The stylus orientation can be changed before
or after point probing, but actual measurements are done only using translational moves of machine
elements. Additionally, it should be noted that usually the producers specify the step of the angular
increment for possible rotations, for example 2.5◦, 7.5◦, or 15◦. The reason for the requirement of the
proper operation of the articulating probing systems is the high repeatability of angular positioning.
Otherwise, any change in orientation would entail the requalification of the probe head.

In five-axis measuring systems the articulating probing system becomes a crucial element of the
whole device. Such a probe can remain fixed in a chosen orientation, but its rotary motions can also be
utilized during measurements. In that case, the data set needed for point coordinate determination
is expanded by information about the angular position of the probe head, which is given by angular
encoders. The probe heads utilize axial adjustment, with two orthogonal axes of rotation. The range
of possible rotations for the vertical axis of revolution, which will be called B axis in the rest of the
paper, is −180◦ to 180◦, and for the horizontal axis, which will be called A axis in the rest of the paper,
the range from −115◦ to 115◦. The probing system is oriented vertically (along the machine quill)
when A and B angles are set to 0◦. Both measuring and touch trigger probes can work as a part of
the five-axis measuring system, and both kinds use the same kinematics. One of the main differences
between articulated probe heads used in three-axis CMMs and those utilized in five-axis measurements
is the continuous indexation of the head. As the articulated probes use rotary moves for measurements,
it must be possible to set the probe orientation freely within the working range of the probe. This is
realizable thanks to the qualification process designed especially for such probing systems. It is divided
into two steps: Firstly, the geometrical calibration of the head (as it is named by producers of such
devices) is performed, then the probe is qualified. Both procedures are similar and based on calibration
sphere measurements. However, the first procedure is done with short styli, to minimize bending and
gravitational effects and, in turn, to accurately assess the geometrical errors of the head mechanism,
whereas the second procedure is done for stylus and stylus tip configuration, which are chosen for
measurements. The steps comprised in the procedures includes: The determination of calibration of
ball position in the three-axis mode for the probe directed vertically, with B angle set to 0◦, and then the
second time with B angle set to 180◦; the determination of probing parameters, such as probing speed
and maximal acceleration (this step is done without standard measurements); and the determination
of the interpolated probe map, based on sphere measurements using head rotational movements,
performed for different angular orientations of the probe head and for different cross-sections of the
standard. Both parts of the qualification process take a considerable amount of time (more than 10 min
for the Renishaw PH20 probe head), but they do not have to be repeated, in the case of the probe, until
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a new probe configuration is needed, and in the case of the head geometrical calibration, until the
probe head would be disassembled from the machine quill.

The problem of the articulating probing system’s accuracy was studied mostly for systems
with fixed indexation, retained during probing. Described aspects of this problem include angular
positioning repeatability [10], general accuracy [11,12], and probing system modelling [13]. Fewer
studies have been focused on a probing system with continuous indexation, mostly done in the
Laboratory of Coordinate Metrology (LCM), among them research has been done about such probing
system’s hysteresis and the influence of stylus length [14] and the angular position of the probing
system on measurement accuracy [15]. Conducted experiments revealed the existence of additional
problems worth further examination; one of them is the issue of selecting the appropriate control
algorithm for the measurement path for measurements utilizing the rotational movements of the
probing system. This problem will be investigated in the following chapters of this paper.

2. Path Control Algorithms of the Articulating Probing System

The software responsible for path control and the determination of measured points coordinates
plays a crucial role in the proper performance of the five-axis coordinate system. Most metrological
programs allow the five-axis coordinate system to be used as a classic CMM equipped with a
articulating probe, which retains a fixed orientation during point probing. Currently the most popular
software, which allows the ability to fully use the rotational moves capabilities of a probing system,
is Modus software by Renishaw. The programming environment is based on dimensional measuring
interface specification (DMIS), but it is also possible to combine it with external applications in order
to enrich the software capabilities. To control the probing system’s performance, Modus uses an
option called “tilt” and “advance”, which defines the orientation of the probe during measurements.
Tilt defines the rotation of the probe away from the plane, perpendicular to the measured surface
normal vector [16]; and advance specifies the rotation around surface normal, while the negative value
of this parameter means that the head is behind the tip [16]. As can be seen, the definitions are not
exactly clear. However, the code created in the DMIS format uses, directly, the values of the A and
B angles during measurement, or utilizes the Euler angles notation when the orientation is given in
the part coordinate system (PCS). During the measuring path determination, Modus visualizes the
location of the measured points, and the probe’s stylus orientation corresponding to them, by drawing
a leader line from each measured point to the probing system’s central point [16]. Depending on the
geometrical feature chosen for measurement, four different methods can be applied to manipulate the
probe orientation: Guide point (GP), guide rail (GR), guided curve (GC), and fixed tilt and advance
(FTAA). All mentioned methods are shown in Figure 2.

  
(a) (b) 

Figure 2. Cont.
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(c) (d) 

Figure 2. Path control algorithms used during five-axis measurements: (a) Guide point (GP); (b) guide
rail (GR); (c) guided curve (GC); and (d) fixed tilt and advance (FTAA).

Guide point is the option used for minimizing machine motion during probing. The centroid,
which determines the position of the center point of the probing system, is calculated from points
included in the inspection path. It is offset along the normal direction to the plane in which the
measured points are defined. The user can also specify the position to be taken by the head during
measurements. The guide rail method can be used to define the path for the center point of the probing
system during measurement. It consists of two segments between three reference points, of which
the position can be defined by the user. By default, the position of the starting and ending points of
the rail is calculated as offset, in normal direction to the plane, on which the measured points lie at
the two extreme points of the inspection path. The offset has the same length as the utilized stylus.
The guided curve is calculated, taking into account all points in the inspection path, by projecting
them along the normal direction to the plane, on which the inspection path lies. Fixed tilt and advance
can be used to ensure that each measured point would be inspected using the same tilt and advance
values. In the case of the measurement of rotational features, it results with big changes in the probing
system’s center point position during measurements. Table 1 shows which method can be applied for
the measurements of different geometrical elements.

Table 1. Path control algorithms that can be applied for measurement of specified features.

Feature
Guide Point

(GP)
Guide Rail

(GR)
Guided Curve

(GC)
Fixed Tilt and

Advance (FTAA)
Comments

Point + − − −
Line − + + −
Plane + + − −
Circle + − + +

Cylinder + − + +

Cone − − − − “Tilt and advance”
option unavailable

Sphere − − − − “Tilt and advance”
option unavailable

Surface − − − − “Tilt and advance”
option unavailable

3. Experiment and Results

All measurements described in this article were performed on a five-axis measuring system, which
was part of the LCM’s equipment. It consisted of a CMM with a moving bridge, Zeiss WMM 850S
(ZEISS International, Oberkochen, Germany), and the articulating probing system, PH20 by Renishaw
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(Wotton-under-Edge, UK), working with the TP20 STD probe. The whole system was located in an
air-conditioned room, with constant ambient conditions that were monitored. The temperature during
experiments varied between 19.8 to 20.4 ◦C. The experiments undertaken at the LCM consisted of
two parts: The first part was conducted to assess the influence of the different methods used for path
control on the measurement accuracy. It involved multiple measurements of standard objects; gauge
block of 200 mm length and gauge ring of 28 mm diameter (Figure 3).

 
Figure 3. Photographs of the Zeiss WMM 850S (right side), the Renishaw PH20 measuring head (upper
left), and the mounting of gauges during measurements (lower left).

The first step of the gauge block measurements was the determination of the local coordinate
system, which was defined using three mutually perpendicular planes of gauge (the measurement of
the planes that define the part coordinate system were performed using the standard three-axis mode,
so only transitional movements of the machine were used during probing). After this step, the distance,
angle between planes, parallelism, and flatness deviations were measured using different methods
for inspection planning. Two methods were included in this part of the experiment, guide point and
guide rail, as only these two were available for measurement of planes. Additionally, three different
orientations of the guide point were utilized, marked as 0◦, 45◦, and 90◦ (denoted respectively as GP
0◦, GP 45◦, and GP 90◦ on Figures 4 and 5) with names corresponding to values around which A angle
used during probing oscillated. Measurements performed with all mentioned methods were repeated
10 times and if it was possible in all cases the measurements were done with the same distribution
of measured points. The results of measurements are presented in Figure 4 which shows average
deviations from nominal values (taken from calibration certificate of gauge block) and in Figure 5
which gives information about standard deviation for each measurement task.

The most noticeable differences between the results obtained for the different path planning
methods during gauge block measurements can be seen for the measurements of the angle and
parallelism deviation. The smallest difference was obtained for measurements of flatness. In most
cases the lowest values of standard deviation can be observed for the path control algorithms that also
gave the lowest values of deviations.
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Figure 4. The average deviations for the four chosen tasks, measured on the gauge block using different
path control algorithms.

Figure 5. The standard deviations for the four chosen tasks, measured on the gauge block using
different path control algorithms.

The next part of the experiment involved measurements of the ring gauge using all possible
methods of inspection path planning. The local coordinate system was created in the center of
the ring, with the ring’s axis determining the spatial alignment of the coordinate system. Again,
the measurement needed for the coordinate system definition was performed in the three-axis mode
of the measuring system. The ring was measured across half of its height, in 16 evenly-distributed
points. Three available methods were tested: Guide point, guide curve, and fixed tilt and advance.
In the guide curve option it was possible to specify the offset value for each point of the determined
guide curve, in the direction from regarded point to the probing system’s central point. The negative
value of this parameter moves all points of the curve closer to the central point of the probing system,
and the positive one moves them away. Three cases were tested during experiment: Guide curve
with offset set to 0 mm, −5 mm, and −10 mm (denoted as GC 0, GC −5, and GC −10, respectively).
Additionally, the fixed tilt and advance method was tested for different values of tilt and advance:
With a fixed tilt value of 30◦ and three advance values, 10◦, 20◦, and 30◦ (denoted as FTAA 30◦/10◦,
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FTAA 30◦/20◦, and FTAA 30◦/30◦, respectively); and with a fixed advance value of 30◦ and three
changing tilt values, 10◦, 20◦, and 30◦ (denoted as FTAA 10◦/30◦, FTAA 20◦/30◦, and FTAA 30◦/30◦,
respectively). Measurements of the diameter and circularity deviation were repeated 10 times for all
described methods and cases. Results of this part of the experiment are presented in Figure 6, which
shows average deviations from nominal values (taken from the calibration certificate of the standard
ring), and Figure 7, which gives information about the standard deviation for each measurement task.

Figure 6. The average deviations for the two chosen tasks, measured on the ring standard using nine
different path control algorithms.

Figure 7. The standard deviations for the two chosen tasks, measured on the ring standard using nine
different path control algorithms.

In the case of the standard ring measurements, the range of deviation produced by the different
path control algorithms used for the determination of the diameter was equal to 6.3 μm, whereas for
the measurement of circularity the deviation was 2.8 μm. What should be noticed, is that a slight
change in parameter values for tilt and advance may cause significant changes in the results of both
the diameter and circularity deviation measurements.

331



Appl. Sci. 2018, 8, 2455

After completing the first part of the experiments, which involved gauges measurements,
the obtained results (presented in Figures 4–7) were analyzed in order to find the inspection path
planning methods that gave the best results for the measurement tasks included in the experiments.
The main criterion for the selection of the most suitable method was the minimization of average
deviation from nominal value. Additionally, the standard deviation was also taken into account during
selection, as a secondary criterion. The result of this analysis is presented in Table 2.

Table 2. The best inspection path planning method to be used for basic measuring tasks.

Measuring Task Best Inspection Path Planning Method

Flatness Guide point (stylus orientation 45◦)
Distance between planes Guide rail

Parallelism Guide point (stylus orientation 45◦)
Angle between planes Guide rail

Circularity Guided curve (with offset set to 0 mm)
Circle diameter Fixed tilt and advance (tilt 30◦; advance 30◦)

The second part of the experiments involved measurements of chosen dimensions and relations
of the multi-feature check (MFC) gauge, and determination of the relationship of the results produced
by the two methods used for inspection path control: the default option (suggested by the Modus
software) and the option selected on the basis of results obtained in the first part of experiments.
The multi-feature check standard allows for measurements of different geometrical features and the
evaluation of the diversity of geometrical dimensions and tolerances, such as distances and angles
between elements, perpendicularity, parallelism, flatness, cylindricity deviations, etc. The main
element forming the standard’s shape was a cylinder with a length of 200 mm (between front planes)
and an outer diameter of 100 mm. The local coordinate system of the measured object was defined with
the measurement of the external cylinder (the axis of the cylinder determines z-axis of the coordinate
system), with the measurement of the plane cut into the side of the cylinder (of which the normal
vector defines the x-axis of the coordinate system), and with the measurement of the front plane of the
cylinder, which was measured in order to define the origin of the coordinate system. Next the results
were compared with the actual values of the controlled dimensions taken from the MFC’s calibration
certificate. Calibration of the multi-feature check was performed on the Leitz PMM machine, which
was located at LCM. The machine maximum permissible error Equation (1) was:

EL,MPE = 0.8 + 2.5 × L/1000 μm (1)

where L is the measured length given in mm.
It was located in an air-conditioned room with a thermal stability of ±0.05 ◦C. The LCM is

laboratory accredited, by the Polish Centre for Accreditation, for calibration of artifacts using the
coordinate measuring technique.

The following dimensions were checked (the default method for all measured features is guide
point and the best method is given in brackets after each task described): The distance between the
front planes of the gauge (GR); the angle between the front and side planes (GR); the parallelism
deviation between the front planes of the gauge (GP 45◦); the flatness of the front plane (GP 45◦); and
the circularity (GC 0) and diameter of the circle (FTAA 30◦/30◦).

Figures 8 and 9 show the results obtained during this part of the experiment.
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Figure 8. The average deviations for the measurements of the multi-feature check using the default
and the best path control algorithms.

Figure 9. The standard deviations for the measurements of the multi-feature check using the default
and the best path control algorithms.

4. Discussion

The results of the investigations presented in this paper confirmed that it is possible to reduce
the measurement errors (an error is taken as the difference between the measurement result and the
reference value, represented as a result of the measured workpiece calibration) using a relevant path
control algorithm for the probe head used on a five-axis coordinate measuring system. In the case of
some measuring tasks (e.g., distance between planes and flatness deviation), the reduction of error
is obvious and reaches up to 4 μm; however, in the case of other (e.g., parallelism deviation and
circularity deviation) it is not that significant, but the tendency to reduce the measurement error is
still observed if the proper path control algorithm is used. When analyzing the values of standard
deviations associated to each measuring task, it may also be observed that their values are smaller
for measurements performed using the optimal path control algorithm (except one case, which is the
measurement of distance between planes).

It is hard to give one exact reason why there are such big differences in results obtained using
different path control algorithms. As shown, the results of the previous research undertaken by the
authors in [15] showed that the accuracy of the measurements performed using the probe heads used
on five-axis CMMs is strongly dependent on the orientation (the A and B angles) of the probe head
during point measurement. In the majority of the presented path control algorithms, with the change
of the algorithm’s control parameters (e.g., tilt, advance, and offset), the probe orientation during
measurement is also changing, so this may be the main cause of the differences in results. The first
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analysis confirmed this assumption; however, more detailed studies are now underway in order to
unequivocally prove it. What is most important is that, as was mentioned above, it is possible to choose
the best path control algorithm for each measuring task and thus reduce the measurement error.

The next observation that can be made is that it is not as important to select the relevant path
control algorithm for the type of measuring feature, but rather for the type of measuring task. Therefore,
for some measuring tasks, which consist of measurements of the same features (e.g., distance between
two planes and parallelism deviation between them—both of these tasks consist of measurement of
the same planes) but also aim to determine the different relations between them, it may occur that
the measurement errors for each task are smaller if both features are measured using different path
control algorithms.

The considerations presented in this paper provides guidance on the selection of the best possible
path control algorithm for chosen measuring tasks (Table 2). Use of them may contribute to the
general reduction of measurement error for measurements performed on five-axis systems, and the
improvement of awareness of its users regarding how to run the measurements on them. This, in turn,
could cause a decrease in the number of faulty classified parts during the assessment of the conformity
with their geometrical specifications.

The future works on this subject will involve the preparation of complete guidelines on the
selection of the best path control algorithm for chosen metrological software (preferably Modus
software, which is dedicated to be used on five-axis coordinate measuring systems). It will give
guidance on the selection of proper algorithms during the measurement of all measuring tasks that
are able to be evaluated using this software, including all possible combinations used for solving
considered tasks. In future, the proposed guidelines could also be used by the companies responsible
for the development of metrological software, in order to set the default measurements of the path
control algorithms that will give the lowest measurement errors.
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Abstract: To detect underwater sound-generating targets, a water surface acoustic wave laser
interference and signal demodulation technique is proposed in this paper. The underlying principle
of this technique involves casting a laser beam onto the water surface disturbed by an underwater
acoustic source and creating interference between lights reflected by the surface and reference lights.
A data acquisition and processing system was employed to obtain water surface acoustic wave
information from the interference signals by means of demodulation, thus allowing detection of the
underwater target. For the purpose of this study, an interference detection platform was set up in an
optical dark chamber. High-frequency water surface fluctuations were introduced in the reference
optical path as the phase generated carriers to create laser interference signals in two different
paths, which received demodulation based on an improved arc tangent demodulation algorithm and
characteristic ratio algorithm, respectively, in view of their different frequencies. Water surface wave
information was then derived from such low-frequency and high-frequency signals. According to test
results, in the frequency range of 200 Hz–10 kHz, the frequency detection accuracy was better than
1 Hz. The amplitude measurements exhibited high repeatability, with a standard deviation lower
than 2.5 nm. The theory proposed in this paper is therefore experimentally verified with good results.

Keywords: optical interference; phase generated carrier; phase demodulation; water surface
acoustic waves

1. Introduction

When an acoustic wave originating from an underwater object reaches the water/air interface, it
will generate an elastic surface wave that transmits transversely along the interface in the medium’s
superficial layer, with a penetration depth of one wavelength approximately [1]. It has been discovered
through studies that if an underwater acoustic source causes water surface vibration, only those
vibrations sharing the same frequency as the acoustic source are significant in amplitude [2]. Hence,
detection of the water surface acoustic waves (WSAWs) resulting from acoustic waves provides an
indirect way of obtaining sound-generating information of an underwater acoustic source.

Currently, sonar remains the main technology for underwater sound field detection, but the
detection coverage is limited by low-speed movement of vehicles. Researchers have therefore been
highly interested in laser-based WSAW detection techniques [3,4]. One of the earliest studies with
this regard was reported in the paper of Lee M. S. [5], which illustrated the mechanism of WSAWs
stemming from underwater acoustic signals. In his experiments, he also obtained optical signals
with the same frequency as their acoustic source. Since then, a number of techniques have been
brought forward by other researchers, including those based on laser scattering, laser diffraction,
luminous flux, and laser interference [6,7], all contributing to direct processing of light intensity signals.
By using a laser sonar technique measuring Doppler vibrations, Antonelli L. T. et al. [8,9] successfully
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detected WSAWs, and later completed single-point detection at different locations of dynamic water
surface. Miao Runcai et al. [10] conducted laser interference measurements of acoustic waves on a
low-frequency liquid surface and obtained modulation interference patterns. Information like surface
acoustic wavelength, frequency, and amplitude was then demodulated from such interference patterns.
Great efforts have been made by our project team in the research of underwater target detection through
aerial laser interference and effective extraction of complicated underwater sound field signals, and
so far, concrete results have been achieved under laboratory conditions (in the optical dark chamber
with a high SNR). Detection of underwater acoustic sources in the frequency range of 1 kHz–18 kHz
has been made possible by us with techniques such as spectrum analysis, wavelet transform analysis,
and local turning point data demodulation [11–13]. However, all the above techniques fail to cover
the whole acoustic wave frequency range, and are unable to provide information on variations of
acoustic source signal density. In contrast, the new interference demodulation method proposed in this
paper enables acquisition of underwater acoustic source vibration information and tracking of varying
vibration density based on detection of WSAW. The effectiveness of the method has been proven by us
through tests.

2. Materials and Methods

2.1. General Concept

An interference system is used for water surface detection, and information on water
surface waves is contained in the phase of the detection signals. The disturbances have two
components: natural disturbances of the water surface and WSAW. By expressing the water surface
disturbances with simple harmonic vibration superimposition, we depict the interference signals in
the following equation:

U(t) = A cos{4π

λ
[∑

i
Ai cos(ωit + θi) + As cos(ωst + θs)] + Ω} (1)

where A is the system gain of the interference signals; λ is the laser wavelength; and Ω is the fixed
phase caused by the interference optical path. Ai, ωi, and θi represent amplitude, angular frequency,
and initial phase of the natural disturbances waves, respectively, and i represents number of harmonic
waves. Similarly, As, ωs, and θs are amplitude, angular frequency, and initial phase of the WSAW,
respectively. In Appendix A, the above equation receives a trigonometric function expansion and
a Bessel function simplification in turn, followed by a simulation at an underwater acoustic source
frequency of 1 kHz.

The resulting signal spectrum of Table 1 is shown in Figure 1. The dense spectral lines in the
low-frequency zone are attributed to natural fluctuations of water surface and various low-frequency
disturbance waves. Concentrated frequency bands exist around 1 kHz, i.e., the acoustic source
frequency, and exhibit a symmetric distribution. Spectral lines also appear around multiples of 1 kHz
such as 2 kHz and 3 kHz, although with negligible amplitude. In reality, the wide low-frequency
bands imply superimposition of low frequency acoustic source signals and low-frequency natural
water surface fluctuation signals, making it impossible to perform spectrum analysis of the underwater
low-frequency signals directly. A new phase demodulation method is therefore required to obtain the
vibration information.

Two demodulation algorithms were used in our study for interpretation of signals acquired in
the course of underwater acoustic source detection, as shown in Figure 2. The signals provided by
the photodetector underwent a DC filtering process, and a spectrum analysis was then performed on
the interference signals. Different demodulation schemes were adopted depending on the frequency.
For underwater high-frequency acoustic source signals above 2 kHz, frequency bands independent
of the low-frequency ones were created in the spectrum, with a symmetrical distribution around
the underwater sound-generating source frequency. After determination of the underwater source

337



Appl. Sci. 2018, 8, 2423

frequency by locating the distribution center, a characteristic ratio method was used to obtain the
WSAW amplitude. For low-frequency signals below 2 kHz, given their aliasing with low-frequency
bands, we were not able to derive further information from the spectrum. To address this, an improved
arc tangent function algorithm was employed to demodulate the phase generated carriers (PGCs)
signals, thus characterizing phase changes caused by WSAWs, and obtaining amplitude and frequency
of the WSAWs.

Table 1. Simulation parameter settings.

Amplitude/nm Frequency/Hz Initial Phases/rad

Disturbances (superimposition)

1500 3 0.8π

3000 4 0.2π

1000 5 1.2π

WSAW 30 1000 0.5π

Laser wavelength λ/nm 632.8

System gain of the signals A/V 1

The fixed system phase Ω/rad 10,000

SNR of system/dB 20

WSAW = water surface acoustic wave; SNR = signal to noise ratio.

Figure 1. Spectral distribution of 1 kHz simulated interference signals.

Figure 2. Principle diagram of demodulation algorithm for underwater acoustic source detection.

2.2. Characteristic Ratio Demodulation Algorithm

The spatial phase modulation and time phase modulation provided by water surface waves
for incident laser are analogous. Spatial modulation depth can be estimated from the light intensity
distribution of diffraction. For laser interference detection, we can also estimate the laser time phase
modulation depth caused by water surface waves from the spectrum of the interference signals [14].
To achieve this, Bessel function was used to expand interference signals, and P(ω) was used to represent
the amplitude of the frequency of ω in the spectrum. The characteristic ratio R was then defined as:
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R =

√
∑m P[(2m + 1)ωi]

∑m P[(2m + 1)ωi + ωs]
· ∑m P(2mωi)

∑m P(2mωi + ωs)
=

J0(
2π
λ As)

J1(
2π
λ As)

(2)

where (2m + 1)ωi and 2mωi were odd and even frequency doubling of low frequency components; J0,
J1 are Bessel functions. Since the amplitude Ai of water surface disturbance waves was significantly
higher than WSAW amplitude As caused by the underwater acoustic source, according to the nature of
Bessel function of the first kind, R can be rewritten as:

R =
∑m P(mωi)

∑m P(mωi + ωs)
(3)

It can be seen from the above equation that without aliasing of the low-frequency bands with
the signals under measurement, the characteristic ratio R can be determined by calculating the ratio
of the sum of low-frequency band amplitudes to that of the frequency component amplitudes after
a frequency shift by ωs. With the characteristic ratio R thus obtained, WSAW amplitude As can be
resolved with the Bessel function. Since the analytic solution of As is hard to derive in practice, we
estimate the numerical solution of As from the look-up table which is shown in Figure 3.

R

A

Figure 3. The function image of As(R).

2.3. PGC-Based Improved Arc Tangent Demodulation Algorithm

When the signal frequency under test is lower than 2 kHz, PGCs are used to detect the underwater
acoustic source. The test system built for this purpose is shown in Figure 4. A high-frequency
underwater acoustic source was placed on the reference optical path, and the high-frequency water
surface waves excited by it were introduced into the system as the carriers. This introduction of carriers
can avoid the use of high-price optical phase modulators and are easy to realize; meanwhile, the
interference effect is better because the reference light has a similar light intensity with the measured
light. Furthermore, there are also environmental disturbances on the water surface of the reference
pool, which can be reduced with measurement pool disturbances and the anti-interference ability of
the system can be improved.

339



Appl. Sci. 2018, 8, 2423

Figure 4. Test system diagram.

A high-frequency signal was added to the reference arm, its amplitude, frequency, and initial
phase being represented by Ac, ωc, and θc, respectively.

{
H = 2π

λ Ac

θ(t) = 2π
λ [∑

i
Ai cos(ωit + θi) + As cos(ωst + θs)]

(4)

Assuming that the reference optical path carriers have a modulation depth of H, and that the
phase caused by water surface disturbance and WSAWs under measurement is θ(t), we achieved the
following interference signals of the PGCs:

U(t) = A cos[H cos(ωct + θc) + θ(t) + Ω] (5)

Based on Equation (5), a demodulation was performed with the configuration given in Figure 5.
This process starts with a sine/cosine mixing of the carrier frequency, followed by low-pass filtering
that generated three mixing signals:⎧⎪⎨

⎪⎩
U1s = −AJ1(H) sin(θc) sin[θ(t)]
U1c = −AJ1(H) cos(θc) sin[θ(t)]

U2c = −AJ2(H) cos(2θc) cos[θ(t)]
(6)

It can be seen from the above equation that U1s and U1c signals only differ in amplitude.
Their amplitude ratio is equal to the tangent of the initial phase θc of the carriers. Initial phase
of the carriers can be derived from these two signals, which can be written as:

θc = arctan(
U1s
U1c

) (7)

With the PGC demodulation technique, an arc tangent function demodulation method [15]
was used to achieve electronic mixing, filtering, and phase division of the signals expressed by
Equation (6). On this basis, the water surface fluctuations under measurement can be obtained by
means of demodulation and expressed as follows:

θ(t) = arctan[
J2(H) cos(2θc)

J1(H) cos(θc)
· U1c

U2c
] (8)

A combination of the carrier modulation depth H obtained from the spectrum and the
carrier initial phase θc in Equation (6) gives complete information on demodulated water surface
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fluctuations, which, after elimination of low-frequency disturbances through high-pass filtering,
provides WSAW information.

H 

U U U

H

 
Figure 5. Phase generated carriers (PGCs) interference signal demodulation flow.

3. Results

In our study, a test platform was set-up with separate optical elements in an optical dark chamber.
The optical dark chamber, interference optical path, and other test devices used in the study are
shown in Figure 6. During the test, the signal generator created signals on two paths. The 10 kHz
high-frequency signals on the first path acted on the reference optical path to generate high-frequency
carriers of the same frequency, while the signals on the second path caused the speaker in the water pool
to generate waves as the underwater target to be measured. The main equipment in our experiment is
shown in Table 2.

Table 2. Performance index of main equipment.

Equipment Parameter Value

He–Ne Laser
Wavelength/nm 632.8

Power/mW 0.6–1.4
Power stability ±0.1%

Underwater speaker Rated power/W 15
Frequency response /Hz 80–20,000

Data acquisition card Sampling rate/kS/s 100
Resolution/bit 16
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Figure 6. (a) Optical dark chamber; (b) interference optical path; (c) test water pool (height 100 cm,
diameter 80 cm); (d) signal amplifier, power amplifier, and laser controller; (e) PC measurement screen.

3.1. Frequency Measurement Results

Taking the interference signals of 3 kHz and 1 kHz underwater acoustic sources as an example,
the spectrograms are shown in Figure 7. It can be seen from this figure that the low-frequency band
caused by the natural water surface fluctuations is about 1 kHz in width. The 1 kHz underwater
acoustic source signals experienced aliasing with low-frequency bands in Figure 6b, which coincides
with theoretical analysis.

Figure 7. Spectrum aliasing phenomenon: (a) spectrum of 3 kHz source; (b) spectrum of 1 kHz source.

Based on the previously mentioned demodulation theory, we first grouped the detected signals in
the interference signal spectrum into high-frequency and low-frequency categories. Low-frequency
signals are handled with improved PGC demodulation technique. The phase demodulation signals
have exactly the same frequency as the signal generator. For high-frequency signals, the central points
of the high-frequency components were extracted for frequency measurement, as shown in Figure 8.
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Figure 8. Errors based on extraction of central frequency points in the spectrum.

With the central frequency extraction method, detection tests were performed on underwater
acoustic sources in the frequency range between 2 kHz and 10 kHz. For each frequency, the
measurement was repeated five times. It can be seen from the results given in the above table
that for signals above 2 kHz, the frequency measurements were generally accurate and repeatable,
with a measurement error and a standard deviation not exceeding 1 Hz.

3.2. Amplitude Measurement Results

The spectrum of interference signals was analyzed first. The amplitude was derived directly
with characteristic ratio method at high frequencies. In the case of low frequencies, high-frequency
carriers were added to the reference optical path, and a signal generator was used to create 10 kHz
high-frequency signals, which were fed to the reference speaker in the pool to excite carrier waves. This
was followed by demodulation with improved PGC demodulation method. The test procedure covers
all frequency bands between 200 Hz and 10 kHz, each corresponding to five repeated measurements.
Some results are given in Table 3. For 500 Hz low-frequency signals, the modulation depth H was first
estimated from the spectrum, and then the initial phase was obtained with arc tangent method, finally
leading to the amplitude demodulation results. For 3-kHz high-frequency signals, after extraction of
low-frequency bandwidth, the sum of spectrum amplitudes was calculated. Next a ratio of this sum to
that of spectrum amplitudes after a left frequency shift by ωs was calculated, which is known as the
characteristic ratio R. In the last step, the water surface acoustic wave amplitude was determined with
the look-up table As(R).

Table 3. Some amplitude measurement results.

f /Hz H (Ac = 39.28 nm) θc/rad As/nm σ/nm

500 0.39

0.628 48.59

1.63

1.309 50.03

0.211 51.77

0.785 53.42

1.553 51.22

3000

Sum of Low/V Sum of high/V R As/nm σ/nm

3.157 1.044 3.023 31.64

1.31

2.684 0.861 3.117 30.78

2.551 0.854 2.986 32.00

4.003 1.408 2.843 33.44

3.996 1.453 2.750 34.44
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The standard deviations of amplitudes measured at different frequency bands are given in
Figure 9. The figure implies a lower standard deviation of the demodulated signals at high frequencies.
For low-frequency signals, due to errors arising from estimation of carrier characteristic ratio and PGC
demodulation, the repeatability was lower, but still within the limit of 2.5 nm. In sum, the amplitude
measurements in our study provide satisfactory repeatability.

Figure 9. Standard deviation of amplitude measurement.

3.3. Results of Tracking Demodulation of Amplitude Modulation Signals

The signal generator creates 1 kHz signals with an amplitude modulated by 1 Hz sine waves.
The modulation results at a water surface vibration sampling rate of 100 kS/s are given in Figure 8.
Apparent periodical changes of the amplitude can be seen from the time domain signals after
demodulation, and the correct 1 kHz demodulation result can be found in the spectrum analysis
as well. The envelope of the time domain signals was extracted and fitted as a curve, resulting in
the amplitude curve shown in Figure 10. The fitting curve equation is expressed as As = −26.39
sin(2π × 1.03t − 3.59) + 65.28. The fact that the fitting curve frequency 1.03 Hz exhibits the same as
the amplitude-modulating frequency 1 Hz of the signal generator within a small tolerance proves the
ability of the method used in our study to accurately track signal amplitude changes.

Figure 10. Demodulation result and fitting curve of amplitude modulation signal.

4. Discussion

To address spectrum aliasing that occurs during underwater acoustic source detection with laser
interference, a demodulation method capable of measuring multiple frequency bands is proposed
in this paper. Our method achieves lower frequency detection and tracking of change signals,
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which cannot be realized by previous research. In our approach, the spectrum of interference
signals was analyzed, and different solutions were chosen depending on frequencies: for frequencies
higher than 2 kHz, a characteristic ratio method was adopted, while for those lower than 2 kHz,
a PGC-based improved arc tangent function demodulation method was used. In the former, the
central point of a high-frequency band was used as the measurement frequency of the detection
signals, and characteristic ratio R was calculated before the amplitude was obtained in a lookup table.
The PGC-based demodulation method enables demodulation with an improved arc tangent function,
which gives initial phase and modulation depth of high-frequency carriers. After low-frequency
filtering, amplitude and frequency of WSAW can be extracted in the optical dark chamber (SNR about
14 dB). The detection approach adopted in this paper applies to the frequency range between 200 Hz
and 10 kHz while providing a frequency measurement accuracy better than 1 Hz. It also features
high repeatability for amplitude measurement, with a standard deviation not exceeding 2.5 nm.
As demodulated signals are generated through demodulation, time-varying signals may be measured
as well. The results of amplitude modulated signal tests show that this approach is able to track
signal changes.

Certain restrictions still exist in the approach adopted in this paper. The lower limit of frequency
detection is dependent on filter performance and water surface disturbance waves, due to which the
demodulation effect for signals below 200 Hz is not significant. On the other end of the spectrum, the
upper limit of frequency detection is related to the high-frequency carriers, and should be limitless
in theory. As an underwater speaker was used in our study to excite WSAWs as carriers, the
frequency response attribute of the speaker also plays a role. Frequency shift devices will therefore be
incorporated in subsequent research, and will hopefully enable carriers with a frequency much higher
than that of acoustic waves. Furthermore, the next experiment is to consider the impact of natural
light in the natural environment, perhaps considering optical filters and other devices to improve
system SNR.
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Appendix A

The interference signal we set in the article is:

U(t) = A cos{4π

λ
[∑

i
Ai cos(ωit + θi) + As cos(ωst + θs)] + Φ} (A1)

In order to simplify the derivation, we set k = 2π/λ, θi = 0, θs = 0, therefore:

U(t) = A cos{2k[Ai sin(ωit) + As sin(ωst)] + Φ} (A2)

We first use the trigonometric function to expand it:

U(t) = A cos Φ{cos[2kAi sin(ωit)] · cos[2kAs sin(ωst)]}
= −A cos Φ{sin[2kAi sin(ωit)] · sin[2kAs sin(ωst)]}
= −A sin Φ{sin[2kAi sin(ωit)] · cos[2kAs sin(ωst)]}
= −A sin Φ{cos[2kAi sin(ωit)] · sin[2kAs sin(ωst)]}

(A3)
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Combining the expansion formula of Bessel function:⎧⎪⎪⎨
⎪⎪⎩

cos[x sin(ωt)] = J0(x) + 2
∞
∑

k=1
J2k(x) cos(2kωt)

sin[x sin(ωt)] = 2
∞
∑

k=0
J2k+1(x) sin[(2k + 1)ωt)]

(A4)

The Jk(x) is the first-class Bessel function value of k order of x:

Jk(x) =
∞

∑
m=0

(−1)m

m!Γ(m + k + 1)
(

x
2
)

2m+k
(A5)

We further simplify the interference signal by using the Bessel function. We can clearly see the
frequency components and their magnitude of the interference signal:

U(t) = AJ0(2kAs)J0(2kAi) cos Φ

+2AJ0(2kAs) cos Φ
∞
∑

m=1
J2m(2kAi) cos(2mωit)

−2AJ0(2kAs) sin Φ
∞
∑

m=0
J2m+1(2kAi) sin[(2m + 1)ωit]

+2AJ0(2kAi) cos Φ
∞
∑

n=1
J2n(2kAs) cos(2nωst)

−2AJ0(2kAi) sin Φ
∞
∑

n=0
J2n+1(2kAi) sin[(2n + 1)ωst]

+4A cos Φ[
∞
∑

m=1
J2m(2kAs) cos(2mωit)] · [

∞
∑

n=1
J2n(2kAi) cos(2nωst)]

−4A cos Φ
{

∞
∑

m=0
J2m+1(2kAi) sin[(2m + 1)ωit]

}
·
{

∞
∑

n=0
J2n+1(2kAs) sin[(2n + 1)ωst]

}
−4A sin Φ[

∞
∑

m=1
J2m(2kAi) cos(2mωit)] ·

{
∞
∑

n=0
J2n+1(2kAs) sin[(2n + 1)ωst]

}
−4A sin Φ

{
∞
∑

m=0
J2m+1(2kAi) sin[(2m + 1)ωit]

}
· [ ∞

∑
n=1

J2n(2kAs) cos(2nωst)]

(A6)

There is no detailed explanation in this paper, but we describe the interference signal with
simulation, which is consistent with the theory from the simulation result.
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Abstract: Nanometer-scale measurement devices with high accuracy and absolute long-range
positioning capability are increasingly demanded in the field of computer numerical control
machining. To meet this demand, the present report proposes a capacitive absolute linear
displacement sensor with time-grating that employs a vernier-type structure based on a previously
proposed single-row capacitive sensing structure. The novel proposed vernier-type absolute
time-grating (VATG) sensor employs two capacitor rows, each with an equivalent measurement
range. The first capacitor row is designed with n periods to realize fine measurement, while the
second capacitor row is designed with n − 1 periods, and the phase difference between the second
row and the first row is employed to obtain absolute positioning information. A prototype VATG
sensor with a total measurement range of 600 mm and n = 150 is fabricated using printed circuit
board manufacturing technology, and its measurement performance is evaluated experimentally.
Harmonic analysis demonstrates that the measurement error mainly consists of first-harmonic error,
which is mostly caused by signal crosstalk. Accordingly, an optimized prototype VATG sensor is
fabricated by adding a shielding layer between the two capacitor rows and designing a differential
induction structure. Experimental results demonstrate that the measurement error of the optimized
prototype sensor is ±1.25 μm over the full 600 mm range and ±0.25 μm over a single 4 mm period.

Keywords: capacitive linear displacement sensor; vernier-type absolute structure; differential
sensing structure; time-grating

1. Introduction

Absolute position displacement measurement sensors play an irreplaceable role in the field
of high-precision measurements and as a component in the closed loop feedback control of
computer numerical control (CNC) machine tool systems. The rapid development of high-precision
positioning technology in CNC machine tool systems has generated an increasing demand for
robust absolute displacement measurement sensors with high positioning accuracy and excellent
repetitive positioning precision in harsh environments, such as under the conditions of electromagnetic
interference, mechanical vibration, extreme temperature variation, and dust contamination [1–7].
Meanwhile, many types of absolute grating displacement measurement sensors with high precision
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and high resolution have been developed, including capacitive grating sensors [1,2], magnetic grating
sensors [8], and optical grating sensors [9].

Absolute optical grating (AOG) sensors are based on an evaluation of the intensity of incident
light from a known illumination source, and represent an efficient means for conducting closed loop
position control in CNC machine tool systems [10–13]. The measurement error of AOG sensors has
been reduced to values as small as ±0.275 μm over a 10 mm range and ±5 μm over a full 3040 mm
range. However, mechanical vibration, temperature variation, and dust contamination affect the
light intensity and other characteristics of the illumination source incident on the sensor, all of which
detract from the measurement performance of AOG sensors. It has a weak anti-interference capability,
particularly in the harsh environments associated with many CNC machining applications [13,14].

In contrast to AOG sensors, both magnetic and capacitive grating sensors have high tolerance for
mechanical vibration and contamination due to dust and oil and, therefore, are commonly employed
in servo drive systems [2,8,15]. The measurement error of absolute magnetic grating sensors can
achieve values as low as ±5 μm over a 1000 mm range and can obtain a measurement resolution of
0.75 μm [15–17]. However, the large size of the magnetic head and poor resistance to electromagnetic
interference restrict the use of such sensors for high accuracy applications. In comparison,
capacitive grating sensors provide a fuller range of environmental advantages, which make them
ideally suited to harsh machining environments [2,18–21]. Moreover, the measurement error of
absolute capacitive grating sensors can achieve values as low as ±0.3 μm over a 6 mm range, with an
error of less than 0.01% over the full measurement range [2]. However, the measurement range of
absolute capacitive grating sensors is limited, which restricts their use in practical applications [2].

The present work addresses the limitations of absolute capacitive grating sensors by developing
a novel capacitive absolute linear displacement sensor that employs a vernier-type structure
with time-grating based on a previously proposed single-row capacitive sensing structure [22].
The proposed vernier-type absolute time-grating (VATG) sensor employs two capacitor rows.
According to the design of vernier calipers, the auxiliary scale, or vernier scale, includes n gradations
over the total caliper length, while the main scale includes n − 1 gradations over the same total caliper
length. Similarly, one capacitor row of the VATG sensor is composed of n periods over the total
sensor length and serves as a fine measurement scale to ensure high measurement resolution, which is
analogous to the auxiliary scale of vernier calipers. The other row of the VATG sensor is composed
of n − 1 periods over the total sensor length as a coarse measurement scale used to find the phase
difference of two rows to realize absolute positioning, which is analogous to the main scale of vernier
calipers. A prototype VATG sensor is fabricated using printed circuit board (PCB) manufacturing
technology with a capacitor row composed of 150 periods to realize fine measurement, and the second
capacitor row composed of 149 periods to realize course measurement. Based on an analysis of the
measurement performance of the prototype VATG sensor, the design is optimized by increasing the
distance between the two rows and adding a shielding layer between them to reduce the influence
of signal crosstalk, and a differential induction structure is adopted to eliminate common-mode
interference, which significantly improves the measurement performance of the modified prototype
VATG sensor. The remainder of this paper is organized as follows. Section 2 introduces the structures
and measurement principles of the single-row capacitive sensor and the proposed VATG sensor.
Section 3 presents an analysis of the limit of error of the VATG sensor. The experimental results and
optimization methodology are presented and discussed in Section 4. Finally, Section 5 presents the
main conclusions of the work.

2. Sensor Structure and Measurement Principle

2.1. Single-Row Sensor Measurement Principle

The structure of the single-row capacitive displacement sensor is illustrated in Figure 1a. The sensing
structure consists of independent plate capacitor arrays, where the sequence of four adjacent rectangular
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excitation electrodes labeled S+, C+, S−, and C− are fixed in stationary positions to provide a small period
of W. Four orthogonal sinusoidal AC excitation signals of amplitude A and angular frequency ω, denoted as
US+ = Amsin(ωt), UC+ = Amcos(ωt), US− = −Amsin(ωt), and UC− = −Amcos(ωt) are respectively applied
to the electrodes labeled S+, C+, S−, and C−. Here, the length of the excitation electrodes in the y direction
is H and the width is (W/4 − I), where I is the interval between two adjacent excitation electrodes in the
x direction. The stationary excitation electrodes are overlaid by an array of sinusoidal-shaped induction
electrodes of length H and maximum width W/2 that are movable in the x direction and have relative
positions fixed with a periodicity of W, where the interval between two adjacent induction electrodes in
the x direction is W/2. As illustrated in Figure 1b, the moveable induction electrodes are aligned parallel
with the stationary excitation electrodes with a distance of separation d0 in the z direction. The sequence of
four excitation electrodes labeled S+, C+, S−, and C− and one induction electrode thereby form four planar
capacitors with capacitance values denoted as C1, C3, C2, and C4, respectively. In addition, the values of C1

and C3, and C2 and C4 vary oppositely as the induction electrode moves along the x axis, as illustrated by
the equivalent circuit shown in Figure 1d. Here, R represents load resistance. According to the superposition
theorem of the equivalent circuit, the output Uo is obtained as

Uo = US+
ZL1

ZL1 + Z1
+ US−

ZL3

ZL3 + Z3
+ UC+

ZL2

ZL2 + Z2
+ US−

ZL4

ZL4 + Z4
, (1)

where ZLj = −1/(
4
∑

i=1

1
Ci

+ 1
R ) is equivalent capacitive-reactance for i 
= j, j = 1, 2, 3, 4, when S+, C+,

S−, and C− work in dependence; Z1, Z2, Z3 and Z4 are the capacitive-reactance of C1, C2, C3, and C4,
changing with the movement of the moveable induction electrodes owing to the variation of the value
of C1, C2, C3, and C4. Thus, the final output can be given as follows [22]:

Uo =
US+ΔSS+

2S0
+

US−ΔSS−
2S0

+
UC+ΔSC+

2S0
+

UC−ΔSC−
2S0

, (2)

where the value S0 = (HW/π) cos (πI/W) represents the maximum area of overlap between an excitation
electrode and an induction electrode, and ΔSS+, ΔSC+, ΔSS−, and ΔSC− are the efficient variations in the
overlapping area between the S+, C+, S−, and C− excitation electrodes and a single induction electrode,
respectively, when d0 and the dielectric coefficient ε0 remain constant. However, Figure 1a,c illustrates the
case where the sinusoidal-shaped induction electrode moving along the x axis with respect to the stationary
rectangular excitation electrodes can be equivalent to a rectangular induction electrode moving along the
x axis with respect to a set of four stationary half-sinusoidal-shaped excitation electrodes if the single-row
sensing structure is divided into two halves along the x axis. Here, the latter case can be regarded as an
uncertain limit integral of a cosine or sine function [3,21–24]. Therefore, the effective area variation ΔS can be
formulated according to the displacement x along the x direction as follows [22]:

ΔSS+ = WH
π (1 − cos 2πx

W ), ΔSS− = WH
π (1 + cos 2πx

W ),
ΔSC+ = WH

π (1 + sin 2πx
W ), ΔSC− = WH

π (1 − sin 2πx
W ). (3)
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Figure 1. Schematic diagrams of a single-row capacitive displacement sensing structure and its
measurement principle. Top view (a) and side view (b) schematic diagrams of the single-row
sensing structure. (c) Schematic diagram presents a geometric representation of the effective area
variation of the selected region in (a). (d) Equivalent capacitor circuit based on (b).

Thus, the final output is given as follows:

Uo = A sin(ωt − 2πx
W

), (4)

where A is the coupling coefficient, and Uo is a travelling wave signal whose frequency and amplitude
are determined by the excitation signals US+, UC+, US−, and UC−, but its phase varies proportionately
with respect to x, and changes with a periodicity of W. Because the travelling wave signal represents
a relationship between the spatial displacement and a time standard, we express the output as follows:

Uo = A sin(
2π

T
t − 2πx

W
), (5)

where T is the time period of the travelling wave signal determined by the excitation signals.
Accordingly, a single-row capacitive structure cannot obtain absolute position measurements without
first knowing the starting position. However, absolute position measurements can be obtained by
adopting a double-row capacitive structure.

2.2. Absolute Measurement Principle

The double-row capacitive structure of the VATG sensor is illustrated in Figure 2a,
where stationary excitation electrodes serve as the stator, and moveable induction electrodes serve as
the mover. Here, the stator consists of two-row stationary excitation electrodes, and each row occupies
an equivalent overall length of L. In the same way, the mover consists of two-row corresponding
inductive electrodes, and each row occupies an equivalent length of L/12. Meanwhile, a multilayer
thin-film sensing structure is employed, where the electrodes and the lead wires are separated by
a thin-film insulating layer, and the electrodes and lead wires are connected by a connecting column.
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Figure 2. (a) Schematic diagram of a double-row Vernier-type capacitive structure for conducting
absolute position measurements with time-grating. (b) Schematic diagram illustrating the absolute
position measurement principle of double-row capacitive structure. (c) High-frequency clock
pulse interpolation.

As shown in Figure 2b, the VATG sensor includes two single-row capacitive sensing structures
denoted as row 1 and row 2 with different periodicities of Wrow1 and Wrow2, respectively. Because the
value of I is equivalent for both rows, the widths of the excitation electrodes in row 1 and row 2 are
(Wrow1/4 − I) and (Wrow2/4 − I), respectively. In addition, L/Wrow1 and L/Wrow2 are both integers,
and L/Wrow1 − L/Wrow2 = 1. According to (5), the corresponding output voltage signals Urow1 and
Urow2 of row 1 and row 2 can be given as

Urow1 = Arow1 sin(
2π

T
t − 2πx

Wrow1
), Urow2 = Arow2 sin(

2π

T
t − 2πx

Wrow2
), (6)

where Arow1 and Arow2 are coupling coefficients of row 1 and row 2, respectively. We then define
a reference signal Uref with an equivalent frequency as Urow1 and Urow2. Accordingly, we can define the
time difference Δtrow1 along the time axis as representing the phase difference between Urow1 and Uref;
and the time difference Δt as representing the phase difference between Urow1 and Urow2 [25]. As shown
in Figure 2b, Urow1, Urow2, and Uref are routed to a shaping circuit to convert them into square wave
signals. The respective rising edges of the square wave signals, which are collectively denoted as Ps for
convenience, are then routed to a phase-comparing circuit constructed using a field-programmable gate
array (FPGA). High-frequency clock pulses Pt with a period Tp are also input into the phase-comparing
circuit as the time standard to interpolate Δtrow1 and Δt. The interpolation process is illustrated in
Figure 2c, where the rising edge of the converted Uref initiates the counting of pulses Pf until the rising
edge of the converted Urow1 is encountered. Then, pulses Pc are counted until the next rising edge
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of the converted Uref is encountered after a total period T. Accordingly, if n pulses Pf are counted,
Δtrow1 = nTp to realize the fine measurement of row 1, and, if m pulses Pc are counted, Δt = mTp to
realize the coarse measurement of row 2. We also note from Figure 2c that T = NTp, and mTp can be
employed to calculate the number of periods, M, that the induction electrode array has moved relative
to the stationary excitation electrodes as follows:

M = int((
mTp

NTp
L)/W), (7)

where the operator int(·) returns the integer value of its argument. Therefore, the relationship between
x and Δt can be defined as follows:

x = W(M +
Δt
T
) = W(int((

m
N

L)/W) +
n
N
), (8)

Figure 3 presents the phase curves of Urow1 and Urow2 within their periods Wrow1 and Wrow2 with
respect to displacement x obtained for L = 60 mm, Wrow1 = 10 mm, Wrow2 = 12 mm. According to
Figure 3a, the phases of the two signals are distributed in a sawtooth form according to the value of x
in each period. We also note that the phase curve of Urow1 becomes increasingly advanced relative to
that of Urow2 with increasing x. Additionally, until x = 600 mm, the phase of row 2 differs by exactly
a period from that of row 1. From Figure 3b, we note that the phase difference arising between the two
signals with increasing x is monotonic and very nearly linear. As such, positioning can be realized
according to the phase difference.

 

Figure 3. (a) Phase of outputs of row 1 (Urow1) and row 2 (Urow2) within their periods Wrow1 and Wrow2,
respectively, versus the displacement of the induction electrode array. (b) Phase difference with respect
to the displacement of the induction electrode array.

3. Analysis of the Limit of Error

As discussed, row 1 and row 2 of the VATG sensor correspond to the auxiliary ruler and the main
ruler of a vernier caliper, respectively. In a similar manner, we can denote the magnitude of a single
scale division on row 2 of the VATG sensor (corresponding to the main ruler of a vernier caliper) as
Wrow2 and the magnitude of a single scale division on row 1 (corresponding to the auxiliary ruler of
a vernier caliper) as Wrow1. Therefore, the limit of error of the VATG sensor is given as follows.

Elimit = Wrow2 − Wrow1, (9)
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This relationship is illustrated in Figure 4. According to the measurement principle of the VATG
sensor, the realization of absolute position measurement is defined completely according to Elimit,
that is, E < Elimit, where E is the error in absolute position measurements.

Figure 4. Schematic illustrating the determination of the limit of error for the proposed VATG sensor.

4. Results and Discussion

A prototype VATG sensor like that illustrated in Figure 2a was fabricated using PCB manufacturing
technology with row 1 composed of n = 150 periods and row 2 composed of 149 periods, where the
accuracy of PCB manufacturing technology can reach 10 μm [23]. The parameters of the sensor were
L = 600 mm, Wrow1 = L/n = 600/150 = 4 mm, Wrow2 = L/(n − 1) = (600/149) ≈ 4.02684564 mm,
and Elimit = Wrow2 − Wrow1 ≈ 26.845 μm. The measurement performance of the VATG sensor was
evaluated experimentally. The experimental setup is shown in Figure 5. It consists of an Aerotech
ABL2000 air-bearing linear stage with a positioning accuracy of ±1.5 × 10−6 over a 120 mm traveling
range, a Physik Instrumente H-824 6-axis miniature hexapod stage with a repeatability of ±0.1 μm,
a Renishaw XL80 laser interferometer with a ±0.5 ppm precision as a measurement standard, a signal
processing system, and a sensor loaded with shells. Here, the shell of the stator is 655 mm long, 37 mm
wide, and 15 mm high, while that of the mover is 96 mm long, 37 mm wide, and 26 mm high. The stator
was fixed on the air-bearing linear stage. The mover was mounted on the six-axis miniature hexapod
stage for adjusting the relative spatial position between the excitation and induction electrodes with
sub-micrometer precision, and maintaining a gap width d0 = 0.8 mm. As such, the stator was actually
translated during the experiments, and the mover was held stationary. The data was acquired and
processed by the signal processing system, and the results were compared with the data obtained from
the laser interferometer.

The displacement measurement errors of the two rows of the prototype VATG sensor individually
are shown in Figure 6a as a function of the displacement at 145 points along the entire 600 mm range
of the sensor. Here, the error is observed to increase linearly with increasing displacement, and the
minimum error is around 6.5 μm. This type of error is characteristic of all sensors using a repeated
periodic structure and that employ an incremental measurement method. However, the double-row
capacitive structure can eliminate measurement error accumulated over a small period, as indicated
by the measurement error of the prototype VATG sensor over the full range shown by the curve
in Figure 6b obtained before optimization. Compared with the measurement errors of the single
capacitive rows in Figure 6a, the measurement error has been reduced by 3 μm at least, and achieves
a measurement error of 3.5 μm at most over the full displacement range, which is much less
than the Elimit value of 26.845 μm. Therefore, the prototype VATG sensor can realize absolute
displacement measurements.
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1—Renishaw XL80 laser interferometer; 2—Physik Instrumente H-824 6-axis miniature 
hexapod stage; 3—Signal processing system; 4—Mover; 5—Stator; 6—Aerotech ABL2000 
air-bearing linear stage. 

Figure 5. Experimental setup employed for evaluating the measurement performance of the prototype
VATG sensors manufactured using printed circuit board technology.
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Figure 6. (a) Measurement errors of two rows of the initial prototype VATG sensor over the full
measurement range. (b) Measurement errors of the VATG sensor obtained over the full measurement
range before optimization and after optimization. (c) Measurement errors obtained over a single 4 mm
period before optimization and after optimization. (d) Frequency spectra of measurement errors for
a single 4 mm period before optimization and after optimization.
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The measurement performance of the prototype VATG sensor was further evaluated by plotting
the measurement error with respect to displacement taken at 42 points over a single 4 mm period.
The results presented in Figure 6c before optimization demonstrate that the sensor exhibits a periodic
measurement error of ±0.75 μm over the single period. Figure 6d presents the results of harmonic
analysis based on the fast Fourier transform of the periodic measurement error data obtained before
optimization. The figure indicates that the primary harmonic component includes the first-order
harmonic error component with an amplitude greater than 0.5 μm with much smaller fourth-order and
fifth-order harmonic component contributions and relatively minor contributions from the remaining
components. Here, the first-order harmonic error component is faintest because the experimental
environment is controlled by high-precision instruments. However, physical non-uniformities in the
four excitation electrode arrays, as well as non-uniformities in the electric fields of the electrodes,
can introduce first-order harmonic error [24,25]. Moreover, non-uniformities in the electric fields of
the electrodes can be exacerbated by signal crosstalk among the electrodes of two rows. That is to
say, a certain quantity of excitation signals (briefly summarized as two types of excitation signals,
sinusoidal and cosine signals) are introduced into the inductive output signal. To analyze the effect of
crosstalk among electrodes on the measurement accuracy of the VATG sensor, we take row 1 as an
example and consider the following mathematical model of a capacitive time-grating sensor.

Urow1 = Arow1 sin(ωt − 2πx
W ) + δ1 sin(ωt) + δ2 cos(ωt)

= Arow1 sin(ωt − 2πx
W ) +

√
δ1

2 + δ22 sin
(

ωt + arctan δ2
δ1

)
, (10)

where δ1 and δ2 are the relational coefficients of crosstalk signals caused by a certain quantity of
excitation signals. Thus, signal crosstalk can result in first-order harmonic error. To address this issue,
the VATG sensor design was optimized by increasing the distance between the two rows and adding
a shielding layer between them to reduce the influence of signal crosstalk among the electrodes of two
rows. In addition, we adopted a differential induction structure to reduce common mode disturbance.
To analyze the effect of the differential induction structure for reducing common mode disturbance,
the following mathematical model can be established.

Urow1 =
[
Arow1 sin(ωt − 2πx

W ) + δ′1 sin(ωt) + δ′2 cos(ωt)
]

−[Arow1 sin(ωt − 2πx
W + π) + δ′1 sin(ωt) + δ′2 cos(ωt)

]
= 2Arow1 sin(ωt − 2πx

W ),
(11)

where δ′1 and δ′2 are the relational coefficients of common mode disturbance caused by physical
non-uniformities in the four excitation electrode arrays and by non-uniformities in the electric fields of
the electrodes. These changes are illustrated in Figure 7.

A new prototype VATG sensor employing the optimized structure illustrated in Figure 7 was then
fabricated, and its measurement performance was evaluated using the experimental setup shown in
Figure 5. The experimental results obtained after optimization in Figure 6b–d demonstrate that the
optimized sensor structure provides greatly enhanced measurement performance. Figure 6b indicates
that the measurement error obtained over the full range of the optimized sensor was reduced to no
more than 2.5 μm. Moreover, Figure 6c indicates that the error obtained over a 4 mm period was
reduced to no more than ±0.25 μm. Finally, Figure 6d indicates that the first-order harmonic error was
greatly reduced from greater than 0.5 μm to about 0.05 μm.
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Figure 7. Schematic diagram illustrating the optimized structure of the VATG sensor, which includes
increasing the distance between the two rows and adding a shielding layer between them to reduce
the influence of signal crosstalk. In addition, a differential induction structure is adopted to reduce
common mode disturbance.

5. Conclusions

The present work addressed the limitations of absolute capacitive grating sensors by developing
a novel VATG sensor that employs a double-row capacitive structure based on a previously proposed
single-row capacitive sensing structure. One capacitor row is composed of n periods over the total
sensor length and serves as a fine measurement scale analogous to the auxiliary scale of vernier calipers.
The other row is composed of n − 1 periods over the total sensor length as a coarse measurement
scale analogous to the main scale of vernier calipers. A prototype VATG sensor with a total length of
600 mm was fabricated using PCB manufacturing technology with a fine measurement capacitor row
composed of 150 periods and course measurement capacitor row composed of 149 periods. Based on
an analysis of the measurement performance of the prototype VATG sensor, the sensor design was
optimized by increasing the distance between the two rows and adding a shielding layer between them
to reduce the influence of signal crosstalk, and a differential induction structure was adopted to reduce
common mode disturbance, which significantly improved the measurement performance of the sensor.
Experimental results demonstrated that the measurement error of the optimized prototype sensor
was ±1.25 μm over the full 600 mm range, ±0.25 μm over a single 4 mm period, and the first-order
harmonic error was very small.

Author Contributions: Conceptualization, X.L.; Writing and preparation of original draft, H.Z.; Methodology, K.P.;
Validation, Q.T. and Z.C.

Funding: This work was funded by the National Natural Science Foundation of China (Grant No. 51435002), by
the National Natural Science Foundation of China (Grant No. 51605062), by the University Innovation Team of
Chongqing (Grant No. CXTDX201601029), and by the Science and Technology Research Program of Chongqing
Municipal Education Commission (Grant No. KJQN201801127).

Acknowledgments: The authors would like to thank Engineering Research Center of Mechanical Testing
Technology and Equipment (Ministry of Education), for equipment support services.

Conflicts of Interest: The authors have no conflicts of interest to declare.

References

1. Kai, T.; Akiyama, M.; Nakamura, Y.; Wakui, S. Effects of Back Electromotive Force in an Absolute
Displacement Sensor and Improvement Using Current-feedback-type Driver. In Proceedings of the 2011
International Conference on Advanced Mechatronic Systems; IEEE: Zhengzhou, China, August 2011; p. 78.

2. Bai, Y.; Lu, Y.; Hu, P.; Wang, G.; Xu, J.; Zeng, T.; Li, Z.; Zhang, Z.; Tan, J. Absolute Position Sensing Based on
a Robust Differential Capacitive Sensor with a Grounded Shield Window. Sensors 2016, 16, 680. [CrossRef]
[PubMed]

357



Appl. Sci. 2018, 8, 2419

3. Liu, X.; Peng, K.; Chen, Z.; Pu, H.; Yu, Z. A New Capacitive Displacement Sensor with Nanometer Accuracy
and Long Range. IEEE Sens. J. 2016, 16, 2306–2316.

4. Fleming, A.J. A Review of Nanometer Resolution Position Sensors: Operation and performance.
Sens. Actuators A Phys. 2013, 190, 106–126. [CrossRef]

5. Lin, C.Y.; Lee, C.H. Remote Servo Tuning System for Multi-Axis CNC Machine Tools Using a Virtual Machine
Tool Approach. Appl. Sci. 2017, 7, 776. [CrossRef]

6. Li, K.; Zhang, Y.; Wei, S.; Yue, H. Evolutionary Algorithm-Based Friction Feedforward Compensation for
a Pneumatic Rotary Actuator Servo System. Appl. Sci. 2018, 8, 1623. [CrossRef]

7. Bahn, W.; Nam, J.H.; Lee, S.H.; Cho, D.I.D. Digital Optoelectrical Pulse Method for Vernier-Type
Rotary Encoders. IEEE Trans. Instrum. Meas. 2016, 65, 431–440. [CrossRef]

8. Zhang, Z.; Ni, F.; Dong, Y.; Guo, C.; Jin, M.; Liu, H. A Novel Absolute Magnetic Rotary Sensor. IEEE Trans.
Ind. Electron. 2015, 62, 4408–4419. [CrossRef]

9. Cai, N.; Xie, W.; Peng, H.; Wang, H.; Yang, Z.; Chen, X. A Novel Error Compensation Method for an Absolute
Optical Encoder Based on Empirical Mode Decomposition. Mech. Syst. Signal Process. 2017, 88, 81–88.
[CrossRef]

10. Girao, P.M.B.S.; Postolache, O.A.; Faria, J.A.B.; Pereira, J.M.C.D. An Overview and a Contribution to the
Optical Measurement of Linear Displacement. IEEE Sens. J. 2001, 1, 322–331. [CrossRef]

11. Fleming, W.J. Overview of Automotive Sensors. IEEE Sens. J. 2002, 1, 296–308. [CrossRef]
12. Xiaokang, L.; Hongji, P.; Fangyan, Z.; Jiqin, F.; Zhicheng, Y. Research on electric field distribution and error

characteristics of the nanometer time grating displacement sensor. Chin. J. Sci. Instrum. 2013, 34, 2257–2264.
13. Friedland, I.; Gurwich, I.; Brandes, A. absolute optical sensors, positioners, optical linear sensor,

linear displacement, sensor volt-displacement characteristic, absolute position sensor, sensor scale factor.
Sens. Transducers J. 2009, 100, 125–136.

14. Gage, S.; Evans, D.; Hodapp, M.; Sorensen, H.; Jamison, D.; Krause, B. Optoelectronics/Fiber-Optics
Applications Manual, 2nd ed.; McGraw-Hill Book Co.: New York, UY, USA, 1981.

15. Hao, S.H.; Liu, J.Z.; Liu, Y.; Hao, M.H.; Song, B.Y. Design of a New Kind of Absolute Magnetic Grid
Displacement Sensor. High Volt. Eng. 2009, 35, 2120–2125.

16. Jiang, K.D. Magnetic flux responsive gate with numerical control system. Machinery 2012, 50, 39–40.
17. Hao, S.H.; Liu, Y.; Song, B.Y.; Hao, M.H. A Novel Absolute Displacement Detecting Magnetic Sensor. J. Harbin

Inst. Technol. 2011, 18, 81–85.
18. Smith, P.T.; Vallance, R.R.; Marsh, E.R. Correcting Capacitive Displacement Measurements in Metrology

Applications with Cylindrical Artifacts. Precis. Eng. 2005, 29, 324–335. [CrossRef]
19. Yu, H.; Zhang, L.; Shen, M. Novel Capacitive Displacement Sensor Based on Interlocking Stator Electrodes

with Sequential Commutating Excitation. Sens. Actuators A Phys. 2015, 230, 94–101. [CrossRef]
20. Ahn, H.J.; Park, J.H.; Um, C.Y.; Han, D.C. A Disk-type Capacitive Sensor for Five-dimensional

Motion Measurements. Meas. Sci. Technol. 2008, 19, 045202. [CrossRef]
21. Chen, Z.; Pu, H.; Liu, X.; Peng, D.; Yu, Z. A Time-Grating Sensor for Displacement Measurement with Long

Range and Nanometer Accuracy. IEEE Trans. Instrum. Meas. 2015, 64, 3105–3115. [CrossRef]
22. Yu, Z.; Peng, K.; Liu, X.; Pu, H.; Chen, Z. A New Capacitive Long-range Displacement Nanometer Sensor

with Differential Sensing Structure Based on Time-Grating. Meas. Sci. Technol. 2018, 29, 054009. [CrossRef]
23. Peng, K.; Yu, Z.; Liu, X.; Chen, Z.; Pu, H. Features of Capacitive Displacement Sensing that Provide High-accuracy

Measurements with Reduced Manufacturing Precision. IEEE Trans. Ind. Electron. 2017, 64, 7377–7386. [CrossRef]
24. Pu, H.; Liu, H.; Liu, X.; Peng, K.; Yu, Z. A Novel Capacitive Absolute Positioning Sensor Based on Time

Grating with Nanometer Resolution. Mech. Syst. Signal Process. 2018, 104, 705–715. [CrossRef]
25. Peng, K.; Liu, X.; Chen, Z.; Yu, Z.; Pu, H. Sensing Mechanism and Error Analysis of a Capacitive Long-range

Displacement Nanometer Sensor Based on Time Grating. IEEE Sens. J. 2017, 17, 1596–1607. [CrossRef]

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

358



applied  
sciences

Article

Metrology Data-Based Simulation of Freeform Optics

Ingo Sieber 1,* , Allen Y. Yi 2 and Ulrich Gengenbach 1

1 Karlsruhe Institute of Technology, Institute for Automation and Applied Informatics,
Hermann-von-Helmholtz-Platz 1, 76344 Eggenstein-Leopoldshafen, Germany; ulrich.gengenbach@kit.edu

2 Department of Integrated Systems Engineering, The Ohio State University, 1971 Neil Ave,
Columbus, OH 43210, USA; yi.71@osu.edu

* Correspondence: ingo.sieber@kit.edu; Tel.: +49-721-608-25746

Received: 31 October 2018; Accepted: 19 November 2018; Published: 22 November 2018 ��������	
�������

Abstract: This paper describes the approach to use measurement data to enhance the simulation
model for designing freeform optics. Design for manufacturing of freeform optics is still challenging,
since the classical tolerancing procedures cannot be applied. In the case of spherical optics
manufacturing, tolerances are more or less isotropic, and this relationship is lost in case of freeform
surfaces. Hence, an accurate performance prediction of the manufactured optics cannot be made.
To make the modeling approach as accurate as possible, integration of measured surface data
of fabricated freeform optics in the modeling environment is proposed. This approach enables
performance prediction of the real manufactured freeform surfaces as well as optimization of the
manufacturing process. In our case study this approach is used on the design of an Alvarez-optics
manufactured using a microinjection molding (μIM) process. The parameters of the μIM process
are optimized on the basis of simulation analysis resulting in optics, with a performance very close
to the nominal design. Measurement of the freeform surfaces is conducted using a tactile surface
measurement tool.

Keywords: systems design; simulation; form measurements; 3D measurements

1. Introduction

With the advancement of modern precision optical fabrication technologies, freeform optical
components can be manufactured with a sufficiently high accuracy [1,2]. Under this condition,
a spherical surface is not anymore the only choice in current optical design. Due to their enlarged
degrees of freedom and strong possibilities of aberration correction, optical freeform surfaces are
increasingly used in different fields of application, including vehicle lighting [3,4] or ophthalmic
applications [5–8] as well as beam expanders [9]. From the geometrical viewpoint, an optical freeform
surface has non-rotationally symmetric features, while from the aspect of fabrication and design,
an optical freeform surface is regarded as an optical surface that leverages a third independent
axis during the fabrication process to form the optical surface with as-designed non-symmetric
features [10]. Both viewpoints reveal the basic feature of the non-rotational symmetry of optical
freeform surfaces, which is a challenge for the optical community. Surface shapes of freeform optics
range from weak deviations from spherical surface to surface shapes without any symmetries [10],
e.g., Alvarez-optics [11] or optics using mutual rotation of two helically formed surfaces for tuning of
the focal length [12–19].

Since deviations in position and shape of freeform surfaces cannot be expressed by traditional
classification of rotational symmetric surfaces, the classical tolerancing procedures cannot be used
in designing and manufacturing freeform optics [20], hence a performance estimation of real
manufactured optical subsystems is not possible using the conventional approach of a tolerance
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analysis [21]. Standardization bodies address these problems by adapting the existing standards to
freeform optics [22]. In [23], the option to use a fit of the surface form deviation to determine surface
form errors of real manufactured surfaces is explicitly mentioned.

Quality of optical surfaces can be evaluated and characterized using a variety of measures:
Root mean square (RMS) errors as well as peak to valley (PV) errors are used to describe low-spatial
frequency (LSF) errors, power-spectra density analysis can be used to analyze mid-spatial frequency
(MSF) errors like spokes or ripples [24,25]. Based on these figures the manufacturing accuracy can
be characterized but no conclusions can be drawn regarding the optical performance in the case
where freeform optics are used in a manufactured subsystem. To be able to use optical simulation for
performance prediction of a manufactured system, the optical simulation model has to be enhanced by
means of measurement data of the manufactured freeform surfaces [26,27].

In addition, the performance prediction based on a model enhancement by means of metrology
data can be used to optimize manufacturing parameters. In particular, this might be useful to improve
the performance of freeform optics designed-for-manufacture by low-cost mass fabrication methods
such as replication technologies (like μIM) [28]. As a result, mass fabrication methods can compete
with highly precise and more expensive single-part manufacturing processes, such as ultraprecision
diamond machining.

We propose the use of measured surface data of fabricated freeform optics in the modeling
environment to make the modeling approach as accurate as possible. Due to the non-symmetric
shape of optical freeform surfaces, the manufacturing tolerances are usually not isotropic as it is
assumed for spherical optics. For this reason, the analyzation of the measured surface data of the real,
manufactured optics is of great interest. This approach allows predicting the optical performance of
the real manufactured freeform surfaces.

In this paper, a method is demonstrated to use metrology data to enhance the model to be able
to predict the optical performance of the manufactured system. The article is organized as follows:
Section 2 describes the manufacture of the freeform optics by μIM. In Section 3, analysis and model
enhancement by means of metrology data from the manufactured freeform optics are demonstrated.
The paper closes with conclusions in Section 4.

2. Manufacture of the Freeform Optics

The manufacture of the freeform optics was conducted using a μIM-replication process. The initial
Alvarez-surface is described by Equation (1).

z(x, y) = 0.01958x2y + 0.00629y3, (1)

μIM has the potential to fabricate optical components with low cycle times, usually ranging from
seconds to minutes. In the first step, a molding tool, i.e., a negative form of the component, must be
produced. In mold design, shrinkage compensation and placement of runners and vents have to
be considered. Manufacturing parts in small dimensions frequently leads to a freezing of the melt
due to the disadvantageous surface to volume ratio, thus representing a particular challenge in μIM.
Simulating the mold flow can prevent this problem: information about the impact of different process
parameters can be gathered and used to optimize the molding process.

A set of injection molding simulation experiments was carried out to form a basis to design the
mold and to derive the process parameters [29]. On the basis of these simulation experiments, molding
tools were fabricated by which the freeform optics was molded. Figure 1 depicts a photograph of a
freeform lens manufactured by the μIM process.
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Figure 1. Freeform lens manufactured by the μIM process.

An atomic scale profiler was used to measure the manufactured surfaces. The profiler used was a
Panasonic UA3P with a resolution of ±0.1 μm at an inclination angle of 70◦. The measurement range
was adjusted to ϕ5 mm. Measurements were conducted on concentric circles, the spatial frequency
was set to 48 cyc/aperture, resulting in a radial distance of 0.1 mm. One measurement consists of
50,000 measurement points. The measurement was targeted to detect the surface form deviation error,
which is an LSF error. To analyze MSF errors linear scanning of the sample would be the preferred
procedure. One advantage of conducting the measurement on radial paths is avoidance of a device
oscillation. Figure 2 depicts the residuals in lens sag based on a reduced data set on a 48 × 48 grid
(2304 measurement points), plotted along the measurement path (left) and as a contour plot (right).
High residues are found at the coordinates near {2 mm, 2 mm} and {2 mm, −2 mm}. Otherwise,
the surface looks notably smooth. Some non-uniformly distributed pits can be observed, interpreted
as artifacts caused by the tactile measuring process.

Figure 2. Surface residuals with regard to the nominal surface: plotted on the concentric measuring
path (left), contour plot (right).

3. Analysis and Results

Analysis of the metrology data results in an averaged RMS value of 0.85 μm and an averaged
PV value of 8.1 μm. Using RMS and PV residuals to evaluate the optical surface quality, it is obvious,
that the smaller an RMS value is, the better the nominal geometry of the surface is resembled.
The same holds for PV: the higher the PV value the larger the maximum deviation between measured
and nominal surface. However, neither of the two values describe the optical performance due to
geometrical deviations. It is not possible to derive how this surface deviation will affect the system’s
optical performance. The absolute PV value of 8.1 μm seems to be very small for a 5 mm clear aperture.
The same is true for the RMS error below 1 μm. In the event of spherical optics, no one would expect
the optical performance to decrease significantly due to these small values. However, using freeform
optics an estimation of the impact of geometrical deviations becomes less intuitive.

361



Appl. Sci. 2018, 8, 2338

To analyze the effect of geometric deviations due to the manufacturing processes, the simulation
model has to be enhanced by measured surface data. This approach enables simulation and
performance analysis of the real manufactured geometry. The surface fit on the measuring points
was conducted by means of a polynomial equation, since the nominal surface is also described by a
polynomial. The use of higher order polynomial terms is due to the complexity of freeform optics.
Surface generation using fourth order polynomials achieved better results than an approximation of
the surface based on spline interpolation [20]. Optical surfaces were often fitted by means of Zernike
polynomials. Zernike polynomials offer the advantage to describe directly low frequency errors and
hence, can be used as direct measure of optical aberrations. Since the individual Alvarez lens part
has no meaningful optical effect, optical aberrations cannot be assigned to the individual surfaces
directly. Hence, the advantage of using Zernike polynomials does not exist. Alvarez optics generate its
optical effect only in conjunction with a second element. Determination of form deviations of freeform
surfaces by means of a surface fit is conform to the modified ISO-10110 standard [23].

Table 1 depicts the functions generated by means of the surface fit, the RMS error between the
manufactured surface and the fitted function, and the mean error of the surface fit. The mean error as
well as the RMS error are small enough to allow a representation of the manufactured optics by the
fitted surface function given in Table 1. The simulation model now is enhanced by means of the fitted
surface function. A performance simulation based on the enhanced model allows for a comparison
of the optical performance with the originally designed nominal freeform surfaces. To quantify the
optical performance, the modulation transfer function (MTF) was applied as criterion. The MTF is an
accepted criterion to quantify the optical imaging quality of lenses or lens systems [29].

Table 1. Fitted function and its parameters. RMS and mean error describe the fit accuracy with respect
to the measured data.

Surface Functionz
(x,y) = a1 x4 + a2 x3y + a3 x2y2 + a4 xy3 + a5 y4 + a6 x3 + a7 x2y + a8 xy2 + a9 y3 + a10 x2 + a11 xy + a12 y2 + a13 x + a14 y

Injection-Molded Surface Parameter RMS [μm] Mean Error [1 × 10−16 μm]

a1 = 1.139 × 10−4

a5 = −8.416 × 10−5

a7 = 0.01832
a8 = −9.148 × 10−5

a9 = 6.636 × 10−3

a10 = 1.335 × 10−4

a11 = 2.688 × 10−4

a12 = 1.184 × 10−4

a14 = 2.915 × 10−3

0.105 −1.28

The performance of the manufactured Alvarez-optics was tested in an existing setup in context of
the development of the Artificial Accommodation System [8]. The AAS features a modular concept,
where housing as well as optical surfaces integrated in the housing is used for different varifocal
principles. Originally, the housing is designed for an optical subsystem using a lens moveable along
the optical axis to adjust the focal length. Hence, the rear-side optics is a negative aspheric lens.
Combining this rear-side optics with an Alvarez-optics, an aspherical inset lens has to be designed to
add a positive refraction power to the negative lens of the rear side. The optical performance of the
assembly containing the Alvarez-optics suffers from the adaptation of the existing setup. This strategy
leads to a degradation of the imaging quality, which can be observed by relatively poor values of the
MTF. Nevertheless, this setup is suitable to evaluate our approach to enhance the optical simulation
model by means of measurement surface data. The MTF of the central field was calculated using
the nominal surface of the Alvarez-optics and the fitted function corresponding to the μIM process.
Five different settings of the varifocal optics were used in the calculation corresponding to different
states of refraction power, respectively. Table 2 depicts the MTF of the fitted functions with respect to
the nominal values and the central field. The optical subsystem used suffers from a dependency of
the imaging quality (depicted by the MTF value) on the adjustment of focal length. This effect can be
observed in the nominal design as well as for the manufactured optics. The injection-molded optics
shows a non-acceptable decline in performance in particular at the infinite focus length.
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Table 2. Modulation transfer function (MTF) of the manufactured optics compared with the nominal
design (central field, evaluated at 40 cyc/mm).

Focal Length [m] MTF Nominal MTF Manufactured Relative MTF [%]

∞ 0.34 0.2 59
4 0.49 0.43 88

0.667 0.66 0.64 97
0.364 0.63 0.54 86
0.263 0.55 0.43 78

Figure 3 shows the graph of the MTF. Again, the central field is displayed in an adjustment
of an infinite focal length. The splitting of the curves in two parts is due to the non-rotationally
symmetric shape of the freeform optics. The transversal part is shown as solid line; the sagittal part
is represented as dashed line. The red curves describe the MTF of the nominal design, the blue
curves represent the MTF of the simulation based on the measurement data of the manufactured
Alvarez-optics. The reduced MTF of the manufactured optics is caused by geometrical part deformation
occurring in the μIM process. An uneven refractive index distribution may also contribute to the
poor MTF. An optimization of the μIM process was conducted to compensate for these two limiting
factors. Optimization of the molding process lead to different settings of the process parameters
and is described in detail in [28]. Figure 4 presents RMS and PV values of intermediate states
of the optimization for four samples, respectively. The initial setting is depicted as “original”.
Several corrections led eventually to the final process settings (μIM/comp) featuring a smooth
characteristic over all four samples. Based on the μIM/comp-process, modified Alvarez-optics
were manufactured.

Figure 5 shows the surface residuals for the compensated Alvarez-lens parts manufactured by
means of the μIM/comp-process.

Figure 3. MTF of the manufactured optics compared with the nominal design.

Figure 4. RMS and PV-values of intermediate states of the process optimization for four samples,
respectively. “original” means the initial setting.
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Figure 5. Surface residuals of the freeform optics manufactured using the μIM/comp-process (data set
on a reduced 48 × 48 grid). Left: plotted on the concentric measuring path; right: Contour plot.

Noticeable is the smooth surface. The improvement of the surface form deviation can be seen
clearly by comparing Figures 2 and 5. Of course, this aspect can also be seen regarding the PV and
RMS errors, resulting in 4.1 μm and 0.34 μm, respectively. Figure 6 shows the PV and RMS value of
the Alvarez-surface manufactured by the two microinjection molding processes. The improvement of
the compensated surface manufactured by means of the μIM/comp-process is obvious.

Figure 6. PV and RMS values of the individual optics manufactured. Left: μIM; right: μIM/comp.

To see if the optical performance of the freeform optics manufactured by the μIM/comp-process
meets the criterion to preserve the MTF of the nominal Alvarez-optics, the measured surfaces were
used to simulate the performance of the compensated Alvarez-optics. The approach used is the same
as described in case of the μIM process. Table 3 depicts the function used in the enhanced model.

Table 4 shows the resulting, simulated MTF based on the surface representation shown in Table 3
compared again with the nominal surface.
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Table 3. Function of the fitted point clouds as well as the RMS and mean errors showing the accuracy
of the fit.

Surface Functionz
(x, y) = a1 x4 + a2 x3y + a3 x2y2 + a4 xy3 + a5 y4 + a6 x3 + a7 x2y + a8 xy2 + a9 y3 + a10 x2 + a11 xy + a12 y2 + a13 x + a14 y

Surface Parameter RMS [μm] Mean Error [1 × 10−16 μm]

μIM/comp

a1 = −3.182 × 10−6

a2 = −3.180 × 10−5

a3 = −1.482 × 10−4

a5 = 5.137 × 10−5

a6 = −1.911 × 10−5

a7 = 0.0195

a8 = 6.796 × 10−5

a9 = 6.396 × 10−3

a10 = 1.335 × 10−4

a11 = 1.235 × 10−4

a12 = 8.923 × 10−5

a13 = −1.675 × 10−5

a14 = 1.235 × 10−4

0.147 −0.85

Table 4. MTF of the manufactured optics compared with the nominal design (central field, evaluated
at 40 cyc/mm).

Focal Length [m] MTF Nominal MTF μIM/Comp Relative MTF μIM/Comp [%]

∞ 0.34 0.34 100
4 0.49 0.47 98

0.667 0.66 0.65 98
0.364 0.63 0.63 101
0.263 0.55 0.55 100

The results presented in Table 4 show that the optics manufactured using the μIM/comp-process
performs very closely to the nominal value. The deviations in performance are as small as 2% in
maximum. The effect of improvement of the MTF by means of the μIM/comp-process can also be
observed in Figure 7 showing the graphs of the simulated MTFs for the different molding processes
(μIM and μIM/comp) in comparison with the nominal optics. The graphs are depicted for the central
field and an allocation of infinite focal length.

Figure 7. MTF derived with the compensated injection-molded freeform optics included (green) in
comparison with Figure 3.

It is of no doubt that the values of RMS and PV are very useful to describe surface form deviations
and are of importance in the characterization of manufacturing quality. This research was designed to
show that PV and RMS errors alone are not sufficient to enable statements of the optical performance
of freeform optics. In the example shown even surface accuracies of 8.1 μm PV and 0.85 μm RMS do
not meet the performance requirements for a clear aperture of 5.0 mm. This was shown in case of
the uncompensated microinjection-molded freeform optics (see Figure 3). Using metrology data to
enhance the model offers the possibility to predict reasonably the expected optical performance of a
manufactured freeform optics.
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4. Conclusions

Freeform optics can be seen as an enabling technology since they allow completely new designs
of optical systems. Classical optical components have a rotational symmetric shape. The tolerances are
therefore describable by simple parameters, e.g., radius. Since freeform optics are lacking symmetry,
such simple tolerance parameters cannot be found. This makes the estimation of shape tolerances
nearly impossible as well as the estimation of the impact of manufacturing tolerances on the optical
performance. Doubtless, the use of PV and RMS data is very important to characterize and analyze the
manufactured optics with respect to quality and accuracy of the manufacturing processes. However,
a performance prediction of a fabricated optical system using freeform optics renders to be impossible
if only based on PV and RMS data. For performance prediction of the manufactured freeform optics in
an optical system, we propose the use of measurement data of the manufactured parts to enhance the
optical model. The enhanced model will better resemble the real system hence simulation results can
also be used to improve process optimization.

The approach was shown using Alvarez-optics as freeform surfaces. As manufacturing process,
a μIM process was used. It turned out, that freeform surfaces with seemingly insignificant PV and
RMS values could cause severe effects on the optical performance. This was shown for a freeform
optics with a 5 mm clear aperture by way of simulation of an enhanced model. Optimization of the
μIM process leads to improved optics with a maximum deviation of only 2% from the nominal MTF
values. These results show that enhancing the simulation model by means of metrology data will
allow for performance prediction of the optical system. This approach can also be used to evaluate
and optimize process parameters to improve the parts manufactured.
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Abstract: Strained silicon (ε-Si) is a promising material that could extend Moore’s law by enhancing
electron mobility. A ε-Si material is usually composed of multiscale, multilayer heterostructures,
where the strained-silicon film or strap is tens-of-nanometers thick, and its buffer layers are of the
micrometer scale. The structural properties determine the electrical performance and reliability
of ε-Si-based devices. Inhomogeneous residual stress is induced during the preparation, which
induces ε-Si structure failure. In this work, biaxial strained-silicon films that contain graded
and relaxed germanium-silicon buffer layers were prepared on monocrystalline silicon wafers
through reduced-pressure chemical-vapor epitaxy. The layer components and thicknesses were
measured using energy-dispersive spectroscopy and scanning-electron microscopy. Crystal and
lattice characters were observed by using high-resolution transmission-electron microscopy and
micro-Raman spectroscopy. The residual stress distribution along cross-sections of the ε-Si multilayer
structures was examined by using micro-Raman mapping. The experimental results showed that,
with a gradual increase in germanium concentration, the increasing residual stress was suppressed
owing to dislocation networks and dislocation loops inside the buffer layers, which favored the
practical application.

Keywords: strained silicon (ε-Si); multiscale; structural property; mechanical property; micro-Raman
spectroscopy; cross-section; dislocation

1. Introduction

Strained silicon (ε-Si) is regarded as a promising material that could extend Moore’s law [1].
Because introduced strain leads to an increased carrier mobility and reduced resistance [2], the
performance of ε-Si-based devices is improved significantly [3]. In recent years, with continuous
developments in ε-Si technology, semiconductor chips have become smaller, faster, and more energy
efficient [4]. Strained-silicon technology has been applied widely in core chips inside mobile phones,
personal computers, laptops, tablets and even televisions [5].

The ε-Si structure complexity determines the difficulty of the manufacturing process.
In general, ε-Si is achieved by manufacturing a set of multiscale, multilayer heterogeneous two-
or three-dimensional structures [6]. The manufacture of such a complex structure requires a strict
and well-designed control of process parameters to ensure that each processing procedure step
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may yield a material/structure that meets the design requirements of geometrical dimensions and
structural-mechanical properties [7,8]. Furthermore, the design, manufacture, performance evaluation
and control technologies for microelectronics with non-uniform and local-singular stress distribution
is regarded as the future of the microelectronics industry [9].

The (equal biaxial or uniaxial) strain state and its magnitude determine the optical/electrical
properties of ε-Si-based devices [10]. The strain state and magnitude of the ε-Si depend heavily on the
buffer-layer properties (such as the element composition, thickness, lattice quality, defects and residual
stress) and interfacial properties (such as mismatch and shear stress) [11]. Size miniaturization of a
ε-Si-based device leads to increased defect densities and residual stress, which results in a degraded
optoelectronic performance and structure reliability of the entire integrated device [12].

Experimental studies of multilayer heterogeneous structures, such as strained-silicon, face two
major challenges, namely, “multiscale” and “multiproperty coupling”. A strained-silicon layer is
usually several to tens-of-nanometers thick, whereas the buffer-layer thickness tends to be of the
micrometer scale, and the substrate is typically several hundreds of microns thick. Unique key physical
and mechanical behaviors that interact exist at each spatial scale. Cross-scale interactions between
the multiscale physical–mechanical properties increase the complexity of experimental studies of
strain silicon.

A number of methods at different spatial scales have been applied to experimental studies
on multilayer heterogeneous structures [13–16]. The profiler has been used to measure the average
residual stress from the mesoscale [17]. By using (scanning- and transmission-) electron microscopy, the
structural morphology and dislocation distribution in the microscale have been determined [18]. At the
same scale, nano-indentation has been used to measure the modulus [19], whereas Raman microscopy
has been applied to characterize the lattice quality and residual stress [20–22]. High-resolution
transmission-electron microscopy (TEM) has been used to analyze the lattice structure and local strain
of materials at the nanoscale [23].

However, most widely used experimental methods can measure or characterize only one or
several material parameters at their respectively applicable scales. These techniques do not provide
sufficient understanding of the multiscale structure properties, such as strained silicon, and it is difficult
to discover the interaction between the different structural and mechanical properties at different
spatial scales. Therefore, there is a need for collaborative analysis using methods at different spatial
scales to investigate the interaction mechanisms of multiproperty coupling.

In this work, a biaxial strained-silicon material with germanium–silicon as a buffer layer was
prepared and studied experimentally. The structural properties, including the components and
thickness of each layer at the microscale and the crystal and lattice characteristics and quality at the
nanoscale, was characterized by energy-dispersive spectroscopy (EDS), scanning-electron microscopy
(SEM), micro-Raman spectroscopy (MRS) and TEM. The residual stress distribution at different depths
was analyzed by using micro-Raman mapping on the sample cross-section.

2. Materials and Methods

The ε-Si/GeSi/C-Si materials were prepared through reduced pressure chemical vapor epitaxy
(CVE) [24]. SiH2Cl2 was used as the Si precursor, GeCl4 was the Ge precursor, and H2 was the carrier
gas. The monocrystalline Si (100) wafer was pre-treated using an H2SO4:H2O2 = 3:1 solution for
10 min to remove contaminants and then dipped in 10% HF solution to remove the oxide layer. The
CVE growth temperature was 900 ◦C, and the pressure was 1.33 × 104 Pa. In the beginning, the Ge
component increased linearly to form a graded germanium-silicon (GexSi1−x, x = 0→0.2) buffer layer
of ~3 μm thickness. The growth rate slowed and the Ge concentration was fixed at 20% to form a
Ge0.2Si0.8 buffer layer of ~0.8 μm thickness. A 10 nm strained-silicon cap layer was deposited at 750 ◦C
and 1.33 × 104 Pa. Figure 1a provides a schematic structure of the prepared ε-Si/GeSi/C-Si material.

The cross-sectional samples were prepared as follows. A Si-based ε-Si/GeSi wafer was cut to
approximately 10 mm × 10 mm square pieces. Two wafers were pasted by using epoxy resin with
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the ε-Si films face-to-face. Then, two C-Si pieces, cut from another (100) silicon wafer with a 430 μm
thickness were pasted outside the two ε-Si/GeSi wafers, respectively. Then, this piece group was cut
to some thin slices about a ~1 mm thickness. The two cross-section surfaces of each thin slice were
polished by using the chemical-mechanical polishing technique (CMP). Samples for TEM analysis
were thinned further by using sandpaper (3M, Maplewood, Minnesota, USA), lapping film (Allied
High Tech Products, Rancho Dominguez, CA) and a precise ion-polishing machine (Gatan, Pleasanton,
CA, USA).

A ZEISS EVO MA15 system and a JEOL 2100 system were used for the SEM and TEM tests,
respectively. Raman experiments for the cross-sectional samples were conducted by using a laser
confocal micro-Raman system (InVia Reflex, Renishaw, Gloucestershire, UK) with a 532 nm laser
exciting light. A 50× Leica objective (N.A. 0.8) was used, and hence, the spot size of the incident laser
was about 1 μm in diameter. Besides, Raman tests on the untreated surface of the strained-silicon
samples used the same system, but with a 325-nm laser and a 40× Leica ultraviolet (UV) objective
(N.A. 0.5). The sampling spot of the incident laser was about 5 μm in diameter.

 
(a)  

(b) 

Figure 1. (a) Schematic structure of prepared ε-Si/GeSi/C-Si material, (b) scanning-electron microscopy
(SEM) image of multilayer vicinity of sample cross-section. CVE, chemical vapor epitaxy.

3. Results and Discussion

3.1. Microscale Structural Properties

Figure 1b shows an SEM image of the multilayer vicinity of the cross-sectional sample. Because
of differences in the electrical resistance of each layer, distinctive monocrystalline silicon, GexSi1−x,
Ge0.2Si0.8 and epoxy resin layers were observed. A narrow black strip of ~1 μm thickness is the
adhesive layer of epoxy resin that adheres the two multilayer wafers. The region with uniform
and relatively deeper greyscale, at the left of the image and far from the adhesive layer, is the C-Si
substrate. From the C-Si substrate to the wafer edge (~3.6 μm thickness), the grayscale becomes
brighter gradually, which is the graded and relaxed buffer layers. The C-Si/GexSi1−x interface is clear
and straight, but that of the GexSi1−x/Ge0.2Si0.8 interface is barely distinguishable visible in this SEM
image. The strained-silicon layer (~10 nm thick) is not recognized in the SEM image, because of the
resolution limitation of the SEM system.

The SEM image also shows that there is no visible fluctuation on the surface of the sample
cross-section. The cross-sectional surface roughness was measured by using an atomic-force microscope
(AFM, Dimension Icon, Bruker, Billerica, Massachusetts, USA) and a white-light interferometer (WLI,
NewView 8300, Zygo, Middlefield, Connecticut, USA). Figure 2a gives the height data of a random
500 nm × 500 nm area on the cross-sectional surface detected by AFM. The root-mean-square deviation
of the height data (Rq) is 0.43 nm, and the arithmetical mean deviation of the height data (Ra) is 0.33 nm.
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Figure 2b gives the height data of a random 21 μm × 21 μm area on the cross-sectional surface detected
by using a white-light interferometer with a spatial resolution of 0.34 μm in the X/Y direction and
0.01 nm in the Z direction (root-mean-square repeatability). Rq and Ra are essential surface-roughness
parameters. The experimental results showed that the surface roughness of the sample cross-section
was less than 0.5 nm, regardless of the nano- or microscale area.

 
(a) (b) 

Figure 2. The surface roughness of cross-sectional surface measured by (a) atomic-force microscope
(AFM) and (b) white-light interferometer.

The elemental distribution along the depth direction of the sample cross-section is shown in
Figure 3 as determined by EDS (Oxford Instruments, Oxford, UK) with a 42-nm step length. When
the EDS sampling point on the cross-section surface approaches the wafer edge, the elemental silicon
content exhibits an approximately linear decrease and that of elemental germanium shows a linear
increase. Such linear variations of the elemental components that are sustained inside a region of
~2.6 μm in thickness, corresponding to the graded buffer layer (via the GexSi1−x layer).

Figure 3. Elemental distribution along the depth direction achieved by using energy-dispersive
spectroscopy (EDS).

The content of elemental silicon increased slightly and gradually until the sampling point reached
the wafer edge. The opposite behavior resulted in the content of elemental germanium. The thickness
of this region was ~1 μm, which corresponds to the relaxed buffer layer (viz. the Ge0.2Si0.8 layer).
In this layer, the actual distributions of elemental Si and Ge did not agree with, but were not distinct
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from, the design shown in Figure 1. The EDS result showed that it was difficult to recognize the
interface between the two buffer layers, and the exact thickness of the two buffer layers. The sudden
drop of the Si component at a 1 μm depth may have been caused by parameter alternation during the
ultra-high-vacuum chemical-vapor epitaxy, which helps to locate the GexSi1−x/Ge0.2Si0.8 interface.

Both elements decreased to zero because the EDS sampling point entered the epoxy resin layer of
the sample cross-section. The EDS data did not show the signal from the ε-Si layer, which should be
because the ε-Si layer thickness (~10 nm) was less than the EDS sampling step length.

Figure 4a shows the wavenumber image of the Si-Si band (~520 cm−1) that was obtained by
Raman mapping at a 25 μm × 24 μm region near the multilayer interfaces on the sample cross-section.
The step lengths for Raman mapping along the parallel and vertical direction to the interfaces were
1.2 μm and 0.2 μm, respectively. Figure 4b shows the mean values of the wavenumbers at different
locations along the depth direction based on Figure 4a. Figure 4a,b shows that the wavenumber at
~520 cm−1 changes slightly inside the Si substrate, acutely in the buffer layers, and continuously at
the interfaces. When the scanning spot originated from the Si substrate into the buffer layers, the
wavenumber showed a sharp and linear decrease with a speed of −4.97 ± 0.07 cm−1/μm. However,
this rapidly decreasing trend stopped within a region of ~1 μm next to the epoxy layer (compared with
the top surface of the strained-silicon wafer), where the wavenumber decreased gently with a speed of
−0.83 ± 0.28 cm−1/μm. Hence, from the wavenumber image, the thickness of the rapidly decreased
wavenumber region is ~2.6–2.8 μm, and that of the gently decreased wavenumber region is ~0.8–1 μm.
The former region is the GexSi1−x layer and the latter is the Ge0.2Si0.8 layer. The strain distribution can
be achieved by using the wavenumber results, as discussed below.

 
(a) (b) 

Figure 4. (a) Si-Si band wavenumber image obtained by Raman mapping on the sample cross-section,
(b) wavenumber distribution along the depth direction.

Figure 5a shows the Raman intensity image of the same region in Figure 4a. Figure 5b shows
the mean values at different locations along the depth direction based on Figure 5a. In Figure 5,
when the sampling spot for Raman mapping from the Si substrate crossed the buffer layer, the
Raman intensity of the Si-Si band decreased first and then increased. The Raman-intensity-decreased
region in Figure 5 is almost the same as that of the wavenumber rapid-decreased region in Figure 4,
so the Raman intensity-increased region to the wavenumber gently-decreased region. This result
indicates that the quantity of elemental Si in the monocrystalline stage decreased with a continuous
enhancement of elemental Ge in the graded-buffer (GexSi1−x) layer, and then improved gradually
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inside the relaxed-buffer (Ge0.2Si0.8) layer even though the elemental content of the materials did not
change any more.

Figure 6a shows the full-width-at-half-maximum (FWHM) image of the same region of Figure 4a.
Figure 6b gives the mean values at different locations along the depth direction based on Figure 6a.
In Figure 6, the FWHM of the Si-Si band broadened first and then narrowed when the sampling spot
of Raman mapping from the Si substrate crossed the buffer layer. The FWHM broadened region in
Figure 6 is different from (smaller than) the wavenumber rapid-decreased region in Figure 4 and the
Raman-intensity-decreased region in Figure 5. Therefore, with a continuous enhancement of elemental
Ge, the average lattice quality of the Si element in the monocrystalline stage in the graded-buffer
(GexSi1−x) layer decreased to an extreme and then improved continuously. This tendency was retained
in the relaxed-buffer (Ge0.2Si0.8) layer.

 
(a) (b) 

Figure 5. (a) Si-Si band Raman-intensity image obtained by Raman mapping on the sample
cross-section, (b) Raman-intensity distribution along the depth direction.

 
(a) (b) 

Figure 6. (a) Si-Si band full-width-at-half-maximum (FWHM) image obtained by Raman mapping on
the sample cross-section, (b) FWHM distribution along the depth direction.
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3.2. Nanoscale Structural Properties

The structural properties at the nanoscale were investigated by using TEM. Figures 7 and 8 give
high- and low-resolution TEM images of the sample cross-section, respectively. Figure 7a shows
a high-resolution TEM image, including the ε-Si and Ge0.2Si0.8 layers. Three regions exist, each of
which has a uniform contrast grade, and which corresponds to a dissimilar layer. The left lower
region, which is brightest, is an epoxy resin layer of the sample that serves as the adhesive for the two
wafers. The image shows no regular lattice structure in this region. The region adjacent to the epoxy is
the ε-Si layer. The largest region in the image is the Ge0.2Si0.8 layer. Inside the ε-Si layer, the lattice
structure is complete and clear, and shows a regular mesh of the monocrystalline state. The growth
surface is in the same atomic sheet. No visible defects exist in this layer. Moreover, the interface of the
ε-Si/Ge0.2Si0.8 layers appears clear, straight and almost atomically flat, where the lattices match well.
The ε-Si layer thickness is relatively uniform at ~8.67 nm. Figure 7 also shows that the cross-section is
a (100) crystal plane.

 
(a)  

(b) 

 
(c)  

(d) 

Figure 7. High-resolution transmission-electron microscopy (TEM) images of sample cross-section (a)
at the ε-Si and Ge0.2Si0.8 layers, (b) inside the Ge0.2Si0.8 layer, (c) at the Ge0.2Si0.8/GexSi1−x interface
and (d) inside the GexSi1−x layer.
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 8. Low-resolution TEM images of sample cross-section (a) around Ge0.2Si0.8 layer, (b,c) at
GexSi1−x/C-Si interface and (d) inside GexSi1−x layer with a dislocation loop.

Figure 8a shows a low-resolution TEM image around the Ge0.2Si0.8 layer, and Figure 7b shows
a high-resolution enlarged image of spot A in Figure 8a, which is inside the Ge0.2Si0.8 layer. In the
low-resolution TEM image, no obvious defect exists inside the Ge0.2Si0.8 layer. The interface between
the GexSi1−x and Ge0.2Si0.8 layers is clearly recognizable, which shows that the Ge0.2Si0.8 layer thickness
is uniform, at ~0.96 μm (~1μm). According to the SEM, EDS and Raman results, as shown in Figures 1
and 3–7, the total thickness of the two GeSi buffer layers is 3.6 μm, and hence, that of the graded layer
(GexSi1−x) is ~2.6 μm.

In the high-resolution TEM images Figure 7a,b, the lattice phenomena in the Ge0.2Si0.8 layer are
analogous to those in the ε-Si layer. The two layers have the same lattice structure and dimensions
and can only be distinguished according to differences in the contrast grades. The lattice maintained a
good and similar crystal structure, which indicates that the stress in the ε-Si and Ge0.2Si0.8 layers is not
released by defects or dislocations.

Figure 8b,c presents low-resolution TEM images around the GexSi1−x layer. Figure 7c,d presents
high-resolution enlarged images at the GexSi1−x/Ge0.2Si0.8 interface and at spot B in Figure 8b,
respectively, where spot B is inside the GexSi1−x layer. In the low-resolution TEM image in Figure 8b,c,
the interface between the GexSi1−x layer and C-Si substrate appears clear and straight. Numbers of
dislocations exist in the GexSi1−x layer, especially close to the GexSi1−x/Si interface. Some appear
as dislocation loops, such as the one in Figure 8d. Most dislocations connect and form dislocation
networks inside the layer. Some vertical threading dislocation lines reach the GexSi1−x/C-Si interface.

Dislocation lines can only be terminated on the inner surface of the interface or on the free crystal
surface, but they may not stop inside the crystal and appear in the form of isolated sections. Therefore,
inside the crystal, any dislocation must be closed to form a dislocation ring or be connected to form a
dislocation network, or move toward a surface/edge to form a threading dislocation.

All TEM images of the ε-Si layer, Ge0.2Si0.8 layer and Si substrate of the sample are clean and
flat, without visible defects/dislocations. In contrast, dislocations are concentrated in the GexSi1−x

layer with the highest dislocation intensity near the GexSi1−x/C-Si interface. The dislocations first
arose in the beginning of the GexSi1−x epitaxial growth. With an increase in thickness during the
epitaxial growth, some (existing and/or new born) dislocation lines connected with others, to form
dislocation networks, and remained within the crystal. Some connected and became dislocation
loops, or they continued extending to the sample edges. Because of the existence of dislocation in the
GexSi1−x, especially near the GexSi1−x/C-Si interface, the average lattice quality of monocrystalline
silicon deteriorated rapidly in the beginning of the graded buffer layer, which leads the FWHM of the
Raman peak to broaden (as shown in Figure 6). With the gradual reduction in dislocations, the lattice
quality improved.

Each type of dislocation helps to relax internal/residual stresses that are induced by the
change in lattice dimension [25,26]. However, the threading dislocation is harmful to the structural
reliability and performance of semiconductor devices, so it is necessary to avoid the appearance of
threading dislocations. By using the manufacturing process to produce a strained silicon, dislocation

375



Appl. Sci. 2018, 8, 2333

lines mainly form rings or networks inside the crystal structure, which avoids the generation of
threading dislocations.

3.3. Distribution of Residual Stress with Depth

The residual stress inside the samples was analyzed, using MRS, which was regarded as an
effective method for residual stress analysis of any semiconductor material, such as silicon. The
basic Raman-mechanical model for crystal silicon (C-Si) follows the secular equation of the lattice
dynamics [21,27]. According to existing investigations, the Raman-mechanical relationship of C-Si
depends on the crystal plane and the stress state for measurement. In this work, the UV Raman tests
were performed on the surface of the strained-silicon film, whose crystal plane was (100). Figure 9a
shows a typical spectrum from the UV Raman tests. The 325-nm UV laser can only penetrate the
crystal silicon to a depth of ~10 nm, which is similar to the thickness of the strained silicon. Hence,
the wavenumber detected by the 325-nm laser achieves a mean wavenumber of 511.98 cm−1 based
on results from 66 different sampling spots, which originated solely from the ε-Si layer and were
characterized by the average strain and stress of this layer. The residual stress in the ε-Si layer can be
treated as a biaxial stress state, with stress components σx = σy = σ and strain components εx = εy = ε,
where x and y denote the in-plane directions. According to the Raman-mechanical relationship of C-Si
with the (100) crystal plane [28],

ε = −1.204 × 10−3Δw
σ = −217.28Δw (MPa)

. (1)

According to Equation (1), ε = −1.204 × 10−3 × (511.98–519.78) = 9.39�≈ 1% and σ = −217.28 ×
(511.98–519.78) ≈ 1.69 GPa, where wavenumber 519.78 cm−1 was calibrated on a silicon wafer of the
same production batch with the ε-Si/GeSi/C-Si samples and on the same day of the measurements
above. The results showed that the real in-plane strain in the ε-Si layer was ~1%.

 
(a) (b) 

Figure 9. Raman spectra of (a) strained silicon (surface) and (b) germanium-silicon (cross-section).

For the Raman measurement on the cross-section with a (110) crystal plane, the applicable
Raman-mechanical relationship of (110) C-Si was given as Equation (2), where the residual stress is
treated as a uniaxial stress state, because the normal component on the cross-section surface (denoted
as σx) was released during the sample preparation, σx = 0, σy = σ and strain components εx = εy = ε,
where x and y denote the in-plane directions [28].

ε = −2.58 × 10−3Δw
σ = −434.58Δw (MPa)

. (2)

The cross-sectional stress analyses for the Raman data from the sampling spot inside the C-Si
layer can use the Raman-mechanical relationship shown as Equation (2), whereas those from the GeSi
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layers cannot use Equation (2) directly. Figure 9b shows a typical Raman spectrum of the germanium
silicon alloy, which includes three major peaks: A Si-Si band at ~500 cm−1, a Ge-Si band at ~400 cm−1

and a Ge-Ge band at ~300 cm−1. If elemental Si dominated the Ge-Si alloy, just like the buffer layers
in this work, the Raman peak of the Si-Si band would be strong and sufficiently narrow (shown in
Figures 5 and 6) for mechanical measurement. However, Equation (2) is not applicable directly for
the Si-Si band of germanium silicon alloy. As shown in Figure 4, the Raman wavenumber decreases
sharply inside the GeSi layers, whose increment is up to 14 cm−1, denoting more than 6 GPa by using
Equation (2). This is inconsistent with the reality of C-Si or GeSi strength. In fact, due to the influence
of phonon confinement, the change in the wavenumber of the Si-Si band in the Raman spectrum of
germanium silicon is not only induced by the strain, but also by the influence of phonon confinement.
Tsang [29] presented an empirical relationship for the wavenumber wSi-Si, the Ge content x and the
strain ε, which is regarded as suitable for the germanium-silicon alloy with 0 < x < 0.25. Meanwhile,
the elastic parameters of the germanium–silicon alloy followed the modulus-content linear model
proposed by Kasper et al. [30].

Cij = xCij,Ge + (1 − x)Cij,Si, i, j = 1 − 6, (3)

where Cij, Cij,Ge and Cij,Si were components of the elastic coefficient tensors of the Ge-Si alloy,
germanium and silicon, respectively. Hence the Raman-mechanical relationship suitable for the stress
analysis inside the GeSi layers on the (110) cross-section in this work is given by Equation (4) [11].

σ = (100x − 435)(Δw + 62x) (MPa). (4)

The residual stress distribution along the deepness direction of this multilayer structure is given
as Figure 10, where the stress inside the C-Si substrate was achieved by using Equation (2), and that
inside the germanium-silicon buffer layers was achieved by using Equation (4). Figure 10 shows that
there exists serious residual stress inside the buffer layers. The residual stress increases rapidly in
the beginning of the epitaxial growth. The mean stress gradient during the first 2 μm of the graded
buffer layer was 777.5 MPa/μm. With further growth of the GexSi1−x layer, the residual stress stopped
increasing and then began to decrease, which reduced the stress gradients and even turned them
negative, until the beginning of the relaxed buffer layer. In the Ge0.2Si0.8 layer, the residual stress was
stable compared with that in the GexSi1−x layer. The mean residual stress in the relaxed buffer layer
was ~1.01 GPa.

 
(a) (b) 

Figure 10. (a) Distribution image of residual stress on sample cross-section, (b) mean residual stress
along the depth direction.
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4. Discussion

The stress distribution achieved by using Raman mapping showed that the residual stress
did not increase continuously with the gradual rise in germanium content. The diameter of
elemental germanium is larger than that of the silicon, and so is the lattice size of the Ge crystal.
In the germanium–silicon layer prepared by reduced-pressure CVE, most silicon maintained its
monocrystalline stage according to the Raman FWHM results (shown in Figure 7) and high-resolution
TEM image (shown in Figure 7b,d). Therefore, some strain, and hence residual stress, was introduced
into the buffer layer. The maximum residual tensile stress introduced by doping Ge in Si was 2.2 GPa,
which did not induce any visible break or crack in each layer or interface, because of the birth and
propagation of the dislocation, which was coincident with the GeSi alloy growth. Dislocation networks
and dislocation loops helped to release the residual stress induced by the change in lattice dimension
during the growth of a graded buffer layer where the germanium content increased gradually, which
was positive for the reliability and stability of the ε-Si structure during its application.

In the GexSi1−x layer, the germanium component started from zero at the GexSi1−x/C-Si interface
and increased with a linear gradient (shown in Figure 3a), which resulted in a gradual change in lattice
constant, avoided a sudden difference in lattice constant at the interface and reduced the mismatch
strain and dislocation nucleation density compared with other growth methods. When the epitaxial
GexSi1−x layer grew accompanied by a linear increase in Ge content, the mismatch strain relaxed
gradually, and slowed down the extent of dislocation lines and the formation of dislocation networks.
The dislocation lines stopped when the strain energy was released, which made the dislocation
networks limited inside the GexSi1−x layer and unable to extend into the Ge0.2Si0.8 and ε-Si. Thus,
the growth of the gradient-graded component can be effective for confining dislocations within the
buffer layer.

As shown by the Raman results, the residual stress remained stable and the lattice quality
improved inside the relaxed buffer layer. No obvious dislocation existed in this layer in the TEM
images. These results proved that it was helpful to reduce the negative effect of germanium, and to
improve the liability and performance of the microdevice based on strained-silicon technology.

5. Conclusions

In this work, multiscale structural and mechanical properties of a ε-Si/GeSi/C-Si material were
investigated by several experimental methods. Based on sample cross-sections, the components and
thickness of each layer were measured by EDS and SEM and the crystal and lattice characteristics and
quality were observed by TEM and MRS. The residual stress distribution inside this multilayer material
was achieved through micro-Raman mapping. The experimental results showed that the residual
stress introduced during the heteroepitaxial growth was effectively controlled inside the buffer layers
within a safe magnitude. The twin (graded plus relaxed) GeSi alloy structure provided a stable and
reliable buffer for the manufacture of a strained-silicon film/ribbon in microelectronic devices.
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Abstract: In the precise displacement measurement based on laser interferometry, the measurement
technology for the refractive index of air is widely used to improve the measurement accuracy.
However, the existing measurement method of the refractive index of air based on direct measurement
is not easy to realize in practical work because of its complex measurement principle and the huge
volume of the measurement device; while the measurement accuracy and speed based on the indirect
method cannot adapt to the real-time, fast and accurate measurement requirements of industrially
changing environments, resulting in distortion of the results. In this study, a measurement method of
the refractive index of air based on a special material etalon is proposed. The method enables rapid
and direct measurement of the air refractive index when the environment changes and it is given the
realization process. Finally, the experimental results show that the deviation between this method
and the modified Edlen formula is about 2.5 × 10−7, and that this method can quickly reflect the
changes of the environment, which prove the correctness of this method and its ability manage rapid
environmental responses. This method is worth popularizing in industrial measurement.

Keywords: metrology; precision measurement; air refractive index; wavelength correction

1. Introduction

During the displacement measurement based on the principle of laser interferometry, the refractive
index of air in the optical path is often changed because of the change of ambient atmosphere, but it is
difficult to measure the refractive index of air rapidly and accurately because of the limitation of the
conditions or measurement schemes [1]. According to the principle of laser interference:

L =
K λ0

2n
(1)

where L is the length of the measurement, K is the interference level, n is the refractive index of air,
and λ0 is the vacuum wavelength.

It is known that the variation (ΔL) of the displacement measurement L, caused by the variation
(Δn) of air refractive index n, is as follows:

ΔL =
K λ0

2 n2 Δn (2)

Therefore, for precise measurement, the change in the air refractive index n, caused by the change
in environmental factors and the inaccuracy of its measurement, become one of the main reasons for
the limitation on the improvement of the accuracy of the measurement results. How to measure the
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air refractive index accurately and quickly in order to compensate for the limitation is the primary
consideration in the scheme design of measurement.

At present, there are two ways to obtain a measurement of the air refractive index: The direct
method and the indirect method. The direct method is to calculate the air refractive index by directly
comparing the optical path difference between the air cavity and the same-length vacuum cavity with
the refractive index measuring instrument or laser interference technology [2,3], which can reach a
10−8 level of measurement accuracy. However, its design and fabrication is complex and the vacuum
required by the experiment is very high. At the same time, the atmospheric pressure makes the
vacuum system easy to deform and re-introduce the error source, so it is seldom used in engineering.
The indirect method is to measure the parameters of the air composition through various sensors,
such as ambient temperature, humidity, air pressure and so on. The refractive index value is calculated
in order to obtain the air refractive index formula [4–12]. The important characteristic of the indirect
measurement method is that it is convenient and easy to use. The measurement accuracy is 10−7

level but because of the delay of the sensor itself, the air refractive index value calculated after the
measurement is not the true value at that time. The measurement system accuracy is also low and is
prone to produce errors in fact. Some errors are up to a 10−6 level in some measurement systems.

In order to synthesize the advantages of the above two methods and avoid their disadvantages,
this paper presents a new measurement method for the refractive index of air based on a special
material etalon.

2. Theory

2.1. Principle of Measurement

From Equation (2), it can be derived that:

Δn = n1 − n0 = ΔL
n0

L
(3)

where n0 is the initial measurement value of the air refractive index and n1 is the current measurement
value of the air refractive index.

So, the current value n1 of refractive index of air can be calculated as:

n1 = n0 + Δn = n0 + ΔL
n0

L
= n0·

(
1 +

ΔL
L

)
(4)

According to this principle, a type of zero-expansion quartz material with the known coefficient
of thermal expansion and its value close to zero, was selected to design and manufacture a standard
etalon work-piece (as shown in Figure 1) with length L. It was placed in the measuring light path in
order to monitor the variation of the wavelength of the light path caused by the fluctuation of the
environment during the measurement.

Figure 1. Standard etalon work-piece for measuring the refractive index of air.

The front-end face of the standard etalon was coated with reflective film as a reference arm,
and the back end of the standard etalon was coated with reflective film as a measuring arm. The layout
of the reference light path and the measured light path based on the etalon are shown in Figure 2 [13].
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Figure 2. The layout of light path based on the etalon. (a) Description of the layout of the reference
light path based on the etalon. (b) Description of the layout of the measurement light path based on
the etalon.

In Figure 2a, the beam is emitted from laser one, reflected from the reflector mirror two to beam
bender mirror three, passed through the quarter wave plate eight, which is incident to measuring
mirror four fixed on the front face of the tested piece six, returned from four and passed through two,
reflected from two to four again through cube corner mirror five, and returned from four to form a
reference beam through two. The measurement optical path in Figure 2b can be analyzed similarly.

As shown in Figure 2, the measured beam and the reference beam pass through the same optical
path in the interferometer. They are designed based on the concept of the common light path and
symmetrical distribution of the interferometer. So, the measurement system has a heat balance function,
that is to say, when the size of the interferometer varies with the temperature effect, the influence on
the length measurements of the two light paths are cancelled out one another.

2.2. Measurement Model

In order to obtain an accurate initial n0, the indirect measurement method of the air refractive
index should be used first. Therefore, some high-sensitivity temperature, pressure and humidity
sensors, and CO2 water vapor sensors were arranged in the measuring optical path in order to measure
the air temperature, pressure and humidity, and then the initial refractive index n0 was calculated and
obtained by the refractive index correction formula.

Because the conventional Edlen formula for calculating the air refractive index does not include
the modified item of the CO2 error [14,15], the improved Edlen formula is as follows:

(n − 1)s = 10−8 · [A + B/(130 − σ2) + C/(38.9 − σ2)] (5)

(n − 1)x = [1 + 0.540 · (x − 0.0003)] · (n − 1)s (6)

nTP = 1 + P · (n − 1)x/D · [1 + 10−8 · (E − F · T) · P]/(1 + G · T) (7)

Y = −J · [1 − (T/273.16)−1.5] + K · [1 − (T/273.16)−1.25] (8)

nTp f − nTp = −( f /100 · 611.657 · eY) · (292.75/T) · [3.7345 − 0.0401 · σ2] · 10−10 (9)

Here, the constants can be defined as follows [11]:
A = 8342.54; B = 2,406,147; C = 15,998; D = 96,095.43; E = 0.601; F = 0.00972; G = 0.003661;

J = 13.928169; K = 34.7078238; σ = 1/λ; T = t + 273.15.
Here (n−1)s is the refractive index of air in the standard state, σ is the wave number in the

vacuum, expressed in the unit of um−1, (n − 1)x is the refractive index of air with the molar content
of carbon dioxide, where the unit is (×10−6), nTp is the refractive index of air under the conditions
of temperature, air pressure and carbon dioxide, and nTp f is the refractive index of air under the
conditions of temperature, humidity, air pressure and carbon dioxide.
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After obtaining the initial value of the air refractive index, the etalon can be utilized to calculate
the real-time wavelength compensation. The compensation factor C is:

C =
106

nTp f + 106 (10)

Suppose that the number Pn of preset wavelengths at the moment of measurement is:

Pn =
LR f
Cλ

(11)

where L is the effective length between the two mirrors of the etalon of the air refractive index, R is
the electrical resolution of the interferometer, and f is the fold factor of the laser interference in the
light path.

The value of the compensation Cn is therefore:

Cn =
LR f

(PA + Pn)λ
(12)

where PA is cumulative count.
The dead-path count CDn is:

CDn =
DR f
Cλ

(13)

where D is the dead-path length in the interferometer optical path.
Then the initial actual displacement Ps0 after compensation is:

Ps0 =
Cn(PA + CDn)λ

Rf
(14)

Finally, the current value n1 of the reflective index of air is:

n1 =

(
1 +

ΔL
Ps0

)
(15)

3. Experiments and Results

In order to verify the correctness of the above formulae of the air refractive index based on the
etalon, the verification scheme of measurement of the optical path of the air refractive index was
constructed as follows (see Figure 3).

The light from the laser passes through the beam splitter (BS) mirror and divides into two paths.
One path passes through the beam bender mirror and the first interferometer to the air refractive
index standard (etalon). The returned light passes through the first interferometer and returns to the
electronic signal subdivision circuit (SPC). The processed signal data is collected by the computer.
The other light path passes through the second interferometer to the cube corner reflector. It is reflected
back to the second interferometer and back to the SPC. The processed signal data is collected by the
computer. At the same time, the environmental sensors are arranged on a second path in order to
calculate the initial value n0 of the refractive index of the air. In particular, these two light paths can be
placed close to each other, so it can be thought that the two light paths have the same environmental
conditions and the same refractive index of the air.
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Figure 3. The verification scheme for the measurement optical path of the air refractive index. BS:
beam splitter, SPC: signal subdivision circuit, PC: personal computer.

In the experiment, a Renishaw RLE10 was selected as the laser source, which has a laser signal with
64 times electronic subdivision. The actual measurement value of the thermal expansion coefficient of
the Etalon used in the air refractive index standard tool is 6.1 × 10−8/K (see Figure 4). The variation
of the thermal expansion coefficient of the Etalon in the range of 20 ◦C ± 5 ◦C is not more than
1.0× 10−8/K, which guarantees the outstanding thermal stability of the length.

Figure 4. The measurement value of the thermal expansion coefficient of the Etalon.

The diagram comparing the variation between the measured values of the air refractive index
obtained from the Etalon in the first light path and the calculated value of the air refractive index from
the ambient atmosphere sensors in the second path are shown in the following figure (see Figure 5).
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Figure 5. The compared variation diagram between the two methods.

It can be seen from Figure 5 that the change in the air refractive index calculated by the modified
Edlen formula is relatively gentle because of the hysteresis of the sensors, which cannot fully reflect
the effect of air fluctuation on the actual air refractive index. However, the method proposed in this
paper can obtain the real-time changes in the air refractive index easily and quickly, and perform the
further modification and compensation in the subsequent length measurement. From Figure 6, it can
be seen that the maximum difference between the two measurement methods is up to 2.5 × 10−7.

Figure 6. The maximum difference between the two measurements.

4. Conclusions

From the above analysis it can be seen that the requirement for length measurement accuracy
becomes higher and higher in the precision measurement. However, the current measurement methods
for the air refractive index based on Edlen formula cannot provide real-time measurement results
because of the ambient atmosphere sensors it requires. In this paper, a new method for air refractive
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index measurement is proposed, which can rapidly measure a changing air refractive index in real
time, and provides real-time wavelength correction data for high-precision length measurement.
Finally, the correctness of the method is proven by the experimental results. In future we will attempt
to analyze and describe the high-frequency noise problem which might have been present in the
described method, although the noise may have been very small.

There is hope that this measurement method can provide a reference for others who need to
improve the accuracy of laser interferometry in the precision manufacturing industry.
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Abstract: In this paper, an orthogonal type two-axis Lloyd’s mirror interference lithography technique
was employed to fabricate two-dimensional planar scale gratings for surface encoder application.
The two-axis Lloyd’s mirror interferometer is composed of a substrate and two reflective mirrors
(X- and Y-mirrors), which are placed edge by edge perpendicularly. An expanded and collimated
beam was divided into three beams by this interferometer, a direct beam and two reflected beams,
projected onto the substrate, X- and Y-mirrors, respectively. The unexpected beam sections having
twice reflected off the mirrors were blocked by a filter. The remaining two reflected beams interfered
with the direct beam on the substrate, generating perpendicularly cross patterns thus forming
two-dimensional scale gratings. However, the two reflected beams undesirably interfere with each
other and generate a grating pattern along 45-degree direction against the two orthogonal direction,
which influence the pattern uniformity. Though an undesired grating pattern can be eliminated
by polarization modulation with introduction of waveplates, spatial configuration of waveplates
inevitably downsized the eventual grating, which is a key parameter for grating interferometry
application. For solving this problem, theoretical and experimental study was carefully carried out
to evaluate the fabrication quality with and without polarization modulation. Two-dimensional
scale gratings with a 1 μm period in X- and Y-directions were achieved by using the constructed
experiment system with a 442 nm He-Cd laser source. Atomic force microscopy (AFM) images and
the result of diffraction performances demonstrated that the orthogonal type two-axis Lloyd’s mirror
interferometer can stand a small order undesired interference, that is, a degree of orthogonality
between two reflected beams, denoted by γ, no larger than a nominal value of 0.1.

Keywords: interference lithography; two-axis planar scale grating; Lloyd’s mirror; surface encoder

1. Introduction

Planar encoders play a key role in precision positioning of linear stages due to their high
resolution, high robustness, and relatively low cost [1–9]. The key component in the planar encoder
is a two-dimensional (2D) planar scale grating, on which typically surface relief square holes or
sinusoidal hills with a period spacing from submicron to several microns are arrayed along two
orthogonal directions.

Laser interference lithography (LIL), engine machining, and imprinting are three typical methods
for fabrication of the scale grating. Compared with engine machining or imprinting, LIL is more
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convenient and cost-effective because only a coherent laser source is required and neither sophisticated
precision positioning system nor expensive photolithography equipment and mask preparation are
required. For fabrication of a 2D planar grating, according to the exposure times, the LIL process can be
separated into two categories, double exposure and single exposure. For the two-beam two-exposure,
it requires twice exposure procedures and the second time exposure requires rotation of the substrate
by 90 degrees [5,10]. The exposure can be based on an amplitude-division type two-beam LIL, called
two beam two exposures (TBTE) or a wavefront-division type Lloyd’s mirror type LIL, called one
beam two exposures (OBTE) [11]. TBTE is good at fabrication of gratings with a relatively large area
up to 100 mm × 100 mm, while OBTE can be easily handled with a relatively simple and stable optical
system. However, a big challenge existing in the method of the two-exposure process is that the grating
structures generated in the first exposure will be influenced by the background light in the second
exposure. Thus the depths of the grating structures will be different in two orthogonal directions. As a
result, diffraction efficiencies of both the negative and positive diffraction beams will not be consistent.
This is a critical problem for the encoder system since it directly affects the accuracy and the detecting
limit of the interference signals. Therefore, efforts for solving this problem using a single exposure for
2D scale grating have been done these years. There are two trends for this motivation, multibeam LIL
and one beam LIL. Multibeam LIL includes, but is not limited to, triple-beam and quadruple-beam
interference technique. This technology can achieve the goal of 2D grating patterns with a single
exposure. Some researchers invented a novel nanofabrication technique, called four-beam interference
lithography, by using a two-dimensional grating [12]. Nevertheless, it cannot be neglected that the
multibeam interference lithography has complicated optical structure easily to be disturbed by external
environment. Furthermore, the optical path difference (OPD) is also difficult to be manipulated.

In contrast, one beam LIL, represented by two-axis Lloyd’s mirror interferometer and a corner-like
reflector interferometer, allows fabricating a crossed 2D grating with a single exposure [13–18]. For one
beam LIL, one more proposal called the two-axis Lloyd’s mirror interferometer with polarization
modulation technique, proposed in 2014, has the advantages of large grating area, easy handling,
and stable grating patterns [13]. However, optimization of the theoretical inclination in grating shape
requires sophisticated in situ detection system for exposure and development. The inclination will
influence the diffraction efficiency in a certain degree when it is directly used as a photoresist
grating, though this influence might be reduced when a further etched process. On the other
hand, the corner-like reflector interferometer, also called orthogonal type two-axis Lloyd’s mirror
interferometer, also proposed in 2014, has the advantages on grating shape in depth direction, although
the complicated interference patterns on the grating substrate require deep modification for application
as a 2D scale grating [14]. For modification of the grating patterns, Yuki and Chen took polarization
modulation technique and results verified this technology has a great potential for 2D scale grating
fabrication. But it should be noted that, introduction of the polarization modulation both reduce the
grating area and bring a new challenge in the system stability [16–18].

Thus, investigation of the orthogonal type two-axis Lloyd’s mirror interferometer based LIL
without polarization modulation for a large grating area is carried out in this research. We constructed
an orthogonal type two-axis Lloyd’s mirror interferometer and fabricated 2D scale grating under
different polarization state. Design details, construction, experimental setup, and evaluation are
presented in this paper.

2. Methods

2.1. Optical Setup of the Exposure System

An orthogonal two-axis Lloyd’s mirror interferometer was designed and assembled, as shown in
Figure 1, which mainly includes a light source, beam shaping unit, polarization adjustment unit, and
two-axis Lloyd’s mirror unit. For the light source, with consideration of laser source quality (stability
of power, polarization, and wavelength), photoresist sensitivity against laser wavelength, and optical
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alignment low-complexity related to laser visibility, we employed a commercial, well-used He-Cd laser
of the KIMMON KOHA company (Tokyo, Japan) with the wavelength of 442 nm and power output
of 180 mW. Two optical elements are contained in the beam-shaping unit: the spatial filter element
and collimating lens element. The two-axis Lloyd’s mirror unit, as shown in Figure 2a, consists of
three elements: X-mirror, Y-mirror, and the jig of substrate. Besides, the three elements are placed
perpendicularly to each other. In addition, the two-axis Lloyd’s mirror unit possess the function of
rotation so that it’s easy to manipulate the grating period. We designed the azimuth angle ϕ equals to
45◦, and the angle θ (0–90◦) called the incident angle in this paper.

Figure 1. The optical configuration of the orthogonal type two-axis Lloyd’s mirror interferometer-based
laser interference lithography (LIL) system.

Figure 2. The global coordinate system of exposure system. (a) Two-axis Lloyd’s mirror unit
and definition of incident angle θ and azimuth angle ϕ. (b) Photograph of half-wavelength plates
(HWPs) setup.

We selected the mirror with the coating of enhanced aluminum for the purpose of adjusting
arbitrarily the grating pitch. The mirror with the dielectric interface, by contrast, has a limited angle
of incidence, usually within a range of 0 to 45◦. Two half-wavelength plates were employed in the
polarization adjustment unit that controlled the polarization state of corresponding incidence beams,
as shown in Figure 2b. Section 2.2 introduces the mechanism of polarization adjusting.
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2.2. Interference Theory of Orthogonal Two-Axis Lloyd’s Mirror Interferometer

According to the analysis of the interferometer, the collimated beam was divided into five sections,
as shown in the Figure 3a, called beam 1, 2, 3, 4, and 5. The beam directly projecting onto the substrate
is beam 1; the beam propagating onto the substrate after being reflected by the X-mirror is beam 2;
the beam propagating onto the substrate after being reflected by the Y-mirror is beam 3; the beams
propagating onto the substrate after being reflected by the Y-mirror firstly and reflected by the X-mirrors
secondly is beam 4; and the beams propagating onto the substrate after being reflected by the X-mirror
firstly and reflected by the Y-mirrors secondly is beam 5.

Figure 3. Optical configurations of orthogonal two-axis Lloyd’s mirror interferometer. (a) The sections
of collimated beam (from the direction of the incident beam). (b) Improved physical filter.

First of all, however, it should be noted that only beams 1, 2, and 3 are required for fabrication of
the desired 2D gratings. Beams 4 and 5 will introduce unexpected grating patterns [14]. Thus, a physical
filter is stuck in the optical path as shown in Figure 3b, a similar manner as that illustrated in present
methods [16–18]. It should be noted that the incident plane wavefront beam still follows a Gaussian
distribution, which will influence the grating shape uniformity among the whole grating surface.

Theoretically, assuming that only three—beams 1, 2, and 3—have uniform intensity distribution
at the wavefront, the electric field of a laser beam can be expressed as follows.

Ei = Ei·eiexp(jki·r + γi) (i = 1, 2, 3, 4, 5), (1)

where r is the position vector, Ei is the real electric field amplitude, ei is a unit vector in the polarization
direction of the laser beam, γi is the initial phase, and ki is the wave vector. The total electric field of
needed incident beams can be expressed by

e(r) =
3

∑
i=1

Eiexp(jki·r + γi) (i = 1, 2, 3). (2)

The intensity distribution of interference field upon the substrate can be written as follows,

I(r) =
3

∑
i=1

|Ei|2 + 2
3

∑
m=2

∑
n<m

EmEnemencos{(kn − km)·r + ϕn−ϕm}. (3)
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According to Equation (3), the periods of the interference fringes to be generated by the
interference between the two of those beams can be expressed as follows,

gnm =
2π

|kn − km| (n < m ≤ 3). (4)

Assume ϕ = 45◦ and the mirrors and substrate are orthogonal with each other, the X and
Y-directional fringe periods and, respectively, can be expressed as follows,

gx = gy =
λ√

2cosθ
. (5)

Figure 4 summarizes the line interference fringes to be generated by the interference between the
two of those beams. As we can be seen in Figure 4, the interference fringes generated by beams 1 and
2, and beams 1 and 3 are parallel to Y-axis and X-axis, respectively, as shown in Figure 4a,b. Obviously,
this two interference fringes are perpendicular to each other. The interference fringe generated by
beam 2 and beam 3 are 45◦ with respect to X-axis as shown in Figure 4c. The interference fringe is
enough for fabricating a 2D-orthogonal grating with the interference fringes generated by beams 1 and
2 and beams 1 and 3. Consequently, it is necessary to eliminate the interference of beam 2 and beam 3.

Figure 4. Interference fringe patterns generated by two of beam 1, 2, and 3. (a) beams 1 and 2; (b) beams
1 and 3; and (c) beams 2 and 3.

2.3. Optimum Combination of Initial Polarization

Figure 4 clearly illustrates the grating stripe direction. In previous research [13,16–18], effects are
paid on elimination/reduction of Stripe 3 by using polarization modulation and experimental results
verified that these proposals are effective in the reduction of Stripe 3 despite downsizing of the grating
surface. But after deep investigation and careful calculation of these grating stripes with consideration
of the exposure system configuration, it can be found that the influence of the Stripe 3 varies when not
only the polarization but also the incident angle θ are different. As that proposed in [16], denoting the
degree of orthogonality between beams 2 and 3 γ23, and Stripe 3 might be neglected when γ23 is lower
than a threshold or an experimentally obtained tolerance.

We employed the combination of three angles (α1, α2, and α3) to represent the combination of
the initial orientation of polarization. Counter-clockwise and clockwise rotation were recorded as
positive and negative angle, respectively. With the strict method to modulate the initial polarization
status based on the theory of three-dimensional polarization ray-tracing calculus [16,19], the lowest
γ23 of approximately 0.048 can be achieved when the incidence angle θ = 71.79◦ corresponding to
a grating period of 1 μm under a polarization status of polarization modulated three beams (direct
beam, X-beam, and Y-beam: s, −33.5◦, 33.5◦, respectively). On the other hand, under such an incident
angle, without polarization modulation, i.e., three beams polarization status (s, s, and s), the values
γ23 of are 0.06 and 0.08 for metal-type mirror and dielectric-type mirror, respectively. It can be seen
that this difference is not significant. It can be expected that, even without polarization, the Stripe 3
will not influence the grating uniformity so much. These findings are fundamental to this research.
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Unfortunately, however, it should be noted that on the premise of the incident beam with linear
polarization states, there does not exist a combination of α2 and α3 that could completely prevent the
interference of beam 2 and beam 3, i.e., γ23 = 0. For a near zero γ23, polarization modulation of the
incident beam might be required, this will be discussed in the future.

3. Experiment and Results

According to the abovementioned theories about polarization modulation, we used
half-wavelength plates to realize the optimal combination of initial polarization status. We used
a linear polarizer to measure the initial orientation of polarization of the laser source, and use a
half-wavelength plate to modulate it with 0 degrees; we marked it as s. We employed two HWPS,
which is half-wavelength plates, to alter the orientation of polarization of beams 2 and 3. However,
the basic requirement is that optical elements after the collimation lens are as few as possible, to keep
a good wavefront and a relatively large effective exposure area. To a certain extent, if the degree of
orthogonality is small enough as mentioned above, we can ignore the interference between beam 2
and 3. Therefore, experiments with half-wavelength plates were carried out to verify the effects of
polarization modulation. Meanwhile, for the purpose of obtaining maximum fabrication area and
simplification of the optical system, we conducted a bold attempt that abandoned employing the two
half-wavelength plates. It is worth noting that the reflected beam had different polarization status
with the change of incident angle according to Fresnel’s theories. For the sake of simplification, all the
experiments were carried out under the constant condition of incident angle θ = 71.8◦. The fabricated
2D gratings could have the same grating pitch at two orthogonal directions (g12 = g13 = 1 μm). Figure 5
shows the fabricated gratings without and with polarization, i.e., under polarization state of (s, s, s) and
(s, −33.5◦, 33.5◦), respectively. It can be seen that the area of 2D grating fabricated without polarization
status, i.e., initial polarization of the laser source (s, s, s) is larger than the modulated polarization
status (s, −33.5◦, 33.5◦). The area of the 2D grating fabricated with the initial polarization status (s, s, s)
and (s, −33.5◦, 33.5◦) are 25 mm × 25 mm and 10 mm × 10 mm, respectively. The enlarged grating
area will be beneficial for grating interferometry application.

Figure 5. Photographs of the fabricated 2D gratings under the initial polarization status of (a) (s, s, s)
under conditions of exposure time 30 s, development time 8 s and (b) (s, −33.5◦, 33.5◦) under exposure
time 30 s, development time 8 s.

The fabricated grating shapes were then evaluated by using an atomic force microscope (AFM).
The AFM (Bruker Dimension Icon) worked on a peak force tapping mode with a height sensor data
density of 128 × 128 of an AFM image with a size of 10 μm × 10 μm. The grating surface material
is photoresist, and AFM tip material is SiC and the shape aspect ratio is 1. The peak force setpoint
and amplitude are 0.05 and 300 nm, respectively. Figure 6a,b show the images of the fabricated 2D
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gratings under the initial polarization status of (s, s, s) and (s, −33.5◦, 33.5◦), respectively. First of all,
it can be seen that the grating shapes under these two polarization status are all regularly uniform,
a near pillar shape, and no obvious elliptical shape as illustrated in [13] occurred. More than ten
samples have been fabricated and results were highly consistent. Furthermore, the grating periods
were evaluated as shown in Figure 6, B-B’. The grating periods are all consistent with the designed
value of 1 μm. It should be noted that, the period consistence is more importance than the absolute
grating period value. From the A-A’ sectional data, we can see that the grating depth are about 500 nm,
(s, s, s) is slightly lower than that of the (s, −33.5◦, 33.5◦), which are also consistent with the grating
shape demand.

Figure 6. Atomic force microscopy (AFM) images and grating shape details of the fabricated 2D
gratings under the initial polarization status of (a) (s, s, s) and (b) modulated polarization status (s,
−33.5◦, 33.5◦).
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From Figures 5 and 6, it can be concluded that the grating shape and area of these two polarization
status are all consistent with the preliminarily designed value. However, before it can be employed to
the grating interferometry system, grating diffraction efficiency that influencing the inference signals
are required to be evaluated. An experimental setup, as shown in Figure 7a, was constructed and
the measurement point distribution is shown in Figure 7b. As for the real interferometry system,
the incident beam was polarized to be circular and pass through the fabricated grating. After the
diffraction of the grating, four first-order diffracted lights appear on the observation screen. The power
of each diffracted light can be read by the power meter, which was then divided by the output power of
the laser source, thus we can get the diffraction efficiency. The measurement results were summarized
by Tables 1 and 2. Each diffraction efficiency is larger than 6%, and all the sum efficiency of all the first
diffraction beam are larger than 50%. For the uniformity of the +1 and the −1 diffraction beams along
the X- and Y-directions, the initial polarization is better than the modulated polarization, this may be
because the intensity was redistributed by the two QWPs. The diffraction difference between the X-
and the Y-direction is mainly due to the unideal intensity uniformity within the plane wavefront.

Figure 7. Diffraction efficiency testing setup (a) and measurement points on the grating surface (b).

Table 1. Diffraction efficiency testing result of the grating fabricated without polarization.

Points 1 2 3 4 5 6 7 8 9

X + 1 0.21 0.18 0.17 0.22 0.19 0.19 0.22 0.18 0.18
X − 1 0.19 0.16 0.16 0.21 0.18 0.18 0.21 0.17 0.17
Y + 1 0.13 0.14 0.12 0.09 0.13 0.13 0.07 0.12 0.13
Y − 1 0.13 0.14 0.13 0.08 0.13 0.13 0.06 0.13 0.13

Table 2. Diffraction efficiency testing result of the grating fabricated with polarization.

Points I II III IV V VI VII VIII IX

X + 1 0.06 0.05 0.06 0.09 0.06 0.09 0.14 0.13 0.12
X − 1 0.12 0.08 0.10 0.17 0.11 0.14 0.22 0.19 0.18
Y + 1 0.22 0.23 0.22 0.12 0.20 0.17 0.07 0.13 0.14
Y − 1 0.18 0.22 0.19 0.07 0.17 0.13 0.01 0.09 0.12

For comparison, we conducted experiments at the incident angle θ of 60◦ and 85◦ without
polarization modulation, i.e., (s, s, s), corresponding to the grating periods of 625 nm and 3586 nm,
respectively. Under such polarization and incident angle, the γ23 is larger than that of θ of 71.8◦.
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Figure 8 shows the AFM images. This result reveals that the groove of 2D gratings deviated from
square and was more inclined to elliptical shape, which cannot meet the interferometry application.
Therefore, it is necessary for fabricating 2D grating to operate HWPs at 60◦ and 85◦, as well as other
angles. The specific values of modulation need to be calculated based on the three-dimensional
polarization ray-tracing calculus [20].

Figure 8. AFM images of fabricated grating without polarization under different incident angle θ

shown in Figure 2: (a) 60◦ and (b) 85◦.

4. Discussion and Conclusions

We have designed and assembled the orthogonal type two-axis Lloyd’s mirror interferometer
as the exposure system. Apart from removing of the unexpected beams 4 and 5, the grating shape
uniformity is theoretically evaluated in terms of an undesired interference between beams 2 and 3 by
an index of degree of orthogonality.

Experimental results reveal that the difference is not significant for the fabricated 2D gratings
under the original polarization status (s, s, s) and the optimal combination polarization status (s,
−33.5◦, 33.5◦) under a specific incident angle corresponding to a 1 μm grating period in both X and
Y directions. The degree of orthogonality of beams 2 and 3 that fall in the same amounts level in the
above two cases is the main reason. The degree of orthogonality of beam 2 and 3 are 0.07 and 0.048,
respectively. The fabrication result under polarization was consistent with that shown in previous
research, where similar initial polarization states (s, −45◦, 45◦) were employed [18]. However, the
grating area would be greatly enlarged without polarization as shown in Figure 5a compared with all
the simulations and experiments shown in [18]; the optical system complexity was greatly reduced
compared with the present technique, TBTE [5,10].

It is also confirmed that, under the condition of incident linear polarized light, the combination
of initial polarization status of beams 2 and 3 corresponding to orthogonal polarization state in the
orthogonal two-axis Lloyd’s interferometer does not exist. The microstructures of the fabricated
gratings are all consistent with the designed value. However the diffraction efficiency uniformity, both
in a relative large area and the four diffraction beams on a point, require improvement.

In summary, polarization modulation technique of the LIL system can bring a good grating shape
despite grating area downsizing, while, without polarization, i.e., usage of the initial polarization under
some specific angle that can reach a similar grating performance, with a reduced system complexity
and an enlarge grating area.
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Abstract: Error measurement of a rotary axis is the key to error compensation and to improving
motion accuracy. However, only a few instruments can measure all the motion errors of a
rotary axis. In this paper, a device based on laser collimation and laser interferometry was
introduced for simultaneous measurement of all six degrees-of-freedom motion errors of a rotary
axis. Synchronous rotation of the target and reference rotary axes was achieved by developing a
proportional–integral–derivative algorithm. An error model for the measuring device was established
using a homogeneous transformation matrix. The influences of installation errors, manufacturing
errors, and error crosstalk were studied in detail, and compensation methods for them were proposed.
After compensation, the repeatability of axial and radial motion errors was significantly improved.
The repeatability values of angular positioning error and of tilt motion error around the y axis and x
axis were 28.0”, 2.8”, and 3.9”. The repeatability values of translational motion errors were less than
2.8 μm. The comparison experiments show that the comparison errors of angular positioning error
and tilt motion error around the y axis were 2.3” and 2.9”, respectively. These results demonstrate the
effectiveness of our method and the error compensation model.

Keywords: simultaneous measurement; six degrees-of-freedom errors; rotary axis; error model

1. Introduction

Rotary axes are widely applied in computer numerical control machining, robotics, aerospace,
and other fields. Rotary axes with inadequate motion accuracy directly reduce the working accuracy
of the related precision machines. The first and most important step to increase the accuracy of the
axes and decrease the influence of the errors is to quickly and accurately measure the motion errors of
the rotary axes.

A complete description of the motion errors of a rotary axis requires six physical quantities [1]:
the angular positioning error (ECC), the tilt motion error around the y axis (EBC), the tilt motion error
around the x axis (EAC), the radial motion error along the x axis (EXC), the radial motion error along
the y axis (EYC), and the axial motion error (EZC). In order to make the symbols convenient for the
subsequent calculation of the coordinate transformation, we use the simpler symbols εz, εy, εx, δx,
δy, and δz instead of ECC, EBC, EAC, EXC, EYC, and EZC in the calculation. The real motion trajectory
of the axis can be reconstructed using these six motion errors, and the application precision of the
related mechanical equipment can be improved by compensating for the errors. Therefore, the key
problem to be solved is how to obtain the six degrees-of-freedom (DOF) motion errors of the axis with
high precision and high efficiency. At present, the simultaneous measurement methods of multi-DOF
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motion errors are mainly based on laser properties [2–4], material profile [5], trajectory analysis [6],
and other factors [7].

Chen’s apparatus, using three lasers, is a rare method that can measure the six DOF motion errors
of a rotary axis simultaneously and directly [8]. While its structure is complicated, H. Schwenke used
the laser tracker [9] to study the measurement of the six DOF errors. Ibaraki used the R-test [10,11]
method to identify the six errors. However, most of these indirect measurement methods need
to determine each error using complex function-fitting algorithms. Unlike these existing methods,
our method can measure the six DOF errors directly at the same time. It also has the advantages of
easy installation and high measurement efficiency. Two important methods—a servo-tracking strategy
and error model analysis—are used to realize and improve the functions of the measuring device.

In this paper, a device for the simultaneous measurement of the six DOF errors of a rotary axis is
introduced, and a method to improve the measurement accuracy is proposed based on our previous
research for five DOF errors [2,12]. The automatic measurement is achieved by using the servo-tracking
strategy. It is also used to overcome the difficulty of the beam needing to be uninterrupted during
the interferometric process. A complete model for measuring all six DOF motion errors is proposed.
The factors influencing the measurement result are analyzed, and a compensation method is proposed.
In Section 2, the measurement principle of our device is briefly introduced. The servo-tracking strategy
of the reference rotary axis is described in detail. An error model is established using the homogeneous
transformation matrix (HTM) [13,14]. In Section 3, we describe a series of experiments, which were
carried out to simultaneously measure the six DOF errors of a rotary axis. The repeatability and
comparison results were obtained after compensation and demonstrate the effectiveness of our method
and the error compensation model.

2. Principle and Model

2.1. Measurement Principle

The measuring device includes a laser and fiber coupling unit, a measurement unit,
an error-sensitive unit, and a reference rotary unit [2]. The measurement unit and the error-sensitive
unit constitute the main optical path. The optical path is divided into a collimation measurement part
and an interferometry measurement part. The collimation measurement part consists of two quadrant
detectors (QDs) and two position-sensitive detectors (PSDs). As shown in Figure 1, QD1 receives the
light reflected back from a retro-reflector (RR3) to detect the radial motion error along the y axis and
the axial motion error of the target rotary axis. QD2 is similar to QD1, and the difference between the
two QDs in the vertical direction corresponds to the tilt motion error around the x axis. PSD1 receives
the light reflected from a mirror (a beam-splitting film, BS3) and detects the angular error around the z
axis and tilt motion error around the y axis. The target rotary axis rotates a nominal angle (θnominal),
and the reference rotary axis rotates in the opposite direction (θencode). The angular positioning
error is determined by YPSD1 (the y direction of PSD1), θencode, and θnominal. PSD2 detects the laser
beam drift [2]. The interference part consists of the reflected light by RR1 (as the reference light) and
the reflected light by RR3 (as the signal light). Detector D1 records the changes in the interference
signals, which correspond to the radial motion error along the x axis. Combined with collimation and
interferometry, the measuring device is capable of the simultaneous measurement of all six of the DOF
motion errors of a rotary axis.

To ensure the continuity of the interference signal, the reference rotary axis needs to rotate
synchronously with the target rotary axis. The proportional–integral–derivative (PID) algorithm was
developed to achieve the servo-tracking strategy, and this process is shown in Figure 2. The start
and end thresholds are based on the horizontal data of QD1. After the target rotary axis starts to
rotate, the light incident to QD1 will deviate from its initial position. When the light reaches the start
threshold, the reference rotary axis starts to rotate in the opposite direction. According to the data in
the horizontal direction of QD1, the PID algorithm continuously outputs the speed commands to the

400



Appl. Sci. 2018, 8, 2232

reference axis. By constantly adjusting the speed, the reference axis rotates at a relatively stable speed
with the target axis. When approaching the measuring position, the target axis rapidly decelerates to
a stop. When the QD data reaches the end threshold, the computer stops the reference axis, and the
servo-tracking process is completed. In order to eliminate errors introduced by bi-directional rotation,
the reference axis is set to rotate in only one direction. Thus, if the speed calculated using PID is
negative, the speed command will be zero.
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Figure 1. Measurement principle.
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Figure 2. Schematic diagram of the tracking process.

In order to shorten the control delay of the host computer, separate threads for the data acquisition
from the detectors and PID algorithm were opened. By changing the end threshold, the stop position
of the spot on QD1 is controlled; thus, the linear range of the QD detector can be fully utilized.
The proportion coefficient of PID determines the stable state of the motion. An excessively small
proportion coefficient will cause interference signal interruption, while an excessively large proportion
coefficient will cause unstable movement of the reference axis, which is not suitable for measurement.
The differential coefficient is sensitive to a sudden change. Thus, it can cope with excessive acceleration
when the target axis starts or stops. Through the servo-tracking strategy, the device not only realizes
interferometry but also reduces the time of a full-circle measurement from about 30 min [12] to less
than 15 min.

2.2. Error Model Establishment and Analysis

Various errors will be inevitably introduced in the measurement process. The data from the
detectors (QD1, QD2, PSD1, PSD2, and D1) are affected by the six DOF motion errors, installation
errors, manufacturing errors, etc. An error model was established to improve the accuracy of our
measuring device. The error sources and influences on the measurement results were analyzed using
the model, and the corresponding compensation methods were studied.
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The model was established in a three-dimensional space. The measuring device mainly includes
the target rotary axis A, the reference rotary axis B, the error-sensitive unit C, and the measurement
unit. The coordinate systems “1” to “4”, fixed to the corresponding parts and moving with them,
were established, respectively, as shown in Figure 3. The world coordinate system “0” was established,
and the initial state of coordinate system, “1”, coincides with the coordinate system “0”. The HTM Tm

n
between the adjacent coordinate systems was established. This matrix can be used to simulate
the motion of rotary axes and to realize the coordinate transformation [12]. Tm

n represents the
transformation matrix from the coordinate system m to the coordinate system n. We assume that the
coordinate system “1” is obtained after a series of motions of the coordinate system “0”. The order
of the motions is as follows: first translate δx, δy, and δz; then rotate εx, εy, and (θ + εz). This process
defines the six DOF errors. The coefficient matrix LC4 of the output beam equation is defined in
the coordinate system “4”, and the reflection matrix R is defined in the coordinate system “3” [12].
According to Equation (1), the coefficient matrix LoutC4 of the reflected light can be calculated using
the HTMs and the reflection matrix. Based on the structure of the measuring device and the ray tracing
principle, the expressions of the six DOF motion errors of the rotary axis can be obtained.

LoutC4 = LC4T0
4 T1

0 T2
1 T3

2 RT2
3 T1

2 T0
1 T4

0 (1)
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Figure 3. Schematic diagram of the experimental setup and coordinate systems.

In the error model, angular errors are generally expressed in ε, and translational errors are
expressed in δ. Different subscripts are used as a distinction. The specific variables and their naming
rules are shown in Table 1.

Table 1. Error variables and the naming rules.

Error Variables Naming Rules

Motion error The subscript is the name of the coordinate axis (i.e., εz).

Installation error
The name of the axis and two lowercase letters (a, b, and c) are used as the
subscript (i.e., εyab denotes the angular error around the y axis between A and B).
The subscript of the measurement unit is L (i.e., εyL).

Manufacturing error The subscript is the name of the axis and the letter c (i.e., εyc).

Laser beam drift error The subscript is the name of the axis and the letter t (i.e., εyt).

The data in the horizontal and vertical directions of the detectors are represented by Y and Z,
respectively. PSDs and QDs are distinguished by the subscript. For example, YPSD1 is the data in the
horizontal direction of PSD1. (θ = 0) is added, which represents the initial value of the measurement.
For example, YPSD1 (θ = 0) is the initial value in the vertical direction of PSD1. The naming of other
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parameters, such as structural parameters and optical parameters of the measuring device, is shown in
Table 2.

Table 2. The naming of parameters.

Parameters Naming

Height of the reference axis Ha
Vertex coordinate of the retro-reflector (in “3”) (OC1x, OC1y, OC1z)
Vertex distance of two retro-reflectors D = OC2y − OC1y
Center point coordinate of the bottom edge of the measurement unit’s front surface (in “0”) (Px, Py, Pz)
The first laser output position coordinates on the measurement unit (in “4”) (P1x, P1y, P1z)
Center coordinates of the QD1 photosensitive surface (in “4”) (QDC4

1x, QDC4
1y, QDC4

1z)
Center coordinates of the PSD1 photosensitive surface (in “4”) (PSDC4

1x, PSDC4
1y, PSDC4

1z)
Focal length of the lens f
Refractive index of the retro-reflector glass n

According to the principle of laser collimation, all the DOF motion errors can be obtained—except
for the radial motion error along the x axis—with the two types of photoelectric detectors [12].

The angular positioning error is calculated using the formula:

εz = −(YPSD1(θ = 0)− YPSD1)/2 f + θencode − θnominal, (2)

where YPSD1(θ = 0) = −f (−2εzca + 2εzL).
The tilt motion error around the y axis is calculated using the formula:

εy = −(ZPSD1 − ZPSD1(θ = 0))/2 f − εxab sin θ − εyab cos θ + εyab, (3)

where ZPSD1(θ = 0) = −2f (εyca + εyab − εyL).
The tilt motion error around the x axis is calculated using the formula:

εx = −(Δ − Δ(θ = 0))/2D − εxab cos θ + εyab sin θ + εxab, (4)

where Δ = ZQD1 − ZQD2 and

Δ(θ = 0) = (ZQD1 − ZQD2)(θ = 0) = 2D(−εxca − εxab + εxL) +
(−nQDC4

1x + nQDC4
2x
)
εyc

+
(

D − P1y + P2y
)
εxc

.

According to Equation (2), the only influence on the angular positioning error is constant
installation errors, which can be eliminated by subtracting the initial value in the first position of
the rotary axis. As described in Equations (3) and (4), the two tilt motion errors are affected by the
constant installation errors. The influence of the trigonometric form on the tilt motion errors is from
the angle of the coaxiality deviation between the reference and target axes (εxab and εyab). This influence
can be compensated for by function fitting. In addition, the manufacturing error (εxc and εyc) of the
retro-reflector has a constant influence on the tilt error around the x axis, which can be eliminated by
subtracting the initial value.

The radial motion error along the y axis can be calculated using the equation:

δy = YQD/2 − YPSDOC1x/2n f − Δ(OC1z + Ha)/2D − δxab sin θ − δyab cos θ + δyab
−[YQD/2 − YPSDOC1x/2n f − Δ(OC1z + Ha)/2D](θ = 0)
+[εzt − εzt(θ = 0)](−OCx

n + 2Px + QDCx)

+ (OC1z+Ha)
2D (−QDC1x + QDC2x)

[−εyt + εyt(θ = 0)
] (5)
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where
[YQD − OC1xYPSD/n f − Δ(OC1z + Ha)/D](θ = 0)
= 2δyca + 2εzLPx − 2εxLPz + 2δyab + 2Haεxca + (−OC1z − Ha − Pz + P1z)εxc

−εyc
(−nQDC4

1x + nQDC4
2x
)
(OC1z + Ha)/D

+
(
nPx − OC1x + n QDC4

1x
)
εzc −

(
D − P1y + P2y

)
εxc(OC1z + Ha)/D

.

The axial motion error can be calculated using the equation:

δz = ZQD/2−OC1xZPSD/2n f + OC1yΔ/2D − [ZQD/2 − OC1xZPSD/2n f + OC1yΔ/2D
]
(θ = 0)

− εyt−εyt(θ=0)
2

(
−OCy

D QDC1x +
OCy

D QDC2x − QDCx − 2Px +
OCx

n

) (6)

where [
ZQD/2 − OC1xZPSD/2n f + OC1yΔ/2D

]
(θ = 0) = 2δzca + 2δzab + 2εxLPy − 2εyLPx

+
(−nPx − nQDC4

1x + OC1x
)
εyc +

(−Py + OC1y − P1y
)
εxc

+εyc
(−nQDC4

1x + nQDC4
2x
)
OC1y/D +

(
D − P1y + P2y

)
εxcOC1y/D

.

As described in Equations (5) and (6), the manufacturing errors and some of the installation errors
have constant influences on the radial and axial motion errors. These influences can be eliminated
by subtracting the initial value. The measurement result of the radial motion error along the y axis is
affected by the offset of the coaxiality deviation of the two rotary axes. This effect—the trigonometric
terms in equations—can be compensated for using function fitting. In Equation (5), YPSD/2f is related
to the angular positioning error, and Δ/2D is related to the tilt motion error around the x axis. Thus,
these two motion errors have influences on the measurement of the radial motion error along the y
axis, which is the error crosstalk. Similarly, in Equation (6), two tilt motion errors have influences on
the measurement of the axial motion error. All of the error crosstalk can be compensated for by the
above model.

To measure the radial motion error along the x axis, the interference principle is used. Therefore,
accurate analysis of the total optical path of the interference part is the key to describing the radial
motion error along the x axis. The total optical path is divided into three parts: the optical path of the
output light (Lo, yellow), the optical path in RR3 (Li, red), and the optical path of the reflected light (Lr,
blue), as shown in Figure 4. According to the equations of the output and reflected light, the incident
and emitted positions of the lights on the measurement unit or the retro-reflector can be obtained,
and the total optical path of the interference can be calculated.

PMF

Collimator PBS1
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HWP1

BS3

Measurement Unit Precision rotary Unit
Measured Shaft

RR3
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Lr
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Figure 4. Optical path of the interference.

The optical path in RR3 is affected by the angular changes of the incident light, and the influences
are second- and higher-order items, as shown in Equation (7). h is the height of the retro-reflector and i
is the angle of incidence.

Li = 2nh
(

1 − sin2 i/n2
)−1/2

(7)
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The angular motion errors have larger influences on the optical paths of the output light and reflected
light. The influences include the first-order items. After ignoring the second- and higher-order items,
the optical paths of the output light Lo and the reflected light Lr are:

Lo = −B3 +
(

Py + P1y
)
(εzca − εzL + εz)

−(Ha − Pz − P1z)
(
−εyca − εy + εyL − εyab cos θ − εxab sin θ

)
Lr = −B3 − (Py + P1y − 2OCy

)
(εzca − εzL + εz)

−(Pz + P1z − Ha − 2OCz)
(
−εyca − εy + εyL − εxab sin θ − εyab cos θ

) (8)

where

B3 = δxca + δx + δxab cos θ − δyab sin θ + Ha

(
εyab cos θ + εxab sin θ + εy − εyL

)
− Px − PyεzL + PzεyL + Ls

The total optical path can be expressed as:

L = Lo + Li + Lr =

−2
(

δxca + δx + δxab cos θ − δyab sin θ
)
+ OCyYPSD/ f + (Ha + OCz)ZPSD/ f

−2
(−PyεzL + PzεyL − Haεyca

)− 2(−Px + LS − nOCx) + OCyεzt − (Ha + OCz)εyt

. (9)

Therefore, the radial motion error along the x axis is:

δx = −(L − L(θ = 0))/2 + OCy(YPSD − YPSD(θ = 0))/2 f
+(Ha + OCz)(ZPSD − ZPSD(θ = 0))/2 f −

(
δxab cos θ − δyab sin θ − δxab

)
+OCy(εzt − εzt(θ = 0))/2 − (Ha + OCz)

(
εyt − εyt(θ = 0)

)
/2

, (10)

where

L(θ = 0) = −2(δxca + δxab) + OCyYPSD(θ = 0)/ f + (Ha + OCz)ZPSD(θ = 0)/ f
−2
(−PyεzL + PzεyL − Haεyca

)− 2(−Px + Ls − nOCx) + OCyεzt(θ = 0)− (Ha + OCz)εyt(θ = 0)
. (11)

Ls is the distance between the laser emission surface and the front surface of the measurement
unit. The constant influence of some installation errors can be eliminated by subtracting the initial
value in the first position of the rotary axis. The offset of the coaxiality deviation (δxab and δyab) has an
influence on the measurement of the radial motion error. The trigonometric items can be compensated
for by function fitting. In Equation (10), two angular motion errors also influence the measurement of
the radial motion error. This kind of error crosstalk can be compensated for by using Equation (10).

The complete theoretical analysis shows that the measurement results of the six DOF motion
errors are affected by several errors. The compensation methods are given in the above theoretical
model, which can effectively compensate for error crosstalk, installation errors, and manufacturing
errors and thus improve measurement accuracy.

3. Experiment Results

3.1. Experiment Conditions

Under laboratory conditions, the six DOF motion errors of a rotary axis were measured using
our measuring device, as shown in Figure 5. The performance of the device was studied through
experiments. The target rotary axis was the SKQ-12200 produced by KEOLEA. Its angular positioning
error was 40”, and the repeatability value was 20”. The reference rotary axis was the ANT95-360-R
produced by Aerotech. Its angular positioning error was 10”, and the unidirectional repeatability value
was 0.5”. The repeatability value of the tilt motion errors was 3”; the repeatability values of the axial
and radial motion errors were 0.5 and 1 μm, respectively. The measuring interval was 30◦, and the
rotation speed of the target rotary axis was about 0.55◦/s. The experimental temperature was fixed
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at 25 ± 1 ◦C. The rotational velocity of the reference axis fluctuated around the velocity of the target
rotary axis. The following errors were about 250”.

Collimator Measurement Unit

Error-sensitive Unit

Reference Rotary Axis

Target Rotary Axis

 
Figure 5. Measurement device.

3.2. Repeatability Experiment

The full-circle measurement of the six DOF motion errors of the target axis was repeated nine
times. At the same position, half of the fluctuation range of the nine measurements was defined as
the repeatable value of this position. The maximum value of all the 13 positions was selected as the
repeatability value of each motion error measured by the device.

The original data consist of various errors, and the real motion errors of the target axis can be obtained
through error compensation. First, the initial values of the first position were subtracted from all the
original data. Thus, the constant influence of errors, such as installation errors and manufacturing errors,
could be eliminated. Then, the error crosstalk was compensated for according to the above equations.
Finally, the installation errors due to the coaxiality deviations of the two axes were compensated for by
function fitting. The final results of the repeatability experiment are shown in Figure 6.

The repeatability value of the angular positioning error was 28.0”. The repeatability values of tilt
motion errors around the y axis and x axis were 2.8” and 3.9”, respectively. The repeatability value of
the radial motion error along the y axis was 2.8 μm. The repeatability value of axial motion error was
0.5 μm. The radial motion error along the x axis was 1.3 μm. As shown in Figure 6, the results at 0
and 360 degrees are not the same. There are mainly two reasons for this. One is that our device has
repeatability values, which result in the noncoincidence of the measuring points. Our experimental
results show that the maximum repeatability value of the angular motion error was 28.0”. The other is
that the measured axis itself has a large repeatability value. The positions of 0 degrees and 360 degrees
are the same in theory, but they are not in fact. Due to the characteristics of the measured axis,
some motion errors of the measured axis near the 0 point vary greatly. Thus, even a small angular
positioning error will lead to a large change in motion error.

The error model helps us not only obtain error data much closer to the real value but also
compensate for the influence of error crosstalk on the repeatability measurement. As shown in Table 3,
the repeatability values of translational motion errors were significantly improved by removing the
fluctuations introduced by other angular motion errors.

Table 3. Repeatability changes before and after crosstalk compensation.

Motion Errors
Repeatability after

Subtracting the Initial Value
Repeatability after

Compensating for the Crosstalk
Percentage

Decline

Radial error along the y axis 4.1 μm 2.8 μm 32%
Axial error 0.8 μm 0.5 μm 38%

Radial error along the x axis 4.5 μm 1.3 μm 71%

406



Appl. Sci. 2018, 8, 2232

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 6. The repeatability of six DOF motion errors: the (a) angular positioning error, (b) tilt motion
error around the y axis, (c) tilt motion error around the x axis, (d) radial motion error along the y axis,
(e) axial motion error, and (f) radial motion error along the x axis.

3.3. Comparison Experiment

Restricted by the experimental conditions, only the angular positioning error and the tilt error
around the y axis measured by our device were compared to the results measured by a standard
instrument. An autocollimator AC300 (the standard instrument was produced by AcroBeam) measured
the target axis simultaneously with the measuring device. The max error of the standard instrument
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is ±0.05” in the range of ±300” and the uncertainty of indication error is 0.05”. The instrument was
calibrated by the National Institute of Metrology in China. At the same position of measurement,
the difference between our device and the standard instrument was considered the comparison error
at this measurement position”.

There are six DOF installation errors of the autocollimator and six installation errors of the mirror,
which are introduced in the comparison experiment. Because of the measurement principle of the
autocollimator, the translation errors and the tilt errors around the x axis have little effect on the
measurement and can be ignored. Only four angular installation errors have an influence on the
measurement results. The influences are constant and can be compensated for by subtracting the value
of the first measurement point. As shown in Figure 7, the comparison error of the angular positioning
error was 2.3”, and the comparison error of tilt motion error around the y axis was 2.9”.

  
(a) (b) 

Figure 7. Comparison experiment results for the (a) angular positioning error and the (b) tilt motion
error around the y axis.

The experiment results show that the repeatability of the device for measuring all motion errors
except for the angular positioning error is good, as shown in Figure 6. We believe that the large
repeatability value of the angular positioning error is due to the low positioning accuracy of the target
rotary axis, which was verified by the comparison experiments. As shown in Figure 7, the comparison
errors of both the angular positioning error and the tilt motion error around the y axis were small.
Moreover, the validity of the model compensation was also verified by the experiment. The three
repeatability values of the measuring device were significantly improved after compensation, as shown
in Table 3.

4. Conclusions

In this paper, we introduced a device for simultaneously and directly measuring all six of
the DOF motion errors of a rotary axis. This device is based on laser collimation and laser
interferometry and has the advantages of easy installation, high measurement efficiency, and simple
data processing. A PID algorithm was developed to realize the servo-tracking strategy of the reference
rotary axis. The six DOF motion errors, including the radial motion error along the x axis, were
measured automatically and simultaneously. The measurement efficiency was greatly improved.
The whole measurement time was less than 15 min. The error model was established by using HTMs.
The influences of error crosstalk, installation error, and manufacturing error were clarified, and the
corresponding compensation methods were given. The repeatability values of the three translational
motion errors were obviously improved after compensation. The results of the repeatability and
comparison experiments demonstrate the effectiveness of our method and the error compensation

408



Appl. Sci. 2018, 8, 2232

model. The relatively poor repeatability of the angular positioning error was due to the low accuracy
of the target rotary axis. In general, the accuracy of measuring devices should be 3 to 10 times the
accuracy of the measured equipment. Thus, according to the measurement data, our device can only
meet the measurement requirements of lower-precision rotary axes. The repeatability of the measuring
device will be further improved so that the device can be used in more fields. The analysis method
and model for error compensation also provide a reference for improving the repeatability of other
measuring instruments. In the future, the measurement time will be further shortened by optimizing
the PID algorithm. Comparison experiments of other DOF motion errors will also be carried out.
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Abstract: This paper presents a miniature three-degree-of-freedom laser measurement (3DOFLM)
system for displacement feedback and error compensation of a nanopositioning stage. The 3DOFLM
system is composed of a miniature Michelson interferometer (MMI) kit, a wavelength corrector kit,
and a miniature autocollimator kit. A low-cost laser diode is employed as the laser source. The motion
of the stage can cause an optical path difference in the MMI kit so as to produce interference fringes.
The interference signals with a phase interval of 90◦ due to the phase control are detected by four
photodetectors. The wavelength corrector kit, based on the grating diffraction principle and the
autocollimation principle, provides real-time correction of the laser diode wavelength, which is the length
unit of the MMI kit. The miniature autocollimator kit based on the autocollimation principle is employed
to measure angular errors and compensate induced Abbe error of the moving table. The developed
3DOFLM system was constructed with dimensions of 80 mm (x) × 90 mm (y) × 20 mm (z) so that
it could be embedded into the nanopositioning stage. A series of calibration and comparison
experiments were carried out to test the performance of this system.

Keywords: laser diode; interferometer; wavelength corrector; angular error; nanopositioning stage

1. Introduction

Long-stroke and nanopositioning planar stages with nanometer-scale resolution and accuracy
are essential in various precision systems, such as electronic device manufacturing equipment and
scanning-type measuring instruments [1,2]. Stacked-type planar stages are conventionally constructed
with two linear stages by stacking one on top of the other [3,4]. However, the stacked-type planar
stages suffer from Abbe error, because the reference axis cannot be in line with the functional axis in
the working space; thus, the stacked-type planar stages are not proper from the viewpoints of both
positioning accuracy and positioning speed. Gantry stages [5], consisting of two x-axes and a y-axis,
provide high capacity and high stiffness. Their travel accuracy, however, is significantly influenced by
the parallelism of two x-axes and the Abbe error is also large due to the large Abbe offset.

Compared with the stacked-type planar stage and the gantry stage, coplanar stages can eliminate
the Abbe error by allowing the x- and y-motions along a common plane [6–9]. The coplanar stage
needs to be equipped with a high-precision position sensor for closed-loop control of each axis’
motion. Linear encoders are regarded as more stable than laser interferometers for ultra-precision
displacement measurement, as the mechanical grid is less sensitive to the ambient condition than
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the laser wavelength [10]. However, due to the geometric design of linear encoders, it is difficult
to follow the Abbe principle when being installed into the coplanar stage as the feedback sensor.
Commercial laser interferometers, made of He–Ne lasers featuring a long measurement range, fast
speed, and nanometric resolution, are widely used for the calibration tool of linear stages. However,
their sizes are too bulky to be embedded into the small nanopositioning stage as a feedback sensor.
A linear displacement grating interferometer (LDGI), which employs the polarization technique to
obtain low-noised sinusoidal waveforms, was developed to detect the x- and y-motions [6,7]. However,
the stage motion has inevitable geometrical angular errors that would cause pulse counting errors
of the LDGI. A novel miniature laser diode interferometer based on the Michelson interferometer
principle was, thus, developed for precision displacement feedback in each axis of a nanopositioning
stage by the authors’ group [11]. However, although the laser diode has the advantage of small
size, it suffers from low stability in output power and wavelength, which is the length unit of laser
interferometer, thereby limiting its applications in length measurements. In addition, the novel
miniature laser diode interferometer cannot measure angular errors of the moving stage. It is
known that angular errors induce Abbe errors in displacement measurements, which influence the
displacement feedback accuracy of the laser diode interferometer. In order to achieve a high-precision
closed-loop displacement feedback control of the nanopositioning stage, it is essential to ensure the
accuracy of the laser diode wavelength and compensate for the angular-error-induced Abbe error.

There are many methods for correcting the laser wavelength in room conditions. An air sensor,
which is used to detect the current temperature, relative humidity, and atmospheric pressure to correct
the refractive index of air through an empirical equation with a reference wavelength in vacuum,
is commonly required in commercial laser interferometers. The empirical equation is usually taken
from the Edlen equation [12] or its modified equations [13,14]. However, on the one hand, the empirical
equation was obtained based on the He–Ne laser, which has different properties from the laser diode.
On the other hand, the empirical method is an indirect measurement, which is subject to the sensitivity
and accuracy of the air sensor. Therefore, the correction of laser diode wavelength cannot directly
adopt existing empirical equations.

Compared with the indirect measurement method, the direct measurement method can obtain
real-time laser wavelength. An interferometer comparator can be used for laser wavelength
measurements by analyzing the relationship between the phase [15,16] or the period [17,18] of
interference fringes and the laser wavelength. The interference fringes are obtained when an
optical path difference between a reference path and a measurement path is generated in the
interferometer. The common measurement systems are Michelson interferometers [19,20] and
Mach–Zehnder interferometers [21] with mirrors or cube corners. However, in the interferometer
comparator, a reference laser is necessary, and the measurement accuracy depends significantly on the
laser coherence. Optical beating methods with a certain optical path different can be employed to make
a highly accurate measurement of the laser wavelength [22,23]. Optical beating methods are based on
frequency comparisons with a laser stabilized by means of the saturated absorption method [22] or
with a comb-generator [23]. Wavelength can also be measured based on specific wavelength-dependent
material properties, such as specialties of optical fiber [24], polarization of light [25], and diffraction
gratings [16,26]. The nature of simple structure and portability of this kind of wavelength measurement
method predestinates it to be applied in different kinds of commercial systems, especially gratings,
in which laser wavelength can be calculated by detecting the variation of diffraction angle with
a charge-coupled device (CCD) [16]. However, CCD cannot provide high-precision wavelength
measurements due to its low resolution and accuracy.

In this study, a laser-diode-based miniature Michelson interferometer (MMI) with self-wavelength
correction based on the grating diffraction principle and the autocollimation principle is proposed.
Combining the MMI with a dual-angle sensor based on the autocollimation principle, a compact
three-degree-of-freedom laser measurement (3DOFLM) system is developed, which is employed as
the displacement feedback sensor, as well as pitch and yaw angular sensors, of a nanopositioning
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stage. The optical layout of the 3DOFLM system is designed in such a way that the displacement
and two angular motions of the nanopositioning stage can be detected simultaneously. The laser
wavelength can be corrected in real time during the displacement feedback. A prototype system was
constructed. The principle of the 3DOFLM system design and its performance tests are presented in
the following sections.

2. Principle of the Miniature Michelson Interferometer (MMI)

Figure 1a shows the configuration of a nanopositioning y-stage. The linear bearing between
the linear slide and the moving table is to allow the installation of another x-stage to form a
coplanar stage. For the sake of clarity, only the displacement feedback control along the y-direction
is plotted. The ultrasonic motor is employed to actuate the linear slide through a friction force
on the ceramic plate. Thus, the moving table can be moved by the linear slide in push–pull
mode. The three-degree-of-freedom laser measurement (3DOFLM) system, consisting of a miniature
Michelson interferometer (MMI) kit for displacement measurement and feedback, a wavelength
correction kit for the MMI kit, and a miniature autocollimator kit for angular error measurement,
is mounted onto the baseplate of the stage and on the opposite side of the ultrasonic motor. The laser
beam of the 3DOFLM system is in line with the moving axis at the center of the stage. With this
kind of arrangement, the Abbe principle is totally observed. The optical design of the 3DOFLM
system is shown in Figure 1b. A low-cost laser diode is employed as the laser source. The miniature
autocollimator kit is employed to detect the pitch and yaw angular errors for the purpose of Abbe
error compensation of the stage. The displacement of the stage detected by the MMI kit is used as a
feedback signal to the ultrasonic motor. The laser diode wavelength of the MMI kit is corrected in
real time by the wavelength corrector kit. The detailed principles of angular error measurement and
displacement measurement with and without wavelength correction are introduced below.
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Figure 1. (a) Top view of configuration of the nanopositioning y-stage; (b) optical design of the
three-degree-of-freedom laser measurement (3DOFLM) system (xy view).
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2.1. Angular Error Measurement of the Nanopositioning Stage

The principle of angular error measurement is based on the autocollimation principle.
A collimated laser beam emitted from a laser diode is divided into a transmitted measurement
beam (P-polarized beam) and a reflected reference beam (S-polarized beam) by a polarizing beam
splitter (PBS1), as shown in Figure 1. The measurement beam reflected by a moving mirror (mirror 3)
is split into two beams by a beam splitter (BS2). The reflected beam is used to measure pitch and yaw
errors of the nanopositioning stage by an autocollimator (AC1), comprising a focus lens (FL1) and a
four-quadrant photodetector (QPD1).

Figure 2 shows the optical layout of the miniature autocollimator kit. BS2 is mounted on an angle
mirror mount for easy angle adjustment. QPD1 is positioned on the focal point of FL1. When mirror 3
is rotated with a pitch angle or a yaw angle, the position of the focused spot on QPD1 is moved along
the x- or y-directions, accordingly. The relationship between the angle and laser spot movement can be
expressed by the following equations:

θpitch =
Δx
2 f

and θyaw =
Δy
2 f

, (1)

where θpitch and θyaw are the pitch and yaw errors, Δx and Δy are the corresponding spot shifts on
QPD1, and f is the focal length of FL1.

FL1 QPD1
BS2

Δx

f

θpitch

Angle mirror 
mount

Mirror 3

Figure 2. Optical layout of the miniature autocollimator kit.

2.2. Displacement Measurement of the Nanopositioning Stage

Due to the space limit of the nanopositioning stage, a miniature Michelson interferometer (MMI)
kit is developed for displacement feedback, as shown in Figure 3a. A collimated laser beam emitted
from a laser diode is divided into a measurement beam and a reference beam by PBS1, as shown
in Figure 1. The reference beam passes through a quarter waveplate (QWP2) and is reflected back
by a fixed mirror (mirror 2). The measurement beam passes through QWP1 and is reflected back
by the moving mirror (mirror 3). It should be noted that the polarization state of the measurement
and reference beams are changed by 90◦ after passing QWP2 and QWP1 twice, which prevents the
reflected beams from entering back into the laser diode. Those two reflected beams are combined
at PBS1 and converted into left and right circularly polarized beams after passing through QWP3.
The interference signals with a phase shift of 90◦ due to the phase control by two PBSs (PBS2 and PBS3)
and a BS (BS3) are detected by four photodetectors (PD1–PD4), as shown in Figure 3b. The motion of
the moving mirror 3 causes an optical path difference between the two reflected beams so as to produce
interference. Analyzed by the Jones matrix, the intensity of each photodetector can be expressed
as follows:

IPD1 = I0(1 − cos(
2π · Δy

λ
)), (2)

IPD2 = I0(1 + cos(
2π · Δy

λ
)), (3)
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IPD3 = I0(1 + sin(
2π · Δy

λ
)), (4)

IPD4 = I0(1 − sin(
2π · Δy

λ
)), (5)

where I0 and λ are the intensity and the wavelength of the laser beam, respectively, and Δy is the
optical path difference of two reflected beams. The signal direct current (DC) offset can be eliminated
by subtracting Equation (2) from Equation (3) for the cosine term, and Equation (5) from Equation (4)
for the sine term. The phase change can be obtained by

ΔΦ = tan−1(
IPD1 − IPD2

IPD3 − IPD4
) =

2π · Δy
λ

. (6)

Based on the optical design of the MMI kit, when mirror 3 has a motion of d, the optical path
difference of the two reflected beams Δz will be 2d. Thus, the displacement d of the moving mirror 3
can be calculated by

d =
λ

2
(N +

Φinitial − Φ f inal

2π
), (7)

where N is the number of sinusoidal waves, and Φinitial and Φfinal are the exact phases of initial and final
incomplete wave cycles, respectively. It can be seen from Equation (7) that the interference waveform
has the period of one-half laser wavelength. Thus, the accuracy of the laser wavelength is significantly
important in the MMI kit.
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Figure 3. Optical layout of the miniature Michelson interferometer (MMI) kit: (a) three-dimensional
(3D) image; (b) geometric configuration of generating four interference fringes with 90◦ phase shift.

2.3. Correction of Laser Diode Wavelength in the MMI Kit

The wavelength corrector kit is based on the grating diffraction principle and the autocollimation
principle, as shown in Figure 4. The divided reference beam is transmitted through BS1 and impinged
into a grating. A group of diffraction beams can be observed. Here, the zeroth (0th) order and positive
first (+1st) order diffraction beams are picked up for calculating laser wavelength. Based on the
diffraction grating equation, the following equation can be obtained:

d(sin θi + sin θd) = λn, (8)

where d is the grating pitch, θi is the incidence angle, λn is the nominal laser wavelength, and θd is
the +1st order diffraction angle with respect to λn. As seen from Equation (8), the wavelength can be
calculated if the +1st order diffraction angle can be measured at known incidence angle and grating
pitch. This is also the measurement principle of typical spectrometers [26]. In the designed wavelength
corrector, the laser beam is set to normally project onto the grating; thus, the incidence angle is 0.
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However, if the nominal wavelength is varied by Δλ, the diffraction angle will have a drift. Thus,
Equation (8) can be modified to

λn + Δλ = d sin(θd + Δθd), (9)

where Δθd is the drift of +1st order diffraction angle due to Δλ.
From Equation (9), it is seen that, if Δθd can be measured in real time, Δλ can be immediately

calculated, and the real-time laser wavelength can then be automatically self-corrected without
the need of the air sensor and the Edlen equation. This is the significance of the proposed
self-wavelength correction.
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Figure 4. Optical layout of the wavelength corrector kit.

3. Experiments and Discussions

Figure 5 shows a photo of the constructed 3DOFLM system. Its size, including the electric cables
and the base plate for mounting the optical components, is 80 mm (x) × 90 mm (y) × 20 mm (z),
which is much smaller than commercial He–Ne laser interferometers. The U-shaped holder was made
to fix both FL and QPD in one place for better assembly accuracy. It should be noted that, due to the
space limit of the nanopositioning stage, the dead path of the 3DOFLM system, which is the distance
between the MMI kit and the null point of the measurement position, was designed to be 36 mm.
Therefore, the error due to the dead path is negligible [27].
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Figure 5. Photo of the constructed 3DOFLM system.
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In order to achieve accurate displacement of the nanopositioning stage, it is essential to investigate
the performance of the designed 3DOFLM system. It should be noted that all experiments were carried
out in a non-environmental controlled open laboratory in which disturbances caused by temperature
change and humidity variation cannot be avoided.

3.1. Calibration and Comparison Experiments of Angular Error Measurement

Firstly, the basic performances of the miniature autocollimator kit, including stability and
measurement accuracy, were tested. A commercial low-cost collimated laser diode with a nominal
wavelength of 635 nm and a divergence angle less than 0.3 mrad was adopted as the laser source.
A high-precision QPD (SPOT-4DMI, OSI Optoelectronics, California, USA) with an active area of
0.25 mm per element, an element gap of 13 μm, and a responsivity of 0.65 A/W was chosen as the angle
detector. The sampling frequency was set to be 10 Hz, and a Butterworth filter was used to reduce the
noise level. Figure 6 shows the stability of the angular errors over a duration of 1 h. As seen, the stability
of the output signals for measuring the pitch angle error and yaw angle error were approximately
0.55 and 0.35 arcsec, respectively. It should be noted that, although the laser beams for measuring the
pitch and yaw angle errors were from an identical laser diode, due to the non-uniformity of the output
intensity distribution of the laser diode, the stability in pitch and yaw angle error measurements were
not similar, but inversely correlated in Figure 6. The reason for the larger pitch variation could be due
to the mechanical vibration. It can be seen that the developed miniature autocollimator kit satisfied
stability for angular error measurements with sub-arcsecond precision.
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Figure 6. Stability of output signals of the miniature autocollimator kit.

Prior to the testing the nanopositioning stage’s angular error, the miniature autocollimator kit was
calibrated by a commercial laser interferometer (HP5529A, Keysight Technologies, California, USA),
which has an angle measurement accuracy of ±0.2% of displayed value and ±0.05 arcsec per meter of
distance traveled. The experiments were repeated five times, and the calibration range was set to be
±40 arcsec. The comparative results are shown in Figure 7a,b. It can be seen that the residuals of pitch
angle and yaw angle were all within ±0.3 arcsec.

The 3DOFLM system was then mounted on the designed nanopositioning stage [6] to measure
the angular error of the stage. The HP5529A interferometer was also adopted for comparison. The laser
beams of both the 3DOFLM and HP5529A systems were adjusted in line with the motion axis of the
stage. Figure 8a,b show the measurement results. It is seen that the output of the 3DOFLM system was
in a good agreement with that of the HP5529A system. The maximum residual of both angles was
within ±0.5 arcsec in the measurement distance of 20 mm. It is verified that the performance of the
designed 3DOFLM system was acceptable for sub-arcsecond precision angular error measurement.
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Figure 8. Comparison angle results of measured angular error of the nanopositioning stage by the
HP5529A and the 3DOFLM system: (a) pitch; (b) yaw.

3.2. Displacement Measurement without Wavelength Correction

The displacement measurement range of the MMI kit was firstly confirmed using the HP5529A
interferometer, which has a measurement range of 15 m. In experiments, the 3DOFLM and HP5529A
systems were located on both sides of a linear stage (MSR 100, PARKER, Charlotte, USA), which was
moved by a commanded step of 2 to 36 mm long. Figure 9 shows the bi-directional displacement
measurement results of the MMI kit and the HP5529A system, determined in duplicate. It can be seen
that both outputs were in good agreement. Output sinusoidal signals in the form of a Lissajous circle
were found to be very good and stable during motion, as shown in Figure 10. The measuring range
of the MMI kit was, thus, confirmed to be at least 36 mm, which is regarded as a long-stroke for a
nanopositioning stage.

The displacement measurement accuracy of the 3DOFLM system was then calibrated by a
commercial nanopositioning and nanomeasuring machine (NMM-1, SIOS Meßtechnik GmbH, Ilmenau,
Germany), which has a positioning range of 25 mm in the x- and y-directions with sub-nanometer
positioning accuracy. The misalignment error of the MMI kit and NMM-1 will induce a cosine error in
the displacement measurement, which cannot be ignored in the nanometer range. Therefore, particular
effort was put into aligning the laser beam of the MMI kit with the moving axis of the NMM-1. In this
alignment experiment, a QPD was adopted to detect the two lateral motions of the moving table of
the NMM-1 relative to the laser beam of the MMI kit. An angle mirror mount was applied to adjust
the laser beam so that the beam spot was always close to the center of the QPD during the motion
of the NMM-1. Figure 11 shows the finally adjusted straightness error of the NMM-1 in the x- and
y-directions. The maximum straightness error was evaluated to be 1.272 μm, and it corresponded to
a cosine error of 0.04 nm on the displacement measurement in the range of 20 mm. Such a cosine
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error was small enough compared to the displacement of NMM-1 and was deemed negligible for the
subsequent experiments.
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Figure 9. Confirmation of measurement range of the 3DOFLM system.

 
Figure 10. Output Lissagous circle of the 3DOFLM system.
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The calibration experiments without wavelength correction were then carried out with the
nominal wavelength of the laser diode (i.e., 635 nm) given by the manufacturer. The displacement
residuals between the 3DOFLM system and the NMM-1 system were evaluated within ±45 nm up to
a travel of 18 mm, as shown in Figure 12. The standard deviation of the displacement residuals for five
measurements was estimated between 4.49 and 35.98 nm. The residual error between the 3DOFLM and
NMM systems was deemed to be mainly caused by the incorrect laser diode wavelength of the MMI
kit. Therefore, it is essential to correct the laser diode wavelength for better measurement accuracy.
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Figure 12. Comparison results: (a) residual of measured displacement by the NMM-1 and 3DOFLM
systems without wavelength correction; (b) standard deviation of five measurements.

3.3. Displacement Measurement with Wavelength Correction

Figure 13 shows simultaneous displacement measurement results of the NMM-1 system and the
MMI kit with a step interval of 2 mm in the measurement distance of 20 mm. The actual calibrated
wavelength (referred to as λcal) was estimated by multiplying the nominal laser wavelength of 635 nm
by the slope kp of the fitted curve of the results in Figure 13.
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Figure 13. Comparison results of measured displacement by the NMM-1 and 3DOFLM systems
without wavelength correction.

In the wavelength corrector kit, a transmission diffraction grating (Edmund optics, Barrington,
USA) with a grating pitch of 1 μm was selected. The optical components used in AC2 were the same
as that in AC1. The performance investigations of wavelength correction were firstly conducted.
Figure 14 shows the stability of AC2, which was employed to measure the drift of +1st order diffraction
angle. As seen from Figure 14, the maximum angle drift was measured as less than 1 arcsec. The laser
wavelength variation caused by the variation of AC2 was evaluated to be 0.0037 nm by Equation (9).
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The angular measurement accuracy of AC2 was calibrated by the HP5529A system and the
results are shown in Figure 15. It can be seen that the angle residual for the range of ±100 arcsec
was within ±0.5 arcsec. It is verified that AC2 was acceptable for sub-arcsecond precision angular
error measurement.
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Figure 15. Calibration results of AC2 in the wavelength corrector kit.

The real-time laser diode wavelength was then evaluated based on Equation (9) according to the
output of AC2. The wavelength measured by the self-wavelength correction is referred to as λmea.
The calibrated wavelength (λcal) was obtained from the ratio of the actual displacement of NMM-1
system and the measured total phase change of the MMI kit, as given by Equation (7). Figure 16 shows
the relationship between the calibrated laser wavelength λcal and the variation of slope kp obtained
from the displacement measurement results of the NMM-1 system and the MMI kit. The relationship
between the measured laser wavelength λmea and the variation of drift +1st order diffraction angle
detected by AC2 was also plotted in Figure 16. For the sake of comparison, λcal and λmea are listed in
Table 1. It is clearly seen that an order of 10−6 accuracy was achieved in measured wavelength by the
designed wavelength correction. It means that, if the 3DOFLM system measures a distance of 20 mm,
the maximum measurement error, on average, would be estimated as about 20 nm.
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Table 1. Calibrated and measured laser wavelength.

Times λcal (nm) λmea (nm) λcal−λmea
λcal

1 635.2275 635.2294 −2.90 × 10−6

2 635.4802 635.4750 8.18 × 10−6

3 635.4761 635.4824 −9.91 × 10−6

4 635.4764 635.4803 −6.13 × 10−6

5 635.8709 635.8676 5.18 × 10−6

Average 635.5069 635.5062 −1.16 × 10−6

From the above experiments, it can be realized that a special feature of this 3DOFLM system
is that it only needs to calibrate and store the nominal wavelength and the corresponding initial
diffraction angle once using a reference. With these stored parameters, the system can automatically
correct the wavelength by itself for the remaining measurements. The comparison results between the
NMM-1 and 3DOFLM systems with wavelength correction are given in Figure 17. It can be seen that,
as expected, the measurement error of the 3DOFLM system falls within ± 25 nm, which was much
smaller than that without wavelength correction in Figure 12. The corresponding standard deviation
of the measurement results was evaluated to be between 2.2 and 13.5 nm. The effectiveness of the
wavelength corrector kit was, thus, verified.
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Figure 17. Comparison results: (a) residual of measured displacement by the NMM-1 and 3DOFLM
systems with wavelength correction; (b) standard deviation of five measurements.
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3.4. Error Analysis

The measurement error of the 3DOFLM system was significantly reduced after correcting the
laser diode wavelength. However, the measurement accuracy of the 3DOFLM system is still a little
lower than commercial laser interferometers. The reason could be that the measurement accuracy of
the wavelength corrector is influenced by the linearity error of the Lissagous circle, the incident beam
angle and its drift, thermal deformation of the grating pitch, etc., which were not considered in this
study. As a report for the first step of the research, this paper focuses on the design and construction of
the 3DOFLM system. The improvement of wavelength measurement accuracy will be carried out in
the next step of the research for the proposal of a practical application of the nanopositioning stage.

4. Conclusions

In this paper, a low-cost and compact three-degree-of-freedom laser measurement (3DOFLM)
system with real-time wavelength correction was proposed for displacement feedback, angular error
measurement, and Abbe error compensation of a nanopositioning stage. The method of wavelength
correction does not rely on the Edlen equation, which was adapted to the He–Ne laser and was an
off-line process. The principle of the 3DOFLM system was expressed. It only needs to calibrate and
store the nominal wavelength and the corresponding initial diffraction angle once using a reference.
With these stored parameters, the system can automatically correct the wavelength by itself in the
remaining measurements. A prototype was constructed and tested. It was verified by experiments
that, compared with the HP5529A interferometer, the angular error measurement achieved an accuracy
of ±0.5 arcsec in a travel distance of 20 mm. The displacement measurement achieved a range up to
36 mm, and the accuracy was improved from ±45 nm without wavelength correction to ±25 nm with
wavelength correction. The feasibility of the designed 3DOFLM system was demonstrated. In order to
further improve the real-time measured wavelength, considerations of the influences of linearity error
of the Lissagous circle, incident beam angle and its drift, and thermal deformation of the grating pitch
on the wavelength measurement accuracy will be carried out in future works.
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Abstract: This work describes a novel approach to localize sub-pixel chessboard corners for camera
calibration and pose estimation. An ideally continuous chessboard corner model is established, as a
function of corner coordinates, rotation and shear angles, gain and offset of grayscale, and blurring
strength. The ideal model is evaluated by a low-cost and high-similarity approximation for sub-pixel
localization, and by performing a nonlinear fit to input image. A self-checking technique is also
proposed by investigating qualities of the model fits, for ensuring the reliability of addressing
perspective-n-point problem. The proposed method is verified by experiments, and results show that
it can share a high performance. It is also implemented and examined in a common vision system,
which demonstrates that it is suitable for on-site use.

Keywords: chessboard corner; camera calibration; pose estimation; sub-pixel localization

1. Introduction

Computer vision is an interdisciplinary field that deals with how computers can be made for
gaining high-level understanding from digital images or videos. From the perspective of engineering,
it seeks to automate assignments that the human eyes can do. As a sub-domain of computer
vision, visual measurement is employed for some applications involving dimensional survey tasks,
and it always utilizes one or more cameras with exactly known intrinsic parameters for addressing
perspective-n-point problem [1] and, therefore, camera calibration is pivotal for ensuring the system
accuracy [2].

Most camera calibration approaches require a certain number of correspondences between world
and image frames, which are also known as control points, and they usually are called “targets”
in photogrammetry [3]. These approaches are performed with planar or non-planar targets with
exactly known geometries. After the targets are photographed, their corresponding image points need
to be localized for solving intrinsic and extrinsic parameters based on bundle adjustment or other
optimization models [4]. As a result, the accuracy of camera calibration is largely dependent on the
localization of image points, and usually evaluated by re-projection errors [5].

Circular dots and chessboards are the most common target types. Without a loss of generality,
projecting the center of a circle yields an image point that is not necessary to be the center of a pattern
projected from the circle, unless the pattern is still circular. Contrarily, the corner of a chessboard is
scarcely subjected to projective transformations. For that reason, chessboards are more convenient
for achieving targets in visual measurements [6]. In addition, since Zhang [2] proposed a flexible
calibration approach employing a planar rig with chessboard patterns, this approach has been
cited more than ten thousand times, and made chessboards the most frequently used targets for
camera calibration.
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Chessboard corners can be detected at pixel level using conventional detectors, such as Harris [7]
and Kanade-Lucas-Tomasi (KLT) [8]. These detectors usually extract a set of redundant points from one
corner, due to user-defined parameters. Some modified means [9–11] are contributed to make arbitrary
points converge into nearby corners, but their operational accuracy is still at pixel level. In many
application scenarios [12–14], however, pixel resolution is not yet accurate enough and, therefore,
mathematical techniques, such as interpolations or approximations, are used to localize sub-pixel
corners. In this paper, a novel approach for sub-pixel corner localization is proposed, and experiments
are conducted to verify the new approach.

2. Related Work

During the last two decades, a quantity of sub-pixel localization approaches have been proposed
for ensuring the accuracy of camera calibration and pose estimation, which can be roughly divided
into three categories discussed in this section.

2.1. Approaches Based on Image Gradient

Sroba [15] shares a sub-pixel localization technique based on the observation that a vector from a
corner to any part of its adjacent area is perpendicular to the image gradient of the corner. Points from
the adjacent area are used to apply some mathematical treatments for solving a location iteratively;
this location is taken as the new center of the adjacent area, until the center stays within a set threshold.
Bok [16] adopts a sub-pixel finder algorithm based on Harris detector. From the given initial corner
locations, the algorithm iteratively updates the individual corner locations to the largest gradient
values using patch-based structure tensor calculation. The algorithm calculates the structure tensor
by directly interpolating the gradients, instead of first interpolating the image and second computing
the gradients for reducing computational costs. The first mentioned category has been implemented
by a toolbox [17] and a library function [18] and, therefore, frequently employed in many application
scenarios. These approaches can achieve high efficiency, but they are sensitive to image noise, and often
lead to unstable results for on-site use.

2.2. Approaches Based on Grayscale Symmetry

Chu [19] introduces a sub-pixel detector using a round template under image physical coordinates.
The round template is employed to pass through a dilated image, and corners are ultimately determined
by calculating the centroid of redundant points based on the symmetry of chessboard patterns.
Zhao [20] proposes a method based on the property that the symmetry of a square region is more
significant when the central pixel of it is closer to a corner. Symmetric factors of all pixels in a selected
area are calculated for obtaining a weighted sub-pixel corner position. These approaches can achieve
better results when detecting blurred or overexposed images. However, they need a bigger region of
interest (ROI), and come at a higher computation cost due to the determination of symmetric factors
using a sliding template or window and, therefore, they are subject to certain constraints of lens
distortions and expensive for real-time use.

2.3. Approaches Based on Polynomial Fitting

Lucchese [21] performs a least-squares fit of a quadratic polynomial to a low-pass version of the
input image. The approach obtains saddle points from the polynomial coefficients and is invariant to
affine transformations. Chen [22] computes intermediate values in the Harris-corner-like detection
phase to obtain a second-order Taylor expansion of input image, saddle points are found based on a
corner model restricted to orthogonal corners. Mallon [23] proposes an edge-based nonlinear corner
localizer. The localizer performs a least-squares fit of a parametric edge model to an edge version
of input image. Placht [24] develops a modified strategy inspired by the method mentioned in [21].
A corner is refined to sub-pixel accuracy by filtering the adjacent region around it using a 2-D cone
filter for an intensity surface amenable to fitting a quadratic polynomial. On the premise of selecting a
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reasonably small neighborhood, these approaches can yield a suitable approximation in the presence
of nonlinear distortions and projective transformations, due to the affine invariance [25]. However,
they require a filtered version of the input image for polynomial fitting, because their corner models
are not accurate enough for direct processing, which still need to be optimized for improving reliability
and efficiency of sub-pixel localization.

3. Methodology

In this section, an accurate model of chessboard images is established for localizing sub-pixel
corners; the methodology is based on polynomial fitting and without being dependent on
image filtering.

3.1. Ideally Continuous Corner Model

It is intuitive to imagine that a corner is located at a junction of two edges, and has the
smallest radius of curvature; pixels around it appear as a high change of brightness in all directions.
As represented in Figure 1, a square region C with a center o = [0, 0] and an area of (2r + 1)2 pixels is
observed to analyze a chessboard image for the following description. Geometrically, a straight line L
passing through o can be given as

L : χ(ω, u, v) = u sin ω − v cos ω = 0, with{ω, u, v} ∈ R, (1)

where ω is the angle of inclination. Using the sign function sgn(x) yields an ideal edge E related to L via

E(ω, u, v) = sgn[χ(ω, u, v)]. (2)

An ideally continuous chessboard image, with a gray value +1 in the white and −1 in the black regions,
is then defined:

Ci(u, v) = E(α, u, v)E(β, u, v), 0 ≤ α < π, α < β < π+ α, (3)

where α and β are the angles similar to ω, and determine two edges E1 and E2. It is worth mentioning
that Equation (3) is subject to a reasonably small r. Otherwise, E1 and E2 may be re-defined by two
curve functions for a suitable approximation of lens distortions.

 

r

r

v 

u o 
E  

E

Figure 1. Definition of a chessboard image.

In actual imaging, however, Ci is inevitably blurred by the lens of a vision system. A point
input, represented as a single pixel in Ci, will be reproduced as a spread region in a blurred image Cf.
For practical purposes, the blurring response described by the point spread function (PSF) is always
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approximated by a radio-symmetrical Gaussian kernel [26]. Similarly, Cf is modeled by convolving Ci

with a 2-D Gaussian filter:

Cf(u, v) =
1√
2πσ

exp
(
−u2 + v2

2σ2

)
⊗ Ci(u, v), (4)

with σ effectively denoting the blurring strength.
Distinctly, the gray level of Cf is not in the same range as that of a digital image in the common

use. Under the assumption that the vision system has a linear response to the light intensity within a
reasonable range, Cf can be transformed by

Cs(u, v) = λCf(u, v) + κ, (5)

with κ and λ related to the maximum and minimum gray values gmax and gmin of Cs via

κ =
gmax + gmin

2
, λ =

gmax − gmin

2
. (6)

3.2. Sub-Pixel Corner Localization

According to the existing techniques discussed in Section 2.3, since a real region R is detected with
a known corner position cp = [up, vp] at pixel level, the ideal model, Cs, most similar to R (the highest
PSNR), can be found by determining

argmin
μ,υ,α,β,λ,κ,σ

[
+r

∑
i=−r

+r

∑
j=−r

(
εi,j
)2
]

, with εi,j = Cs(i + μ, j + υ)− R
(
i + up, j + vp

)
, (7)

where μ and υ form a vector d from the ideal corner position to the center of Cs. It is evident
that the closed expression of Cf is required to address the above optimization by common means,
e.g., the Gauss–Newton method. Despite the fact that Equation (4) cannot be directly analyzed by
anti-derivatives, it is approximately evaluated by separating the Gaussian kernel and using integration
by parts, given as

Cf(u, v) = erf
[

χ(α, u, v)√
2σ

]
erf
[

χ(β, u, v)√
2σ

]
+ Δ(u, v), (8)

Δ(u, v) ≈
(

1 − 4θ1
π

){
1 − erf2

[√
δ1χ2(θ2,u,v)+δ2χ2(π

2 +θ2,u,v)
2σ2

]}
, with{

θ1 = β−α
2

θ2 = β+α
2

,
(

δ1 δ2

)
=

⎧⎨
⎩
(

1 tan θ1

)
if θ1 < π

4(
cot θ1 1

)
otherwise

,
(9)

where Δ(u, v) is the integral remainder term, erf(x) denotes the Gaussian error function, and θ1 and θ2

are also known as the angles of shear and rotation in image plane. The corner model, approximated in
Equations (8) and (9), share a high similarity with the ideal one in Equation (4), due to an effective
estimation and compensation of Δ(u, v) (Figure 2).

However, there is still a lack of the closed form for the Gaussian error function; an accurate but
expensive way is replacing it by piecewise polynomials [27]. Considering that most applications utilize
8-bit gray images (256 gray-levels), this replacement should be a balance between the computational
accuracy and efficiency. Alternatively, a low-cost approximation tanh(ρx) is used, and leads to an
acceptable result by selecting a suitable value for the coefficient ρ (Figure 3).

Finally, Equation (7) can be achieved using a linear optimization in iterations. μ and υ are
initialized to 0 and σ to 1. α and β are initialized based on edge extraction [28]. κ and λ are initialized
using the gray values in the black and white areas close to cp. Generally, about 14 pixels are suitable
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for r with an overall consideration of the lens distortions, image noise, and computational efficiency.
After sufficient iterations for the system convergence, sub-pixel corner cs can be calculated from

cs = cp − d. (10)

 

u
v

Figure 2. Gray images simulated by the ideal model, approximated model, and Δ(u, v), with different
values of θ1 and θ2. The image size is 41 × 41 pixels, σ = 4.

 x 

y 

x 

y 

Figure 3. Function curve plots of (a): y = erf(x) (dashed), y = tanh(ρx) (solid), and (b): y = tanh(ρx) − erf(x).
The coefficient ρ is set to 1.0 (red), 1.1 (purple), and 1.2 (green).

3.3. Self-Checking for Perspective-n-Point

Resulting from a maximum likelihood estimation of Cs, the residual εi, j can be used to evaluate
the quality of model fit. Let ’́E be similar to the root-mean-square error (RMSE), and expressed as

Io =
1

2r + 1

√√√√ +r

∑
i=−r

+r

∑
j=−r

(
εi,j
)2. (11)
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The factor ’́E is slightly and unavoidably affected by the lens distortions and image noise,
but remarkable when there is a great deal of light pollution (or imbalanced illumination) brought into
a chessboard image, which often happens in on-site applications. Thus, it can also be considered
as a metric to reflect the reliability of sub-pixel localization. In order to achieve a self-checking
technique for perspective-n-point, boxplot analysis is more appropriate than conventional means, e.g.,
3-sigma rule [29]. The boxplot distinguishes outliers using quantiles (Figure 4), rather than depending
on a prior knowledge about the distribution of actual dataset and, therefore, it has a higher flexibility.

 

Figure 4. Boxplot with respect to a probability density function of N(0, σ2).

It is assumed that a chessboard image is detected with an array of sub-pixel corners (the array
size is M × N). Using Equation (11) gives a corresponding metric ’́Em,n for the corner cm,n = [um,n vm,n],
m ∈ {1, . . . , M}, n ∈ {1, . . . , N}. As illustrated in Figure 4, since the quantiles Q1 and Q3 are obtained
by investigating all the metrics, the factor wm,n, standing for the reliability of cm,n, is then determined:

wm,n =

{
1 if Iom,n ∈

[
2.5Q1 − 1.5Q3 2.5Q3 − 1.5Q1

]
0 otherwise

. (12)

Perspective-n-point is the problem of estimating a 3-D rotation r and a translation t of a calibrated
camera, with respect to the world frame. Since the chessboard mentioned above is defined in the world
frame accurately, 3-D points in it and their corresponding image points follow a pin-hole model for the
camera [2]:

sm,nnm,n = rqm,n + t, with nm,n =
[

um,n−u0
fx

vm,n−v0
fy

1
]T

, (13)

where qm,n is the (m, n)th 3-D point and sm,n the corresponding scale factor. f x and f y are the scaled
focal lengths, [u0 v0] is the principal point. An optimal solution of sm,n is related to the given r and t via

sm,n =
(

nm,n
Tnm,n

)−1
nm,n

T
(

rqm,n + t
)

. (14)
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Considering wm,n as the penalty factor in association with the above estimator yields

argmin
r,t

{
M

∑
m=1

N

∑
n=1

∥∥∥∥wm,n

[(
nm,n

Tnm,n

)−1
nm,nnm,n

T − I
]
(rqm,n + t)

∥∥∥∥2
}

. (15)

Rodrigues parameters, instead of Euler rotations, are recommended for simplifying the above
optimization [30]. It is worth being pointed out that sub-pixel corners obtained according to Section 3.2
cannot be directly taken as image points, which need to be corrected beforehand, due to lens
distortions [2].

4. Evaluation

In this section, experiments on synthetic and real datasets are conducted to verify the proposed
method with three references detailed in literatures [16,20,24]. In order to decrease the influence on
localization result due to different parameter settings, for both the proposed and referenced methods,
each chessboard corner is detected with the same initial pixel coordinates, and refined from the same
local neighborhood with a square size of 31 × 31 pixels.

4.1. Synthetic Data

In order to acquire synthetic chessboard image, a pin-hole camera is simulated with the properties:
[f x, f y] = [7000, 7000], [u0, v0] = [1296, 972]. The image resolution is set to 2592 × 1944. A single
chessboard pattern with 20 mm cell size in both directions is projected to the image plane. Since optical
paths are reversible, an ideal projection from the pattern center can be found and defined as ground
truth. Gaussian blur with the window parameter σf and Gaussian noise with 0 mean and standard
deviation σn are added to make the image similar in appearance to a real one (Figure 5). For each
given σf and σn, 100 independent trials are performed, with other simulation parameters varied and
limited in their ranges (Table 1), under the premise of ensuring faultless projections.

 

Figure 5. Chessboard images captured by (a) simulation and (b) real device.

Table 1. Range set of simulation parameters. yaw, pitch, and roll are the Euler angles related to r. tx, ty,
and tz are the dimensional elements of t.

gmax gmin yaw, pitch, roll tx (mm) ty (mm) tz (mm)

[191, 255] [0, 63] [−π/4, π/4] [−40, 40] [−30, 30] [950, 1050]

Figure 6 depicts the RMS error of sub-pixel localization as a function of σf and σn. The proposed
technique performs significantly better than the referenced ones. Although it results in a higher
error due to the increase of σf and σn, the performance drop is not as pronounced as for the others.
Concretely, for the poorest image quality (σf = 3, σn = 0.2), the result shows that the errors are about
0.154, 0.041, 0.077, and 0.024 pixels for [16,20,24], and the proposed technique, respectively. Remarkably,
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Placht et al. [24] yields a stable, but significant, error in the presence of the change of σf and σn for
taking filtered images as inputs. That is to say, it not only eliminates noise distinctly, but also leads to
an extra uncertainty of sub-pixel localization.

In addition, sub-pixel localization errors from all trials (the total number is 40,000) are gathered
for an overall evaluation represented by boxplots. As shown in Figure 7, for the proposed and
referenced methods, interquartile ranges (IQRs) are highly symmetrical about medians pretty close
to zero. In detail, the IQRs are about 0.18, 0.13, 0.32, and 0.04 pixels in both directions for [16,20,24],
and the proposed method, respectively. The smaller IQR reflects the better performance of sub-pixel
localization. Again, using filtered images as inputs lead to a particular outcome, that there are no
outliers to be distinguished with the largest IQR for [24].

 

σσ σσ

σσ σσ

Figure 6. Localization error with respect to blur strength σf and noise level σn for (a) [16], (b) [20],
(c) [24], and (d) the proposed technique.
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Figure 7. Boxplots of the errors between localized and standard values in u (red boxes) and v
(blue boxes) directions, regarding (a) [16], (b) [24], (c) [20], and (d) the proposed method.

The above simulation relies on the assumption that edges defining a corner are completely straight
in the observation area, or region of interest, where the corner is going to be found. However, it is
well known that lenses inevitably have distortions. To obtain maximum allowable distortions for
the method, another simulation is conducted, with the fixed blur strength and noise level (σf = 1.5,
σn = 0.1), and the first order radial distortion with the degree k1 is added to the image (Figure 8). Again,
for each given k1, 100 independent trials are performed, with other simulation parameters varied and
limited in their ranges (Table 1), except for [tx, ty, tz] set to [115, 80, 1000], for ensuring the projections
farther away from the principal point.

 

Figure 8. Chessboard image captured by simulation with the first order radial distortion, k1 = −5.

Figure 9 depicts the RMS error of sub-pixel localization as a function of k1. The highest errors
are 0.089 pixels for [16], 0.046 pixels for [20], 0.123 pixels for [24], and 0.037 pixels for the proposed
method. Again, the proposed method performs significantly better than the referenced ones when k1

varies from −5 to 5. Different from [20] and the proposed method, Bok et al. and Placht et al. [16,24]
show a distinct variability due to the limitation of their methodologies; the blur strength and noise
level in the simulation have greater impact on the localization result than the distortion. For practical
applications, however, cameras with the coefficient k1 larger than 5 are lesser used in photogrammetry
because the pinhole model is no longer applicable for them. Therefore, for calibrating a camera for
common use, the proposed method can be effectively performed without any pretreatment.
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k  

Figure 9. RMS error between localized and standard values as a function of k1 for four different approaches.

4.2. Real Data

In contrast to simulations, real data experiments cannot directly evaluate the accuracy of sub-pixel
localization via the observed corner coordinates, due to their undetermined ground truth data.
An alternative and indirect way is examining it based on camera calibration technique. Figure 10 shows
that a camera (JPLY, G1GD05C) with 16 mm lens and 2592 × 1944 image resolution is employed
for conducting a camera calibration experiment based on a coordinate measuring machine (CMM)
(Brown & Sharpe, Global Image 7107) with a single chessboard pattern (20 × 20 mm cell size) mounted
on the end of its probe. 3-D control points are achieved by programmatically driving the probe to a
set of specially designed positions, and provided with a dimensional error of less than 0.003 mm in
both directions. For each position, the chessboard pattern is recorded by the camera for capturing a
corresponding corner. Since all corners are located at the sub-pixel level, the camera can be calibrated
based on bundle adjustment [4,6].

Z

XY

z

y
x

Figure 10. Camera calibration using (a) single chessboard and CMM for achieving (b) 3-D control
points with specially designed positions.

Table 2 lists the result of intrinsic parameters calibrated from the corners based on four different
approaches. According to the definition of radial distortion coefficients detailed in [2], for [16,20,24]
and the proposed method, the maximum distortions evaluated using the image point furthest from the
principal point are 22.78, 25.92, 29.33, and 24.54 pixels in the radial direction, respectively. Among them,
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the contributions of k2 are 2.03 pixels for [16], 6.06 pixels for [20], 10.06 pixels for [24], and 4.62 pixels
for the proposed method. Therefore, k2 has a much smaller influence on the pixel offsets than k1.
Or rather, the estimator of k2 is more sensitive to noise in the corner coordinates. In spite of the fact
that the result cannot intuitively demonstrate the performance of each approach, it is pivotal for the
following investigations.

Table 2. Calibration result for four different approaches. k1 and k2 denote the 1st and 2nd order radial
distortion coefficients.

[u0, v0] [f x, f y] [k1, k2]

[16] [1344.42, 937.37] [7296.06, 7298.85] [0.2332083, 0.4313581]
[20] [1342.78, 936.71] [7298.67, 7302.12] [0.2237942, 1.2905459]
[24] [1340.02, 937.04] [7297.59, 7300.76] [0.2118124, 2.2750773]

Proposed [1343.70, 936.62] [7299.13, 7302.50] [0.2253345, 0.9926340]

Figure 11 represents four scatter plots of re-projection errors. For general examinations,
the maximum and mean re-projection errors for the proposed method are 0.22 pixels and 0.11
pixels, evidently less than 0.32 pixels and 0.15 pixels for [16], 0.29 pixels and 0.15 pixels for [20],
0.39 pixels and 0.18 pixels for [24]. From the standpoint of addressing perspective-n-point problem,
the re-projection errors, assessing the validity of calibration, are subjected to some optical indications,
e.g., image and lens resolutions, and integrated with certain methodologies, including calibration
model, target geometry, and sub-pixel localization. The mentioned experiment employs a robust
model with stereo points establishing correspondences between world and image frames accurately
and, therefore, the lower re-projection errors not only reflect the better solution of perspective-n-point,
but also testify the higher accuracy of sub-pixel localization. Therefore, the corners obtained using the
proposed technique are better suited for camera calibration.

v

u

v

u

v

uu

v

Figure 11. Scatter plots of re-projection errors (red dots) for (a) [16], (b) [20], (c) [24], and (d) proposed
method. In each sub-figure, green circle is rendered with a radius equal to the mean re-projection error.
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In order to alternatively examine the proposed technique, different measurements on displacement
and attitude are carried out using the CMM and camera mentioned above. Firstly, for displacement
measurement, a target (6 × 6 grid of points, 20 × 20 mm cell size) fixed on the end of the probe
is moved with the guide and imaged by the camera placed in front of the CMM, for measuring a
distance d between two different positions as an evaluation factor (Figure 12). Secondly, for attitude
measurement, two targets, T1 and T2, mounted on the base with the same grid and cell as that of the
above measurement, are imaged by the camera (Figure 13). Among the three axis vectors, only the
one in the z direction can be perfectly measured using the probe (Renishaw, SP600), by scanning the
pattern plane of each target, due to a restriction that makes it hard to capture 3-D coordinates of a
corner accurately, by means of contact measurements. Thus, the included angle θ between two normal
vectors is adopted as another evaluation factor more suitably. Fifteen independent trials are performed
to localize sub-pixel corners, employing both the proposed and referenced methods, and estimate the
camera poses from their respective intrinsic parameters listed in Table 2. The metrics d and θ are then
computed for investigating discrepant deviations with respect to the CMM data.

  
(a) (b) 

d 

Figure 12. Experiment for measuring displacement. (a) Determining d via CMM and camera.
(b) A merged image of two positions with located corners.

  
(a) (b) 

 

Figure 13. Experiment for measuring attitude. (a) Determining θ via CMM and camera. (b) One shot
in 15 trials with located corners.

Figure 14 presents the results from the above measurements. Under the premise that the CMM
provides baselines with a higher accuracy, the RMS errors of d and θ are 0.032 mm and 0.010◦ for [16],
0.021 mm and 0.009◦ for [20], 0.037 mm and 0.013◦ for [24], and 0.014 mm and 0.006◦ for the proposed
approach. Although there are many estimable and inestimable influences during the experiments,
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the results are mainly dependent on the accuracies of intrinsic parameters and corner coordinates,
and essentially subject to the performance of each sub-pixel localization method because the camera is
also calibrated from the respective corner set. From a synthetical point of view, exact values of d and θ

are derived from reliable estimations of camera poses predetermined by accurate corner coordinates.
As an apparent outcome of the comparison, the proposed technique presents a higher performance
than others.

Figure 14. Measurement results of (a) displacement d and (b) attitude angle θ.

As shown in Figure 15, in order to test the proposed approach in terms of its robustness to
real-world data gathering, four images of a stationary chessboard are captured by the mentioned
camera under underexposed, overexposed, indoor light interfered, and outdoor light interfered
scenarios. For each corner in a 6 × 6 array, its maximin deviation between different scenarios is
computed and gathered for an overall evaluation.

Table 3 lists the overall evaluation result for four different approaches. The RMS deviations
are 0.419 pixels for [16], 0.287 pixels for [20], 0.396 pixels for [24], and 0.241 pixels for the proposed
approach. Considering the fact that the relative pose between the target and camera is stationary,
the variability of each detected corner is mainly subject to the robustness of corner localization in the
presence of the ambient light changes. The smallest RMS deviation proves that the proposed approach
has higher interference immunity, resulting from a more robust corner model.
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Table 3. Overall evaluation result for four different approaches.

[16] [20] [24] Proposed

RMSD (pixel) 0.419 0.287 0.396 0.241

  
(a) (b) 

  
(c) (d) 

Figure 15. Four images of a stationary chessboard captured under (a) underexposed, (b) overexposed,
(c) indoor light interfered, and (d) outdoor light interfered scenarios.

4.3. Practical Application

The proposed approach is implemented in a visual measurement system called 3D four-wheel
aligner (3Excel, T50). The system, designed for aligning four automobile wheels, mainly consists of an
upper computer and four cameras and chessboard targets (Figure 16). Each camera is equipped with
infrared filter and illuminant, for ensuring a high immunity to the complicated imaging conditions at
customer sites. During an initial operation, the automobile under test is driven up to a certain distance
by external force. Meanwhile, the cameras C1 to C4 are triggered in synchronous mode to capture
image sequences of the targets T1 to T4 mounted on the front-left, front-right, rear-left, and rear-right
wheels, respectively. For each image sequence, sub-pixel corners are detected for estimating a wheel
attitude with respect to the corresponding camera; two alignment parameters toe-in/toe-out and camber
are then determined by decomposing angles of the wheel attitude unified in a global frame defined
by the bodywork. During a real-time alignment, the parameters are dynamically calculated from
continuous estimations of the wheel attitude changes with respect to their initial values.
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Figure 16. 3D four-wheel alignment. (a) System composition. (b) Initial operation.

As demonstrated in Figure 17, an automobile (Ford Focus) in healthy condition is used for on-site
alignment. The introduced aligner can capture chessboard images with black backgrounds due to the
usage of infrared filters and illuminants. After finishing the initial operation, the alignment is carried
out and divided into two periods: one performs normally, and the other is interfered by infrared
pollution sources. During each period, the alignment parameters are incessantly computed based on
both the proposed and built-in techniques, until the number of their recorded values reaches 120.

Figure 17. On-site aligning experiment. (a) Using infrared light as pollution source. (b) One shot in
image sequence with located corners for each wheel position.

Figure 18 shows two boxplots of total toe-in/toe-out for the front and rear wheel-sets.
This parameter, called toe-in for positive and toe-out for negative values, is defined for investigating
the symmetry of each wheel-set about the geometric centerline (or thrust line). For both normal and
interfered periods, the proposed method results in a median closer to zero and IQR of minor scope,
compared with the built-in algorithm. Considering the fact that two total values should be pretty
small because of the healthy condition of the automobile, the boxplots prove that the proposed method
shows better central tendency, due to the accurate corner localization. When comparing the medians of
the proposed method during two periods, the deviations between them are about 0.003◦ and 0.002◦ for
the front and rear wheel-sets, significantly less than that of the built-in algorithm (0.009◦ and 0.003◦),
which also shows that the proposed method has a higher interference immunity resulting from the
self-checking technique.
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Figure 18. Boxplots of (a) front and (b) rear toe-in/toe-out values for the proposed (red boxes) and
built-in (blue boxes) techniques. Regarding normal and interfered periods.

Figure 19 depicts four curve plots of camber as a function of time stamp for the front-left, front-right,
rear-left, and rear-right wheel positions, which are divided into two parts, according to two different
periods of the alignment. This parameter is defined for measuring the inclination of a wheel with
respect to vertical line of the bodywork. Different from toe-in/toe-out, it is separately investigated
using the wheel attitude, and weakly restricted to the absolute symmetry about its baseline for the
corresponding wheel-set and, therefore, a total value makes poor sense for the evaluation. However,
when observing the median change between two periods of each front wheel, there is a strong
comparison that the difference is less than 0.003◦ for the proposed method, and more than 0.008◦ for
the built-in algorithm.

Figure 19. Camber as a function of time stamp for each wheel position. Solid curves (dashed lines) in
red and blue denote function values (medians) for the proposed and built-in techniques, respectively.
Regarding normal and interfered periods.
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It should be remarked that both methods yield median changes of the rear positions smaller than
that of the front ones. This can be found from both Figures 18 and 19, and especially for the built-in
technique. There is a logical explanation, as follows: the distances from the front and rear wheels
to the infrared pollution source are about 1.5 m and 3.9 m, respectively. The energy of interference
is in a state of decay when the distances become larger and, therefore, has no pivotal influence on
corner localization and pose estimation for the rear wheels. That is to say, when there is a lack of
robust localization technique, a direct way to improve system accuracy is enhancing image quality.
Or rather, perspective-n-point is prone to errors if there are outliers in the set of point correspondences.
Thus, the self-checking technique can be used in conjunction with existing solutions to make the final
solution for the camera pose more robust to outliers.

4.4. Computational Efficiency Test

One hundred real images are obtained using the camera and 6 × 6 chessboard mentioned
in Section 4.2, for testing computational efficiency of the proposed method. An optimized
dynamic library of it is implemented in C++ code (available online: https://pan.baidu.com/s/
1PgRl3qG8HDi49f8n8Jwe3Q), to make a more objective analysis in terms of processing time compared
with two mature functions “findChessboardcorners” and “cornerSubPix” built-in OpenCV. The test
is run in VS2010 installed on a desktop computer (CPU: Intel Core i7-6700; RAM: DDR4-2133 16GB;
HDD: 1TB). All the images are preloaded in the RAM for an undifferentiated access performance,
instead of an unstable reading speed of the HDD.

Table 4 lists the result of the processing time for three different algorithms.
Although “cornerSubPix” runs two times as fast as the proposed method due to a low-cost
computation based on image gradient, it is not essential for real-time detection, because sub-pixel
corners are refined from their pixel coordinates located by expensive pretreatments. There is a common
view that “findChessboardcorners” has high performance for rough detection. When comparing
with two sub-pixel algorithms, however, it costs 41,715 ms, almost 32 and 14 times longer than
that of “cornerSubPix” and the proposed algorithm. Therefore, the present efficiency bottleneck
is the pixel detection, not the sub-pixel refinement. What can be expected is that this bottleneck is
not unbreakable; some state-of-the-art techniques, such as CUDA and multithread computing, are
powerful for addressing this kind of problem.

Table 4. Processing time of detecting 100 chessboard images for three different algorithms.

findChessboardcorners cornerSubPix Proposed

Time (ms) 41,715 1296 3051

5. Summary

In this work, a new approach is proposed to localize chessboard corners at sub-pixel level.
The proposed approach is based on an ideal chessboard model, established as a function of corner
coordinates, rotation and shear angles, gain and offset of grayscale, and blurring strength. In order to
localize the sub-pixel corner using a nonlinear fit to input image directly, the ideal chessboard model is
approximated by a low-cost and high-similarity expression in the closed form. In order to ensuring
the reliability of perspective-n-point, a self-checking technique for pose estimation is proposed by
investigating qualities of model fits. The proposed approach has the following superiorities: (1) the
methodology is effective without being dependent on image filtering employed as the pretreatment in
the references; (2) the approximated corner model is more accurate than that in the references and has
a high performance; (3) the self-checking technique, in association with existing solutions, is powerful
for on-site use.
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Featured Application: The proposed method is used to test the contour of a cylindrical lens and

improve the performance of optical systems.

Abstract: There are some limitations in null test measurements in stitching interferometry. In order
to meet the null test conditions, the moving distance between the sub-apertures often deviates from
the theoretical preset distance, which leads to a position deviation of sub-apertures when measured.
To overcome this problem, an algorithm for data processing is proposed in this paper. An optimal
estimation of the deviation between sub-apertures is used to update their positions, and then a new
overlapped region is obtained and again optimized. This process is repeated until the algorithm
converges to an acceptable tolerance, and finally exact stitching is realized. A cylindrical lens was
taken as an object for experimental examination of the proposed method. The obtained results
demonstrate the validity, reliability, and feasibility of our iterative stitching algorithm.

Keywords: null test measurement; stitching interferometry; cylindrical surface; iterative algorithm

1. Introduction

The requirements for optical instruments are constantly increasing. Many optical instruments
need one-dimensional shaping of the light source realized by cylindrical lenses. Cylindrical lenses
have been widely used in high intensity laser systems and spectroscopic and interferometric devices.
Their manufacturing processes, which include cutting, grinding, and polishing, are more complex and
difficult than for spherical lenses [1,2]. Therefore, quality control and characterization are required.

Tactile measurements are usually recorded with a coordinate measuring machine or a cylindricity
measuring instrument. This technology is mature as has been in use for a long time. These methods are
highly accurate and provide various error compensation, but only have a small number of sampling
points in a certain direction [3]. Besides, it is necessary to be extraordinarily careful to avoid damaging
the precision instrument.

Non-contact measurements are realized with optical interferometric techniques known for their
high accuracy and dynamic measurement capability coupled with non-destructiveness. At present,
plane and spherical interferometers, like that developed by Zygo Co. (Middlefield, CT, USA),
are relatively accurate. However, there are some difficulties in using interferometry to measure
large optical surfaces or high numerical apertures due to the problems in manufacturing reference
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optics for these purposes. The sub-aperture stitching technique [4–10] has to be applied in this
case. In J Peng et al. [11,12], stitching interferometry of high numerical aperture cylindrical optics
without using a fringe-nulling routine was proposed. An outgoing plane wave from an interferometer
is converted into a cylindrical wave by using a Computer Generated Hologram (CGH) [13,14].
Although this work simplified the measurement procedure without meeting the null test condition [8],
the described method cannot totally remove high-order errors. J Peng et al. [15] introduced the first
order cylindrical coordinate transformation approximation method to measure the complete 360◦

cylinder surface. The wavefront of the light carrying information on the large aperture was divided
into several sub-parts, and the whole surface profile of the metal cylindrical shaft was obtained by the
stitching algorithm. However, the sub-aperture stitching technique, based on the null test method,
produces errors when the axes of the lens, the wavefront, and the rotation stage do not coincide with
each other. A multi-dimensional adjustment device was used to satisfy the null test condition by
adjusting the position of the axis of rotation and to obtain the interferogram with a minimal number of
fringes in the measured part (sub-aperture) of the lens. The actual errors of the turntable movements
can cause miss-arrangement of the sub-apertures. In order to overcome this problem, we propose an
iterative algorithm to correct the mismatch and to establish an interferometric stitching measurement
system for cylindrical lens examination, where a CGH cylinder null is used as the cylindrical wave
converter. We obtain a more accurate stitching result of the surface of the cylindrical lens.

The remainder of the paper is organized as follows. In Section 2, we introduce the principles of
the stitching algorithm that have been used in the past. The interferometric system for cylindrical
measurement is described in this section. Considering the adjustment errors caused by the null test,
we describe a cylinder stitching model based on the iterative algorithm, which can constantly adjust
the position of the sub-aperture in the global coordination. In Section 3, we compare the results of the
simulations obtained using the proposed iterative algorithm with the traditional algorithms. The results
of the proposed method show good performance, with the errors we added to the sub-apertures being
almost eliminated. Section 4 is devoted to experimental measurements of a cylindrical lens, and the
obtained data are processed with the iterative algorithm. Conclusions are drawn in the final section.

2. Principles

2.1. Experimental Setup and Error Analysis

In the null test, when the tested and reference surfaces have the same profile, the interferogram is
a uniform zero fringe pattern. A non-zero fringe pattern indicates differences between the two surfaces.
In order to minimize the misalignment aberrations during the null test, the sub-apertures must be
adjusted so that the interferograms contain minimal fringes. In this paper, a CGH was chosen as a null
corrector to measure the cylindrical lens.

Figure 1 presents the cylindrical interferometric stitching system. Firstly, the plane wave from the
interferometer is converted into a cylindrical wave by the CGH and projected on the cylindrical lens
to be tested. Then, after interaction with the cylindrical lens surface, the reflected light returns to the
CGH, where the cylindrical wavefront is converted into the plane wavefront and directed back into
the interferometer. After, the discrepancy between the measured and reference cylindrical surfaces
are obtained by analyzing the recorded interferograms. In order to measure cylindrical lenses with
large apertures, it was necessary to have a CGH with a small f/number (the ratio of the system’s focal
length to the diameter of the entrance pupil, usually greater than 1). The CCH used in our experiment
had a f/number of 3, which enables observation and detection within 20◦ and, as a result, prevents
obtaining the whole surface profile of a cylindrical lens by scanning once.
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Figure 1. Schematic view of the cylindrical interference system.

The problem mentioned above is usually solved with the sub-aperture stitching technique [4–10].
Such an approach is also helpful for characterization of optical components with high numerical
apertures. Multiple scanning of a sample requires preliminary planning of dividing the whole
aperture into sub-apertures at different angles of observation. To ensure the whole tested surface is
covered during the measurements and to control the stitching process, the adjacent segments from
the sub-apertures must have overlapping regions. The reconstructed profiles of these overlapping
regions have to be identical to smoothly and continuously supplement the information obtained from
the non-overlapping regions.

In the measuring approach, we set the global Cartesian coordinate system so that the X-axis
coincides with the focus of the CGH, the optical axis of the tested sample, and the axis of rotation
of the rotatable stage (Figure 2a). Z represents the direction of defocus and Y is the horizontal
direction. Since the actual positions of the sub-apertures are unknown in the traditional algorithm [5],
we assumed that the areas covered by the sub-apertures were uniformly allocated on the tested surface.
To obtain uniform allocations of the overlapped and non-overlapped regions, the rotation axis of the
multi-dimensional adjustment device platform is adjusted with the optical axis of the cylinder and the
focus of the CGH (Figure 2b).

Figure 2. (a) Schematic diagram of sub-aperture layout; (b) Schematic view of a multi-dimensional
adjustment stage.
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However, in real situations, a deviation may exist in the adjustment. As a result, the mentioned
three axes are usually mismatched. Sub-aperture data acquisition in the rotating process may introduce
relative position errors, including: (1) turntable radial error caused by inaccuracies in Δy and Δz, (2) the
turntable axial runout, caused by Δx, (3) the rotating error of the turntable shaft caused by the change
in Δβ and Δγ (Figure 2b), and (4) the turntable angle error caused by the change in Δα (Figure 2b).
The real coordinates on the surface of the cylindrical lens, ρ2, Θ2, and X2, can be expressed through
the real coordinates, ρ1, Θ1, and X1, respectively, according to the following formula [16]:

⎡
⎢⎣ ρ2

Θ2

X2

⎤
⎥⎦ =

⎡
⎢⎣ ρ1

Θ1

X1

⎤
⎥⎦+

⎡
⎢⎣ cos Θ1 sin Θ1 0 −X1 sin Θ1 X1 cos Θ1 0

− sin Θ1/ρ1 cos Θ1/ρ1 0 −X1 cos Θ1/ρ1 −X1 sin Θ1/ρ1 1
0 0 1 ρ1 sin Θ1 −ρ1 cos Θ1 0

⎤
⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Δz
Δy
Δx
Δγ

Δβ

Δα

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(1)

Since the measured phase ϕ is associated with the lens surface, the radius can be replaced by the
phase in this equation.

At present, the minimum resolution of a commercial precision turntable rotating stage is less
than 1’. Such a low deviation cannot be registered by the camera in our experimental setup. Therefore,
Δα and Δx can be ignored.

2.2. Stitching Algorithm for the Cylindrical Lens

Suppose that the entire cylindrical surface can be totally covered by N sub-apertures forming the
N − 1 overlapping regions as shown in Figure 2a. Due to the non-ideality of the rotating stage and
the position errors, each measurement after a rotation requires preliminary tuning for minimization
of the fringes in the interferogram. This, in turn, forced us to describe the sample position during
measurement with a correction based on the errors Δzi, Δyi, Δγi, and Δβi.

Let the whole interferogram of the lens consist of M × K pixels. The results of the measurement of
each sub-aperture can be represented by the matrix M × K, which includes the measured sub-aperture
and the zero values. In particular, the data for the first sub-aperture characterized by ϕ1 (Figure 2) are:

Φ1 =

⎡
⎢⎢⎢⎣

ϕ11,1 ϕ11,2 · · · ϕ11,L 0 · · · 0 0 0 · · · 0 0 0
ϕ12,1 ϕ12,2 · · · ϕ12,L 0 · · · 0 0 0 · · · 0 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·

ϕ1M,1 ϕ1M,2 · · · ϕ1M,L 0 · · · 0 0 0 · · · 0 0 0

⎤
⎥⎥⎥⎦

whereas the matrix characterizing the second sub-aperture is:

Φ2 =

⎡
⎢⎢⎢⎣

0 · · · 0 ϕ21,1 ϕ21,2 · · · ϕ21,L 0 0 · · · 0 0 0
0 · · · 0 ϕ22,1 ϕ22,2 · · · ϕ22,L 0 0 · · · 0 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 · · · 0 ϕ2M,1 ϕ2M,2 · · · ϕ2M,L 0 0 · · · 0 0 0

⎤
⎥⎥⎥⎦

The rows in the matrixes correspond to the data obtained along the X axis and the columns
correspond to the data along the Θ axis. Due to the overlapping region between the two measurements,
the exact positions of the measured values in Φ2 can be determined only after comparing the maps of
the first and second measurements and finding the exact overlapping region between them.

Since each element of the matrixes can be considered a function of X and Θ, the relative position
error of adjacent sub-apertures can be eliminated using the correlation of the overlapping regions.
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Within an overlapping region, the relationship between the relative position errors and the two
sub-apertures can be expressed as:

Δϕstitched(X, Θ) = ϕia,b − ϕi+1a,b = Δz cos Θ + Δy sin Θ − ΔγX sin Θ + ΔβX cos Θ (2)

where Δz = Δzi −Δzi+1, Δy = Δyi −Δyi+1, etc.; a = X−Xmin
Xmax−Xmin

(M − 1)+ 1; and b = Θ−Θmin
Θmax−Θmin

(K − 1)+ 1.
Here, the sub-index min. and max. correspond to the minimum and maximum values, respectively.
In order to simplify the calculation, it is preferable to transform Φi into column vectors in advance.
i + 1 should be in the range of 2 to N.

To produce the full aperture map of the tested cylindrical surface, the sum of the squared differences
for all overlapping regions should be minimized simultaneously [8] in the following manner:

N−1
∑

i=1
∑
a,b

{[
ϕi a,b + Δzi cos Θ + Δyi sin Θ − ΔγiX sin Θ + ΔβiX cos Θ

]
−ϕi+1a,b + Δzi+1 cos Θ + Δyi+1 sin Θ − Δγi+1X sin Θ
+Δβi+1X cos Θ]}2 → min

(3)

where the deviation of any two adjusted sub-apertures in the overlapping region should be small
enough. Equation (3) can be transformed into a linear equation system. The misalignment error
coefficients of the ith sub-aperture, which were mentioned in Section 2.1, can be formed as a 4 × 1
vector Ri:

Ri = [Δzi, Δyi, Δγi, Δβi]
T (4)

where the superscript T denotes the transpose operation. For the ith sub-aperture measurements, we
construct a 4 × 1 vector Pi:

Pi =
[

fi,i−1
T
(

ϕi a,b − ϕi−1a,b

)]
+
[

fi,i+1
T
(

ϕi a,b − ϕi+1a,b

)]
(5)

which is associated with the overlapping regions of the sub-aperture. Here, for the first sub-aperture
(i = 1), the first part of the right side of Equation (5) is zero, whereas for the Nth sub-aperture (i = N),
the second part of the right side of Equation (5) is zero. The fi,i±1 in Equation (5) is expressed as:

fi,i±1 = [cos Θ, sin Θ,−X sin Θ, X cos Θ]T (6)

where X and Θ are related to a and b in the overlapping region as defined above, respectively. Then,
a 4 × 4 matrix Qi,i±1 is built with fi,i±1:

Qi,i±1 = fi,i±1
T fi,i±1 (7)

Combining Equations (4)–(7) and choosing the mth sub-aperture (m ∈ [1, N]) as a benchmark
sub-aperture, it is possible to rewrite Equation (3):

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

P1

P2

Pm−1

Pm+1

PN

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−Q1,2 Q1,2

Q1,2 −Q1,2 − Q2,3 Q2,3
...

Qm−2,m−1 −Qm−2,m−1 − Qm−1,m
Qm,m+1 −Qm,m+1 − Qm+1,m+2

...
−QN−1,N QN−1,N

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

R1

R2

Rm−1

Rm+1

RN

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(8)

The right side of Equation (8) is a product of the 4(N − 1)× 4(N − 1) matrix by the 4(N − 1)× 1
vector, where the benchmark sub-aperture is not included. By calculating Equation (8), it is possible
to find the position error Ri. After that, the stitching map of the whole surface ϕ̂ can be performed
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as the right array division by dividing each element of the sum of the corrected sub-apertures by the
corresponding element of the sum of mask:

ϕ̂(X, Θ) =
N

∑
i=1

(Φi + Δzi cos Θ + Δyi sin Θ − ΔγiX sin Θ + ΔβiX cos Θ)/
N

∑
i=1

maski (9)

where maski is a matrix with M × K elements that equals 1 or 0. Positions of the nonzero elements
coincide with the positions of the measured values ϕi M,L in Φi. For example, the mask1 is:

mask1 =

⎡
⎢⎢⎢⎣

1 1 · · · 1 0 · · · 0 0 0 · · · 0 0 0
1 1 · · · 1 0 · · · 0 0 0 · · · 0 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
1 1 · · · 1 0 · · · 0 0 0 · · · 0 0 0

⎤
⎥⎥⎥⎦.

2.3. Iterative Algorithm for the Cylindrical Sub-Aperture

The surface profile of the high high-numerical-aperture (NA) cylindrical lens obtained by stitching
the collected phase data with the approach described in Section 2.2 may not immediately have
a seamless result. One of the reasons for this is that the restriction by the first order of the Taylor
expansion in Equation (1). Besides, the cylindrical lens is not a closed surface, and unlike the cylindrical
shaft, it lacks some constraints in the circumference direction. To produce better stitching, an iterative
algorithm that enables us to make constant adjustments to the position of each sub-aperture is preferred.
This can be realized by applying the least square method for finding the position errors Ri according to
Equation (8). Then, the position errors Ri are substituted into the Rigid Body Transformation to correct
the mismatch of the sub-apertures. After correcting the sub-apertures, the new corrected position
errors Ri are calculated. The loop with the iterations enables us to get more reliable results. The specific
steps of the algorithm are as follows:

Step 1. Assume that the measuring aperture is arranged in space according to the preset coordinates.
Then, the initial values of the cumulative errors have to be set as Err0

i =
(
Δz0

i , Δy0
i , Δγ0

i , Δβ0
i
)
= (0, 0, 0, 0).

The initial phase values ϕ0
i = ϕi are the phase data measured by the interferometer. The superscript

denotes a current iteration number, and the subscript i denotes the number of sub-apertures.
Step 2. Substitute θ, X, and ϕ

(t)
i into Equation (8) to obtain the least squares solution(

Δz(t+1)
i , Δy(t+1)

i , Δγ
(t+1)
i , Δβ

(t+1)
i

)
= R(t+1)

i , which is the error vector in the cylindrical coordination
system. The superscript t denotes the iteration number, t = 0, 1, 2 . . ..

Step 3. Find a new corrected Err(t+1)
i according to the equation:

Err(t+1)
i = Err(t)i + R(t+1)

i (10)

Step 4. Change ϕ
(t)
i into Cartesian coordinate sand substitute it into the transformation matrix,

which includes the coefficient Rt
i . After that, change the coordinate back into the cylindrical coordination:

y(t)i = ϕ
(t)
i × cos

(
θ
(t)
i

)
; z(t)i = ϕ

(t)
i × sin

(
θ
(t)
i

)
; x(t)i = X(t+1)

i (11)

[
y(t+1)

i z(t+1)
i x(t+1)

i I
]
=
[

y(t)i z(t)i x(t)i I
]
∗ T1T2T3T4 (12)

where T1, T2, T3, and T4 are the transformation matrixes taking R(t+1)
i into account, and I is the

unity matrix.

ϕ
(t+1)
i =

√
y(t+1)

i

2
+ z(t+1)

i

2
; X(t+1)

i = x(t+1)
i ; θ

(t+1)
i = arctan

(
z(t+1)

y(t+1)

)
(13)
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Step 5. Repeat the steps described above until R(t+1)
i is less than the threshold or reaches the

iteration number (usually 10−3 μm or 3 iterations according to practical experience). Then we can
obtain a more reliable result for ϕ

(t+1)
i .

3. Simulation

In order to estimate the accuracy of the proposed method, we carried out a stitching interferometry
simulation for a high-NA cylindrical surface using MATLAB (MathWorks. Inc, Natick, MA, USA).
First, a cylindrical surface 50 mm high and a radius of 26.4 mm was built (Figure 3a). The angular
aperture equaled 102◦. Then, the simulated surface was divided into eight equal fragments, each of
which was observed under a sub-aperture of about 18◦. The rotation angle of each fragment was 12◦,
and the overlapping region was 6◦. Each fragment was associated with its own position error as shown
in Table 1. The fourth fragment (sub-aperture) was chosen as the benchmark; therefore, its error was
zero. Besides, because the errors Δx and Δα were negligible, they were set zero. The errors given in
the table correspond to the actual situation in the measurement.

Table 1. Errors of the sub-apertures.

Error 1 2 3 4 5 6 7 8

Δz (μm) 1.2 0.6 2.3 0 −1.9 −2.1 1.1 1
Δy (μm) 0.8 1.4 1.5 0 2.6 1.4 −0.5 −0.3
Δγ (”) −3.1 −3.7 −6.4 0 −5.6 −6.6 −2.9 −1.7
Δβ (”) −3.5 −2.3 3.7 0 −7.0 −3.9 −6.4 −5.6

Δx (μm) 0 0 0 0 0 0 0 0
Δα (”) 0 0 0 0 0 0 0 0

Figure 3. (a) The simulation of the proposed method. An ideal cylindrical surface was built and
(b) eight sub-apertures were segmented to cover the whole surface and each sub-aperture was attached
with some position errors.
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After obtaining the sub-aperture with different position errors (Figure 3b), it was necessary to
stitch them using iterations if necessary (Figure 4a,b). Subtracting the obtained data (Figure 4a,b) from
the simulated data (Figure 3a) enabled us to see that the peaks-and-valleys (PV) value and the root
mean square (RMS) value of the stitching result without using the iterative method are larger than
those obtained using the iterative method. The PV value of the residual error (Figure 3d) was 0.023 μm
and the RMS value was 0.000 μm, which means that the sub-apertures were correctly stitched. Because
the curve of the lens was not closed, some constraints in the circumference direction were lacking.
So, the errors produced by the traditional method cannot be eliminated totally, especially when there
is an error near the boundary. Through iterations, this situation will improve. The final value of the
residual error is affected by the size of the pixel.

Figure 4. (a) The stitching result without using the iteration algorithm. (b) The result obtained with
the proposed iterative method, (c) the residual error between the origin map and traditional method,
and (d) the residual error between the origin map and iterative method.

4. Experimental Demonstration

Experimental measurements were carried out to verify the practicality of the proposed algorithm.
The experimental arrangement consisted of a Fizeau interferometer (Zygo GPI/XP 4, Zygo, Middlefield,
CT, USA), a CGH cylinder null (H80F3C, Diffraction international, Minnetonka, MN, USA) and a
multi-dimensional adjustment stage (Figure 5). A CGH cylinder null, 80 mm high × 80 mm wide,
was used as the cylindrical wavefront converter of the interference system. The maximum measurable
aperture angle was nearly 18.9◦ (the treatment of the image borders led to a measured angle less
than 20 degrees). The cylindrical lens was 53 mm high × 50.8 mm wide and curvature radius was
26.4 mm. For obtaining the whole surface of the cylindrical lens, we collected 13 sub-apertures and
set the rotation angle to 12◦. We did not strictly align the lens, so after each rotation, the fringe of
interferogram was too dense to be analyzed. So, we manually tilted and leveled the sub-aperture
to obtain an interferogram that was near to non-fringe. Then, the remaining position errors were
calculated through the iterations.

Figure 6 shows the phase maps and interferograms of the acquired sub-aperture. In order to meet
the condition of the null test, we ensured that the fringe was small enough to make the ideal cylindrical
wavefront and cylindrical lens coincide. The remaining fringes were caused by the contour deviation
and remaining position errors.
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Figure 5. (a) Photograph of the experimental system and (b) the experimental sample.

Figure 6. (a) Measured interferograms of different sub-apertures, fringe maps of sub-apertures and
(b) the phase maps of sub-apertures.

The stitching result map without the iterations is depicted in Figure 7a, where the stitching marks
can be seen. Accordingly, the result map after three iterations (Figure 7b) was seamless, the PV value of
the stitching result was 1.003 μm, and the RMS value was 0.174 μm. To evaluate the effectiveness of the
proposed stitching method, we observed the variation in the mismatch map within the overlapping
regions, as shown in Figure 7c,d. The variation was determined by calculating the radial deviations
of the corresponding points in the overlapping region, and can be thought of as the residual noise
following stitching process. The PV value of the residual error without iterations was 0.619 μm and
the RMS value was 0.029 μm. The RMS value obtained with the proposed method was 0.005 μm.
This confirms that the proposed stitching model can eliminate the discrepancies among the overlapping
regions. The invalid points in Figure 7a were caused by the spurious fringe in the central sub-aperture.
Due to the interpolation process in the coordinate transformation, there was no invalid point in the
middle part of the stitching result shown in Figure 7b.

In order to evaluate the reliability of the proposed algorithm, we carried out 10 iterations
of the experimental data and compared the coefficients of the sub-aperture adjustment for each
iteration of the two sub-apertures. The experimental data (Figure 8) showed that after three iterations,
the y-direction and z-direction errors were stabilized within a very small range. From the graph,
for the whole experimental system and its operation, the rotation errors around the Y and Z axes were
relatively small.
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Figure 7. (a,b) Stitching result without iteration and the mismatch map; (c,d) comparison with the
proposed method with three iterations.

Figure 8. (a,b) The change of the relative motion errors of two sub-apertures in 10 iterations.

Table 2 summaries the position error Errk
i of three iterations and Figure 9 shows an interferogram

of Errk
i . As the ninth sub-aperture was chosen as the benchmark, the 24◦ interferogram is not shown.

Compared with the number of fringes in the pattern in Figure 6a, the value of the position error is
near the magnitude of the contour of the lens. The position errors of the first few sub-apertures are
quite large, which is consistent with the result in Figure 7c. Because the smallest reading value of the
tilt stage was 1◦ and the resolution was 18”, the precision angles of manual adjustment could not be
obtained. However, through the simulation according to the fringe number before manual adjustment,
the range of the manually tilt angle was about ±10′, and the horizontally motion was about ±200 μm.

Table 2. The adjustment errors of each sub-aperture for three iterations.

Err(3)
i 1 2 3 4 5 6 7 8

Δz (μm) 1.2137 −0.5741 0.8844 0.7786 0.7942 0.7232 0.5038 0.4332
Δy (μm) −4.4061 2.7769 −0.1865 0.0128 0.0205 0.0574 0.1129 0.0850
Δγ (”) −14 −16 −0.7 −0.5 −0.27 0 0.2 0.3
Δβ (”) −3.51 −2.27 3.71 0 −7.01 −3.92 −6.39 −5.57

Err(3)
i 9 10 11 12 13

Δz (μm) 0 0.4166 −0.6006 0.5141 0.5827
Δy (μm) 0 0.1540 −0.5952 0.3576 0.3520
Δγ (”) 0 −1.6 −4.4 −0.3 −0.3
Δβ (”) 0 −4.1 4.6 −0.8 −0.9
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Figure 9. The interferogram of translation error Errk
i .

Finally, to verify the robustness of the algorithm, the lens was measured eight times, with or
without the iteration to compare the residual errors (Figure 10). The PV value and the RMS value of
the residual error solved by iteration method were, as a rule, kept within a stable range, which further
verifies the high reliability of the measurement.

Figure 10. (a) Data comparison of eight groups of the peaks-and-valleys (PV) value of residual error;
(b) the root mean square (RMS) value of the residual error.

From the experiment, the stitching result obtained by our algorithm has advantages in comparison
with the traditional technique. Among the next practical steps for improving the proposed method
include slight modifications and adaptation for characterization of complex structured materials and
surfaces [17,18] as well as for inline quality control in a product line [19], which is often highly required
in mass production of optical components.

5. Conclusions

An iterative stitching algorithm was proposed in this study for data processing of interferometric
measurements of cylindrical surfaces. The technique was demonstrated with an example by
determining the surface topography of a cylindrical lens with high NA. By constantly calculating the
deviation of the measured overlapping region and then adjusting the position of each sub-aperture,
the obtained experimental results had fewer residual errors than when using the traditional method.
Possible registered miss-arrangements during measurement were corrected in the data processing.
The advantages of this new method enable achieving higher reasonability and reliability than the
traditional techniques. The calculation results quickly converge, but the improvement in accuracy
is not obvious with increasing numbers of iterations. In addition, due to the high accuracy of the
experimental device, a higher number of iterations was not required.
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Featured Application: Absolute distance measurement and surface profiling.

Abstract: In our frequency scanning interferometry-based (FSI-based) absolute distance measurement
system, a frequency sampling method is used to eliminate the influence of laser tuning nonlinearity.
However, because the external cavity laser (ECL) has been used for five years, factors such as
the mode hopping of the ECL and the low signal-to-noise ratio (SNR) in a non-cooperative target
measurement bring new problems, including erroneous sampling points, phase jumps, and interfering
signals. This article analyzes the impacts of the erroneous sampling points and interfering signals
on the accuracy of measurement, and then proposes an adaptive filtering method to eliminate the
influence. In addition, a phase-matching mosaic algorithm is used to eliminate the phase jump,
and a segmentation mosaic algorithm is used to improve the data processing speed. The result of the
simulation proves the efficiency of our method. In experiments, the measured target was located at
eight different positions on a precise guide rail, and the incident angle was 12 degrees. The maximum
deviation of the measured results between the FSI-based system and the He-Ne interferometer was
9.6 μm, and the maximum mean square error of our method was 2.4 μm, which approached the
Cramer-Rao lower bound (CRLB) of 0.8 μm.

Keywords: frequency scanning interferometry; adaptive filtering method; mosaic algorithm

1. Introduction

Absolute distance measurement systems, which measure several tens of meters with microns
uncertainties, are of significant interest in the field of metrology [1–4]. With the improvement of the
external cavity laser (ECL), systems using frequency scanning interferometry FSI and the ECL play
an important role in these fields: absolute distance measurement [5–8], imperfection detection [9],
optical coherence tomography (OCT) [10], and three-dimensional surface profiling [11]. In our paper,
attention is focused on absolute distance measurement.

An FSI-based absolute distance measurement system sends out a frequency-modulated signal
to an object and receives the backscattering signal. The output is a low-frequency cosine wave in
time domain that is affected by the tuning nonlinearity of the ECL [12,13]. Hence, in order to obtain
precision in the order of microns, it is important for the ECL to provide linear frequency scanning
over a broad tuning bandwidth [14]. However, because of the hysteresis and creep of the piezoelectric
actuator (PZT), the ECL often shows tuning nonlinearity in practical situations. To eliminate the
influence of the nonlinear tuning, many methods had been proposed [15–19].

In our paper, we sample the measurement interference signal at equidistant optical frequency
points (EIOFs, namely sampling points) of the auxiliary interferometer with a long single mode
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polarization-maintaining fiber to eliminate the influence of tuning nonlinearity. This method is a
common and effective method, but it creates a dispersion mismatch problem that results in target peak
broadening. Fortunately, many dispersion compensation methods had been proposed and proved
efficiently [20–22]. In our experiments without cooperate targets, we use an ECL that has been used
for five years, so the SNR is low, and mode-hoping signals often occur. These bring new problems:
erroneous sampling points and interfering signals. Our paper analyzes the influences of erroneous
sampling points and interfering signals, and then an adaptive filtering method is proposed to eliminate
the influences completely. In addition, a phase-matching mosaic algorithm and a segmentation mosaic
algorithm are adopted to eliminate the phase jump and improve the data processing speed, respectively.

The article is organized as follows: Section 2 reviews the principle of the FSI-based system
and discusses the measurement errors caused by erroneous sampling points and interfering signals.
Then, an adaptive filtering method, a phase-matching mosaic algorithm, and a segmentation mosaic
algorithm are proposed to eliminate the erroneous sampling points and phase jump and reduce the
data processing time. In Sections 3 and 4, the results of the simulation and experiment prove the
efficiency of the methods that were proposed in Section 2. Finally, a brief conclusion is given in
Section 5.

2. Theory

2.1. The Principle of FSI Using Frequency Sampling Method

As is shown in Figure 1, the ECL has been used for five years and is connected with two
interferometers. One is the auxiliary interferometer (as shown in the green box), whose output
is used as the sampling signal to correct the tuning nonlinearity. The other is the measurement
interferometer (as shown in the red box), whose output contains the information of measured distance.
First, 10% power of the ECL goes into the auxiliary interferometer and the output is received by
photo-detector 2 (PD2). Meanwhile, the remaining 90% of the power of the ECL goes into the
measurement interferometer. Then, making use of a 90:10 optical splitter, 10% is used as the reference
signal and 90% is used as the measurement light. Photo-detector 1 (PD1) obtains the output of the
measurement interferometer. Finally, PD1 and PD2 convert the optical signals to the electric signals,
and send the signals to the data acquisition card (DAQ). The He-Ne interferometer is used to verify
the accuracy of our system.

ECL

target

90:10

splitter

splitter

splitter

coupler

circulator lens group
fiber end

delay optical fiber

precise guide rail

PD1

50:50

Red
laser

i

r
s

delay optical fiber

PD2

DAQ PC

He-Ne
cube-corner prism

90:10
50:50

50:50 50:50

coupler

splitter

Figure 1. Schematic diagram of our frequency scanning interferometry (FSI)-based system and the
experimental setup.

The output of the measurement interferometer can be expressed as:

Im( f ) = Am cos(2π f τm)= Am cos(2π( f 0 + Δ f )τm) (1)
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where Am is the amplitude of the measurement interference signal, f0 is the initial frequency of
the ECL, Δ f is the variation of the ECL instantaneous frequency, and τm is the time delay of the
measurement interferometer.

Similarly, the ideal output of the auxiliary interferometer can be expressed as:

Ia( f ) = Aa cos(2π f τa) = Aa cos(2π( f 0 + Δ f )τa) (2)

where Aa is the amplitude of the auxiliary interference signal, and τa is the time delay of the
auxiliary interferometer.

To eliminate the influence of the ECL tuning nonlinearity, taking the output of the auxiliary
interferometer as the sampling signal yields:

2πΔ f (k)τa = πk, k = 1, 2, . . . , N (3)

where Δ f (k) is the variation of instantaneous frequency, k is the sampling point index, and N is
the number of the ideal sampling point. So, the output of the measurement interferometer can be
rewritten as:

Im(k) = Am cos
(

2π f 0τm + 2π
τm

2τa
k
)

(4)

Equation (4) by fast Fourier transform (FFT) yields:

τm

2τa
=

P
N

(5)

where P is the abscissa index of the peak point in the frequency spectrum of the measurement
interferometer. When the dispersion is considered, according to John [23], it is easy to know:

τm = 2nair Lm
c

τa =
n f La

c (1 − 2παβvgt)
(6)

where nair is the refractive index of air, Lm is the measured distance, c is the speed of light in the
vacuum, n f is the refractive index of the single mode fiber, La is the length of the single mode fiber in
the auxiliary interferometer, β is the group velocity dispersion of the single-mode optical fiber, α is the
tuning rate of the ECL, vg is the group velocity, and t is the time.

So, the measured distance can be described as:

Lm =
(
1 − 2παβvgt

)n f LaP
nair N

(7)

The second item in the right side of Equation (7) is caused by dispersion mismatch. Consequently,
according to distance offsets, the absolute distance can be corrected by Equation (7).

2.2. The Influence of the Erroneous Sampling Points in the Auxiliary Interferometer

In the paper, we take the extreme points of the auxiliary interference signal as the sampling points.
Figure 2 shows the extreme points of the auxiliary interferometer output in the experiments. Obviously,
because of the influence of noises and mode-hopping signals, some of the extreme points are incorrect
(as shown in the red circle section). Thus, the parameters N and P in Equation (5) are different from
their ideal values.
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(a) 

(b) 

Figure 2. (a) Extreme points in the experiment when there are noises in the auxiliary interferometer.
(b) Extreme points in the experiment when there is the mode-hopping signal in the auxiliary interferometer.

When there are noises and mode-hopping signals in the auxiliary interferometer, Equation (3)
should be rewritten as:

2πΔ f (k)τa = (π + Δ Ω(k1))k, k = 1, 2, . . . , N, k1 = 1, 2, . . . , N1 (8)

where ΔΩ(k1) is the phase deviation caused by all of the sampling points of the auxiliary interferometer
output in the actual situation, and only part of the ΔΩ(k1) is caused by the erroneous sampling points
is not equal to zero, while N is the number of the ideal sampling points, and N1 is the total number of
the sampling points in the actual situation. Thus, Equation (4) turns into:

Im(k)= Am cos(2π f 0τm+πkτm/τa + ΔΩ(k1)kτm/τa) (9)

Equation (9) by FFT yields:

(1 +
N2

∑
k2=1

ΔΩ(k2)

πN
)

τm

2τa
=

P1

N1
(10)

where N2 is the number of all of the erroneous sampling points in the auxiliary interferometer output,
and P1 is the abscissa value of the peak point in the frequency spectrum of the measurement signal in
Equation (9).
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If N2 is much smaller than N, the second item on the left side of Equation (10) can be neglected.
So, the measurement error caused by the erroneous sampling points of the auxiliary interferometer
output can be shown as:

ΔLm1= Lm1− Lm =
n f

nair
La(P 1/N1 − P/N) (11)

where ΔLm1 is the measurement error caused by the erroneous sampling points of the auxiliary
interferometer, Lm1 is the measured distance when there are erroneous sampling points, and Lm is the
ideal measured distance when there are no erroneous sampling points. Figure 3a shows the comparison
of the simulated result when there are 10 erroneous sampling points (the red line) and the ideal distance
(the blue line). In our experiments, n f is 1.4682, nair is 1.0003, and La is 20.05832 m. When the ideal
value of P is 9000, N is 60,000, and N2 is 10, the measured distance error is 758.9 μm, which is agreement
with the theoretical measurement error of 760 μm, which is calculated by Equation (11). Obviously,
the accuracy of the measurement distance is greatly affected. Besides, the main lobe energy of the
spectrum decreases, and the side lobe’s energy increase. Hence, it is essential to eliminate the influence
of the erroneous sampling points in order to ensure the accuracy.

As is shown in Figure 3b, if N2 is 100, the second item on the left-hand side of Equation (11) can’t
be neglected. In this situation, we cannot obtain the accurate measured distance.

(a) 

(b) 

Figure 3. (a) The simulation result of 10 erroneous sampling points on accuracy when the ideal value
of P is 9000 and N is 60,000. (b) The simulation result of 100 erroneous sampling points on accuracy
when the ideal value of P is 9000 and N is 60,000.
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2.3. The CRLB When There Are Interfering Signals and Noise in the Measurement Interferometer

Ignoring the influence of the erroneous sampling points in the auxiliary interferometer, when the
system measures the non-cooperative target and there is noise in the measurement interferometer,
Equation (4) turns into:

Im(k) = Am cos
(

2π f 0τm + πkτm
τa

)
+ Noisem(k) + Ii(k) = Am cos(ζk + ϕ)+ Noisem(k) + Ii(k),

k = 1, 2, . . . , N
(12)

where Noisem(k) denotes the Gaussian white noise (GWN) with an expectation of 0 and variance
σ2, Ii(k) denotes the interfering signals, and ζ is πτm

τa
, ϕ is 2π f 0τm. The interfering signals Ii(k) are

caused by the reflected lights from the circulator and the fiber end in Figure 1.
As shown in Figure 4, when our system measures a non-cooperative target, the measurement

signal (the red line) becomes very weak, and the interfering signals (the blue line) are much stronger
than the measurement signal. In addition, the frequencies of the interfering signals are not varying
with the measured distances and are lower than the frequency of the measured signal, so we can use
an appropriate low pass filter to delete them. Thus, the SNR of the measurement interferometer output
can be shown as A2

m/σ2.

Figure 4. Measured result without cooperative target.

The Cramer–Rao lower bound (CRLB) is a method in the statistics and the variance of any
unbiased estimator cannot be lower than the CRLB [23]. Therefore, we use the CRLB to evaluate our
system. The likelihood function of Im(k) can be expressed as:

L(I m(k)|ζ) =
1

(2πσ2)
N/2 exp{− 1

2σ2

N

∑
k=1

(Im(k) − Am cos(ζk + ϕ))2} (13)

The Fisher information is obtained as:

E(
∂2lnL(Im(k)|ζ)

∂ζ2 ) = SNR
N

∑
k=1

(k sin(ζk + ϕ))2 (14)

The CRLB on the variance of the measured distance is:

Var{Lm} ≥ 6n f
2La

2

π2n2
air N3SNR

(15)
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Accordingly, when there is GWN in the measurement interferometer, the CRLB on the standard
deviation of measured distance can be shown as:

ΔLm2 ≥ n f La

πnair N2

√
6(N − 1)

SNR
(16)

When the measured target is not a reflector or a corner prism and the incident angle is not zero,
the SNR should be low, and the error caused by the GWN in the measurement interferometer can’t
be ignored.

2.4. The Adaptive Filtering Method, the Phase-Matching Mosaic Algorithm, and the Segmentation
Mosaic Algorithm

According to the analysis above, completely eliminating the erroneous sampling points of the
auxiliary interferometer and the interfering signals in the measurement interferometer are essential in
order to ensure the accuracy of our system. Thus, an adaptive filtering method and a phase-matching
mosaic algorithm are proposed to ensure the accuracy, and a segmentation mosaic algorithm is used to
improve the data-processing speed. The adaptive filtering method can be described as following.

(1) Firstly, we make use of the Hanning window and the wavelet threshold filtering to depress
the noises (such as the GWN) and the interfering signals in the auxiliary interferometer and
measurement interferometer.

(2) Then, we get the sampling points (all of the maximum and minimum extreme points of the
auxiliary interference signal) and set appropriate thresholds to delete most of the erroneous
sampling points caused by mode-hopping signals.

(3) Lastly, according to the rule that the maximum and minimum values occur alternately, we remove
the rest of the erroneous sampling points.

Step (1) is used to depress the noises and the interfering signals in the auxiliary interferometer
and measurement interferometer. The Hanning window filtering method had been proved to be an
effective method to depress the low and high frequency noise in an FSI-based system [10]. In our
experiments, the measurement signal was very weak, and its frequency was varying with the measured
distance, so we must use an adaptive filtering method to depress the GWN. The wavelet threshold
filtering method is adopted in our paper. The mechanism of wavelet threshold filtering is based on the
different properties of the wavelet coefficients of signals and noises on scales. To eliminate the noise,
corresponding rules are adopted to deal with the nonlinear processing of the wavelet coefficients of
the noise [24].

Step (2) and Step (3) are used to delete the erroneous sampling points caused by the mode-hopping
of the ECL. Firstly, we get all of the sampling points in the auxiliary interferometer. The set of all of the
sampling points can be described as:

Ep = Epmax + Epmin (17)

where Ep denotes a set of all of the sampling points, Epmax denotes a set of all of the maximum extreme
points, and Epmin denotes a set of all of the minimum extreme points. Then, we find that the amplitude
and the time interval of the erroneous sampling points is obviously smaller than the correct sampling
points. Firstly, we set the amplitude thresholds to delete part of the erroneous sampling points, and the
rest of the sampling points can be written as:

Ep1 = {x|A(xk) > 0. 6 Ama + 0. 4 Ami ∨ A(xk)< 0.6Ami + 0.4Ama, x ∈ Ep, k = 1, 2, . . . , S} (18)

where Ep1 denotes a set of the sampling points that contains part of the erroneous sampling points,
A(xk) is the amplitude of the extreme point, Ama is the maximum amplitude of the auxiliary interference
signal, Ami is the minimum amplitude of the auxiliary interference signal, k is the index of the extreme
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points, and S is the length of Ep. Then, we set the time interval thresholds to delete part of the
erroneous sampling points, and the rest of the sampling points can be written as:

Ep2 = {x|(T(xk) − T(xk−1)) > 0.6ΔTme , x ∈ Ep1, k = 2, 3, . . . , K} (19)

where x denotes the sampling point in Ep1, T(xk) is the time interval of the extreme point, ΔTme denotes
the mean time interval of all of the points in Ep1, and K is the length of Ep1.

Lastly, we find that the rest of the erroneous sampling points do not follow the rule that the
maximum and minimum values occur alternately. So, the set of the correct sampling points can be
described as:

Ep3 = {x|(A(xk) − A(xk−1)) (A(xk−1) − A(xk−2)) < 0, x ∈ Ep2, k = 3, 4, . . . , M} (20)

where Ep3 denotes a set of the correct extreme points, k is the index of the correct extreme points, and M
is the length of the Ep2. Thus, the measurement errors that are caused by the erroneous sampling
points and the interfering signals are eliminated.

In addition, the phase-matching mosaic algorithm and the segmentation mosaic algorithm
are used to eliminate the phase jump and improve the data-processing speed. After sampling
the measurement signal with Ep2, phase jump occurs at the starting and ending point of each
mode-hopping signal in the measurement interferometer [25]. To solve the problem, firstly we find
the starting point and ending point of each mode-hopping signal by the time interval. Then, we use
the Hilbert translation to exact the phase of the 10 points before the starting point and the 10 points
after the ending point and compare their phases one by one. Lastly, we stitch the closest two points.
When the tuning bandwidth, tuning speed, and sampling frequency of the data acquisition card are
set, the required number of the sampling points is fixed. The first step of the segmentation mosaic
algorithm is dividing the signal of the fixed length to 10 segment signals of the same length, namely:

Im(k) = Im(k1) +Im(k2) + . . . + Im(k10) (21)

Then, we use the adaptive filtering method and the phase-matching mosaic algorithm to progress
them separately. Finally, the measured distance should be described as:

Lm =
n f ∑10

i= 1 Pi

nair ∑10
i= 1 Ni

La (22)

Each segment signal is one-tenth of the fixed length, so the time that FFT spent is greatly reduced.

3. Simulation

When there are noises and the mode-hopping signals in the auxiliary interferometer, the output
of the auxiliary interferometer can be described as:

Ia(t) = Sa(t) Noisea(t)+MHSa(t) + Low(t) + High(t)
Sa(t) = 0.5 sin(2π(100000t − 100t 2 + 100t3))

Noisea(t) = awng(S a(t) , SNR) − Sa(t)
MHSa(t) = 0.2 sin(10000πt) + 0.2 sin(8000πt),

T = 0.1, 0.10000004, 0.100001
Low(t) = 0.3 sin(200πt)

High(t) = 0.3 sin(20000000πt)

(23)

where Ia(t) simulates the actual output of the auxiliary interferometer, Sa(t) simulates the ideal
output of the auxiliary interferometer, Noisea(t) simulates the Gaussian white noise, awng is a
function in Matlab that simulates the GWN, MHSa(t) simulates the mode-hopping signals, Low(t)
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simulates the low-frequency noise, High(t) simulates the high-frequency noise, t is the sampling time,
and −100t2 + 10t3 simulates the variation caused by the tuning nonlinearity of the ECL. The sampling
frequency of the simulation is 5 MHz, and the number of sampling points is 1 × 106, which is the same
with the experiments in Section 4.

When FSI-based system measures non-cooperative targets, the SNR of the measurement
interferometer is low. We set the SNR of the measurement interferometer to 5 dB, which is the
same with the SNR in the experiments, so the output of the measurement interferometer can be
simulated as:

Im(t) = Sm(t) Noisem(t) + MHSm(t)+Low(t) + High(t) + Ii(t)
Sm(t) = 0.2 sin(2π(30000t − 30t 2+ 30t3))

MHSm(t) = 0.1 sin(10000πt) + 0.1 sin(8000πt),
t = 0.1, 0.10000004, 0.100001

Ii(t) 5 sin(2π(10000t − 10t 2 + 10t3)) 3 sin(2π(10000t − 10t 2 + 10t3))

Noisem(t) = awng(S m(t) , 5) − Sm(t)

(24)

where Im(t) simulates the actual output of the measurement interferometer, Sm(t) simulates the
ideal output of the measurement interferometer, Noisem(t) simulates the GWN, Ii(t) simulates the
interfering signals, and −30t2 + 30t3 is the variable caused by the ECL nonlinearity tuning. The ideal
frequency is 30,000 Hz, and all of the signal processing was performed in MATLAB.

Figure 5 shows the comparison of the ideal frequency (the red line) with the simulated result of
our method (the green line). When the SNR of the auxiliary interferometer ranges from 5 dB to 30 dB,
the result of our method is the same with the ideal frequency. However, if the SNR is 0 dB, the result of
our method is slightly smaller than the ideal frequency. In our experiments, the SNR of the auxiliary
interferometer was about 25 dB, and our adaptive filtering method was effective in this situation.

Figure 5. Comparison between the ideal frequency and the simulated result.

4. Experiment and Analysis

Figure 6 shows the setup of our experiments. It includes two parts: the FSI-based absolute
distance measurement system, and the interferometer (Renishaw XL-80). The ECL has been used
for five years, and mode-hopping of the ECL (NewfocusTLB-6728) always happens. In experiments,
the power of the ECL was 8 mW, and the scanning range of the ECL was 1515–1535 nm. The optical
frequency was set to sweep as a triangle at tuning rate of 100 nm/s. The sampling frequency of the
DAQ (Gage CSE161G4) was 5 MHz, and the number of sampling points was 1 × 106. The measured
target was a 10-cent coin, and the incident angle of the measurement signal was 12 degrees, so the
backward echo signal was very weak.
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Figure 6. Experiment setup.

The He-Ne interferometer was used to verify the accuracy of our method. The cube-corner prism
of the He-Ne interferometer and the target of the FSI system were both fixed on a slider. The slider
moved along a precise guiderail, and the range of the guiderail was 1000 mm.

The measured result in Figure 4 consists of two parts. One was the distance from the ECL to
the fast steering mirror (FSM) of our FSI-based system, and it can be obtained when the FSM was
horizontal. Another was the measured distance from the FSM to the measured target, such as the
results in Figures 7 and 8. In our experiments, the former was 8385.432 mm. The measured distance in
Figures 7 and 8 was the measured result minus 8.385.432 mm.

Figure 7 shows the comparison of the experiment results between the method of Deng et al. [17]
(part a) and the adaptive filtering method and the mosaic algorithm (part b) with the same experiment
data. It proves the necessity and effectiveness of our method to deal with the noises and the
mode-hopping signals.

Figure 7. Part (a,b) respectively represent the experiment results of not using andusing the adaptive
filtering method and the mosaic algorithm with the same data.
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In order to analyze the stability of our method, we measured the coin 20 times at one position and
used our adaptive filtering method and mosaic algorithm to progress the experiment data. As shown
in Figure 8, the blue line denoted the results of 20 measurements, and the green line denoted the
residuals. When there were noises, the mode-hopping signals and the interfering signals in our system,
the statistical uncertainty of our method was 5.7 μm over 20 measurements, which was the same order
as the result of Lu et al. [16].

Figure 8. The measurement results of our FSI-based system.

To evaluate the accuracy of our method, the coin moved 62.45 mm every time, and totally moved
seven times. The FSI-based system and the He-Ne interferometer simultaneously measured the
displacement of the slider. So, our FSI-based system and the laser interferometer could use the same air
refractive index. The measured results of the laser interferometer were used as the truth value of the
moving distance. Figure 9 showed the difference between the measured results of our systemand the
laser interferometer. The max relative error of our method was 9.6 μm. The relative error was attributed
to the Abbe error, the air-path distance variation, and the optical dispersion error. In our experiment,
the moving distance was less than 500 mm, so the Abbe error between the laser interferometer and
our FSI-based systemwas less than 0.5 μm. The air-path distance variation was mainly caused by the
variation of the air refractive index. The temperature, pressure and humidity in the experiments were
basically stable, so the error caused by the air-path distance variation was within 1 μm. The optical
dispersion error was originated from the optical frequency sweep of the ECL, and was compensated
by Equation (7). According to Equation (7), the moving distance was 0.06245 m, β was −23 ps2/km,
and the tuning bandwidth was 10 nm, so the distance offset was 2.3 μm.

Figure 9. Distance residual between the measured results of our FSI-based system and the
laser interferometer.

The CRLB was used to evaluate the performances of our system. In our experiments, n f was
1.4682, nair was 1.0003, La was 20.05832 m, the SNR was 5 dB, and the ideal value of N was about
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60,000. According to Equation (16), the CRLB was about 0.8 μm. Figure 10 showed the comparison of
the measured root mean square error (MSEs) at eight positions with the CRLB. The red and pink data
denoted the MSE obtained by the results of six independent measurements and the CRLB of ranging
estimation, respectively. The max MSE based on our method at eight different placements was 2.4 μm,
which approached the CRLB of 0.8 μm.

Figure 10. Comparison of the measured root mean square error with the CRLB.

5. Conclusions

In our FSI-based system, the ECL has been used for five years. Thus, the SNR of the ECL is
low, and the mode-hopping signals often occur. In addition, the influence of the interfering signals
cannot be neglected when the system measures non-cooperative targets. To ensure the precision of
our system, it is essential to delete the erroneous sampling points in the auxiliary interferometer and
the interfering signals and phase jump in the measurement interferometer. So, the adaptive filtering
method, the phase-matching mosaic algorithm, and the segmentation mosaic algorithm are proposed
to solve the problems and improve the data processing speed. The results of our simulation prove the
efficiency and applicability of our methods. In the experiments, the target was a coin and the laser
interferometer (Renishaw XL80) was used to verify the efficiency of our method. The stability of our
system was 5.7 μm over 20 measurements. The maximum deviation of the measured results between
the FSI-based system and the He–Ne interferometer was 9.6 μm, and the maximum mean square error
of our method was 2.4 μm, which approached the Cramer-Rao lower bound (CRLB) 0.8 μm.
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Abstract: Unlike the optical information taken from a single in-focus image of general optical
microscopy, through-focus scanning optical microscopy (TSOM) involves scanning a target through
the focus and capturing of a series of images. These images can be used to conduct three-dimensional
inspection and metrology with nanometer-scale lateral and vertical sensitivity. The sensitivity of
TSOM strongly depends on many mechanical and optical factors. In this study, how illumination
polarization and target structure affect the sensitivity of TSOM is analyzed. Firstly, the complete
imaging procedure of the polarized light is investigated. Secondly, through-focus scanning results
of different targets with two illumination polarizations are simulated using the finite-difference
time-domain method. Thirdly, a few experiments are performed to verify the influence of illumination
polarization and target structures on the sensitivity of TSOM. Both the results of the simulation and
experiments illustrate an apparent influence of polarization on the sensitivity of inspecting the targets
with center asymmetric structures. For enhanced sensitivity, illumination polarization should be
perpendicular to the target texture. This conclusion is meaningful to adjust illumination polarization
purposefully for different structure characteristics and improve the sensitivity of metrology.

Keywords: through-focus optical microscopy; illumination polarization; target structure; sensitivity

1. Introduction

With gradually increased applications of three-dimensional (3D) components in the fields of
semiconductor industry and nanotechnology, obtaining 3D information of these targets is critical.
However, conducting 3D topography optical metrology of nanoscale targets for general optical
microscopy is becoming increasingly challenging due to severe diffraction.

Through-focus scanning optical microscopy (TSOM) is a novel and fast optical metrology. TSOM
is not limited by the need to acquire an in-focus image in the conventional measurement. This method
utilizes a TSOM image by scanning the target through the focus, and it extracts dimensional information
of the targets by analyzing scattering intensity of the TSOM image and matching the TSOM image with
the simulation results in the database [1]. Low resolution due to the diffractive limit in conventional
optical metrology is consequently avoided. The lateral and vertical sensitivity of TSOM is quantified
by the optical intensity range (OIR) of the TSOM image, which is defined as the absolute difference
between the maximum and minimum intensity of the normalized TSOM image [2].

The sensitivity of TSOM strongly depends on many mechanical and optical factors [3–5].
The critical dimension of a target is usually smaller than 1/10 of wavelength of the illumination light;
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thus, the interaction between incident light wave and target surface is complicated, and the spatial
distribution of scattered light wave depends on illumination polarization and target structures [6].
TSOM images with different OIRs correspond to different spatial distributions of scattered light [7].
Consequently, the illumination polarization and structure characteristics of the target strongly affect
the sensitivity of TSOM [8,9]. To address the lacking systematic analysis of these effects, many works
attempt to optimize illumination polarization according to different targets through pre-tests [10,11].
The drawbacks are long preparation time and low inspection efficiency. To understand the light
scattering around the target surface and conduct the inspection in the most optimized condition,
the effects on TSOM sensitivity brought by illumination polarization and target structure are analyzed
and summarized in this paper.

The reminder of this article is organized as follows: the complete image-forming procedure,
from incidence of illumination to the imaging plane of the charge-coupled device (CCD), is analyzed in
the second section. The simulation of the system is presented in the third section. A few experiments
are performed in the fourth section to verify the simulation results. The simulation and experimental
results are interpreted in the fifth section. A conclusion based on the analyses and results is proposed
in the sixth section.

2. Principle Analysis

The principle analysis of TSOM is separated into three parts—illuminating, scattering, and
imaging. Firstly, Köhler illumination in the TSOM system is explored. Secondly, the scattered
electromagnetic field is analyzed after the illumination wave is reflected from a complex target.
Thirdly, the image-scanning procedure along the optic-axis direction that collects an in-focus image
and a series of defocused images of the target is investigated.

2.1. Köhler Illumination

A Köhler illumination system in reflective mode is widely used in TSOM. Under this condition,
the illumination beam from each source point in the conjugate back focal plane of the objective lens
converges to a few plane waves Ei,j with different angular directions [12,13].

These plane waves are similar with the definition of the angular spectrum. Thus, the Köhler
illumination of the TSOM can be defined as a summation of these plane waves.

E(r) = ∑
i,j

Ei,je
−îkij·r (i, j = integer), (1)

where E(r) is the illuminating light wave near the object surface, î is the imaginary unit here, kij is the
corresponding wave vector of Ei,j, and r is the location vector.

2.2. Scattered Electromagnetic Field from the Target

The incident illumination light on the target surface is scattered and forms a superimposed field
with the incident field and a scattered field. The superimposed field is defined as follows [14]:

E(r) = E(inc)(r) + E(sca)(r), (2)

H(r) = H(inc)(r) + H(sca)(r), (3)

where the superscript (inc) is the incident field, and the superscript (sca) denotes the scattered field.
Combined with Maxwell equations, Equations (2) and (3) can be rewritten as follows:

E(r) = E(inc)(r) +∇·∇·Πe(r) + îk∇·Πm(r)− 4πP(r), (4)

H(r) = H(inc)(r) +∇·∇·Πm(r)− îk∇·Πe(r)− 4πM(r), (5)
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where P(r) and M(r) are the incident polarized intensity of the electric and magnetic vectors in the
target, respectively.

P(r) = η(r)E(r), (6)

M(r) = χ(r)H(r), (7)

where η(r) and χ(r) are dielectric and magnetic susceptibilities, respectively. Πe(r) and Πm(r) are
electric and magnetic Hertz potentials, respectively, as expressed in the following equations:

Πe(r) =
∫

V
P
(
r′
) eîk|r−r′ |

|r − r′| d3r′, (8)

Πm(r) =
∫

V
M
(
r′
) eîk|r−r′ |

|r − r′| d3r′, (9)

where V is the target’s volume in space.
Equations (6), (7), (8), and (9) are substituted into Equations (4) and (5). The total field can be

described by integral–differential equations in which each component of the electric and magnetic
fields is coupled with others. The effect of coupling is negligible because the dimension of the target is
much smaller than the wavelength. Therefore, this scattering should not be described with a simple
scalar equation.

According to the relationship between η(r) and relative permittivity εr(r),

εr(r) = 1 + η(r), (10)

the relationship between εr(r) and refractive index n(r),

εr(r)·ε0 = n2(r), (11)

and the equivalent transformation from the topographic structure to the refractive index around the
surface, the effect of illumination polarization and target structure on the spatial distribution of the
scattered light is provided as follows:

E(r) = E(inc)(r) +∇·∇· ∫V P′(r′)d3r′ + îk∇· ∫V M′(r′)d3r′

−4π
(

n2(r)
ε0

− 1
)

E(r),
(12)

H(r) = H(inc)(r) +∇·∇·
∫

V
M′(r′)d3r′ − îk∇·P′(r′)d3r′ − 4πχ(r)H(r), (13)

where

P′(r′) = (n2(r′)
ε0

− 1
)

E
(
r′
) eîk|r−r′ |

|r − r′| ,

and

M′(r′) = χ
(
r′
)
H
(
r′
) eîk|r−r′ |

|r − r′| .

For a target with given topographic features, calculating the specific marginal solution of
Equations (12) and (13) provides the near-field scattered electromagnetic field theoretically. However,
this procedure is complicated, in that obtaining analytic solutions is impossible. In this study,
the finite-difference time-domain (FDTD) method is used to calculate the numerical solutions.
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2.3. Imaging Procedure

The imaging system of the TSOM is the same as a bright-field microscopy. The complete imaging
system includes an illuminating path and an imaging path. These two paths can be described by their
corresponding optical transfer function (OTF). The OTF of the illuminating path is [6]

Hill
(
ki,j
)
= exp

⎡
⎣îD

√(
2π

λ

)2
− ∣∣ki,j

∣∣2
⎤
⎦, (14)

where D is the illumination spot defocus and a variable here. The OTF of the imaging path is

Hima(kk,m) =

{
1
∣∣kk,m

∣∣ ≤ 2π
λ NA

0 else
, (15)

where NA is the numerical aperture of objective lens. The complete system–structure interaction is
described by

Eout
k,m = Hima(kk,m)·Si,j;k,m·Hill

(
ki,j
)·Ein

i,j, (16)

where Si,j;k,m is a four-dimensional scattering matrix, and the two pairs of indices i, j and k, m describe
the in-plane components of the wavevectors for the illuminating plane waves Ein

i,j and scattering plane
waves Eout

k,m, respectively. Finally, as each illuminating plane wave component corresponds to a specific
source point in Kohler illumination, and the light source is incoherent, the subsequent scattering
plane waves are assumed as incoherent as well. Thus, each pixel of the image is generated from the
incoherent sum of output plane waves scattered from a given location of the structure, as depicted in
Equation (17).

I(r) = ∑
k,m

∣∣∣Eout
k,meîkk,m ·r

∣∣∣2, (17)

where r denotes the location vector toward the CCD plane.

3. Simulation

3.1. Target Structure

A commercial optical simulation program (i.e., FDTD) was used to calculate the light wave
scattered by the target and the simulation of imaging process. Table 1 lists the structure parameters
of six different targets and three imaging parameters, namely the illumination numerical aperture
(INA), the collection numerical aperture (CNA), and the wavelength. As Figure 1 depicts, a given INA
determines a specific illumination cone, and the collection cone is constrained by CNA.

Figure 1. Schematic of (a) illumination numerical aperture (INA; red) and (b) collection numerical
aperture (can; blue).
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Table 1. Structure and imaging parameters used in the simulation.

Target Structure Parameter
Imaging Parameter

Illumination
Numerical Aperture

Collection
Numerical Aperture

Wavelength
(nm)

Nano-pit Radius 100 nm 0.4 0.8 546

Nano-dot
Length 121 nm

0.4 0.8 546Width 121 nm
Height 71 nm

Nano-bump Radius 100 nm 0.4 0.8 546

Double silicon
lines

Width 30 nm

0.4 0.8 546
Height 50 nm
Pitch 20 nm

Sidewall angle 90◦

Dense line arry

Width 30 nm

0.4 0.8 546
Height 50 nm
Pitch 60 nm

Sidewall angle 90◦

Infinite line
grating

Width 30 nm

0.4 0.8 546
Height 50 nm
Pitch 600 nm

Sidewall angle 90◦

The materials of the four targets were all silicon, and the target structures are demonstrated
in Figure 2, where different colors are used to highlight their structural features. Each model was
illuminated by two kinds of light waves with the electric vector perpendicular or parallel to the
incident plane. The structure of the first three targets was centrosymmetric, that is, the structures
were consistent along X- and Y-axes, whereas the structure of the last target was center asymmetric.
For convenience, the lines of the silicon line array were oriented perpendicular to the incident plane,
so the porization of illumination light could be described as either perpendicular (0◦ polarization) or
parallel (90◦ polarization) to the silicon lines.

 
(a)  

(b) 
 

(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 2. Computer-aided design (CAD) models for (a) nano-pit, (b) nano-dot, (c) nano-bump,
(d) double silicon lines, (e) dense line array, and (f) infinite line grating.

3.2. Simulation Procedure

The complete simulation was separated into three parts. In the first part, the interaction between
the light wave and target was calculated with the FDTD method. In this part, the scattering matrix
Si,j;k,m depicted in Equation (16) is expected to be derived. The scattering matrix is dependent only on
the simulated structure and wavelength of light, and it describes the complete interaction with two
illumination polarizations. In the second part, an in-focus image and a set of defocused images were
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simulated by changing the value of D in Equation (14). In the last part, a TSOM image was obtained
using a particular method.

Attota et al. proposed the details of obtaining both the simulated and experimental TSOM
images [10], and the procedure is restated below for convenience.

• Obtain an in-focus image and a series of defocused images of the target and a smooth background
surface, respectively, as they are scanned along the axis direction.

• Normalize each through-focus image of the target and background as follows:

Normalized Image =
Unnormalized Image

Mean Value
− 1. (18)

• For the in-focus or each defocused position, directly subtract the normalized background image
from the normalized target image.

• Select the inspection region with a strip window on the subtracted normalized image at each
focus height, and extract the intensity profile by averaging the image intensity along the width of
the window.

• Stack the averaged intensity profile of each subtracted normalized through-focus image
according to its corresponding focus height to construct a raw TSOM image, which contains
three-dimensional information. X- (horizontal), Y- (vertical), and Z-axes represent the spatial
position across the target, the focus position, and the optical intensity, respectively.

• Interpolate and smooth the raw TSOM image and add pseudo color. The result is the final TSOM
image needed.

3.3. Simulation Results

The simulated TSOM images of the six targets in the illumination polarizations of 90◦ and 0◦ are
illustrated in Figure 3. The relative difference of OIR (OIRrd) is calculated in Equation (19).

OIRrd =
|OIR0◦ − OIR90◦ |

OIR90◦
. (19)

   

Nano-pit 

 
 

Nano-dot 

Nano-bump 

Figure 3. Cont.
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Double silicon lines 

Dense line array 

Infinite line grating

 

Figure 3. Simulated through-focus scanning optical microscopy (TSOM) images of the six targets with
different structural features with illumination polarizations of 90◦ (the first column) and 0◦ (the second
column); OIR—optical intensity range; INA = 0.4.

Table 2 provides the results.

Table 2. Relative difference between optical intensity ranges (OIRs) with two illumination polarizations.
TSOM—through-focus scanning optical microscopy.

Targets Relative Difference (TSOM)

Nano-pit 0.74%
Nano-dot 2.3%

Nano-bump 0.25%
Double silicon lines 31.9%

Dense line array 447%
Infinite line grating 145%

The first three targets were centrosymmetric. Under this condition, their TSOM images appear
to be qualitatively similar. The corresponding OIRs in the two illumination polarizations were not
strongly different, which illustrates a weak influence of polarization on the sensitivity of TSOM with
regards to the targets of centrosymmetric features.

The others were center asymmetric, that is, the silicon lines were oriented parallel to the Y-axis,
but periodic along the X-axis. Under this condition, an apparent influence of illumination polarization
on the sensitivity of TSOM can be observed as the two TSOM images and corresponding OIRs were
strongly different.

The effect brought about by illumination numerical aperture (INA) was also studied by simulating
the TSOM of the double silicon line upon setting INA = 0.8 and keeping other parameters in line with
those in the previous simulation. Figure 4 presents the simulation results.

By comparing the results of Figures 3 and 4, it is demonstrated that the OIR of the TSOM image
with the illumination numerical aperture of 0.8 is smaller than that with the illumination numerical
aperture of 0.4. However, the two corresponding OIRs in both illumination polarizations are still
different. It is concluded that the effect brought about by the illumination polarization and the
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target structural feature exists as long as the metrology is performed in the same illuminating and
imaging conditions.

   

Double silicon lines 

Figure 4. Simulated TSOM images of double silicon lines with illumination polarizations of 90◦ (the
first column) and 0◦ (the second column); INA = 0.8.

To analyze this phenomenon further, the line height of the double silicon line and dense line
array were increased by 10 nm, but the other parameters are kept constant. This dimensional change
produced a new TSOM image. The dimensional change was highlighted by a simple subtraction of the
new and previous TSOM images and illustrated in a differential TSOM (DTSOM) image. The inspection
of the vertical sensitivity of the dimensional change was directly quantified by the OIR of the DTSOM
image. The DTSOM images in the two illumination polarizations are shown in Figure 5. The relative
difference of OIR is provided in Table 3.

   

double silicon lines 

dense line array 

 
 

 
 

Figure 5. Simulated differential TSOM (DTSOM) images for silicon line array with illumination
polarizations of 90◦ (the first column) and 0◦ (the second column). The line height was increased by
10 nm, but the line width and pitch were kept constant.

Table 3. Relative difference between OIRs with two illumination polarizations. DTSOM—
differential TSOM.

Target Relative Difference (DTSOM)

Double silicon lines 62.9%

Dense line array 203%

4. Experiment

4.1. Experimental Set-Up

The optical scheme of the experiment is shown in Figure 6. A Zeiss Axio Imager M2 was used as
the inspection device. The illumination numerical aperture (INA) and collection numerical aperture
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(CNA) were both 0.8, and the magnification of the objective was 100×. The wavelength of illumination
light was 555 nm. The optical path of illumination was designed as a Köhler illumination with
a polarizer to produce the two kinds of linear polarizations mentioned above. A motor stage in
closed-loop control was located beneath the microscope. The in-focus image and defocused images
were collected by moving the motor stage vertically.

Figure 6. Schematic of the TSOM nanoscale metrology device, where the red ray is the illumination ray
and the green ray is the imaging ray. The INA of the illuminating system is defined by the iris and the
CNA of imaging system is defined by the objective. The motor stage and charge-coupled device (CCD)
were controlled by a computer so that the CCD took one picture as soon as the motor stage moved a
certain distance.

4.2. Experimental Sample

Two Au line arrays deposited on smooth silicon substrates were inspected. The line heights of the
array were 50 nm and 70 nm, and the width of each Au line was approximately 20 nm. Each array
was separated into 10 groups, and the nominal pitch of each group decreased from 1000 nm to 50 nm.
The SEM of one Au line array is presented in Figure 7.

4.3. Experimental Results

To verify our analysis and prove the effects of illumination polarization and structural
features, the Au line array with the pitch of 1000 nm was inspected using TSOM with two
illumination polarizations.

Figure 8 presents the simulation results of the Au line array with 50-nm height. The TSOM images
were simulated with a 0.8 INA, 0.8 CNA, and 555-nm illumination wavelength, which was identical to
the experimental conditions. Figure 9 shows the experimental results of the Au line arrays with 50-nm
and 70-nm height.

The microscope system noise is dependent on the stray light, blurs on the wafer, aberration of
the microscope, and imprecision of the motion and location component of the stage [2,15]. The TSOM
images of the system noise with two illumination polarizations were obtained by subtracting two
background TSOM images corresponding to line heights of 70 nm and 50 nm. The TSOM images are
demonstrated in Figure 10.
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Figure 7. SEM of Au line array. In this figure, the width of the Au line is 23.6 nm, and the pitch of this
group is approximately 1000 nm.

   

 

 
  

Figure 8. Simulated TSOM images of Au line arrays with illumination polarizations of 90◦ (a) and 0◦ (b).

   

 

 
 

 
 

 

 
 

 
 

Figure 9. Experimental TSOM images for the Au line arrays with illumination polarizations of 90◦

(the first column) and 0◦ (the second column). The line heights were 50 nm and 70 nm.
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Figure 10. Experimental TSOM images of the system noise with 90◦ polarization (a) and 0◦

polarization (b).

Clearly, the intensity of signal and system noise are quantified by the OIR of the TSOM images
of the target and noise, respectively. By dividing the OIR of the TSOM image of the target by that of
the TSOM image of the noise, the signal-to-noise ratio (SNR) of TSOM is retained. The SNRs in the
two illumination polarizations are presented in Table 4. According to the result, for the given target,
the sensitivity and SNR apparently increase when the polarization is perpendicular to the Au lines.

Table 4. Signal-to-noise ratio (SNR) of each Au line array with different illumination polarizations.

Line Height 90◦ Polarization 0◦ Polarization

50 nm SNR = 2.47 SNR = 8.45
70 nm SNR = 6.47 SNR = 9.62

5. Analysis and Discussion

When light is scattered from the targets, its amplitude is changed. These changes depend on
the sample material and shape, as well as the illumination polarization. As mentioned in Section 3.1,
the structural features of nano-pit, nano-dot, and nano-bump were centrosymmetric. According to the
analysis in Section 2, the function of their effective refractive index is also centrosymmetric, that is,
in‘the polar coordinate

n(ρ, θ) = n(ρ).

Therefore, the effective refractive indices of these three targets are constant with respect to the
two illumination polarizations. For the silicon or Au lines, the function of the equivalent refractive
index along the horizontal (X) axis is inconsistent but periodic. From the simulation and experimental
results, the TSOM image and its OIR of the centrosymmetric targets is similar regardless of the different
illumination polarizations, but an apparent difference can be observed for center asymmetric targets,
which supports our hypothesis.

From the data of the last three rows of Table 2 and the data of Table 3 (double silicon lines and
dense line array), the relative differences between OIRs of TSOM and DTSOM increase as the number
of lines increases or the pitch of the array decreases. This phenomenon can be explained through
the effect of form birefringence, which leads to two effective refractive indices for two orthogonal
polarizations. The form birefringence strongly depends on the sample structure even if the sample
material is non-birefringent. As the number of lines increases or the pitch of the array decreases, the
scattered light intensity of the perpendicular polarization varies more significantly across the line
and space than that of the parallel polarization, which is eventually illustrated through the relative
difference between OIRs with the two illumination polarizations.

6. Conclusions

In this study, the complete image-forming procedure of TSOM was modeled, and it included
Köhler illumination in the TSOM, the scattered electromagnetic field reflected from a complex target,
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and the image-scanning procedure. The FDTD method was performed to simulate the TSOM images of
four targets with representative structural features, and the OIRs with two illumination polarizations
were analyzed. The simulation and experimental results demonstrate that, for centrosymmetric targets,
neither of the polarizations is effective for improving inspection sensitivity and SNR. On the contrary,
for the asymmetric targets such as silicon and Au line arrays, the sensitivity and SNR apparently
improved when the illumination polarization light was perpendicular to the lines. This result
is valuable in TSOM applications for micro- and nano-inspection by saving time and improving
measuring efficiency and precision.
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Abstract: Soft actuators are the components responsible for organs and tissues adsorptive fixation
in some surgical operations, but the lack of shape sensing and monitoring of a soft actuator
greatly limits their application potential. Consequently, this paper proposes a real-time 3D shape
reconstruction method of soft surgical actuator which has an embedded optical fiber with two
Fiber Bragg Grating (FBG) sensors. First, the design principle and the sensing of the soft actuator
based on FBG sensors are analyzed, and the fabrication process of soft actuator which has an
embedded optical fiber with two FBG sensors is described. Next, the calibration of the FBG sensors is
conducted. Based on curvatures and curve fitting functions, the strategy of 3D shapes reconstruction
of the soft actuator is presented. Finally, some bending experiments of the soft actuator are carried
out, and the 3D shapes of the soft actuator at different bending states are reconstructed. This well
reconstructed 3D shape of a soft actuator demonstrates the effectiveness of the shape reconstruction
method that is proposed in this paper, as well as the potential and increased applications of these
structures for real soft surgical actuators.

Keywords: micro fiber sensor; shape reconstruction; soft surgical robot; pneumatic actuator; modeling

1. Introduction

In recent years, soft actuators are widely used to implement surgical tasks due to its large-scale
deformation and compliant adaptation to meet the complex elastic structures of the human organs and
tissues [1–3]. The soft actuators can deform to absorb the energy generated by a variety of stimulation,
including electrical charges, hydraulic actuating, pneumatic actuating and chemical reactions, etc.
In particular, considering the advantages of easy fabrication, low material cost and lightweight, etc.,
the pneumatic actuating soft actuators are promising for surgical applications [4], and the use of soft
manipulators in surgical operations could overcome the limitations of the current rigid surgical system.
Consequently, compared with some traditional rigid and hard continuum surgical manipulators,
the soft biological materials could considerably reduce the harm, which is caused by the robotic
manipulators, and the soft surgical manipulators are inherently compliant and intrinsically safe in the
interaction with humans.

While current researchers have emphasized the promising potential of soft manipulators in
surgical applications, the lack of complicate shape measurement and monitoring for soft actuator
are greatly limiting their practical application. In order to reliably and widely use these actuators
in soft surgical manipulator, mastering the relationship between shape measurement and position
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control of the actuator is indispensable. Considering the flexible bodies of the soft manipulator, some
conventional rigid sensors, like encoders and strain gauges [5,6] have problems of complex cable
networks, electromagnetic and noise signal interference, etc., and the rigid sensor will damage human
tissue when the manipulator interacts with the human organs surround it [7–9]. The visual-based
sensing systems are also inapplicable due to the narrow spaces and various obstacles in human body.
At present, the embedded flexible sensing devices and methods that can be applied to the shape
measurement and position control of soft surgical actuators are desired.

Different from above-mentioned sensors, the optical fiber sensors have advantages of small size,
light weight, fast response, small transmission loss, not be affected with electromagnetic interference
and easy to be buried into the interior of the material [10,11]. More importantly, the optical fiber
sensor is harmless when in contact with human tissues and organs [12–15], and the optical fiber sensor
can be embedded into the flexible body of the soft manipulator to realize its morphological sensing.
Consequently, these distinctive characteristics of the optical fiber sensor make it more advantageous,
and the prospects for soft surgical robotics and biomedical applications; and several types of research
of optical fiber sensors have been investigated in recent years. In [12], the fiber sensors were embedded
into a piece of garment, and the motion performance of the patient was evaluated by the angle of
joint, which is monitored by the embedded fiber sensors; this sensing garment is comfortable for
patients and has good response to the flexion motion of the elbow. As proposed in [13], the bending
state of a manipulator was measured by an optical fiber sensing system and the mechanism of
this sensing system based on a laser power modulation. Although this sensing system has good
accuracy in measuring bending angles, bending radius and orientation of the flexible segment, its 3D
shape reconstruction and visualization monitoring are not realized. In addition, this sensing system
adopts three optical fibers to interpolate the bending radius and the elongation of the manipulator,
and this undoubtedly increases the complexity of the theoretical models of the manipulator. In [12],
some micro-optical sensors were integrated into soft robot arms to form their pose sensing system;
this system couples the optical fibers with some passive cables mechanically in a basal unit that has
sensing function, and a distance modulation array is integrated with the basal sensing unit. The pose
of the soft robot arms can be calculated by the mechanical deformation to the voltage variation of
the sensing signal. This sensing system can be used to measure the length and bending angle of soft
robot arms, their 3D shape reconstruction and monitoring are not attained. Zhao et al. [15] designed
a hardware and control method for a soft orthosis, the initial quantification of its force augmenting
capabilities was performed, and its closed-loop control was implemented through the feedback from
the optical-fiber sensors which was embedded into the actuator.

However, few studies have been conducted in real-time; 3D shape reconstruction and visualization
monitoring of soft surgical actuator which are embedded a in single optical fiber with Fiber Bragg
Grating (FBG) sensors. In this paper, to understand real-time shape monitoring of the soft actuator,
a 3D shape reconstruction method based on two FBG sensors is proposed. First, an optical fiber with
two FBG sensors is embedded into the soft actuator; then the calibration of FBG sensors is conducted,
the spectrum and wavelength shift caused by the bending of the soft actuator is also measured;
and finally, the 3D shape of the soft actuator is reconstructed based on the interpolation and curve
fitting functions.

The remainder of this paper is organized as follows. In Section 2, we describe the mechanical
design and modeling of the soft silicone actuator. In Section 3, we introduce the sensing theory and
shape measurement method of FBG sensors. The experimental setup and testing of the soft actuator
are elaborate in Section 4. Section 5 concludes the paper.
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2. Design and Modeling of Soft Actuator with Embedded FBG Sensors

2.1. Structure Design and Analytical Modeling

Through adjusting some dimension parameters of the soft actuator, including its length,
the diameter of the hemi-circle chamber, the pneumatic chamber’s wall thickness, the fiber-winding
angle and orientation, etc., The design details of the soft actuator are presents in Figure 1 [16].

 
(a) 

 
(b) 

Figure 1. Design of the proposed Fiber Bragg Grating (FBG) soft pneumatic actuator. (a) FBG-based
polyimide sensing layer and its location. (b) Geometrical parameters and design variables of soft
fiber-reinforced actuator.

The dimensions of the hemi-circular shape are achieved (see Figure 2a) using the cross-sectional
area of πa2/2, and the wall thickness of the actuator is t = a/4. With an input air pressure of Pin,
the bending torques (Ma) of internal air pressure relative to the closed port of the soft actuator are
expressed as [17,18]:

MHC
a = 0.34a3Pin (1)

Considering the characteristics of the hyper-elastic material of silicone and the dimension of
the soft actuator; the relationship between the input pressure and the bending angle were analyzed.
The variables in the model were actual actuator dimensions and material properties, that could be
either measured or obtained from calibrations. From the model of incompressible Neo-Hookean (NH)
material [4], the strain energy of the soft actuator can be written as:

W =
μ

2
(I1 − 3) =

μ

2

(
λ2

1 + λ2
2 + λ2

3 − 3
)

(2)

where μ represents the initial shear modulus of the silicone, I1 represents the first constant of axial,
circumferential and radial principal. λ1 represents the primary stretch in the axial direction of the
actuator, λ2 (=1) represents the circumferential strain, and it was ignored due to the fiber reinforcement
constraint, and λ1λ2λ3 = 1 due to the incompressibility of the material, then it was obtained that:

λ1 = λ , λ2 = 1 , λ3 = 1
λ (3)

When supplying the pressure (P1 > Patm) into the air chamber, the top wall of the actuator extended
and the non-retractable layer restricted its bottom layer, the actuator bent with a radius R and angle θ

toward the bottom layer (see Figure 2). In addition, the fiber-reinforced structure was regarded as a
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rigid constraint to the soft actuator, and the actuator was simplified as a homogeneous incompressible
NH material [4] whose initial shear modulus is μ. In the model of the actuator, some dynamics
pressurization effects were ignored, and the actuator had an identical bending curvature.

 
(a) (b) 

Figure 2. Different view of the soft actuator and its distal tip in bending state. (a) Side view. (b) Cross-sectional view.

The nominal main strain si can be defined by W, λi. Where p, the Lagrange multiplier is:

s1 =
∂W
∂λ1

− p
λ1

=
−
μ

(
λ − 1

λ3

)
(4)

s2 =
∂W
∂λ2

− p
λ2

=
−
μ

(
1 − 1

λ2

)
(5)

s3 =
∂W
∂λ3

− p
λ3

= 0 (6)

Within the range of stretches considered in soft actuator application (1 ≤ λ < 1.5), the axial stretch
s1 this paper only considered was denoted as s.

The bending moment was induced by the internal strain of the soft actuator, the bending torque
and the combined moment at each bending state can be expressed as:

Ma = 2(P1 − Patm)

π
2∫

0

(a sin v + b)a2 cos2 vdv =
4a3 + 3πa2b

6
(P1 − Patm) (7)

Mθ =

b∫
0

2sβ(a + t)Lβdβ + 2
t∫

0

π
2∫

0

sτ,φ

(
(a + τ)2 sin φ + b(a + τ)Ldφ

)
dτ (8)

where Ma is the strain of the soft actuator, Mθ is the combined moment of the strain.
Considering the bending moment produced by the internal strain of the soft actuator, the bending

torque Ma equal to the combined moment of the strain Mθ , and the relationship between input pressure
(Pin) and the actuator’s bending angle (θ) can be written as:

Pin = P1 − Patm =
6Mθ(θ)

4a3 + 3πa2b
(9)

where a is the radius of the actuator’s air chamber, b is the bottom thickness of the actuator.
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2.2. The Fabrication and Prototype of the Soft Actuator

In this section, we describe our procedure for molding the soft actuator The design of the
FBG-based optical fiber is embedded into the soft actuator through a polyimide tape, which acted as
the strain limited layer; the bending behavior and deformed shape measurement of the soft actuator
was realized by the FBG sensor. The soft actuator mainly includes five parts: A hemi-circle elastomeric
air chamber which including the caps at the distal and proximal ends; an optical fiber with two FBG
sensors is glued on the bottom surface of the silicone layer; some fiber windings are wrapped around
the chamber of the actuator; and the whole actuator is encapsulated by a soft silicone sheath [11].
The radial expansion was limited and the linear extension was promoted by the reinforcement of the
circumferential fibers, the linear elongation of the bottom surface of the soft actuator was restricted by
the strain limited layer, so the part of the soft actuator extends while the strain limited layer restricts
expansion along one surface, and thus generating a bending motion as the pressure was inputted into
the soft actuator.

The fabrication of a soft actuator with embedded FBG sensors is performed through several
steps. First, equal amount of Ecoflex-0050 A and B are mixed and poured into the mold #1 to fabricate
the half round soft actuator with a thickness of 4 mm, and the silicone actuator is cured for 4 hours
under indoor temperature. An Objet Connex 500 printer (Objet500 Connex3, Stratasys, Eden Prairie,
MN, USA, 2016) is used to printing the two (#1, #2) molds of the soft actuator, as depicts in Figure 3.
Second, the optical fiber with two FBG sensors is put on the bottom surface of the silicone layer, then
a polyimide tape is glued on the bottom surface, and thus the optical fiber is fixed to the bottom of
the silicone layer. Third, a single Kevlar fiber is used as fiber reinforcement and wrapped around the
actuator body in a double helix pattern, and the actuator body is then encapsulated by a 1.0 mm thick
silicone layer putting its entire assembly into the mold #2. Finally, the mold (#2) and the half steel rod
are extracted from the soft actuator, then some additional silicone is poured on the top and bottom of
the actuator in order to enclose the chamber and connect the pipe of pneumatic actuation.

The prototype of the soft actuator with different views are presents in Figure 4, as we can see
from Figure 4, an optical fiber with two FBG sensors are embedded into the soft actuator through
a polyimide tape, and the optical fiber with FBG sensors are well protected by the polyimide thin
film layer. Thus, the FBG-based polyimide sensing layer is formed, and it is embedded into the soft
actuator as the strain restricted layer, which served as a primary part to realize bending and shape
measurement, and the FBG sensors are stretched with the bending motion of the soft actuator.

Figure 3. 3D printed mold of the soft actuator.
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Figure 4. 3D printed mold of the soft actuator.

3. Principle of Sensing and Measurement of Embedded FBGs

According to the sensing principle of embedded FBG sensor, the relationship between the reflected
wavelength and the grating period of FBG sensor can be expressed as [5,10]:

λB = 2ne f f · Λ (10)

where neff represents the effective index of the fiber’s refractive, Λ represents the grating period.
The grating period of FBG sensor will be changed due to the changes in the strain of the grating

and the temperature, and then the reflected wavelength will be changed. The relation between the
strain, temperature change, and the wavelength shift is governed by [6,7]:

ΔλB/λB = (1 − Pε) · ε + (αT + ξ) · ΔT (11)

where ΔλB is the change of wavelength, ε is the strain of soft actuator, Pε is a constant value calculated
from the photo-elastic coefficient of the fiber material, αT is the grating thermal coefficient of expansion,
ξ is the grating thermo-optical coefficient, ΔT is the change of temperature.

Considering the soft surgical actuators are commonly used at room temperature with minor
variation, so the influence of the temperature is ignored in this paper. Then Equation (11) can be
written as Equation (12). The strain of soft actuator can be obtained from the wavelength shift of the
FBGs and the photo elastic coefficient of the optical fiber [19–22];

ΔλB/λB = (1 − Pε) · ε (12)

In this study, two FBG sensors were integrated into the polyimide strain limited layer which was
embedded into the soft actuator, the relative position and bending deformation of the FBG sensors
in a microstructure of the soft actuator under an actuating force is schematically shown in Figure 5.
The length and thickness of the microstructure is assumed as L and h, as Figure 5a shows.

The pure bending model is an extensively used model representing the bending moment [10].
In this paper, an optical fiber with two FBG sensors embedded in an offset position from the neutral
line, which is depicted in Figure 5b, is the dashed line E-F. The distance from the FBG sensor to the
outer arc of the soft silicone sheet is h1, and the distance from the FBG sensor to the inner arc of the
soft silicone sensing sheet is h2. When the optical fiber sensor is bending, as shown in Figure 5b,
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the relationship between the bending radius, bending angle and the length of the neutral line can be
expressed as:

LEF = R · θ (13)

where LEF represents the constant value of the length of the polyimide tape in neutral line, R represents
the radius of the neutral line, θ represents the central angle of the neutral line.

 
(a) (b) 

Figure 5. Bending mechanism of the FBG-based optical fiber sensor. (a) Free-state without bending.
(b) Bending situation.

As the pneumatic actuating forces are applied on the soft actuator, the inner side of the micro
structure is pressed, shortening the length, and the outer side of the microstructure is pulled and
extending the length. Under the bending condition, the length variation of both inner and outer side
is assumed as the same, and the length of the neutral layer does not change. In this paper, the FBG
sensors and the polyimide sheet are considered as undergoing the same bending, due to the optical
fiber being very thin and glued together with the polyimide tape. The FBG sensor is compressed
during bending, so the offset location (x) of the FBG sensor leads to a slight change in the bending
radius and is expressed as R − x, the length of FBG (LAB) under an applied curvature can be written as:

L − ΔL = LAB = (R − x) · θ = (R − (h1 + h2/2)) · θ (14)

L + ΔL = LGH = (R + x) · θ = (R + (h1 + h2)/2) · θ (15)

x = h1 − (h1 + h2)/2 (16)

where x represents the distance from the FBG to the neutral line. From Equations (14) and (15), the
change of FBG length caused from the bending was obtained, and the grating period is changed
proportionally to the bending angle θ, the bending curvature of the microstructure can be written
as [10]:

C =
1
R

=
2
h

ΔL
L

=
2
h

ε =
ΔλB

λB(1 − Rε) · h
(17)

where C is the bending curvature of the microstructure, R represents the curvature radius, ΔL
represents the length variation of both the inner and outer side of the microstructure, ε is the strain
of the microstructure. For any FBG sensors, λB, Rε, h are the constant, so the bending curvature
and wavelength shift has a linear relationship, and this characteristic could realize the 3D shape
reconstruction of the microstructure.

The shape reconstruction of the soft actuator includes curvature acquisition, curvature continuum,
curve reconstruction and shape reconstruction, etc. Due to the curvature data being discrete and
obtained from the FBG sensors, the curvature is serialized continuously through the linear interpolation
and the fitted algorithm; then the geometrical structure of the soft actuator can be reconstructed.
By using the idea of differential calculus, a line with fixed length can be divided into several uniform
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sections, and the length of these sections expressed as L, namely O1O2 = O2O3 = L, and then become
some arcs with the length of L when the microstructure is bending, and the center angle of the circular
arc is determined by the length L and the curvature C. Assuming that the coordinate of O2 is (0, 0),
the coordinate of O3 can be calculated as (sinθ2/C2, (1 − cosθ2/C2)), from the length L and curvature
C, the θ2 is equal to L*C2; thus this algorithm can be applied for 3D shape reconstruction of the soft
actuator [23–29].

The sensing surface formed by some sensing points can be reconstructed based on the motion
coordinate system, as illustrated in Figure 6. Assuming that the original curved surface along the
direction of (O1, Z1), and could bend from the direction of curves O1, O2, O3, the point O2 could be
obtained from translation and rotation of the coordinate O2

1. In the fixed length of arc, the coordinate
system is set up in the tangent direction of the curve with points O2 and O3 respectively, and for the
coordinate X1-Z1 and X2-Z2, the direction and size of vector O1O2 is invariable. The rotation angle
θ1 can be calculated from the curvature C1 (the coordinate of O1), and the rotation angle θ2 can be
calculated from the curvature C2 (the coordinate of O2).

Figure 6. The algorithm of 3D shape reconstruction.

The relationship between each coordinate can be established by the rotation matrix, the ratio
angle of the whole plane is fitted through the change of the curvature; thus the reconstruction and
visualization of the soft actuator can be realized, and the rotation matrix can be expressed as:[

X2

Z2

]
=

[
X1

Z1

]
=

[
cos θ1 − sin θ1

sin θ1 − cos θ1

]
(18)

Consequently, according to the curvature obtained from each sensing point, the 3D shape of the
soft actuator is well reconstructed, and the real-time interaction surface with the soft actuator can be
realized by using the multi-resolution mesh modeling tool. As introduced in [30–32], the 3D shape of
the soft actuator can be obtained from the managing meshes with different refinement levels [30–32].

4. Experiment Testing and Discussions

4.1. Pressure and Bending Angle

In order to control the bending angle of the soft actuator, some experiments were carried out
to evaluate its relationship between input air pressure and bending angle. The input pressure was
controlled by a pneumatic valve in the experiment, and some experimental results were obtained
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with the pressure of 0, 10, 20, 50, 80 kPa, and each experiment was repeated ten times. An AIRTAC
VALVE (GPR30008L, AirTac, Taiwan, 2016) model was used to input pressure in the experiment; the
received optical signals are translated into digital signals and extracted by the computer. A LabVIEW
(LabVIEW 2014) program is developed to store the data and reconstruct the bending shape of the
soft actuator [18–20]. In some robotic applications, the range of the soft surgical manipulation motion
is more important than its actuation velocity, so the velocity of actuation is seldom considered.
Consequently, for the sake of avoiding some dynamic oscillations, the bending motion of the soft
actuator generated at a slow pressure rate of 0.2 Hz. Figure 7 shows some snapshots of the bending
movement of the soft actuator, and an improved track learning detection algorithm was applied to
recording the motion trajectory of the soft actuator.

The average bending angle of the soft actuator was calculated from the same input pressure,
as depicted in Figure 8. The theoretical and experimental results of the bending trajectories of the soft
actuator are presents in Figure 9.

(a) (b) (c) (d) (e) 

Figure 7. Experiment view of the actuator with different input pressure. (a) Bending state. (b) State 2.
(c) State 3. (d) State 4. (e) State 5.

 
Figure 8. Input pressure against bending angle results of soft actuator.
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Figure 9. Motion trajectory of the actuator with different input pressure.

As depicted in Figure 8, due to the radial bulging effects of the base layer and extension of the soft
silicone actuator, there exists some minor error between the analytical and experiment results, and a
repeatable nonlinear pattern of results possibly caused by the gravity of the actuators, and the center
of gravity of soft actuator is changing in different bending state. As depicted in Figure 9, although
the actual motion trajectory of the soft actuator is not smooth and has some deviations, there was
only a slight deviation between the theoretical and experimental results, so the design validity and
effectiveness of the soft actuator was demonstrated.

4.2. Shape Reconstruction of the Soft Actuator

In order to demonstrate the effectiveness of the shape reconstruction method proposed in this
paper, some bending experiments of the soft actuator based on embedded FBGs were carried out.
The experimental setup is illustrated in Figure 10. In the experiment, the original center wavelengths
of two FBGs (FBG1, FBG2) are 1544 nm and 1546 nm respectively. The peak reflectivity of the FBGs are
70% and the response time of the FBGs is 70 ms. Two FBG sensors are located in the intermediate axis
of the soft actuator, and their relative positions as illustrated in Figure 4, Section 2.

Figure 10. Experimental setup of the soft actuator with embedded FBGs.

As the bending curvature of the soft actuator varies with 0 m−1, 5 m−1, 10 m−1, 15 m−1, 20m−1

and 25 m−1, the wavelength and power of the FBG sensors are not the same as the original values.
Since the grating characteristics of FBG sensors are varied from the strain loads of polyimide tape as it
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bends, the power peaks of the FBGs can be identified accurately. As depicted in Figure 11, the power
peaks of the two FBGs were around 1544.498 nm and 1546.611 nm at bending state 1, the curvature of
the polyimide skin was increased when the soft actuator bent from state 1 to state 5, and the power
peaks of the two FBGs was 1545.956 nm and 1547.541 nm at bending state 5. From Figure 11, it also
indicates that the peak wavelength gradually shifts in the direction of a longer wavelength as the
bottom surface curvature of the soft actuator increases from 0 m−1 to 25 m−1, and the shift value of the
two FBG sensors is about 1.458 nm and 0.93 nm, respectively. Consequently, the responses of the two
FBGs are sensitive and instantaneous record the variation in power. The dynamic shape deformation
of the soft actuator can be measured in real time, and the FBG sensors with different wavelengths can
be distributed along a single optical fiber for multi-point shape sensing.

 
(a) 

 
(b) 

Figure 11. The wavelength shift of two FBG sensors at different bending states. (a) FBG 1. (b) FBG 2.

When the curvature of the FBGs increases from 0 m−1 to 25 m−1, the relationship of the wavelength
shift and the curvatures of the soft actuator are illustrated in Figure 12. All measurements have
respective average values which were taken from six independent experiments. The bending curvature
of the soft actuator at different bending states obtained from the wavelength shift of the FBG sensors,
the interpolation algorithm, and the wavelength shift of the FBG sensors were different due to
the bending produced strain loads at the different sensing positions. The results showed that the
wavelength shift of the FBG sensors increased nonlinearly with the increasing bend in the curvature of
the soft actuator. That is because the soft silicone material is extensible and its thickness is variable as
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it sustains different driving loads and contact forces at different bending states. The thickness of the
microstructure h at different sensing points varied and the strain loads induced by the deformation of
the soft silicone actuator were different at these sensing points. According to Equation (17), when the
bending curvature of the soft actuator increases from 0 m−1 to 25 m−1, the wavelength shift and the
bending curvature presents a nonlinear variation trend. The wavelength shift of the FBG sensors can
be calculated by using the method of polynomial curve fitting, and the calibration equations can also
be used to test the bending curvatures of the soft actuator.

 
Figure 12. The wavelength shifts of two FBG sensors under different curvatures.

For the 3D shape reconstruction of the soft actuator at different bending states, the bending
curvatures of the two FBG sensors were calculated from the wavelength shift. According to the data
obtained from each sensing point, the 3D shape of the soft actuator is reconstructed through the
interpolation and curve fitting functions. The 3D shapes reconstruction results of the soft actuator with
different bending state numbered from 1 to 5 are presents in Figure 13. From the figure, the shape of
the actuator is well reconstructed, and the spatial resolution determined by the density of FBG sensors
in the sensing point is about 30 mm. Consequently, the feasibility and effectiveness of the 3D shape
reconstruction method of the soft actuator based on embedded FBG sensors are demonstrated.

 
  

(a) (b) (c) 

Figure 13. Cont.

491



Appl. Sci. 2018, 8, 1773

   
(d) (e) (f) 

Figure 13. Shape reconstruction of the soft actuator at different bending state. (a) Original state 1.
(b) Bending state 2. (c) Bending state 3. (d) Bending state 4. (e) Bending state 5. (f) Bending state 1 to 5.

5. Conclusions

To implement real-time shape monitoring of soft surgical actuator, this paper proposes a 3D shape
reconstruction method of a soft actuator that has an embedded optical fiber with two FBG sensors.
First, the design and measurement principle of the soft actuator based on the FBG sensors are analyzed
and described. An optical fiber with two FBG sensors are embedded into a soft actuator by a polyimide
tape and encapsulated by the silicone layer. Second, the relation curve of the wavelength shifts of
the FBG sensors and bending curvatures of the soft actuator are obtained, and which can be used
to measure the bending curvatures of the soft actuator at different bending state. Then, the peaks
of the reflected wavelengths and the variation of the reflection spectrums are acquired, the sensitive
and instantaneous response of FBGs sensors are reflected. Finally, according to the data from the
FBG sensing points, the 3D shape of the soft actuator is well reconstructed through the interpolation
and curve fitting functions. This well reconstructed 3D shape of the soft actuator demonstrates the
effectiveness of the shape reconstruction method that is proposed in this paper, as well as the potential
and increased applications for real-time shape monitoring in the field of soft robotics and flexible
biosensor monitoring. In the future, the dynamic behavior and closed-loop controlling of the soft
actuator will be investigated, and the application of soft actuator in some surgical operations will
be extended.
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Featured Application: Fabrication of high-precision patterned leaf springs or membranes for

measuring equipment.

Abstract: Patterned leaf springs made of a beryllium bronze sheet are the key components of certain
micro/nano contact probes. The accuracy of the probe is determined based on the precision of
the formed pattern. However, a traditional manufacturing method using wire-electrode discharge
machining (wire-EDM) is subject to poor tolerance at the sharp edges and corners. In addition,
high energy consumption and costs are incurred for complex patterns. This paper presents a new
chemical etching method for the manufacturing of a patterned leaf spring with high precision.
Both the principle and process are introduced. Taguchi experiments were designed and conducted
and the optimal process parameters were obtained based on the mean value and a variance
analysis. Four V-shaped and some other complex patterned leaf springs were successfully fabricated.
Comparison experiments concerning the characteristic parameters of the leaf spring were also
conducted. The experimental results reveal that the patterned leaf springs manufactured through
this method are much better than those achieved using wire-EDM. This manufacturing method can
be used to fabricate different high-precision patterned leaf springs or membranes for coordinate
measuring machines (CMM) probes and other measuring equipment.

Keywords: probe; leaf spring; chemical etching; beryllium bronze

1. Introduction

During the past two decades, a variety of micro-electromechanical systems (MEMS) have been
fabricated through the rapid development of precision and ultra-precision machining technologies.
Liu et al. (1999) described two microthermal shear-stress sensors, in which high aspect ratio cavities of
(200 × 250) μm (2) × 400 μm were fabricated using bulk silicon substrate etching and anodic bonding
technology [1]. Alshehri et al. (2013) developed micro hot-film shear-stress sensors using surface
micromachining techniques and fabricated a micro silicon-nitride diaphragm and polycrystalline
silicon heat-sensing element [2]. Therefore, micro/nano measurement equipment is required to
assess the fabricating quality of micro devices. The leaf spring is often used as a key component of
high-precision measuring instruments, or micro-actuators, when an elastic and recoverable micromotion
is required, such as the cantilever beam used in atomic force microscopy (AFM). Claverley et al. (2010)
and Li et al. (2014, 2016 and 2016) developed several probing systems for micro/nano CMMs [3–5].
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Leaf springs are used to transfer the 3D displacements of the ball tip into the motions of a mirror in
a vertical translation and horizontal rotation. The performance of the leaf spring directly determines
the repeatability, stiffness and isotropy of the probe. Because the beryllium bronze sheet used as an
elastic membrane has better repeatability and stiffness, it is a more suitable material for the fabrication
of patterned leaf springs. The flatness and edge uniformity of a leaf springs mainly affect the probe’s
repeatability. The higher the flatness and uniformity, the better the repeatability. The size precision
of a leaf springs mainly affects the probe’s stiffness and isotropy. According to the Equation (1) or
Equation (2) in Reference [3], we can obtain that the relative change of the stiffness or anisotropy is less
than 0.5% when the four V-shaped leaf spring’s width have an error of 10 μm. Therefore, the target
manufacturing accuracy of a leaf springs can be controlled in ±10 μm.

A common method for fabricating beryllium bronze leaf springs is wire-electrode discharge
machining (wire-EDM), which produces a better edge quality than laser cutting. However, we found
that wire-EDM still cannot satisfy the high-precision manufacturing requirements of a leaf spring
owing to the following disadvantages: (1) poor edge uniformity and a large offset, (2) processing heat
and anisotropic stress causing a deformation of the fabricated leaf spring, (3) difficulty in fabricating
leaf springs with complex patterns and (4) a high cost. Other methods can be used to process beryllium
bronze. For example, Liu et al. (2002) described a lithography technology for microstructure fabrication
and fabricated micro-capillaries and a micro-valve [6]. Tajiri et al. (2001) described an electrotyping
technology, which they used to develop a copper lining for RF (Radio frequency) cavity sputtering [7].
Schindler et al. (2001) summarized the fabrication of 3D micro-optical resist structures (e.g., micro-lens
arrays and blazed Fresnel lens structures) using hard optical and optoelectronic materials through
ion beam and plasma jet etching technology [8]. Finally, Bodeux et al. (2014) fabricated tetragonal
tungsten bronze using RF magnetron sputtering [9]. Although high precision and a small size can be
achieved through these methods, their practicality for the fabrication of leaf springs remains limited
owing to high costs, low efficiency and difficult operations.

Aiming at the shortcomings of above methods, a chemical etching method that can be used to
fabricate a beryllium-bronze based leaf spring was adopted for this study. This method is based on the
chemical reaction of copper (Cu) with sodium persulfate (Na2S2O8, 2017, Taishan Chemical Factory
Co., Ltd., Taishan, China). The advantages of this method include (1) high precision, (2) a lack of
thermal and stress deformations, (3) easy operation and the ability to fabricate complex leaf spring
patterns, (4) low energy consumption and (5) low cost. The results of a comparison of the different
manufacturing methods available are summarized in Table 1 [10–14].

Table 1. Comparison of different manufacturing methods.

Item Lithography Electrotyping Sputtering
Wire-Electrode Discharge

Machining (EDM)
Laser Cutting Chemical Etching

precision <10 nm ≤0.5 μm 10 nm 5–20 μm 50 μm <10 μm
deformation no non-uniform thickness no thermal and stress thermal and stress no

complex patterns easy easy easy difficult easy easy
equipment cost ($) 80,000+ 1500+ 15,000+ 1500+ 1500+ 150−

power (kW) 1–100 3–10 3–20 2–5 2–10 <0.6
operation very complex very complex very complex complex complex very simple

space usage (m2) >50 >50 >50 10–15 10–15 <5
production periodic >5 h >5 h >5 h <1 h <1 h ≤2 h

2. Principle and Process Flow

2.1. Principle

The grade of the beryllium bronze sheet used in this study is C17200. The beryllium bronze’s main
element is Cu, other gradient includes: beryllium (1.9–2.15%), cobalt (0.35–0.65%), nickel (0.2–0.25%),
silicon (<0.15%), iron (<0.15%) and aluminum (<0.15%). Cu can be corroded through a solution of
Na2S2O8. The chemical reaction equation is as follows:

Cu + Na2S2O8 = CuSO4+Na2SO4 (1)
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A beryllium bronze sheet is always used as the raw material of a leaf spring. A photoresist film
(negative photosensitive material) can be used to protect the beryllium bronze sheet from corroding.
The photoresist film used to cover a beryllium bronze sheet has to conform to the pattern of the
designed leaf springs in advance. Therefore, the part of a beryllium bronze sheet with a photoresist
film will be protected and maintained, whereas other parts will be etched off in a Na2S2O8 solution.
Thus, patterned leaf springs can be obtained.

2.2. Process Flow

The process flow of this method consists of eight steps, namely, the pattern design, mask printing,
pretreatment, pasting of photo-sensory membranes, exposure, development, etching and mold
unloading, the details of which are as follows.

(1) Pattern design.

According to the actual demand of a particular type of measuring equipment, it is necessary to
design the pattern of the leaf springs first and to then analyze and optimize the structural parameters
of the pattern. Li et al. (2014) designed a four V-shaped suspending leaf spring pattern (shown in
Figure 1) for their 3D contact-scanning probe [3,15].

 

Figure 1. Four V-shaped leaf springs.

(2) Mask printing.

A high-precision mask is required to copy the designed pattern onto the beryllium bronze sheet.
As a necessary intermediary, the precision of the mask directly determines the quality of the leaf
springs. A professional film-printer of greater than 600 × 600 dot per inch (DPI) was used to print the
pattern onto the unsmooth surface of a piece of film. When printing, a part of the pattern should be
transparent to allow ultraviolet light to pass through and the remaining part should be black. A printed
mask is shown in Figure 2.

(3) Pretreatment.

Beryllium bronze is oxidized when exposed in air for a long period of time and forms an oxidation
film on the surface. It is difficult for the oxidation film to be corroded by the solution of Na2S2O8.
Therefore, we have to clear the oxidation film using the following pretreatment procedures: select
a piece of beryllium bronze with an appropriate size, polish it on both sides using fine waterproof
abrasive paper (7000 #) with a grift size of far less than 0.5 μm and wipe off the powders produced on
the surface. We then need to place the polished beryllium bronze sheet into a solution (SanNy 3111,
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2017, Dunhua, Inc., Shenzhen, China) for approximately 30 s to clean the oxidation film thoroughly.
Finally, we need to rinse the beryllium bronze sheet using clean water and dry it. Images of an
original beryllium bronze sheet and polished (using SanNy 3111) and cleaned sheets, are shown in
Figure 3, respectively.

 

Figure 2. Printed mask.

  
(a) (b) (c) 

10 mm 10 mm 10 mm

Figure 3. Images of beryllium bronze sheet: (a) original, (b) polished, (c) and cleaned.

(4) Pasting photo-sensory membrane.

The photo-sensory membrane (No.2138, 2017, Hemera, Inc., Shenzhen, China) we used was
composed of a polyester, photoresist and polyethylene layers in sequence, as shown in Figure 4.
The polyester layer is used to support and protect the photosensitive layer from being diffused when
exposed to oxygen, which can destroy the light sensitivity of the photoresist. The polyethylene layer
is used to cover the other side of the photosensitive layer to prevent it from being polluted by dust
or other types of particles. The photoresist layer is the main body of the photosensitive membrane
and is mostly made of a negative photosensitive material. The polyethylene layer needs to be torn off
before attaching the photosensitive membrane onto the beryllium bronze sheet. The total thickness
of the polyester layer and photoresist layer is 38 μm. Both sides of the beryllium bronze sheet need
to be pasted with a photosensitive membrane and the photoresist layer should be attached to the
sheet evenly and tightly with no bubbles. To affix the photoresist to the beryllium bronze sheet
firmly, the beryllium bronze sheet with the photosensitive membrane needs to be pressed by two
flat glasses and heated by a hot air blower. Figure 5 shows a beryllium bronze sheet pasted using a
photo-sensory membrane.

(5) Exposure.

This process is used to place the prepared mask on the smooth surface of a beryllium bronze
sheet with a photosensitive membrane and to make sure that the side with the printed pattern of the
mask film is close to the beryllium bronze sheet. Both the beryllium bronze sheet and the mask film
are clamped using two flat glasses. The next step is to expose the beryllium bronze sheet to a 365 nm
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ultraviolet light from a lamp of 48 W for approximately 2.5 min on both sides. The ultraviolet light
can pass through the patterns of the mask film and solidify the photoresist. The color of the solidified
photoresist is dark blue. The dark blue pattern shown in Figure 6 is what we want to achieve.

Figure 4. Sketch of photo-sensory membrane.

 
10 mm

Figure 5. Beryllium bronze sheet with photo-sensory membrane.

 
Figure 6. Exposed photo-sensory membrane.

(6) Development.

The developer, whose main component is sodium carbonate (Na2CO3, 2017, Taishan Chemical
Factory Co., Ltd., Taishan, China), should be watered at a mass ratio of 1:100. The proper temperature
of the sodium carbonate solution should be 30–40 ◦C. First, we must tear the polyester film of the
exposed photo-sensory membrane off the beryllium bronze sheet and immerse it in the developer
solution and then lightly scrub the patterned side of the beryllium bronze sheet with a brush to remove
the unexposed photoresist. The final process is to rinse the beryllium bronze sheet using clean water
and dry it again.

499



Appl. Sci. 2018, 8, 1476

(7) Etching.

The developed beryllium bronze sheet is placed into a Na2S2O8 solution, the temperature of which
is controlled and maintained at a stable value by using a thermostat water bath until the uncovered
beryllium bronze is completely etched. Therefore, the leaf springs with a solidified photoresist
will appear.

(8) Mold unloading.

The solidified photoresist on the leaf springs should be dissolved during this step. A special
chemical for dissolving the solidified photoresist—the main component of which is sodium hydroxide
(concentration NaOH, 2017, Taishan Chemical Factory Co., Ltd., Taishan, China)—should be watered
at a mass ratio of 1:50 beforehand. The proper temperature of the sodium hydroxide solution is
approximately 50 ◦C. The unfinished leaf spring is then soaked in the chemical solution, where it
remains stable until the attached photoresists are cleared out, after which, the leaf spring is formed,
as shown in Figure 7.

 
Figure 7. Finished leaf springs.

In term of the operational steps, this method (method A) is similar to the conventional
photolithography (method B) [10]. However, there are essential differences between the two methods
in practical, which include: (1) Method B adopts complicated photoresist coating and soft bake process
to coat the photosensitive material on the wafer. Method A pastes the photo-sensory membrane
on the beryllium bronze sheet directly by manual. (2) Method B uses scanning projection exposure
method, which requires precision mechanical systems for assistance. Method A finish the exposure by
irradiating with ultraviolet rays directly. (3) Method B usually uses plasma or sputtering process to do
etching. Method A carries out the etching by sodium bicarbonate solution. (4) Method B has drying
and wetting methods to unload the mold. Method A unloads the mold by sodium hydroxide solution.

3. Process Parameter Optimization

3.1. Taguchi Experiments

The precision of a fabricated pattern on a leaf spring can be evaluated based on the roundness
of its circle or arc, the straightness of the lines and the offset of the position. The roundness and
straightness reflect formation errors of the pattern. An offset reflects a size error, such as the diameter,
width, or position. Many factors are related to these three indicators. However, we found that the
key processing parameters are the concentration and temperature of the etchant solution and the
exposure time based on analysis and experience. The concentration of the etchant solution directly
affects the etching speed and pH of the solution, thereby influencing the quality of the leaf spring.
The temperature of the etchant solution will also affect the etching speed. A lower temperature will
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slow down the reaction speed and a higher temperature will make the photoresist membrane fall
off. An inadequate exposure time cannot solidify the photoresist completely. Instead, it will result
in poor roundness or straightness and may even force the photo-sensory membrane to drop off.
An overly long exposure time will bring about difficulties in the development and mold unloading and
make the photoresist crisper. Therefore, proper experimental parameters are vital for us to fabricate
high-precision leaf springs.

The Taguchi method was usually employed to obtain the optimal process parameters in different
applications [16–20], which was also used in the present study. The roundness, straightness and
offset of the leaf springs are regarded as three responsive variables. The three control factors are the
concentration and temperature of the etchant solution and the exposure time. The levels of the control
factors, presented in Table 2, were determined experimentally.

Table 2. Control factors and their levels.

Level
Factor A Factor B Factor C

Concentration (Etchant: Water) Temperature (◦C) Time (min)

1 1:3 50 2
2 1:4 60 2.5
3 1:5 70 3

The orthogonal table of L9 (33) was used to design the test parameters. The parameters of each
factor were filled into the orthogonal table according to the rules, as presented in Table 3.

Table 3. Orthogonal table of L9 (33).

L9 Factor A Factor B Factor C

1 1 1 1
2 2 1 2
3 3 1 3
4 2 2 1
5 3 2 2
6 1 2 3
7 3 3 1
8 1 3 2
9 2 3 3

The signal-to-noise (S/N) ratio is applied in the Taguchi method as the quality characteristic of
choice. In the pursuit of smaller characteristics of the roundness, straightness and offset of the leaf
springs, a smaller-the-better (STB) type characteristic was used as the objective function (Equation (2))
in this experiment.

η = −10 log(
1
n

n

∑
i=1

yi
2) (2)

Here, η is the signal to noise ratio (S/N: dB), n indicates the experimental period and yi can be
the roundness, straightness, or offset of the leaf springs.

According to the experimental requirements of the orthogonal table, nine group experiments
manufacturing the leaf springs shown in Figure 1 were carried out and repeated five times for each
group. One of the holes on the leaf springs was selected to evaluate roundness. One of the branches on
the leaf springs was selected to evaluate straightness and offset. The selected hole and branch were
measured each time using an image profile projector (2011, MUMA200, 3DFamily, Inc., Nanjing China,
with a resolution of 1 μm). The mean values of the roundness, straightness and offset are shown in
Table 4. The values of η were also calculated and listed in Table 4.
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Table 4. Mean values of the response variable and its S/N ratio.

No. Average Roundness (μm) R Average Straightness (μm) S Average Offset (μm) O

1 70 −37.80 21 −26.93 15 −23.77
2 73 −37.38 57 −35.40 15 −22.16
3 54 −33.67 21 −27.39 6 −16.19
4 32 −31.08 29 −27.58 7 −15.16
5 54 −34.99 50 −34.74 12 −22.32
6 59 −35.66 40 −32.76 10 −20.87
7 41 −33.16 37 −31.65 9 −19.48
8 34 −30.49 29 −30.39 6 −16.26
9 44 −32.76 34 −30.81 10 −19.57

mean value 51.2 −34.11 35.3 −30.58 10.0 −19.53

3.2. Mean Value Analysis

To find the optimal combination of the minimum roundness, straightness and offset, the mean
values of the S/N ratio at the same level for each factor were calculated as shown in Tables 3 and 4.
For example, the mean S/N ratio for roundness at level 2 of factor A is calculated using

ηRA2 =
1
3
(ηR(2) + ηR(4) + ηR(9)) (3)

where R and A in the subscript denote the roundness and factor A, respectively. Factor A is set to level
2 only in experiments 2, 4 and 9. The mean S/N ratios for all levels of all factors can be obtained in a
similar way, as shown in Table 5.

Table 5. Mean values at the same level of each factor and variable.

Response Variables Level
Mean S/N Ratio

Factor A Factor B Factor C

roundness
1 −36.28 −34.01 −34.65
2 −33.91 −34.29 −33.74
3 −32.14 −34.03 −33.94

straightness
1 −29.91 −28.72 −30.03
2 −31.69 −33.51 −31.26
3 −30.95 −30.32 −31.26

offset
1 −20.71 −19.47 −20.30
2 −19.45 −20.25 −18.96
3 −18.72 −19.33 −19.33

According to the Taguchi principle, the maximum S/N ratio value should be considered when
determining the main levels and main factors. From Table 5, we can see that the combination of factor
levels (A3, B1, C2), (A1, B1, C1) and (A3, B3, C2) contribute to a minimization of the roundness,
straightness and offset, respectively. Using the optimal factor-level combination, three groups
experiments were conducted separately for the minimum roundness, straightness and offset, with each
group repeated five times. Table 6 shows the results.

Table 6. Measured results of three variables.

No. 1 2 3 4 5 Combination of Factor Levels

roundness (μm) 52 46 33 38 49 A3, B1, C2
straightness (μm) 22 15 30 16 22 A1, B1, C1

offset (μm) 9 10 8 10 9 A3, B3, C2
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Plugging the results shown in Table 6 into Equation (2), we can obtain the S/N ratio (η) of the
roundness, straightness and offset, shown in Table 7. The expectations of the S/N ratio (ηRO, ηSO and
ηOO) of the roundness, straightness and offset can be calculated as

ηRO = ηR + (ηRA3 + ηRB1 + ηRC2)− 3ηR (4)

ηSO = ηS + (ηSA1 + ηSB1 + ηSC1)− 3ηS (5)

ηOO = ηO + (ηOA3 + ηOB3 + ηOC2)− 3ηO (6)

where ηR, ηS and ηO are the mean values of the S/N ratio shown in Table 3. Here, the R, S and O subscripts
denote the roundness, straightness and offset, respectively. In addition, the A, B and C subscripts indicate
factors A, B and C, respectively and 1, 2 and 3 represent levels 1, 2 and 3. The relative error can also
be calculated using Equation (7). Both the expectations and relative errors are presented in Table 7.
From Table 7, we can see that all of the relative errors are less than 10%. Thus, the effectiveness of the
factor-level combinations obtained is verified.

ER =
|ηO − η|
|ηO| × 100% (7)

Table 7. S/N ratio and its relative error.

Item O Relative Error (%)

roundness −31.67 −33.05 4.36
straightness −26.95 −26.97 0.07

offset −17.95 −19.59 9.13

3.3. Variance Analysis

Three factor-level combinations aiming at roundness, straightness and offset were obtained
using a mean value analysis. We still need to calculate the contributions of each factor for the
roundness, straightness and offset through a variance analysis, so as to achieve the final optimal
process parameters. The variance (SS) for each variable and each control factor was calculated using
Equation (8). The variances and contributions of the control factor for each variable were shown in
Table 8.

SSVF = 3
3

∑
i=1

(ηVFi − ηV)

2

(8)

where V indicates a variable, which can be roundness, straightness, or offset; F indicates the factor,
which can be A, B, or C; i is the sequence number of the factor level; and ηV and ηVFi are as shown in
Tables 3 and 4, respectively.

Table 8. Contributions of the parameters.

Control Factors
Roundness Straightness Offset

SSR % SSS % SSO %

A 25.97 94.5 4.83 11.1 6.14 57.5
B 0.14 0.5 35.68 81.9 1.67 15.7
C 1.37 5.0 3.05 7.0 2.86 26.8

sum 27.48 100 43.56 100 10.67 100

From Table 8, we can see that the dominant control factor for roundness is factor A (concentration
of etchant solution), the dominant control factor for straightness is factor B (temperature of the etchant
solution) and the control factor’s order of importance for an offset is A, C and B in sequence. Combining
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the factor-level combinations above, we can see that the optimal process parameters are A3, B1 and
C2. In other words, the best mass ratio of etchant to water is 1:5, the best temperature of the etchant
solution is 50 ◦C and the best exposure time is 2 min and 30 s.

4. Experimental Results

4.1. Leaf Springs with Complex Pattern

Using the optimal process parameters obtained through Taguchi experiments, different leaf
springs with complex patterns were fabricated using the proposed chemical etching method, as shown
in Figure 8. The thinnest line width is less than 0.5 mm. The leaf springs are also very flat and smooth
without any warping or deformations. It is very difficult for wire-EDM to fabricate these complex leaf
springs with thin lines and many disconnected regions. First, the thinnest width of the line wire-EDM
that can be achieved is approximately 1 mm. A through-hole then needs to be drilled to allow a wire
to pass through when cutting a newly disconnected region using wire-EDM. The more disconnected
regions the leaf spring has, the longer the time, the higher the cost and the more energy consumption
required. Finally, warping and deformation of the sheet are inevitable owing to the step-by-step
process using.

 

Figure 8. Leaf springs with a complex pattern.

4.2. Quality Measurements of Leaf Springs

Using the optimal process parameters obtained through the Taguchi method, the four V-shaped
leaf spring Figure 1 shows was fabricated five times using an etching method. As a comparison,
the same leaf spring was also fabricated five times using the wire-EDM method [21]. The images
of a ring and line from the leaf springs fabricated using these two methods are shown in Figure 9.
Their roundness, straightness and offset were measured using a MUMA 200 (2011, 3DFamily, Inc.,
Nanjing China), the results of which are provided in Tables 9–11, respectively.
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(a) (b) 

 
(c) (d) 

Figure 9. A ring of a leaf spring using (a) wire-EDM, (b) etching and a line of a leaf spring using, (c)
wire-EDM and (d) etching.

Table 9. Results of error in roundness.

No. Etching (μm) Wire-EDM (μm) Difference (μm)

1 4 31 27
2 43 63 20
3 37 40 3
4 25 63 38
5 21 78 57

mean value 26.0 55.0 29.0

Table 10. Results of error in straightness.

No. Etching (μm) Wire-EDM (μm) Difference (μm)

1 27 45 18
2 36 76 40
3 20 49 29
4 16 88 72
5 35 76 41

mean value 26.8 66.8 40.0

Table 11. Results of error in offset.

No. Etching (μm) Wire-EDM (μm) Difference (μm)

1 7 17 10
2 6 15 9
3 4 19 15
4 4 23 19
5 7 20 13

mean value 5.6 18.8 13.2
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We can see from Figure 9 that the edge of the leaf spring developed using an etching process is
much smoother than that using wire-EDM. From the measured data in Tables 9–11, we can conclude
that the roundness, straightness and offset of the leaf springs achieved through etching are much better
than those achieved using wire-EDM.

The measurement uncertainty for the leaf springs is mainly composed of five parts. The first one
is the measurement repeatability which reflecting the contributions from random errors. The second
one is the indication error which reflecting the contributions from resolution, evaluation algorithm
and so on. The third one is the attitude error which reflecting the contributions from the different
attitudes of the leaf springs. The forth one is the alignment error. The fifth one is the contributions
from temperature and humidity which can be ignored when evaluating the form errors. One of the
holes, and a rectangle leaf from the manufactured leaf spring, shown in Figure 1 were measured
10 times, using the proposed method, in a standard measurement environment (u5 = 0). Table 12
shows the measurement results and standard uncertainties (u1). From Table 12, we can also see that
the manufacturing errors of both the diameter and the line width of the leaf springs shown in Figure 1
are less than 9 μm. The indication errors of the image profile projector we used were investigated
by measuring a calibration mask in different angles, the indication errors were shown in Table 13.
Considering that the maximum indication errors include the attitude errors, the uncertainties (u23)
contributed from indication errors and attitude errors have been obtained and shown in Table 13.
The uncertainties (u4) contributed by alignment errors can be neglected because telecentric lenses were
used in the image profile projector. Therefore, the measurement uncertainties shown in Table 14 have

been achieved using the Equation of U =
√

u2
1 + u2

23.

Table 12. Results of repeated measurement.

No. Diameter (mm) Line Width (mm) Roundness (μm) Straightness (μm) Offset (μm)

1 1.198 1.498 21 17 4
2 1.197 1.502 23 16 5
3 1.198 1.494 22 16 4
4 1.198 1.498 23 12 3
5 1.198 1.499 23 17 4
6 1.198 1.492 23 17 4
7 1.198 1.491 21 18 5
8 1.197 1.497 21 15 4
9 1.198 1.495 22 14 4

10 1.197 1.491 21 18 4
average 1.1977 1.496 22 16 4.1

standard deviation (u1) 0.0005 0.0035 0.9 1.8 0.5

Table 13. Results of indication errors in different attitudes.

Angle Diameter (μm) Line Width (μm) Roundness (μm) Straightness (μm) Offset (μm)

60◦ 1 2 1 1 1
120◦ 2 2 2 1 1
180◦ 2 1 2 2 1
240◦ 2 1 3 1 2
300◦ 1 3 1 2 1
360◦ 2 2 2 1 1

maximum value (�) 2 3 3 2 2
u23

(
= Δ/

√
3
)

1.2 1.7 1.7 1.2 1.2

Table 14. Results of measurement uncertainties.

Item Diameter Line Width Roundness Straightness Offset

U (μm) (k = 2) 2.6 7.8 3.8 4.3 2.6
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4.3. Leaf Spring Performance

Leaf spring is a key component of a micro/nano probe and determines the measurement precision
of the probe to a great extent. The leaf spring shown in Figure 1 was manufactured by chemical etching
method and applied to our probe [4]. Both the floating plate and the supporting ring connected to the
leaf spring have a dimensional tolerance of 0.1 μm. The assembling accuracy of the probe on the leaf
springs are controlled by the manufacturing accuracy since the symmetric design of the leaf spring
and its connected attachments. An experimental setup shown in Figure 10 were built and the probe
was tested. The probe was assembled in a frame of stand. A 2 mm × 2 mm square hole formed by four
0 grade gauge blocks with same horizontal sizes of 30 mm × 9 mm and thicknesses of 2 mm, 2 mm,
1.6 mm and 1.7 mm respectively, was used to contact the probe tip in lateral directions. As for the inner
surfaces of the square hole, two parallel surfaces of them are the reference planes of the gauge block
but the other two are not. Only the reference planes of the gauge block were used to contact the probe
tip in the experiment. Therefore, rotation for the probe is required when changing a contact direction
in horizontal. A round dial with an accuracy of 0.5 degree was equipped on the rotating shaft of the
probe, so as to index the rotated angle of the probe. A 2D linear stage was used to change the initial
position of the square hole manually. A high-precision 3D nano-positioning stage made by Physik
Instrumente (2013, PI, model P-561.3 CD with a repeatability of 2 nm and a distance of travel of 100 μm
in each direction, Germany) was used as a reference with an interval of 2 μm. 10 measurements were
repeated at each point. The results (X2 and Y2) were shown in Figure 11. From Figure 11, we can see
that the probe’s measurement standard deviation is about 16 nm.

 

Probe

Gauge blocks

2D linear stage

3D Physik Instrumente(PI) stage

30 mm

Figure 10. Photograph of the experimental setup.

In comparison, the same leaf spring was manufactured by wire-EDM, used in the same probe and
similar experiments were conducted by the same experimental setup. The results (X1 and Y1) were
also shown in Figure 11. In this case, the measurement standard deviation of the probe is about 30 nm.
Compared with the leaf springs fabricated by the proposed method, the ones fabricated by EDM have
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evident thermal deformation and poor edge uniformity, which cause an anisotropic and lead to worse
measurement standard deviation of the probe. The experimental results demonstrate that the chemical
etching method is a better choice in fabricating high-precision leaf springs for a micro/nano probe.

Using the leaf springs manufactured by wire-EDM(1) and etching(2)

The displacement of the PI stage (μm)

Figure 11. Results of the experiments.

5. Conclusions

A chemical etching method was proposed to fabricate the leaf springs for a CMM probe in this
paper. The optimal process parameters were obtained using the Taguchi method, which includes a
mass ratio of etchant to water of 1:5, temperature of the etchant solution of 50 ◦C and an exposure time
of 2 min and 30 s. Compared with the wire-EDM method, this method has the advantages of high
precision, no deformations, easy fabrication of complex patterns, low energy consumption, low cost
and easy operation. This manufacturing method can be used to fabricate different high-precision
springs for CMM probes and other types of measurement equipment.
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Abstract: Orthogonally splitting imaging pose sensor is a new sensor with two orthogonal line
array charge coupled devices (CCDs). Owing to its special structure, there are distortion correction
and imaging model problems during the calibration procedure. This paper proposes a calibration
method based on the general imaging model to solve these problems. The method introduces
Plücker Coordinate to describe the mapping relation between the image coordinate system and
the world coordinate system. This paper solves the mapping relation with radial basis function
interpolation and adaptively selecting control points with Kmeans clustering method to improve the
fitting accuracy. This paper determines the appropriate radial basis function and its shape parameter
by experiments. And these parameters are used to calibrate the orthogonally splitting imaging pose
sensor. According to the calibration result, the root mean square (RMS)of calibration dataset and the
RMS of test dataset are 0.048 mm and 0.049 mm. A comparative experiment is conducted between
the pinhole imaging model and the general imaging model. Experimental results show that the
calibration method based on general imaging model applies to the orthogonally splitting imaging
pose sensor. The calibration method requires only one image corresponding to the target in the world
coordinates and distortion correction is not required to be taken into account. Compared with the
calibration method based on the pinhole imaging model, the calibration procedure based on the
general imaging model is easier and accuracy is greater.

Keywords: orthogonally splitting imaging pose sensor; general imaging model; radial basis
function interpolation

1. Introduction

With the development of advanced industrial equipment intelligence and digitalization,
the demand for accurate pose measurement, which can measure a wide range of space targets, is
increasing. The visual pose measurement has the advantages of non-contact, simplicity, stability,
and moderate accuracy. It is widely used in aerospace, machine building, robot navigation and other
fields. At present, the visual sensors used in the visual pose measurement system include the area
array CCD and the line array CCD. Compared with the area array CCD, the line array CCD has
higher resolution and faster speed in vision measurement. But the line array CCD can only obtain a
one-dimensional image, so multiple line array CCDs are combined to realize the spatial measurement of
the target [1–3]. However, the target must be in the public view of all line array CCDs; the measurement
range is thus limited in a small range. In order to satisfy the measurement requirements of a wide
range, high precision and fast speed, the orthogonally splitting imaging pose sensor based on line
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array CCD is designed. The new sensor is composed of a special optical imaging system and dual line
array CCDs to simulate monocular measurement with an area array CCD. Compared with binocular or
trinocular vision measurements, the new sensor can solve the problems of small measurement range,
and has higher resolution to improve the accuracy of measurement.

The optical system of the pose sensor is composed of two parts: the imaging system and the beam
splitting system. Responsible for imaging a target point as a two-dimensional image, the imaging
system is composed of an aperture and spherical mirror group as an objective lens with a large field
of view. The beam splitting system is responsible for dividing the two dimensional image into two
one-dimensional images, which are received by the line array CCD in the corresponding direction.
It is composed of a beam splitting prism and two cylindrical mirror groups.

Owing to the special optical imaging structure, for the optical system of the orthogonally splitting
imaging pose sensor, there exists various types of distortion, such as the radial distortion caused by
wide field of view, one-way error caused by cylindrical lens, and linear and non-linear error caused
by assemble technology. These distortions will affect the geometry relationship between the target
and its image, and the ideal model of pinhole imaging model cannot properly describe the actual
optical imaging relationship. Normally calibration method based on pinhole imaging model ignores
tangential distortion and takes radial distortion into consideration. The main calibration methods
including Tsai two-step [4], Weng [5], and Zhang [6] requires at least two images corresponding to the
target in the world coordinates. But problems do exist with these approaches. Pupil aberration and
assembly error still exist. Tardif [7,8] proposed a rotational symmetry model to solve the problem of
pupil aberration, but they could not solve the problem of assembly error.

With the above mentioned analysis, this paper proposes a calibration method based on a general
imaging model [9–12] to calibrate the orthogonally splitting imaging pose sensor. General imaging
model is a black box model. It describes the mapping relation between the incoming light and the pixel
without considering distortion. Thus the model can apply to any optical imaging system. This paper
adopts continuous vector-valued functions to express the mapping relation solved by radial basis
function interpolation. And adaptively selected control points are selected by Kmeans clustering
method to improve fitting accuracy. The calibration method requires only one image corresponding to
the target in the world coordinates.

2. Materials and Methods

2.1. Mathematical Model

2.1.1. Imaging Principle of the Orthogonally Splitting Imaging Pose Sensor

The orthogonally splitting imaging pose sensor consists of a spherical mirror, a beam splitting
prism, cylindrical lens and line array CCDs as shown in Figure 1. The target point Pw(xw, yw, zw)
generate a two-dimensional image Pu (xu, yu) through the aperture diaphragm and spherical mirror.
Through the beam splitting prism, two same 2d images are generated. Horizontal and vertical
cylindrical lenses respectively compress the 2d images into 1d images, namely the X-direction image
and Y-direction image. According to optical property of cylindrical lens, the beams parallel to
the optical axis generate the image perpendicular to the generatrix direction. In order to realize
imaging with a wide range, line array CCD’s placement is parallel to the generatrix direction [13].
And horizontal and vertical line array CCDs receive the respective corresponding 1d image. Therefore,
a 2d image is transformed to two orthogonal 1d images. The X-direction and Y direction of the
line array CCDs respectively capture the image coordinate u and v. According to the two 1d image
coordinates, 2d image coordinate of the target point I (u,v) can be restored as shown in Figure 2.
Owing to the high resolution of the line array CCD, the 2d image has high resolution to improve the
measurement precision of the system.
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Figure 1. Structure of the orthogonally splitting imaging pose sensor.

 

Figure 2. 2d image coordinate of the target point I (u, v) can be restored by two 1d images.

2.1.2. Mapping Relation

In the general imaging model, the mapping relation between the target in a world coordinate
system and a pixel in the image coordinate system can be described as a straight incoming line,
as shown in Figure 3. Plücker coordinates can describe the incoming light with unique homogeneous
coordinates in a five-dimensional projective space [14], as shown in Equation (1).

The coordinates of two points are (x1, x2, x3) and (y1, y2, y3) in a three-dimensional space. The line
through the two points can be expressed by Plücker Coordinate as lij = xiyj − xjyi, x0 = y0 = 0
Rewritten in vector form as →

l = (l01, l02, l03, l23, l31, l12) (1)

Assuming the mapping relation is continuously changing, we can express the mapping relation
by a vector valued function f (x), which can be solved by radial basis function interpolation as shown
in Figure 3.
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Figure 3. General imaging model. PWi is the world coordinate of the target point. Ii is the image
coordinate corresponding to the target point. li is the mapping relation expressed by Plücker Coordinate.

2.1.3. Mathematical Model

Interpolation with radial basis function is used to solve the mapping relation. In order to guarantee
positive definiteness and invertibility of interpolation matrix, the interpolation formula is improved as
shown in Equation (2).

s(x) = a0 + aT
x x +

M

∑
i=1

wi∅(‖ x − ci ‖) (2)

In Equation (2) x represents an image coordinates Ii, wi, a0, ax are unknown parameters,
{ci}i = 1, · · · , M is a set of control points, ∅ is the radial basis function.

Rewriting Equation (2) in matrix form as

s(x) = ( ∅(x) p(x) )

(
w
a

)
(3)

In Equation (3), w and a are unknown parameters, ∅(x) is the radial basis function expressed
as ∅i(x) = ∅(‖ x − ci ‖), {ci}i = 1, · · · , M is a set of control points, p(x) is homogeneous image
coordinate expressed as p(x) = ( 1 u v ).

Supposing hwa =

(
w
a

)
, rewriting Equation (3) as

s(x) =
(

∅(x) p(x)
)

hwa (4)

Six independent interpolations based on radial basis function describe a vector-valued function
f (x) as shown in Equation (5)

f (x) = (s1(x), s2(x), s3(x), s4(x), s5(x), s6(x))T (5)

Replacing si(x) in Equation (5) by Equation (4)

f (x) =

⎛
⎜⎜⎝( φ(x) p(x)

)(
h(1)wa . . . h(6)wa

)
︸ ︷︷ ︸

Hcam

⎞
⎟⎟⎠

T

(6)

In Equation (6), Hcam is called camera matrix. Equation (6) can be simplified as Equation (7).
And the mathematical model of the mapping relation can be expressed as Equation (7).
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f (x) =
((

∅(x) p(x)
)

Hcam

)T
(7)

Based on the mathematical model, when the set of image points, the set of control points and
camera matrix are known, the vector valued function can be solved for a given radial basis function.
The set of image points and the set of control points can be gained by measuring, and camera matrix
can be gained by calibrating.

2.2. Calibration

2.2.1. Mathematical Derivation

According to the mathematical model, the target point in the world coordinate system and the
image in the image coordinate system should on the same line in Plücker coordinates.

According to the characteristics of the Plücker line [14], Equation (8) is satisfied if a point is on the
Plücker line. (

[w]x −I

0T wT

)
︸ ︷︷ ︸

Q(w)

f (x) = 0 (8)

Substituting Equation (7) for Equation (8), there will be Equation (9).

Q(w)
((

∅(x) p(x)
)

Hcam

)T
= 0 (9)

According to the nature of the transposed matrix (AB)T = BT AT , Equation (9) can be rewritten
as Equation (10). (

∅(x)T p(x)T
)

︸ ︷︷ ︸
r(x)

HcamQ(w)T = 0 (10)

In Equation (10), {wi} i = 1, · · · , N is the world coordinates set of target points, {xi} i = 1, · · · , N
is the image coordinates set of images.

According to the Kronecker product, Equation (10) is rewritten as Equation (11).

[Q(w)⊗ r(x)]vec(Hcam) = 0 (11)

From the above equation, it can be concluded that if the image coordinates x and the world
coordinates w are known, the camera matrix can be solved. If the image coordinates and world
coordinates of N points are known, the above equation can be rewritten as Equation (12).

Mvec(Hcam) = 0 (12)

M =

⎛
⎜⎝

Q(w1)
⊗

r(x1)
...

Q(wN)
⊗

r(xN)

⎞
⎟⎠ (13)

In order to exclude non-zero solutions, add constraints ‖ vec(Hcam) ‖= 1. Then the problem of
solving the camera matrix is transformed into solving the least squares solution [15] of the homogeneous
equations. Find out vec(Hcam) to gain the minimum value of ‖ Mvec(Hcam) ‖. According to the singular
value decomposition method, the matrix M can be expressed as M = UDTV, so vec(Hcam) is the last
column of matrix V based on derivation. Hence, if data set {xi → wi}i = 1, · · · , N is known, the camera
matrix Hcam can be solved out.
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2.2.2. Experimental Apparatus

The experimental apparatus consists of a target, a peripheral component interconnect (PCI)
controller (independent research and development) of the target, a motorized stage, a mechanical
controller of the motorized stage, and an orthogonally splitting imaging pose sensor. Among them,
the PCI controller of the target controls the LEDs, which are lightened up at different times,
and the mechanical controller of the motorized stage controls the movement of the motorized stage.
The experimental apparatus is shown in Figure 4. The main apparatus parameters are shown in the
Table 1.

 

Figure 4. Experimental apparatus.

Table 1. Apparatus parameters.

Apparatus Parameters

LED The power is 1 W, the working current is 350 mA, and the working voltage is 3 ~3.8 V

Line array CCD Resolution is 12,288 pixels, pixel size is 5 μm, mechanics is 76 × 76 × 56 mm3

Motorized stage
Ball screw drive mode, the guide rail adopts linear bearing, the resolution under the
8 subdivision is 2.5 μm, the maximum speed is 40 mm/s, and the repeated positioning
accuracy is less than 5 μm

2.2.3. Data Acquisition Method

The data set is composed of N points’ image coordinates xi and N points’ world coordinates
wi, {xi → wi}i = 1, · · · , N. The image coordinate of each point on the target can be measured by
orthogonally splitting the imaging pose sensor and its numerical unit is pixel. The corresponding
world coordinate can be acquired based on the distribution of points on the target. As shown in
Figure 4, the horizontal distance between every two points is 60 mm, and the vertical distance between
every two points is 60 mm. The point lying on the upper left corner of the target is set as the origin
of the world coordinate system, then the x and y values of the world coordinate can be calculated.
When setting the pose sensors in the initial position, the z value of the world coordinate is 0. On the
motorized stage the pose sensor is driven to move away from the target for a distance of 20 mm,
and the z value of the world coordinate is 20 mm. In this way the three-dimensional world coordinate
can be obtained.
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2.2.4. Calibration Procedure

Step one: Choose the appropriate radial basis function. Because radial basis function interpolation
with shape parameters is better, this paper uses Multi-Quadric function (MQ function) with

φ(r) = (r2 + β2)
1/2 and Gaussian function with φ(r) = e

− r2

β2 as the radial basis function to calibrate
the camera, and β is the shape parameter.

Step two: The control points are adaptively selected based on the given data set using the Kmeans
clustering method [16]. The radial basis function is an interpolation method of high-dimensional
scattered data. The approximation and stability of the function are closely related to the distribution
of control points. Therefore, the selection of control points is a very important part of the calibration
method and directly affects the measurement accuracy. Thus the control points selected by Kmeans
clustering method can represent the distribution characteristics of the data set.

Step three: Coordinate normalization. The radial basis functions chosen in this paper have shape
parameters, and the choice of shape parameters depends on the distribution of the points in the
coordinate system. In order to avoid the influence of the scale factor of the optical imaging system in
terms of the coordinate values, the image coordinate and the world coordinate of each point must be
normalized. The normalized data set is used for subsequent steps.

(1) Normalization of the image coordinate. According to the affine transformation, the image
coordinates xi i = 1, · · · , N are normalized by ui = τ−1(Axi + α). τ, A, and α are normalized
parameters which can be solved by Choleski decomposition method.

(2) Normalization of the world coordinate. According to the affine transformation, the world
coordinates wi i = 1, · · · , N are normalized by qi = ρ−1(Bwi + b). ρ, B and b are normalized
parameters which can be solved by Choleski decomposition method.

Step four: Solve camera matrix Hcam. Calculate the calibration matrix M according to Equation (12),
and then use the singular value decomposition method to solve the camera matrix Hcam.

Step five: Put the image coordinate x of any point and the solved camera matrix Hcam in Equation (7),
the corresponding line coordinate can be fitted. Since the normalized coordinate values will change the
coordinate values of the line space, the line coordinate obtained by using the interpolation should be
converted to the original values according to Equation (14).

l(2) =

(
B 0

ρ−1[b]xB ρ−1det(B)B−T

)
l(1) (14)

Step six: Repeat the fifth step until the line coordinate values of all points in the data set are fitted.

3. Results

3.1. Data Acquisition

Because of the experimental need, the calibration data set, control points set, and the test data set
are acquired. The calibration data set is used to calibrate the pose sensor, and the control points set is
selected from the calibration data set for calculating the radial basis function interpolation. The test
data set is used to verify the accuracy of the calibration results.

3.1.1. Calibration Data Set Acquisition and Control Points Set Selection

According to the data acquisition method mentioned in Section 2.2.2, the calibration data set
containing 358 points is acquired and the result is shown in Figure 5.

According to the Kmeans clustering method mentioned in Section 2.2.4, 179 control points are
adaptively selected from the calibration data set. The selection results of control points set is shown in
Figure 6.
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(a) 

 
(b) 

Figure 5. Calibration data set. (a) is the world coordinate of the calibration dataset. (b) is the image
coordinate of the calibration dataset.

Figure 6. The selection results of control points set.
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3.1.2. Test Data Set Acquisition

The acquisition method of test data set is the same as the acquisition method of the calibration set.
The test data set containing 364 points is acquired and the result is shown in Figure 7. It is important
that the test data set does not overlap with calibration data set.

 
(a) 

(b) 

Figure 7. Test data set (a) is the world coordinate of the test dataset. (b) is the image coordinate of the
test dataset.

3.2. Parameter Experiment

According to the calibration procedure proposed in Section 2.2.4, two different radial basis
functions and different shape parameters are used to perform the interpolation. The calibration results
are applied to the fitting calculation respectively for error evaluation of the calibration data and the test
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data. The error evaluation is represented by the distance from the target point in the world coordinate
system to the fitted Plücker line. The error evaluation is shown in Figure 8.

 
(a) 

 
(b) 

Figure 8. Analysis of different radial basis function interpolation and fitting accuracy with different
shape parameters. (a) is the root mean square (RMS) calculated by using different shape parameters
with different Multi-Quadric function (MQ function). (b) is the RMS calculated by using different
shape parameters with different Gaussian function.

As can be seen from Figure 8, for the orthogonally splitting imaging pose sensor, when the
MQ function is used as the radial basis function, the RMS of the calibration data set is similar to
the RMS of the test data set. And when the Gaussian function is used as the radial basis function,
the calibration result has a large difference between the calibration data set and the test data set.
Therefore, the calibration accuracy of the MQ function is higher than the one of the Gaussian function.

From the experimental data, the shape parameters with the minimum difference between RMS of
the test data set and RMS of the calibration data set are selected to calibrate the orthogonally splitting
imaging pose sensor.
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3.3. Calibration and Test

According to the selected shape parameter, the RMS of the calibration data set and test data set is
shown in Table 2. It can be seen from the experimental results that the calibration method based on the
general imaging model can meet the calibration requirements of the orthogonally splitting imaging
pose sensor. And the MQ function is more suitable as an interpolation function.

Table 2. Error valuation of calibration dataset and test dataset.

Calibration Dataset RMS (mm) Test Dataset RMS (mm)

MQ function 0.048 0.049
Gaussian function 0.0778 0.0784

3.4. Comparison Experiment

The calibration method based on the general imaging model proposed in this paper and the
calibration method based on the pinhole imaging model are applied to the orthogonally splitting
imaging pose sensor, and the results of error valuation are compared.

The calibration method based on the general imaging model selects the MQ function and its shape
parameter is selected according to the parameter experiment.

Since the pinhole imaging model is an ideal model and the pose sensor has a large distortion,
the distortion correction is performed first, and then the Tsai two-step method is used for calibration.
The first step uses a linear iterative optimization algorithm to calculate the initial values of the
external parameters of the camera. The second step uses the optimization method to solve the
internal parameters nonlinearly and further optimizes the external parameters. At last solve the world
coordinate using parameters and calculate the RMS

The experimental results are shown in Table 3. It can be seen that the calibration accuracy based on
the general imaging model is higher than the calibration accuracy based on the pinhole imaging model.

Table 3. Error valuation of general imaging model and pinhole imaging model.

General Imaging Model Pinhole Imaging Model

RMS (mm) 0.048 0.061

4. Discussion

The orthogonally splitting imaging pose sensor owns an autonomously designed optical imaging
structure with assembly errors and various nonlinear and linear distortions. On the contrary,
the pinhole imaging model cannot accurately describe the special optical imaging system. This paper
proposes a calibration method based on general imaging models. The general imaging model
introduces the Plücker coordinate to represent the mapping relationship between the world coordinate
and the image coordinate and distortion does not need to be considered. It only cares about the
mapping relationship between the incoming light and the pixel, and is suitable for the modeling
of various optical systems. The method uses radial basis function interpolation to fit the mapping
relationship between target points in the world coordinate system and image points in the image
coordinate system. The calibration data requires that each target point in the world coordinate system
only needs one corresponding image in the image coordinate system. Because the distribution of
control points will affect the accuracy of radial basis function interpolation, this paper adopts Kmeans
clustering method to adaptively select the control points set, which effectively improves the fitting
accuracy. This paper uses the calibration method based on the general imaging model for the calibration
of the orthogonally splitting imaging pose sensor. Through experiments, the appropriate radial basis
function and its shape parameters are selected. The experimental results show that the MQ function
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is more suitable for the orthogonally splitting imaging pose sensor as a radial basis function, RMS
of calibration data set and RMS of test data set are 0.048 mm and 0.049 mm. Compared with the
calibration method based on the pinhole imaging model, the calibration accuracy of the calibration
method based on the general imaging model is higher. Therefore, the calibration method based on
the general imaging model proposed in this paper is suitable for the calibration of the orthogonally
splitting pose sensor. In the future, the calibration method based on the general imaging model can be
applied to more types of optical imaging systems, and correspondingly interpolation methods should
be explored to improve calibration accuracy. The application of the calibration method can be verified
through more calibration experiments and test experiments.
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Abstract: In this paper, a new non-contact and real-time measurement system for Kolsky bars is
presented. This system uses two sets of temporal speckle interferometry in-plane displacement
measurement devices to replace two strain gauges of conventional Kolsky bars. The in-plane
displacement measurement of the Kolsky bar is mainly intended to provide a new test method
for the dynamic mechanical properties of small-size material samples with diameters below 2 mm.
This method is non-contact, does not require any intermediate medium, and can make the Kolsky
bar applicable to characterizing the dynamic mechanical properties of materials under higher strain
rates and smaller size conditions. The measuring devices and principles are described. In addition,
a preliminary experiment is carried out to demonstrate the performance of this new device.

Keywords: Kolsky bar; speckle; in-plane displacement measurement; wavelet transform; dynamic
mechanical properties

1. Introduction

In the fields of aviation, aerospace, packaging, transportation, and other areas of military and
civil engineering, the materials used will encounter stress events such as explosions, rapid collision,
and other impact load. It is of great practical significance to study the dynamic mechanical properties
of materials under high strain rate conditions for engineering design and application. The Kolsky bar
(also known as Split Hopkinson Pressure Bar) apparatus is the most popular and convenient system
for characterizing the high strain-rate behaviors of materials [1].

The typical Kolsky bar is using two strain gages that past on the incident bar and transmitter
bar to measure the dynamic mechanical properties of a material under high strain rate conditions.
This method requires good adhesion between the bar and the strain gauge. Apart from this,
the measurement accuracy that the conventional Kolsky bar provides is limited. The support of
real-time and high-accuracy dynamic mechanical properties of materials under high strain rate
conditions is required with the rapid development of industry, especially for the machinery defense
industries. For example, it is useful to employ bars with diameters of only a few millimeters for testing
at higher strain-rates. However, traditional strain-gauge measurements of the longitudinal waves
within the bars become impractical at these sizes, because the strain gauge and the bar cannot be
reliably connected when the diameter of the bar is less than 3 mm [2].

Avinadav and Ashuach proposed the application of a fiber-based velocity interferometry
measurement method to directly measure the actual velocities of the bars. The two fiber lasers
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are irradiated onto the bars at a small angle, and then the Doppler-shifted light carrying the optical
information is collected [3]. The dynamic stress–strain curves of the material are obtained from the
measured velocity information by short-time Fourier transform and phase-based analysis. However,
because the Kolsky bar is characterized by rapidly changing velocities, their system contains a 3 × 3
single-mode fiber coupler to create three interferometric singles which are 120◦ out of phase relative to
each other [4,5]. For a single velocity trace, it is necessary to manually choose the transition points
between high and low velocity.

Casem and Grunschel proposed a method to permit wave separation of a Kolsky bar. The particle
velocity at each strain gauge position is measured with PDV. This method can measure the strain of
the scattered wave train present on each bar, which can extend the test time of the experiment so that
more types of loads can be loaded into the specimen [6]. However, the data obtained by measuring
the particle velocity with PDV will contain a significant bending wave component due to the errors
introduced by the leading of wire motion. In order to account for bending, it is necessary to multiple
the PDV measurements at each gauge position.

Casem and Zellner proposed TDI (transverse displacement interferometer) and NDI (normal
displacement interferometer) for application to Kolsky bars. TDI is used to measure the displacement
of the mid-point of the incident bar and provide measurements of the incident and reflected pulses.
Similarly, NDI is used to measure the displacement of the free-end of the transmitter bar and provide
a measurement of the transmitted pulse [7]. However, it is necessary to install a diffraction grating
in the middle of the incident bar when measuring the incident pulse and the reflected pulse by TDI.
The machining precision of the diffraction grating and the quality of the paste with the incident bar
will have significant influence on the measurement accuracy of the whole experiment.

Fu and Tang used a fiber micro-displacement interferometer system for any reflector to directly
measure the actual velocities of the bars. The main feature of this method was that the interfacial
velocity profiles between the bars and specimen were determined instead of the reflected and
transmitted strain pulse in the middle of bars [8]. However, before the experiment, the shutters
must be designed with reflector slices, and the reflector slices must be fixed to the front and back ends
of the specimen.

In this paper, we apply temporal speckle interferometry in-plane displacement measurement to
a Kolsky bar. This method uses two sets of time-domain speckle interference in-plane displacement
measurement devices to replace the strain gauges of a conventional Kolsky bar. Moreover, the wavelet
transform, which is believed to be more suitable to process the non-stationary signal than the Fourier
transform [9], is used to extract the dynamic mechanical properties of the measured specimen. This new
method does not require any intermediate media, nor the pasting of devices, and has the advantages of
being non-contact, real-time, and more reliable. Furthermore, the Kolsky bar can measure the dynamic
mechanical properties of small specimens under higher strain rate conditions in this method. To the
best of our knowledge, no such system has yet been presented.

2. Principles

2.1. Principle of the Kolsky Bar Based on the Velocity Method

As shown in Figure 1, a typical Kolsky bar includes a striker bar, incident bar, transmitter bar,
specimen, and strain gauge 1 and strain gauge 2 which are pasted at XA of the incident bar and XB of
the transmitter bar, respectively.

Striker bar Incident bar Transmitter bar

Strain gauge 1 Specimen Strain gauge 2

XA XB

Figure 1. A typical Kolsky bar.
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Before the measurement, the specimen is placed between the incident bar and transmitter bar.
Using a hammer or other tools, the strike bar is driven so that it hits the incident bar at a certain speed,
thereby generating an incident wave. The specimen is deformed at high speed under the loading of
the incident wave, propagates the reflected wave into the incident bar, and propagates the transmitted
wave into the transmitter bar. The incident wave and the reflected wave are recorded by strain gauge
1, and the transmitted wave is recorded by strain gauge 2. The dynamic mechanical properties of the
specimen can be solved from the records of these waves by theoretical calculation.

If the length of the strike bar is L0, the impact velocity is ν, then its duration TM is:

TM =
2L0

C0
(1)

The magnitude of the incident pulse is:

AM =
ρ0C0ν

2
(2)

where ρ0 is the density of the bars. C0 is the longitudinal speed of wave in the bar, and can be
expressed as:

C0 =

(
E0

ρ0

)1/2
(3)

where E0 is the elastic modulus of the bars.
If the four parameters include stress σ(X1, t) and σ(X2, t), particle velocity ν(X1, t) and ν(X2, t)

can be measured, then the dynamic mechanical properties of the specimen can be calculated according
to Formula (4)–(6).

σ(t) =
A0

2AS
[σ(X1, t) + σ(X2, t)] =

A0

2AS
[σI(X1, t) + σR(X1, t) + σT(X2, t)] (4)

.
ε (t) =

ν(X2, t)− ν(X1, t)
LS

=
νT(X2, t)− νI(X1, t)− νR(X1, t)

LS
(5)

ε(t) =
∫ t

0

.
ε (t)dt =

1
LS

∫ t

0
[νT(X2, t)− νI(X1, t)− νR(X1, t)]dt (6)

where σ(t) is stress,
.
ε (t) is strain rate, ε(t) is strain. LS is the length of the specimen. A0 and AS

are the cross-sectional area of the bar and specimen, respectively. σI(X1, t) is incident wave, σR(X1, t)
is reflected wave, and σT(X2, t) is transmitted wave. νI(X1, t), νR(X1, t) and νT(X2, t) are incident
velocities, reflected velocities, and transmitted velocities, respectively.

According to the assumption, both the one-dimensional stress waves of the bar and the short
specimen strain are evenly distributed over its length, and the three waves have the following
relationship:

ε I + εR = εT (7)

where ε I , εR and εT is strain corresponding with incident pulse, reflected pulse, and transmitted
pulse, respectively.

Moreover, there is a linearly proportional relationship between strain, stress, and particle
velocity [10] in the elastic region of the Kolsky bar:

σ(X1, t) = σI(X1, t) + σR(X1, t) = E0[ε I(X1, t) + εR(X1, t)] (8)

σ(X2, t) = σT(X2, t) = E0εT(X2, t) (9)

ν(X1, t) = νI(X1, t) + νR(X1, t) = C0[ε I(X1, t) + εR(X1, t)] (10)

ν(X2, t) = νT(X2, t) = C0εT(X2, t) (11)
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In summary, the stress, strain, and strain rate of the specimen can be expressed [11] as follows:

σ(t) =
E0

C0

A0

AS
νT(t) (12)

ε(t) = − 2
LS

∫ t

0
νR(t)dt (13)

.
ε (t) = − 2

LS
νR(t) (14)

where νT and νR are transmitted and reflected velocities as measured, respectively.

2.2. Principle of Temporal Speckle Interferometry In-Plane Measurement

The principle of the in-plane displacement measurement used in this article is shown in Figure 2.
When the object moves in the z-direction, the optical paths of both the reflected light and transmitted
light change consistently [12]. Therefore, the speckle remains unchanged.

 

Laser Spatial filter

Beam splitter

Reflector

Computer

Object

Point detectors

Reflector

α α

Figure 2. The optical path of in-plane displacement measurement.

When the object moves the y-direction, one of the optical path increases Δy(x, z, t)sinα and the
other reduces Δy(x, z, t)sinα. Therefore, the optical path difference is as follows:

δ = 2Δy(x, z, t)sinα (15)

The phase change of the reflected light and the transmitted light is:

Δϕr =
2π

λ
δ =

4π

λ
Δy(x, z, t)sinα (16)

where λ is the wavelength. α is the incident angle. Before the motion of the object, the intensity
function of the speckle is:

I(x, y, t) = I0(x, y){1 + Vcos[Φ0(x, y)]} (17)
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where I0 is the average intensity of the interference field. V is the modulation visibility. Φ0(x, y) is
the initial phase. Hence, after the motion of the object, the intensity function of the speckle is:

I(x, y, t) = I0(x, y){1 + Vcos[Φ0(x, y)]± 4πΔy(x, z, t)sinα/λ} (18)

where ± is the direction of the object movement.

2.3. Principle of a Kolsky Bar Based on Temporal Speckle Interferometry

As showing in Figure 3, a Kolsky bar based on in-plane displacement measurement combines
two sets of in-plane displacement measuring systems and a Kolsky bar. The beam emitted from the
laser is expanded and filtered by the spatial filter, and then the incident light is divided into two beams
by the beam splitter. Both of them illuminate the surface of the incident bar or transmitter bar at the
same angle. The back-scattered beams from the surface of the incident bar or transmitter bar form
a speckle. The intensity of the speckle will change if the surface moves in the y-direction, which is
captured by the detectors. The collected information is converted into a series of voltage values by
the data acquisition device. By processing these voltage data with the wavelet transform and the
phase unwrapping algorithm, the displacement of the incident bar or transmitter bar can be obtained
according to the following formula,

Δx(t) =
λΔΦ(t)
4πsin α

(19)

where ΔΦ(t) is a continuous phase based on time variation.

1
2

3 4

5 6
7

891011

12

1314

15
17

16

18

20 21 22 23 24

19
25

Figure 3. Principle of a Kolsky bar based on in-plane measurement; 1 and 8 are lasers; 2 and 9 are
spatial filters; 3 and 10 are beam splitters; 4, 5, 11, and 12 are reflectors; 6 and 13 are detectors; 7 and 14
are computers; 15 is an oscilloscope; 16 and 17 are optical fibers; 18 and 19 are fiber detectors; 20 is the
striker bar; 21 is the guide; 22 is the incident bar; 23 is the specimen; 24 is the transmitter bar; 25 is the
support frame.

The velocity record is derived from the derivative of the displacement after Gaussian fitting.
Therefore, the stress, strain, and strain rate of the specimen can be calculated according to the
Formulae (12)–(14).
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2.4. Signal Processing Procedure

Wavelet transform (WT) is a new transformation analysis method. WT inherits and develops
the thought of short-time Fourier transformed localization, while overcoming shortcomings such
as the window size not changing with frequency. It can automatically adapt to the requirements of
time-frequency signal analysis and can focus on any detail of the signal to solve the difficult problem
of the Fourier transform. It is the ideal tool for signal time-frequency analysis and processing.

The continuous wavelet coefficient [13] can be expressed as

Wf (m, n) = |m|−1/2
∫

f (x)ψ∗
(

x − n
m

)
dx (20)

where m is the scale parameter, n is the shift parameter, f (x) is the signal to be analyzed, ψ(x) is the
mother wavelet, and ψ∗(x − n)/m is its conjugate function. The amplitude of Wf (m, n) is positively
correlated with the similarity of the mother wavelet and the signal [14]. In this paper, Gaussian wavelet
is chosen as the mother wavelet.

The amplitudes of the light field are given by the expressions,

A(m, n) =

√{
Im
[
Wf (m, n)

]}2
+
{

Re
[
Wf (m, n)

]}2
(21)

where Im
[
Wf (m, n)

]
is the imaginary part of Wf (m, n), Re

[
Wf (m, n)

]
is the real part of Wf (m, n).

Hence, the phase is retrieved from the following equation:

Φ(m, n) = tan−1

⎧⎨
⎩

Im
[
Wf (m, n)

]
Re
[
Wf (m, n)

]
⎫⎬
⎭ (22)

Then, through phase unwrapping, the deformation information of the measured object is
obtained [15]. According to Equation (19), the object displacements can be obtained. The whole
signal processing flowchart is shown in Figure 4.

Drive the striker bar

Speckle data acquisition in time sequence

Phase extraction via wavelet transform

Displacement information acquisition

Obtain velocity via numerical differentiation, 
calculate the dynamic mechanical properties of 

the specimen

Phase unwrapping

Figure 4. Signal processing flowchart.
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3. Experiment and Results

The Kolsky bar based on in-plane displacement measurement is mainly intended to provide a
new test method for the dynamic mechanical properties of small-size material samples. Therefore, the
Kolsky bar is only 2 mm in diameter in the measurement system. A physical map of the guide, striker
bar, incident bar, transmitter bar, and the sample is shown in Figure 5, and their sizes are shown in
Table 1.

 

Incident bar Guide

Striker bar

Samples

Transmitter bar

Figure 5. Physical map of each component in Kolsky bar.

Table 1. The size of each component in Kolsky bar.

Part Name Diameter (mm) Length (mm)

Striker bar 2 30
Incident bar 2 200

Transmitter bar 2 200
Sample 1.5 0.75
Guide 3 50

3.1. Verification Experiment of In-Plane Displacement Measurement Capability

According to Equations (12)–(14), the dynamic mechanical properties of the specimen depend
on the velocity of the incident and transmitter bars, and the velocity is obtained by the displacement
of the two bars after numerical differentiation, therefore, it is necessary to verify the displacement
measurement capability of the constructed optical path. In other words, if the measurement accuracy
of displacement can be guaranteed, then the dynamic mechanical properties of the sample can be
considered accurate.

The verification experiment setup is shown in Figure 6. A single longitudinal mode green laser
with a wavelength of 532 nm was used as the light source. The coherence length of the laser is greater
than 50 m, and the beam diameter at the aperture is less than 1.5 mm. The detector (MER-030-120UC)
is a color GigE Vision CCD camera (IMAVISION Company, Beijing, China) with a resolution of
656 × 492 pixels. The pixel size is 5.6 μm × 5.6 μm, and the numerical aperture NA of camera lens
is 0.052 in the image plane, which gives a speckle size in the image plane of 6.1 μm according to
Formula (23) [16],

σ =
1.2λ

2NA
(23)
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Figure 6. Verification experiment setup: 1 and 18 are green lasers; 2 and 16 are beam lifters; 3 and 17
are spatial filters; 4 and 13 are beam splitters; 5 is a grating ruler; 6, 9, 11, and 15 are reflectors; 7 and 14
are CCD; 8 is the trigger device; 10 is the translation stage; 12 is an oscilloscope; 19 is the SHPB device.

The translation stage (Thorlabs, NJ, USA) consists of the MAX302(/M) 3-Axis NanoMax
Flexure Stage and three DRV3 Differential Micrometers, with a calculated fine resolution of 100 nm.
The accuracy of the grating ruler is 0.1 μm.

What needs to be emphasized here is that since the entire measurement is based on the speckle,
it is necessary to determine whether the optical path that we have built can form speckle interference
fringes. Since the diameter of the Kolsky bar we used here is very small, the speckle interference
fringes of both the incident and transmitter bar cannot be observed directly even if it does exist, two
iron plates of dimensions 40 mm × 30 mm × 2 mm were installed in the incident and transmitter bars
to verify the optical path. In Figure 7, the left part is the original structure of the experimental setup,
the incident bar and the transmitter bar are placed on the support base. The right part of the figure
is the structure using two iron plates to replace the incident and the transmitter bars to verify the
existence of speckle interference fringes. The iron plate is fixed to the support base by two screws.
In the measurement process, applying a force along the x-direction to the iron plate, the surface of
the iron plate will have a slight deformation in the x-direction. The CCD camera will record the
entire process of the iron plate before and after the deformation. If clear speckle interference fringes
can be seen from the processed image, it is proved that the optical path to be debugged meets the
measurement conditions. It is noteworthy that the position of the spot on the iron plate is the same as
the position on the incident and transmitter bars; this condition has been achieved when designing the
support base structure of the Kolsky bar. This ensures that the replacement between the iron plate and
the bar is only for more convenient observation of the existence of speckle interference fringes, it is not
related to the accuracy of the system displacement measurement capability, nor the robust position of
the measuring beams.

The observation result of the speckle interference fringes is shown in Figure 8. The grey-scale maps
of fringes in the incident and the transmitter bars can be observed by real-time subtraction. From this
we can prove that the measurement light path meets the speckle interference measurement conditions.

After the speckle verification is completed, we replaced the iron plate with the incident
and transmitter bars continue to verify the in-plane displacement measurement capability of the
measurement system.

To accurately test the in-plane displacement measurement capability of the measuring system, the
verification experiment was performed without a sample and the striker bar was driven with a very
low velocity of a few microns per second. The translation stages push the striker bar at a slow velocity
so that it strikes the incident bar at a certain velocity. The intensities of the speckles on the incident bar
and transmitter bar are changed in the time domain. These changes are collected by the CCD camera.
The frame rate of the CCD camera is 120 frames/s. The whole measuring time is five seconds and
an arbitrary point on the position of incident bar and transmitter bar is chosen as the test point, the

530



Appl. Sci. 2018, 8, 808

region of interest which is chosen arbitrarily is shown in Figure 9. At the same time, the grating ruler
at the end of the transmitter bar will record the final displacement of the bar as a standard to verify the
in-plane displacement detection capability of the test system.

 
(a) (b) 

Transmitter bar Iron plateIncident bar 

Figure 7. Iron plate instead of incident bar and transmitter bar: (a) Original structure; (b) Replacement
structure.

  
(a) (b) 

Figure 8. Speckle verification results from the position of incident bar and the transmitter bar:
(a) Speckle on the incident bar; (b) Speckle on the transmitter bar.

(a)

Point 1 (141,293) Point 2 (480,293)

Point 3 (141,320) Point 4 (480,320)
A1

A2

A3 A4

A5

Point 1 (156,273)

Point 3 (156,302)

Point 2 (502,273)

Point 4 (502,302)

(b)
B1 B2

B3 B4

B5

Figure 9. The region of interest: (a) incident bar; (b) transmitter bar.
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In the verification experiment, the incident angle of the incident and transmitter bars is 70 degrees
and 72.5 degrees, respectively. The actual displacement of the grating ruler is 7.7 μm, and the actual
average velocity of the bar is 1.54 μm/s.

The displacement of the incident bar obtained by the CCD camera is shown in Figure 10. As can
be seen from the figure, the displacement processed by our algorithm is 7.68 μm and the average
velocity is 1.536 μm/s. Therefore, the measured error of displacement is 0.02 μm and the measured
error of velocity is 0.004 μm/s. The relative error of displacement and velocity are both 0.26%.

(a) (b)

(c) (d)

Figure 10. The in-plane displacement of the incident bar: (a) the intensity distribution over time; (b)
the discontinuous phase map obtained by wavelet transformation; (c) the measured displacement over
time; (d) average speed.

The displacement of the transmitter bar obtained by the CCD camera is shown in Figure 11.
As can be seen from the figure, the displacement processed by our algorithm is 7.68 μm and the
average velocity is 1.535 μm/s. Therefore, the measured error of displacement is 0.02 μm and the
measured error of velocity is 0.005 μm/s. The relative error of displacement and velocity are 0.26%
and 0.32%, respectively.

In order to verify the repeatability of the measurement system, we have also designed the system
for multi-detection points processing. The measured results of two bars are shown in Table 2, where A1
to A5 are the points on the incident bar, and B1 to B5 are the points on the transmitter bar, as shown in
Figure 9. From Table 2 we can see the displacement error of the incident bar and transmitter bar are less
than 0.04 μm and 0.05 μm and the velocity error is less than 0.008 μm/s and 0.006 μm/s, respectively.
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(c) (d)

(a) (b)

Figure 11. The in-plane displacement of the transmitter bar: (a) the intensity distribution over time; (b)
the discontinuous phase map obtained by wavelet transformation; (c) the measured displacement over
time; (d) average speed.

Table 2. The comparison of two measurement results of multi-detection points.

Actual Value Coordinate
Displacement (μm) Velocity(μm/s)

Value Error Relative Error Value Error Relative Error

Displacement = 7.7 μm
Velocity = 1.54 μm/s

A1(265,303) 7.69 0.01 0.13% 1.538 0.002 0.13%
A2(333,296) 7.74 0.04 0.52% 1.548 0.008 0.52%
A3(347,313) 7.71 0.01 0.13% 1.542 0.002 0.13%
A4(419,311) 7.71 0.01 0.13% 1.542 0.002 0.13%
A5(456,309) 7.66 0.04 0.52% 1.532 0.008 0.52%

B1(211,302) 7.73 0.03 0.39% 1.546 0.006 0.39%
B2(255,286) 7.65 0.05 0.65% 1.530 0.010 0.65%
B3(380,273) 7.72 0.02 0.26% 1.544 0.004 0.26%
B4(444,283) 7.71 0.01 0.13% 1.542 0.002 0.13%
B5(465,294) 7.71 0.01 0.13% 1.542 0.002 0.13%

As can be seen above, the results of these verifications experiment prove that the measurement
system has a very good in-plane displacement measurement capability, and the algorithm we
developed can accurately calculate the information of displacement and velocity.

3.2. Experimetnal Determination of the Dynamic Mechanical Properties of Materials

The experimental setup for the determination of the dynamic mechanical properties of materials
is shown in Figure 12.
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Figure 12. Dynamic mechanical properties of materials experimental setup: 1 and 18 are green lasers;
2 and 16 are beam lifters; 3 and 17 are spatial filters; 4 and 13 are beam splitters; 5 is a baffle; 6, 10, 11
and 15 are reflectors; 7 and 14 are point detectors; 8 is a virtual oscilloscope; 9 is the trigger device; 12 is
an oscilloscope; 19 is the SHPB device.

The specimen described here is made of 304 L stainless steel, with diameter and thickness of
1.5 mm and 0.75 mm, respectively. The sample is held between the incident bar and the transmitter bar
with butter. The pole longitudinal wave velocity C0 in the bar is 4934 m/s. In order to improve the
detection of changes in light intensity, here, we use a high-speed photodetector as the detector device.
The high-speed photodetector is Thorlabs’ Biased Photo-detectors (DET36A/M, Thorlabs, NJ, USA),
a Si biased detector covering the 350 nm to 1100 nm wavelength range and rise times as fast as 1 ns,
as shown in Figure 13. A virtual oscilloscope (DSO3062AL) produced by Hantek Company (Hantek,
Qindao, China) was used to collect data.

 

Figure 13. Photodetector.

It needs to be emphasized that after the verification experiment was completed, we just removed
the translation stage and the grating ruler, and the light path did not change. Therefore, the incident
angle of the incident bar is still 70 degrees, and the incident angle of the transmitter bar is still
72.5 degrees.
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The typical original signal for the experiment is shown in Figure 14, where the green curve is
the light intensity change on the incident bar and the blue curve is the light intensity change on
the transmitter bar. It can be seen from the figure that the light intensities on the two bars have a
similar trend.

(a) (b)

Figure 14. Original light intensity signal: (a) intensity of incident bar; (b) intensity of transmitter bar.

The dynamic mechanical properties of the specimen materials are shown in Figure 15.

(a) (b)

(c) (d)

Figure 15. Dynamic mechanical properties of the specimen: (a) stress curve; (b) strain curve; (c) strain
rate curve; (d) stress–strain curve.
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Figure 15 shows that the maximum stress applied to the specimen during the experiment was
134.21 Mpa. As the stress increased from 0 to 134.21, the maximum strain of the specimen was 0.0166,
indicating that the specimen is still in the elastic phase. The strain-rate increased from 0 to 7787(1/s).
Figure 16 shows the three-dimensional surface map of stress, strain, and strain rate through the
interpolation fitting algorithm.

 

St
ra
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-r

at
e(

1/
s)

Strain-rate  vs Strain , Stress

Figure 16. Three-dimensional surface map of stress, strain, and strain rate.

In the field of dynamic mechanics, a series of experiments to study the dynamic mechanical
properties of materials are arranged according to the strain rate: medium strain rate experiments
(10 ∼ 102/s), high strain rate experiments (102 ∼ 104/s), and ultra-high strain rate experiments
(104 ∼ 106/s). As can be seen from the figure, the experiment we set belongs to the second case. Note
that the measurement system of Kolsky bar with temporal speckle interferometry that we give here can
also be used for ultra-high strain rate experiments by reducing the diameter of the bar and increasing
the velocity of striking.

4. Conclusions

With rapid development in the machinery industry and defense industry, the demand for dynamic
mechanical properties of materials under higher strain rate and smaller size conditions is getting
higher and higher. When the diameter of the bar is less than 3 mm, a traditional Kolsky bar is
unable to provide reliable measurement because of the strain gauge and the bar cannot be reliably
connected. A measurement system using a Kolsky bar with 2 mm diameter based on temporal speckle
interferometry is presented in this paper. Compared with typical Kolsky bars, it can capture and
process the dynamic mechanical properties of materials under higher strain rates and smaller size
conditions. This method does not require any intermediate media, and has the advantages of being
non-contact, real-time, and more reliable. It can be used for dynamic mechanical measurements of
various solid materials, including metals, ceramics, and various composite materials, but it cannot
be used for soft materials such as biological tissues. We believe that the application scope of the
Kolsky bar based on temporal speckle interferometry will become more and more extensive through
further research.
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Abstract: Since its first application toward displacement measurements in the early-1960s, laser
feedback interferometry has become a fast-developing precision measurement modality with
many kinds of lasers. By employing the frequency-shifted optical feedback, microchip laser
feedback interferometry has been widely researched due to its advantages of high sensitivity,
simple structure, and easy alignment. More recently, the laser confocal feedback tomography
has been proposed, which combines the high sensitivity of laser frequency-shifted feedback effect
and the axial positioning ability of confocal microscopy. In this paper, the principles of a laser
frequency-shifted optical feedback interferometer and laser confocal feedback tomography are briefly
introduced. Then we describe their applications in various kinds of metrology regarding displacement
measurement, vibration measurement, physical quantities measurement, imaging, profilometry,
microstructure measurement, and so on. Finally, the existing challenges and promising future
directions are discussed.

Keywords: laser feedback; precision measurement; frequency-shifted; solid-state laser

1. Introduction

Laser feedback, also known as laser self-mixing interference, was first applied as a displacement
sensor by P.G.R. King in 1963 [1]. It is a physical phenomenon where part of the output laser is reflected
or scattered by the external object returning back into the laser resonator to modulate the laser output
power, phase, polarization states, and so on [2–6]. Unlike the traditional laser interferometry, laser
feedback interference occurs inside the laser resonator, thus making the system concise and auto
aligned. In the 1970s, the laser feedback effect of the laser diode (LD) became one of the important
research fields due to the development of the optical communication technology. The theoretical
system of the LD optical feedback was established by R. Lang, D. Lenstra, W.M. Wang, among
others [7–10]. However, the sensitivity of the LD optical feedback is still not high enough to realize the
non-cooperative measurement as the black or high transmission targets.

In 1979, Otsuka reported the external optical feedback of LiNdP4O12 lasers produced using a
rotating glass plate [11]. This kind of laser, known as the microchip laser, belongs to the class-B
laser, of which the population decays slowly compared with the field [12]. In this case, the feedback
signal can be amplified by a gain factor of the ratio γc/γ1, where γc is the damping rate of the
laser cavity and γ1 is the damping rate of the population inversion. According to the analysis of
classic rate equation, the ratio γc/γ1 of a microchip laser can be high as 106. The ratio is only 103
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for an LD laser, and much lower in a gas laser. Therefore, the microchip laser has a high sensitivity
compared with other kinds of lasers. It has been applied in various fields, such as displacement
sensing [13,14], velocimetry [15], vibrometry [16,17], particle detecting [18], angle measurement [19],
and laser parameters measurement [20,21].

Imaging objects inside turbid media [22–25], such as the biological tissue and scattering liquid,
is a challenging problem in many fields. Due to the non-contact, excellent contrast, high-resolution,
nonionizing, and noninvasive, optical imaging is currently emerging as a promising method in
medical imaging [26] (pp. 1–8) through the use of confocal microscopy [27–29], diffuse optical
tomography [30,31], fluorescence spectroscopy [32,33], and optical coherence tomography [34–36]. For
diffuse optical tomography, the penetration depth can be several centimeters into biological tissue, but
recovering information from scattered photons is a challenge, and the spatial resolution is on the order
of 20% of the imaging depth [26] (p. 249). Most optical imaging methods are based on ballistic photons,
which will be rapidly decreased when the penetration depth increases in turbid media; thus, these
methods are usually confined to imaging of a few millimeters in biological samples. More recently, the
laser optical feedback tomography was demonstrated by Lacot [37], which realizes the surface imaging
of a French coin immersed in 1 cm of milk. Combining the technology of confocal tomography and a
laser feedback effect, Tan et al. proposed the laser confocal feedback tomography [38,39]. Due to the
ultrahigh sensitivity of a solid-state microchip laser to external frequency-shifted feedback, it shows
promise towards reaching a greater depth than other methods.

This paper provides an overall review of the research on frequency-shifted optical feedback
measurements using a solid-state microchip laser. The remainder of the review is structured as follows.
Section 2 reveals the basic principles and experimental setups of the laser feedback interferometer
and laser confocal feedback tomography. Section 3 discusses the applications of the laser feedback
interferometer in displacement sensing, vibration sensing, particle sensing, liquid evaporation rate
measurement, refractive index measurement, and thermal expansion coefficient measurement. In
Section 4, the microstructure imaging and measurement, profilometry, lens thickness measurement,
and imaging, combined with other technologies, are presented based on the laser confocal feedback
tomography. A summary and conclusion are given in Section 5.

2. Experimental Setup and Theoretical Analysis

2.1. Laser Frequency-Shifted Optical Feedback

The experimental setup of the laser frequency-shifted optical feedback is shown in Figure 1.
A 3 mm × 3 mm × 0.75 mm Nd:YVO4 crystal plate is employed to form a laser resonator with the
coating on both surfaces. The left surface is coated to be antireflective at the pump wavelength of
808 nm and highly reflective (R > 99.8%) at the lasing wavelength of 1064 nm; the output surface is
coated to be have 5% transmittance at a wavelength of 1064 nm. The pump light, produced using
a fiber-coupled single-mode laser diode, is focused onto the center of the Nd:YVO4 crystal. The
threshold of Nd:YVO4 is about 27 mW, and the range of the pump light is 0–200 mW. The output laser
is split by the beam splitter (BS). The reflective part is detected by a photon detector (PD), and the
transmitted part is collimated by the lens (L). Two acousto-optic modulators (AOMs) with working
frequencies of Ω1 and Ω2 are utilized at a differential configuration to modulate the frequency of the
output laser. By adjusting the AOMs and target (T), the laser frequency is shifted by Ω = 2|Ω1 − Ω2|
after a round-trip as the measuring light. The attenuator (ATT) is inserted in the optical path to modify
the feedback level.
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Figure 1. Schematic diagram of the laser frequency-shifted optical feedback interferometer. LD: laser
diode; ML: microchip Nd:YVO4 laser; BS: beam splitter; PD: photon detector; L: lens; AOM1, AOM2:
acousto-optic modulators; ATT: attenuator; T: target.

In the weak feedback level, the laser power fluctuation under the effect of frequency-shifted
feedback can be simulated using the modified Lang–Kobayashi equation [40,41]:

dN(t)
dt = γ(N0 − N(t))− BN(t)|E(t)|2

dE(t)
dt = 1

2 (BN(t)− γC)E(t) + γCκ cos(2πΩt − ωτ)E(t)
(1)

where N(t) is the population inversion, E(t) is the amplitude of the laser electric field, N0 is the inversion
particle number under a small signal, γ is the decay rate of the population inversion, B is the Einstein
coefficient, γc is the laser cavity decay rate, κ is the effective laser feedback level, ω is the optical
running laser frequency, and τ is the photon round-trip time between the laser and the target.

The stationary solution of the Equation (1) can be obtained by setting the electric field E and
population inversion N to be constant. Without feedback (κ = 0), the steady laser solutions are:

Ns =
γc
B

Is = |Es|2 = γ
B (η − 1)

(2)

where Is is the stationary intensity of the laser field, and η = BN/γc is the normalized pumping rate.
The power spectrum of the continuous pumped Nd: YVO4 laser can be considered as slight

fluctuations of the stable solutions. The electric field E(t) and the population inversion N(t) can be
written as:

N(t) = NS + n(t)
E(t) = ES + e(t)

(3)

Substituting Equations (2) and (3) into Equation (1) and neglecting the second-order terms,
we obtain:

dn∗(t)
dt = −γηn∗(t)− 2γ(η − 1)e(t)

de∗(t)
dt = 1

2 γCn∗(t) + γCκ cos(2πΩt − ωτ) + γCκ cos(2πΩt − ωτ)e∗(t)
(4)

where n*(t) = n(t)/NS and e*(t) = e(t)/ES are the normalized variation of the population inversion and
the electric field.

The variation of laser intensity versus time can be derived according to Equation (3) as:

ΔI
I

=
2E(t)e(t)

E(t)2 ≈ 2e(t)
Es

= 2e∗(t) (5)

Thus, the solution of Equation (4) denotes the power spectrum of a Nd: YVO4 laser under
frequency-shifted feedback. The results with different feedback levels using numerical solutions
are shown in Figure 2. Three kinds of feedback levels are identified as weak, moderate, and strong
feedback [42]. For the weak feedback level, there are two peaks at the relaxation oscillation frequency
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fr and shifted frequency Ω. When the feedback level is increasing, the signal to noise ratio (SNR) of
the measuring light increases as well. However, the harmonic peaks (2Ω . . . ) and parametric peaks
(Ω+fr, Ω−fr . . . ) appear. Especially, once the κ increases to the strong regime, the oscillating peak
at fr disappears, and the signal at Ω and its harmonics (2Ω, 3Ω, 4Ω . . . ) oscillate. In summary, the
laser power spectrum with two peaks at the relaxation oscillation frequency fr and shifted frequency
Ω is the desirable case for actual measurement. The appropriate κ can be adjusted by the ATT in
the measurement. For strong feedback, the power spectrum is raised and disturbed by the shifted
frequency signal, which cannot be utilized as a sensor.

(a) (b) (c) 

Figure 2. Numerical power spectrum of the Nd: YVO4 laser with different feedback levels: (a) weak
feedback, (b) moderate feedback, and (c) strong feedback.

The relative laser output power with the frequency of Ω is given as:

ΔI(Ω)

Is
= κG(Ω) cos(2πΩt − φ + φs) (6)

where ΔI denotes the intensity modulation of the measuring light, φs is a fixed phase, and φ is the
phase related to the external cavity length. G is the frequency-dependent amplification factor, which
can be expressed as:

G(Ω) = 2γc

[
η2γ2 + 4π2Ω2]1/2[

4η2γ2π2Ω2 +
(

4π2 fr
2 − 4π2Ω2

)2
]1/2 (7)

The simulation based on the parameters of a Nd:YVO4 laser is as follows.
The nearer the shift frequency Ω is to the relaxation oscillation frequency fr, the larger the

amplification factor G is, and it can be as high as 106 according to Figure 3. Therefore, the laser
frequency-shifted optical feedback has ultrahigh sensitivity and excellent performance in the detection
of weakly scattering light. However, it should be noted that the shift frequency Ω cannot coincide with
the relaxation oscillation frequency fr in the actual experiment. Otherwise, the optical power spectrum
will be in chaos, similar to that under a strong feedback level. Both the stability of the power spectrum
and the signal amplification should be considered in the laser feedback interferometry.
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Figure 3. The relationship between the amplification factor G and the shift frequency Ω.

2.2. Laser Confocal Feedback Tomography

The basic schematic of the laser confocal feedback tomography is shown in Figure 4. The optical
path before the AOMs is the same as that of the laser feedback interferometer as shown in Figure 1.
Then the modulated light with the shift frequency of Ω/2 = |Ω1 − Ω2| is expanded by the beam
expander (BE), reflected by the reflector (R), and finally, focused by the objective (Obj) onto the sample
(SA). The reflected or scattered light by the SA returns back to the laser cavity along the same path,
working as the measuring light with the shift frequency of Ω.

Figure 4. Schematic diagram of the laser confocal feedback tomography. LD: laser diode; ML, microchip
Nd:YVO4 laser; BS, beam splitter; PD, photodiode; L, lens; AOM1, AOM2, acousto-optic modulators;
BE, beam expander; R, Reflector; Obj, objective; SA, sample (phantom); RG, radio-frequency generator;
Lock-in, lock-in amplifier; PC, computer.

By sending the signal of the PD to the lock-in amplifier (Lock-in) as the measurement channel,
generating the electrical signal with the Ω frequency from the radio-frequency generator (RG) as the
reference channel, the intensity of the measuring light can be demodulated by the Lock-in. The optical
power modulation of the measuring light can be induced as [38,39]:

ΔI(Ω)

Is
= I(u)κG(Ω) · cos(2πΩt − φ + φs) (8)

I(u) is the light intensity response function of the traditional confocal system, and is given
as [27,43]:

I(u) = Kr

vd∫
0

∣∣∣∣∣∣
1∫

0

exp(iu ρ2)J0(v2ρ)ρdρ

∣∣∣∣∣∣
2

v2dv2 (9)

where u, ρ, and vd are the normalized de-focus parameter, radial coordinate, and diameter of the
pinhole, respectively, and Kr is the normalized constant.
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It is noted that there is no pinhole in Figure 4 because the laser in the setup is not only the light
source but also the detector; therefore, the laser waist can be utilized as the pinhole filter. Thus, the
structure of the laser confocal feedback tomography greatly simplified compared with the traditional
confocal system.

3. Applications of the Laser Feedback Interferometer

3.1. Displacement Sensing

Displacement measurement is the basic application of the laser feedback interferometer. According
to Equation (6), one cycle in the laser intensity modulation corresponds to half the wavelength in
the length of the external cavity, which is similar to the traditional laser interferometer. Due to the
existence of the amplification factor G, the laser feedback interferometer has a high sensitivity that it
does not need a retroreflector or corner prism set on the target. Therefore, it is advantageous to realize
the axial displacement measurement where no additional optical devices are installed.

Wan [13] proposed a quasi-common-path configuration based on frequency shifting and
multiplexing to compensate the air disturbance and the thermal effects of the components. The
system structure is shown in Figure 5. It is innovative to put a reference mirror after the two AOMs to
generate a feedback light. The original optical path without diffraction and the diffractive optical path
with the shift frequency of Ω/2 = |Ω1 − Ω2| constitute a round-trip as the reference light, which is
shown in blue arrows.

Figure 5. Configuration of the quasi-common-path laser feedback interferometer. LD: laser diode;
ML: microchip Nd: YAG laser; BS: beam splitter; PD: photon detector; L1, L2: lens; AOM1, AOM2:
acousto-optic modulators; MR: reference mirror; T: target.

The displacement information of the measuring light and reference light can be demodulated
at the frequency Ω/2 and Ω, respectively. The change of the displacement ΔL is related to the phase
variation ΔP by:

ΔLm = (c/2nω)ΔPm

ΔLr = (c/2nω)ΔPr

ΔL f = ΔLm − ΔLr = (c/2nω)ΔPf

(10)

where ΔPm is the phase variation of the measuring light, ΔPr is the phase variation of the reference light,
ΔLm is the corresponding measurement displacement, ΔLr is the corresponding reference displacement,
ΔPf is the final phase variation, and ΔLf is the final displacement.

The piezoelectric transducer (PZT) is tested in the system as the T in Figure 5. The reference mirror
(MR) is placed 10 mm before the PZT. In the experiment, the PZT is driven by a ramp wave signal.
The measured ΔPm and ΔPr, and the corresponding ΔLm, ΔLr, ΔPf, and ΔLf are shown in Figure 6. It
is noted that the PZT vibration waveform cannot be revealed from ΔLm; however, it can be revealed
from ΔLf accurately. The maximum nonlinear error of the ΔLf data is 1.8 nm, indicating that its short
period resolution is better than 2 nm.
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(a) (b) 

Figure 6. Results of the displacement measurement: (a) phase stability test results, and (b) measurement
result of PZT vibration. The bottom curve shows the PZT driving signal. (Figure reproduced from
Ref. [13]).

The quasi-common-path configuration has dramatically improved the performance of the laser
feedback interferometer. However, two shortcomings remain to be improved. One is the measuring
speed. The signal demodulation is based on the Lock-in in Ref. [13], which limits the measuring speed
to be 100 μm/s. Zhang and Ren [44] proposed a new signal processing method replacing the Lock-in
to a phase meter, and the measuring speed is improved to 10 mm/s. Then, Zhang [45] improved
the performance of the system by replacing the laser source with a Nd: YVO4 crystal. The relaxation
oscillation frequency increased from 300 kHz to 4.5 MHz, and the shifted frequencies were 2 MHz and
1 MHz, respectively. Finally, the measuring speed was improved to 120 mm/s.

The other shortcoming is the common path compensation. Due to the difference of the optical
path between the measuring light and the reference light, the thermal effect produced by the AOMs is
different; thus, quasi-common compensation cannot be completely eliminated. On the other hand, the
position of the MR limits the compensation effect when sensing the displacement over a long distance.
Ren [46] proposed a ring optical path configuration of the laser feedback interferometer. The paths of
the reference light and the measured light coincide completely; thus, the thermal compensation effect
is improved. Zhang [47–49] demonstrated a common-path heterodyne self-mixing interferometry with
polarization and frequency multiplexing. The two mutual independent orthogonal polarized lights are
used as the measuring and reference lights, of which the optical paths completely coincide in space;
thus, the effect of the AOMs thermal creep and air disturbance can be eliminated. The short-term
resolution is better than 2.5 nm, and the long-term zero drift is less than 60 nm over 7 h. Xu [50]
proposed a novel approach to realize full path compensation laser feedback interferometry for remote
sensing. The displacement of a steel block at a distance of 10 m is measured, of which the stability is
±12 nm over 100 s and ±50 nm over 1000 s, and the short-term resolution is better than 3 nm.

More recently, the two-dimensional (2-D) displacement measurement based on the self-mixing
interferometry is revealed [14]. The system is shown in Figure 7. Two measuring beams at the different
shift frequencies are incident on the same spot on the target. By heterodyne demodulating the phases
of the two beams and deriving the relationship between the phases’ variations and the change of the
in-plane and out-of-plane displacement, 2-D displacement measurement can be realized. Various
movements in the track of Lissajous figures and random motion are measured in the experiments.
The results show that the resolutions of the two dimensions are better than 5 nm and the standard
deviation can be better than 0.1 μm.
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Figure 7. Schematic diagram of the 2-D displacement measurement system. ML is the microchip
laser; BS1, BS2, and BS3 are the beam splitters; L is the optical lens; AOM1, AOM2, and AOM3 are the
acousto-optic modulators; R1, R2, R3, and R4, are reflectors; Iso is the optical isolator; T is the target;
and PD is the photodetector. (Figure reproduced from Ref. [14]).

The simultaneous measurements of in-plane and out-of-plane displacements are a significant
issue to be researched, such as the grating interferometry [51,52], speckle pattern interferometry [53,54],
digital image correlation [55,56], and laser Doppler distance sensing [57]. The resolution of the grating
interferometer is a few nanometers, and the accuracy can reach a submicron scale. However, the 2-D
grating needs to be set on the target, which limits the application. A laser Doppler distance sensor is
appropriate for the dynamic position measurements of the fast-moving object, and the resolution of
which is only on the submicron order. Speckle pattern interferometry and digital image correlation are
two noncontact and full field displacement measurement methods, which are widely used in industrial
nondestructive detection. However, they are limited to the static and quasi-dynamic displacement
measurement field; the measurement range and accuracy are related to the speckle size obtained and
come to a compromise in the application. Compared with other methods, laser feedback interferometry
has the advantages of compactness, non-contact, high resolution, and high accuracy. However, the
characteristic of the single-spot measurement limits the application in the full field measurement. It is
a promising method to be applied in the 2-D deformation of materials measurement and 2-D thermal
expansion measurement, among others.

3.2. Vibration Sensing

Besides the displacement sensing, the precise measurement of vibration has attracted wide
attention as well. Vibration sensing can be utilized to analyze the dynamic characteristics of mechanical
structures, fault diagnosis of mechanical systems, target identification, and sound visualization [58].
However, it is difficult to detect small vibration and displacement in many cases, especially the
micro-vibration of non-cooperative targets at long distance.

Otsuka [16] proposed the real time nanometer vibration measurement using a self-mixing
microchip solid-state laser. The experimental configuration is shown in Figure 8. The LiNdP4O12

(LNP) crystal with a 1-mm-thick plane-parallel Fabry–Perot cavity that is utilized as the microchip
laser. The pump light is transformed into a circular beam using the anamorphic prism pairs and is
focused onto the LNP crystal via an objective microscope lens. The output light is frequency-shifted
by two AOMs and impinged upon a speaker with the Al-coated surface that is placed 90 cm from
the laser. A frequency demodulation circuit, a digital oscilloscope, and a radio-frequency spectrum
analyzer are utilized in the signal processing.
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Figure 8. Experimental configuration of self-mixing laser-Doppler vibrometry. LD, laser diode; APP,
anamorphic prism pairs; OL, objective microscopelens; BS, glass-plate beam splitter; PD, photodiode
receiver; SA, radio frequency spectrum analyzer; VA, variable attenuator; DO, digital oscilloscope; DC,
frequency demodulation circuit; PC, personal computer. (Figure reproduced from Ref. [16]).

Figure 9a shows the power spectra for several voltages applied to the speaker. The measured
vibration amplitudes (Av,m) at the modulation frequency of 8.42 kHz with the carrier frequency of 500
kHz are plotted in Figure 9b. The linear relation was Av,m/Va = 59 nm/V for the speaker we used.
The measurable minimum vibration amplitude was 1 nm according to the carrier-to-noise ratio in
the absence of a voltage to the speaker. The velocity range in the present vibrometry was 1 μm/s to
10 cm/s in the vibration frequency range 20 Hz to 20 kHz. The temporal evolutions of nanometer
vibrations were measured by analyzing modulated output waveform using the Hilbert transformation.
The almost unheard sound of music below a 20-dB pressure level is reproduced by the system.

(a) (b) 

Figure 9. (a) Power spectra (long-time average) for several applied voltages. (b) Maximum vibration
amplitude versus voltage applied to the speaker. Carrier frequency, 500 kHz; modulation frequency,
8.42 kHz. (Figure reproduced from Ref. [16]).

Furthermore, three-channel real time nanometer vibration [59] was successfully developed
with three pairs of acoustic optical modulators and a three-channel frequency-modulated
wave demodulation circuit, realizing simultaneous independent measurement of three different
nanometer-vibrating targets. On the other hand, the vibration of targets placed 2.5 km away through
single-mode optical fiber access was successfully measured [60], due to the effective long-haul
self-mixing interference.

There are also other researchers applying self-mixing interference effects in the vibration sensing.
Huang [61] proposed a vibration system extreme points model and self-mixing vibration sensor based
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on the effect of LD; the amplitude-frequency response curve of the loudspeaker is drawn, and the value
of the piezoelectric coefficient of PZT was obtained. Tao [62] presented a signal-processing synthesizing
wavelet transform, and a Hilbert transform employed to the micro-vibration measurement based on the
semiconductor laser self-mixing technology. The real-time micro vibration with a nanometer resolution
and a much wider bandwidth than conventional modulation methods were proved. Dai [63] proposed
the self-mixing interferometry in a fiber ring laser and its application for vibration measurement. The
maximum error of the amplitude was about λ/10, and the maximum relative error of the frequency
was about 10%.

3.3. Particle Sensing

The self-mixing laser Doppler velocimeter is one of the promising technologies applied in the
observation and detection of the particles flowing in liquid [64,65], which has been recognized as
the simplest, most cost-effective, and most self-aligned metrology. The system is shown in Figure 10
using a drained suspension including polystyrene latex standard spheres (PLS). The output power is
modulated by the frequency-shifted scattered light generated by the motion of moving targets. When
the moving target moves at a uniform velocity, the Gaussian power spectrum can be observed, and the
peak frequency corresponds to the Doppler shift frequency fd.

 
(a) (b) 

Figure 10. (a) Experimental setup. LD, laser diode; AP, anamorphic prism pair; OL, objective lens;
SL, Nd:GdVO4 solid-state laser; SG, slide glass; PD, photodiode receiver; PC, personal computer.
(b) Configuration used to detect drained suspension. (Figure reproduced from Ref. [64]).

The angle of the incident laser light is set at ψ = 16◦ to the surface of the drained suspension. Here
it is noted that the Gaussian spectrum is marked by the noise if the intensity of the light scattered from
the moving particles is very weak. In this case, the motion can be revealed in its higher harmonics
when the frequency of the relaxation oscillation of the laser output, fo2, is made to coincide with fd by
tuning the pump current of the laser (ic) at ic = 335 mA, as shown in Figure 11b,c. Thus, the ultrahigh
sensitivity measurement of extremely weak scattered light can be achieved. The spectral peak G in
Figure 11 reflects the motion of the particles passing through the incident laser light. The frequency of
the Gaussian is fd = 500 kHz, which is related to the average velocity of the particles. The amplitude
is associated with the intensity of the light scattered, which is proportional to the concentration of
the particles.
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(a) (b) (c) 

Figure 11. (a) Power spectra of the laser output observed when the laser light is emitted into the
atmosphere. Power spectra of the modulated wave observed in drained (b) 7 × 10−3 wt% and
(c) 7 × 10−5 wt% PLS-water mixture with PLS 250 nm in diameter. (Figure reproduced from Ref. [64]).

3.4. Liquid Evaporation Rate Measurement

Liquid evaporation measurement is fundamental in many industrial applications and scientific
research, such as quantitative analysis, and physical and chemical reaction process monitoring. The
common methods used to measure the liquid level variation, including the capacitive sensors, the fiber
liquid level sensor, the laser triangulation, etc., are contact-based or have limited accuracy. Tan [66]
reported the application of real-time evaporation of the liquid measurement based on the laser feedback
interferometer. The experimental system is shown in Figure 12. The structure of the instrument belongs
to the quasi-common-path laser feedback interferometer [44]. A hollow arm with a right-angled prism
fixed on the edge is installed at the interface of the interferometer, turning the laser beam 90 degrees
and adjusting it incident perpendicularly onto the liquid surface. Four different transparent liquids,
including distilled water, absolute alcohol, acetone, and ether, are measured in the system. The results
show that real-time direct measurement of liquid evaporation and liquid level measurement with a
nanometer order is realized.

 

Figure 12. Quasi-common-path laser feedback interferometer (QLFI) monitoring the liquid level.
(Figure reproduced from Ref. [66]).

3.5. Refractive Index Measurement

The refractive index n of a material is a physical quantity that describes how light propagates
through the material. Thus, accurate measurement of material refractive index is significant for optical
system design. Different methods have been developed. The minimum deviation method has the
highest accuracy (10−6), but the sample needs to be prism-shaped, which is complicated and costly.
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An Abbe refractometer is the most commonly used instrument, but the measurement range is limited
from 1.3 to 1.7, and the accuracy is 10−4. In comparison, the interferometry methods have many
advantages, such as easy sample processing, low cost, wide measuring range, high measurement
accuracy, and they have been widely researched in the refractive index measurement field, including
Michelson interferometry [67], Mach–Zehnder interferometry [68], Fabry–Perot interferometry [69]
and plasmonic interferometry [70,71], etc. The common principle of these interferometry methods
is to measure the optical path change caused by the sample rotation or displacement. However,
these interferometers cannot avoid the environmental disturbance, and the measurement accuracies
are hard to be further improved. Xu [72,73] proposed a method to measure the refractive index
and thickness simultaneously based on the laser feedback interferometry. Compared with other
methods, the influence of environmental disturbance can be eliminated by the quasi-common path
structure of the laser feedback interferometry, and the absolute uncertainty in the refractive index
measurement reaches ≈10−5. On the other hand, the refractive index measurement range is larger
than the conventional interferometry due to the high sensitivity of the system. The system is shown in
Figure 13.

Figure 13. Configuration of the refractive-index and thickness measurement using laser feedback
interferometry. BS, beam splitter; PD, photo detector; AOM1 and AOM2, acousto-optic modulators; L,
lens; Mr, reference mirror; S, sample; ME, optical wedge (measurement mirror); RF1 and RF2, radio
frequency signal generators; FM, frequency mixer. (Figure reproduced from Ref. [73]).

By rotating a transparent parallel sample inside the external feedback cavity, the optical path
difference ΔL can be derived as:

ΔL = (ΔPm − ΔPr)
λ

2π

= d[
√

n2 − n02 sin2 θ − n0 cos θ −
√

n2 − n02 sin2 θ0 + n0 cos θ0]
(11)

where λ is the laser wavelength; d is the thickness of the sample; n is the refractive index to be measured;
n0 is the refractive index of the air; θ0 and θ are the angles between the laser beam and the normal of
sample surface before and after rotation, respectively; and Pm and Pr are the phase variations of the
measurement light and the reference light, respectively, which are demodulated by the phase meter.

θ and ΔL are measured at multiple angles in the experiment, then the overdetermined equation
can be solved, and the refractive index of the sample can be obtained together with the thickness
of the sample. Due to the high sensitivity of the laser feedback interferometry, the method can be
used to measure the low transmittance materials, including calcium fluoride (CaF2), fused silica, and
zinc selenide (ZnSe). The refractive indexes cover a large range from 1.42847 to 2.48272. The results
demonstrate that the system has absolute uncertainties in the refractive index measurement of ≈10−5.

549



Appl. Sci. 2019, 9, 109

Xu [74] also reported a novel method to measure the liquid refractive index based on the
double-beam laser frequency-shift feedback. The system is shown in Figure 14. Two parallel beams are
adjusted to each monitor the displacement of the liquid surface and the MR at the bottom of the tank.
When the liquid level increases by Δh, the change of the two external cavity lengths are:

ΔL1 = −n0 × Δh
ΔL2 = (n − n0)× Δh

(12)

where n0 is the air refractive index, and n is the liquid refractive index to be measured, which can be
expressed as:

n = n0 ×
(

1 − ΔL2

ΔL1

)
(13)

 
Figure 14. Experimental setup of the liquid refractive index measurement. LD1, LD2, laser diodes;
ML1, ML2, microchip lasers; BS, beam splitter; PIN1, PIN2, detectors; AOM1, AOM2, acousto-optics
modulators; L1, L2, L3, lenses; ATT, attenuator, M1, M2, MR, mirrors. (Figure reproduced from Ref. [74]).

Since the liquid refractive index depends entirely on the displacement measurement of the two
beams, the refractive index measurement is also traceable. Thus, the results can be used as a reference
for calibration of the liquid refractive index. Five different liquid samples, including the distilled
water, ethanol, cyclohexane, silicone oil, engine oil, and NaCl solution with various concentrations, are
measured in the experiment, which proves that the repeatability is better than 0.00005.

3.6. Thermal Expansion Coefficient Measurement

The thermal expansion coefficient is one of the most fundamental quantities of materials, which
describes how the size of an object changes due to the temperature variation. The precise measurement
of the thermal expansion coefficient is significant in basic scientific research and industrial application.
Zheng [75,76] proposed a non-contact method to measure the thermal expansion coefficient of materials
utilizing a pair of Nd: YAG microchip laser feedback interferometers (MLFIs). The schematic diagram
of the system is shown in Figure 15.
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Figure 15. Schematic diagram of the measurement of thermal expansion coefficients based on the YAG
MLFIs. YAG MLFI1 and YAG MLFI2, Nd:YAG microchip laser feedback interferometry systems; LD,
laser diode; ML, microchip laser; BS, beam splitter; PD, photo detector; AOM1 and AOM2, acousto-optic
modulators; L1, L2, L3, and L4, lenses; Mr1 and Mr2, reference mirrors; S, sample. (Figure reproduced
from Ref. [76]).

The sample with a supporter is placed in the middle of the furnace chamber. Two symmetric
laser feedback interferometers output two measurement beams, which are incident on each surface of
the sample perpendicularly and coaxially, to compensate for the influence of the sample supporter
distortion. Two Mrs are set close to the muffle furnace, generating the two reference signals, revealing
the air flow and thermal lens effect disturbances outside the furnace chamber. By subtracting it,
S1m − S1r and S2m − S2r are the compensated displacement of the two laser feedback interferometers,
respectively. Thus, the length change of the sample from T0 to T1 can be expressed approximately as:

ΔS ≈ S1m + S2m − (S1r + S2r) (14)

where S1m and S2m are the displacements of the two measurement beams, and S1r and S2r are the
displacements of the two reference beams. Then, the thermal expansion coefficient can be obtained as:

α(T1; T0) =
1
L0

× ΔS
T1 − T0

(15)

where L0 is the length of the sample at T0.
The aluminum and the steel 45 samples are measured in the experiment from room temperature

to 748 K, which proves that the measurement repeatability of thermal expansion coefficient is better
than 0.6 × 10−6 (K−1) in the range 298 K–598 K and the high-sensitive non-contact measurement of
the low reflectivity surface induced by the oxidization of the samples in the range of 598 K–748 K.

The existing methods for the thermal expansion coefficient measurement mainly include a
mechanical dilatometer [77], speckle pattern interferometry [78], Fabry–Perot interferometry [79], etc.
The mechanical dilatometer is an old and frequently utilized method, which has a wide temperature
range but cannot satisfy the requirement for high-precision measurement. The performance of speckle
pattern interferometry mostly depends on the algorithm model and speckle size; the measurement
range and accuracy usually come to a compromise. Optical interference has a great performance in
resolution and precision, but the measurable materials and working temperature range are limited.
The thermal expansion coefficient measurement performed at the high temperature in our system
solves the issues in special applications, such as aerospace materials, where the temperature of the
environment can be as high as thousands of degrees, and the parameter of materials needs to be
calibrated. It also shows the excellent advantages of the setup, because many measurement methods
cannot be utilized at such high temperatures.
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3.7. Gear Measurement

The possibility of the gear measurement using the laser feedback interferometer is discussed here.
The gear is placed on a rotation stage with the measuring light incident perpendicularly at a certain
eccentricity distance as shown in Figure 16. The unidirectional linear displacement curve is obtained in
the experiment when the gear rotates in one direction. According to the Doppler theory, the integral of
the velocity along the axis of light is the measuring displacement, which can be deduced as d = H × θ.
Thus, the displacement measurement is related to the eccentricity distance and the rotation angles.
The result is in agreement with the derived formula with the parameters of θ = 25◦ and H = 20 mm.
Therefore, the system can be utilized for the measurement of gear speed or the alignment error of the
central gear shaft. In further research, the gear profile measurement is considered and hopefully to be
realized in on-line monitoring.

(a)                                       (b) 

Figure 16. (a) Experimental system for the gear measurement; θ, rotation angle; H, eccentricity distance.
(b) Experimental result with the θ = 25◦ and H = 20 mm.

4. Applications of the Laser Confocal Feedback Tomography

4.1. Microstructure Imaging and Measuring

The schematic diagram of the laser confocal feedback tomography is shown in Figure 4 above.
To realize the three-dimensional scanning in the inner structure of the sample, we fix the objective
lens in a vertical translation stage to scan in the longitudinal direction, while the sample is set in the
two-dimensional translation stage to get the horizontal movement.

The theoretical lateral resolution of the system is approximately given by Δx = 0.61λ/(
√

2×NA),
for the objective with the NA = 0.42 utilized in the experiment, corresponding to 1.1 μm. The vertical
resolution is evaluated via scanning the defocus curve and measuring the full width at half maximum
(FWHM), which is about 15–20 μm. The system can be applied in the imaging of the structure of the
micro-electro-mechanical system [80,81]. For example, the sandwich type sample with the patterned
layer etched in a silicon film of 1 mm and two pieces of 0.5 mm thick glass is measured. The 2-D
cross-sectional imaging with the depth of 3 mm and lateral range of 6 mm is obtained as shown in
Figure 17.
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(a) (b) 

Figure 17. Measurement of the sandwich type sample: (a) the profile of the sample, and (b) the
scanning image of the sandwich type sample. (Figure reproduced from Ref. [81]).

A biological sample, such as onion inside water, can also be measured using the laser confocal
feedback tomography [39]. Two onion samples are adopted, one (named onion-1) containing a pin
that is inserted 0.5 mm beneath its surface, and the other (named onion-2) containing two separated
pins inserted 1 mm below its surface. The section of the pin’s tip immerged into the onion is selected
to obtain its 2-D cross-sectional image in the X-Y plane. As illustrated in Figure 18, the cross-sectional
images denoted by the double-dot-dash lines clearly indicate the profile of the pins’ tip. What is more,
the position of the pins in the onions can also be confirmed.

(a) (b) 

Figure 18. Cross-sectional imaging of the pins in the onions: (a) the pin’s tip image, and (b) two parallel
pin’s image. (Figure reproduced from Ref. [39]).

Furthermore, Wang [82] improved the axial resolution to nanometers when measuring the
microstructure inside the sample based on the laser confocal feedback tomography by using the
linear region EF in the defocusing curve as shown in Figure 19. It should be noted that the linear
region EF needs to be calibrated experimentally. First, the light is focused on the sample surface;
then the objective is moved at a certain step in the longitudinal direction using a one-dimensional
motorized scanning stage with the resolution of 0.5 nm, and simultaneously detects the amplitude A.
The fitted line is obtained between the amplitude and the defocus distance. With the different objective
lenses utilized in the system, different linear ranges and different axial resolutions are realized. The
experimental measurement axial resolutions are 2, 5, and 11 nm with the objective NA values of 0.65,
0.55, and 0.3, respectively.
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(a) (b) 

Figure 19. (a) The normalized defocusing curve, and (b) the calibrated linear range with different
objective lenses. I, NA = 0.65, II, NA = 0.55, III, NA = 0.3. (Figure reproduced from Ref. [82]).

When measuring the samples, the light is focused on the interesting point first, and then the
sample is scanned in the horizontal direction. During the scanning, the amplitude of the feedback
light intensity varies with the structure variation. The amplitude variation can be converted to the
distance according to the calibrated line. Thus, the structure of the sample is measured at last. A
micro-gyroscope is measured as shown in Figure 20. The system can realize the noninvasive inner
structure measurement through the protection glass. The tilt angle of the inner side of the rotor should
be tested according to actual demands. According to the vertical and horizontal structure variations of
the rotor edge, tan(θ) can be calculated, and then θ can be obtained to estimate the verticality of the
rotor edge. The results are in agreement with the value measured by the destructive method.

 
(a) (b) 

Figure 20. (a) Physical maps of the micro-gyroscope and the rotor. (b) Measurement results of the
lateral scanning. (Figure reproduced from Ref. [82]).

It can be deduced that the laser optical feedback imaging is well-adapted for various fields and
has been widely researched. Bertling [83] introduced the optical feedback interferometry for the
two-dimensional visualization of acoustic fields. Several pressure distributions including progressive
waves, standing waves, diffraction, and interference patterns are presented. Girardeau [84] applied
the laser optical feedback imaging setup to the detection of ultrasound vibrations with nanometric
amplitude. The transient-harmonics ultrasound vibrations propagating in water were detected at the
air/water interface, which shows the potential for the detection of photoacoustic signals. Mowla [85]
proposed a compact system using a semiconductor laser as both transmitter and receiver. Three
phantoms containing macro-structural changes in optical properties were imaged, which revealed
the discrimination ability between healthy tissue and a tumor. Hugon [86] proposed a galvanometric
mirrors scanner moving the beam on the sample and optimized the scanner positioning to reduce the
vignetting effects. A micro-structured silicon sample and a red blood cell were presented.

4.2. Profilometry

In Section 4.1, only the amplitude information of the light is demodulated and utilized. When
the system is applied to a surface measurement, the phase information can be demodulated, together
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with the amplitude information, to reveal the micro-nano structure [38,87]. The system is shown
in Figure 21. Both the intensity modulations Im(2Ω) and Ir(Ω) can be obtained from the PD. By
demodulating Im(2Ω), not only the amplitude (A), but also the phase (Pm) can be obtained. At the same
time, the phase information (Pr) from Ir(Ω) is used to compensate the Pm to achieve high accuracy in
phase measurement, and thereby result in the high axial accuracy with nanometer resolution.

Figure 21. Schematic of the surface measurement system. ML: microchip laser; L1–L3: lenses; BS1 and
BS2: beam splitters; PD: photodiode; RF1 and RF2: reference signal generators; LIA: lock-in amplifiers;
AOM1 and AOM2: acousto-optical demodulators; BE: beam expander; M1 and M2: reflect mirrors;
Obj: objective lens; SA: sample; ST: stage. (Figure reproduced from Ref. [87]).

When the profilometry is conducted, the objective lens is scanned in the longitudinal direction to
obtain the defocus response curve, locating the sample surface. After that, scanning the sample in the
horizontal direction and simultaneously detecting the feedback light intensity. When measuring the
height difference Δh of two lateral positions on the sample surface, it obtains the integral number n
of λ/2 contained in Δh based on the amplitude (A) variation of the laser intensity with the range of
10 μm, and the fractional number s of λ/2 using the phase measurement with a resolution of ≈2 nm.
Finally, the height difference is computed as:

Δh = ζ × (n + s)× λ/2 (16)

where ζ is a calibrated coefficient to take into consideration the influence of the high NA of the objective,
whose value is carefully calibrated to be 0.93.

4.3. Lens Thickness Measurement

Lens thickness measurements play an important role in the optical industry and optical systems.
Various optical methods have been applied in the lens thickness noncontact measurement. A machine
vision method [88] has advantages of continuous measurement, it is flexible in the production line, and
the accuracy is less than 0.005 mm. Chromatic confocal sensors [89] are based on spectrally broadband
light to realize a special optical probe. The measuring range and the accuracy are influenced by the
designed probe and the dispersion of the measured object material. Low coherence interferometry [90]
is utilized to measure the central thickness of soft and rigid contact lenses with the accuracy of a few
micrometers. A laser differential confocal technique [91,92] realizes the high-precision measurement
of the lens’ axial space by detecting the absolute zero of an axial intensity curve. The measurement
uncertainty is less than 0.05% for the thickness. Considering the high sensitivity of the laser feedback
effect, it has great potential for the axial positioning, especially the multilayer lenses or the coated
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lens with the high anti-reflecting film. Tan [93] proposed a new method to realize the lens thickness
and air gap measurement, as shown in Figure 22. The annular pupil is inserted into the path before
the objective lens to create the annular beam, in order to reduce the axial aberration and decrease the
positioning error.

 

Figure 22. Schematic of the lens thickness measurement system. LD, laser diode; Grin Lenses, graded
index lenses; BS, beam splitter; AOM1 and AOM2, acousto-optic modulators; BE, beam expander; AP,
annular pupil; Obj, objective lens; L, lenses; PD, photo detector; RF, reference signal generator; St, Stage;
LIA, lock-in amplifier; PC, computer. (Figure reproduced from Ref. [93]).

When the objective lens moves along the optical axis, and the focused beam passes through the
surfaces of the lenses, the defocus response curve can be obtained at each interface. The peak of the
curve corresponds exactly to the beam focusing on the surface of the lens, as shown in Figure 23. Thus,
the axial positioning can be realized via the synchronous acquisition of the light intensity and the
displacement of the stage. Considering the refraction and reflection when the light passes through
the lens, the relationship between the lens thickness and the axial positioning displacement can be
deduced as:

di =

R∫
εR

Ti · 2πρ · dρ

πR2(1 − ε2)
(17)

where ε is the ratio of the inner and outer diameter of the AP, Ti is the ray tracing process function
related to the lenses measured, and di is the displacement between each interface.

Figure 23. Experimental measuring results of two lenses. (Figure reproduced from Ref. [93]).
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Different materials and kinds of lenses are measured in the experiment, including K9 plain
glasses, fused silica plain glass, and K9 biconvex lens. The results prove that the uncertainty of the
axial positioning is better than 0.0005 mm and the accuracy reaches the micron range.

4.4. Laser Confocal Feedback Imaging Combined with Other Technologies

4.4.1. Depth of Focus Extension in Laser Frequency-Shifted Feedback Imaging

For optical imaging, there is always a trade-off between the depth of focus (DOF) and the
resolution [94,95]. Therefore, extending the DOF has drawn much attention, and various methods
have been put forward. Numerically reconstructing a higher-resolved picture from a traditional beam
is a main category of the methods, which is challenged by the decline of ballistic photons with the
longer DOF. The laser feedback effect has the high sensitivity and could solve the problem. Thus,
Lu [96] reported the depth of focus extension in laser frequency-shifted feedback imaging by filtering
in the frequency domain. The system is shown in Figure 24. The measuring beam with the frequency
shift after passing the BE is reflected by two galvanometric mirrors, then converged by objective lens
L5; however, with the target located at the defocus plane.

Figure 24. Schematic diagram of the laser frequency-shifted feedback imaging system. ML, microchip
laser; L1, collimator; BS, beam splitter; AOM1 and AOM2, acousto-optic modulators; L2, optical lens;
Mr, reference mirror; AP, aperture; BE, beam expander; GM1 and GM2, galvanometric mirrors; L3
and L4, lenses forming the 4f system; L5, objective lens; T, target; PD, photodetector. The inset picture
illustrates the physical meaning of the misalignment parameters θx and θy, where the dashed red line
implies an ideal direction of the laser when θx = θy = 0. (Figure reproduced from Ref. [96]).

The original image is acquired via a 2-D scanning point by point, which can be described as the
convolution of the point diffusion function (PSF) with the target plane. In theory, the Fourier transform
of PSF (CTF) at a defocus length (DL) of L can be deduced as:

H(v, u) ∝ exp

⎡
⎢⎣−

(
v − 2 θx

λ

)2
+
(

u − 2 θy
λ

)2

2
π2r0

2

⎤
⎥⎦× exp

{
j
πLλ

2

[
−
(

v2 + u2
)
+ 2
(

v
2θx

λ
+ u

2θy

λ

)]}
(18)

By filtering in the frequency domain, the new CTF can be obtained as:

H(v, u) ∝ exp

⎡
⎢⎣−
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v − 2 θx

λ

)2
+
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λ
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2
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λ
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λ
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(19)
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The inverse Fourier transform of the CTF corresponding to the new PSF can be calculated using:

ha ∝ exp

⎡
⎢⎣− (x + Lθx)

2 +
(
y + Lθy

)2(
r0√

2

)2

⎤
⎥⎦× exp

[
j2π

(
x

2θx

λ
+ y

2θy

λ

)]
(20)

Therefore, a resolution of r0/
√

2 is obtained by filtering in the frequency domain, and it is possible
to keep the resolution even in the far defocus plane.

A three-dimensional target with three steps is tested in the experiment, and the processing of
gradual refocusing is demonstrated as shown in Figure 25. The original blurred image is obtained
using a 2-D scan. By filtering the image matrix in the frequency domain with a sequence of
DL = 0.1:0.1:100 mm, three clear images of different steps can be obtained. The difference between the
values of DL in filtering is exactly 5 mm, which equals the step height. In this way, the information
along the optical axis can be obtained. The numerical experiments reveal that its depth of focus is
capable of being extended to four times the length of the objective focal length.

 

Figure 25. Experiment results. (a) Image obtained by directly scanning. (b) Image after filtering
with a DL of 48.5 mm. The three insets on the right are the magnified images that correspond to the
rectangular regions labeled in the image. (c) Image after filtering with a DL of 53.5 mm. (d) Image after
filtering with a DL of 58.5 mm. (Figure reproduced from Ref. [96]).

4.4.2. Ultrasound Modulated Laser Confocal Feedback Imaging

When imaging objects inside turbid media, the number of ballistic photons decreases rapidly,
compared to the scattered photons, as the penetration depth increases. As a result, the SNR is
greatly reduced. The quality of the laser confocal feedback imaging is also affected by the scattered
photons [39], and the generated speckles reduce the image contrast as well as the SNR. To solve
the problem, Zhu [97] applied the ultrasound-modulated technology in the laser confocal feedback
imaging. The system is shown in Figure 26. Except for the optical path focused into the sample, the
ultrasound transducer is utilized, and the ultrasonic wave is focused into the same spot as well. As a
result, the photons in the focal region are modulated with the shift frequency of the ultrasonic driving
frequency [98,99]. Thus, the interesting photons are distinguished from the other scattered photons as
the noise photons fall outside the focal region in the frequency domain. This is promising for reaching
a larger penetration depth as well as a better SNR due to the reduction of noise photons.
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Figure 26. Schematic diagram of the ultrasound tagged laser confocal feedback imaging system. ML,
microchip Nd: YVO4 laser; BS, beam splitter; PD, photodiode; L, lens; AOM1, AOM2, acousto-optic
modulators; BE, beam expender; R, reflector; Obj, objective; Sa, sample (phantom); UT, ultrasound
transducer; Z, the axis of the incident light. (Figure reproduced from Ref. [97]).

When the measuring light returns to the laser cavity, the optical power modulation can be
deduced as:

ΔI(Fa + 2Ω)

Is
= M1 I(u)κG(Fa + 2Ω) · cos((Fa + 2Ω)t − φ + φs) (21)

where ΔI denotes the intensity modulation of the measuring light, Is is the output power of the solitary
laser, M1 is the ultrasound one-sided modulation depth, I(u) is the light intensity of the confocal system,
κ is the coefficient of the feedback light strength, G is the frequency dependent amplification factor, φs

is a fixed phase, and φ is the phase related to the external cavity length.
The simulations and experiment are conducted in the paper. The contrasting experimental results

with the traditional laser confocal feedback imaging are shown in Figure 27, proving that it is an
effective method to realize a better SNR with the increasing of the scattering coefficient and focused
depth. Compared with other optical methods, it is possible to reach both a larger imaging depth and a
better SNR, especially in the turbid media.

 
(a) (b) 

Figure 27. Results of experimental imaging: (a) laser confocal feedback imaging, (b) ultrasound
modulated laser confocal feedback imaging. (Figure reproduced from Ref. [97]).
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5. Conclusions

In this paper, an overview of the laser feedback technology is presented. Two major configurations,
the laser feedback interferometer and the laser confocal feedback tomography, are introduced
theoretically, and a series of applications are described respectively.

The laser feedback interferometer has great potential because it does not need a retroreflector or
corner prism set on the target. However, the stability and the performance indicators of the instrument
are not as good as the He-Ne laser interferometer nowadays. Therefore, improving the performance of
the laser feedback interferometer to be comparable with the traditional laser interferometer is a major
research area, which includes speed improvement [44,45] and common path compensation [46–48].
On the other hand, research on the application is an important part to solve the scientific or industrial
problem utilizing the ultra-high sensitivity, such as the measurement of refractive index, thermal
expansion coefficient, liquid evaporation rate, etc. [66,72–76].

The laser confocal feedback tomography is proposed to reach a greater imaging depth compared
with the confocal microscopy or optical coherence tomography [38,39]. It also shows great performance
in the structure measurement of the micro-electro-mechanical system [80–82]. However, the system
is also challenged to realize both high resolution and large penetration depth the same as the other
optical methods. Therefore, combining other technologies with the advantages of the laser confocal
feedback tomography is interesting research, such as the numerically reconstructing imaging to extend
the DOF and ultrasound-modulated technology to improve the SNR [96,97].

In conclusion, the frequency-shifted optical feedback can be applied in a vast range of fields such
as metrology, physical quantities measurement, imaging, microstructure measurement, and others. It
is promising to be developed in further study, and in new fields combined with other technologies in
future research.
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Abstract: Cylindricity is a kind of three-dimensional form distortion of a cylinder. An accurate
in situ measurement of cylindricity is relatively complex because measuring and reconstructing
cylindrical profile and evaluating out-of-cylindricity should be involved. Any method of in situ
measuring cylindricity must solve a common issue, i.e., to eliminate spindle error motions and
carriage error motions during measurement and reconstruction. Thus, error separation techniques
have played an important role in in situ cylindricity measurement through multipoint detections.
Although several valuable five-point methods for in situ measurement of cylindrical profile have
been proposed up to present, namely the parallel scan, spiral scan, and V-block scan, there are
obvious differences in many aspects, such as the arrangement of probes, error separation model,
reconstruction method, adaptability to service environment, accuracy and reliability in practical
application, etc. This paper presents the evaluation of their advantages and disadvantages in theory
and the actual measurement based on the standard ISO 12180. Suggestions for best meeting the
requirements of modern manufacturing and the most prospective one for industrial applications are
also given.

Keywords: error separation technique; cylindricity; form measurement; in situ measurement

1. Introduction

Large rollers, whose sizes can sometimes reach a diameter of a few meters and a length of several
meters, are employed in many heavy industries, e.g., papermaking, automobile, metallurgy, and
shipbuilding. Such a roller should be characterized by high form accuracy, because its cylindricity
errors would incorporate in the products, such as super calendar papers, roll-to-roll films, piston
cylinders, and automobile steel sheets, etc. Using conventional roundness and cylindricity instruments
may be impractical due to their large size and mass. Hence, there are increasing needs for accurate
measurement of out-of-cylindricity of rollers in order to ensure the surface quality of the products.
In situ measurements in production may be a good solution [1,2]. In general, a spindle supports
the measured cylinder to rotate and a carriage slides along the longitudinal direction, which are
indispensable in the in situ measuring system for the cylindricity. Raw probe signals representing radial
deviations of the cylinder are always superposed by the radial error motions of the cylinder, which
come from the spindle radial and tilt error motions, and the carriage straightness error motions [1–4].
Nevertheless, how to fully eliminate the radial error motions of the cylinder and straightness error
motions of the carriage in the in situ measuring system is a great challenge [2,5]. Two basic issues
are involved here: mathematical modeling of cylindrical profile and mathematical modeling of the
measuring system.
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1.1. Mathematical Modeling Cylindricity

The parameters and recommendations for measurement of cylindricity are described in the
standard ISO 12180 [6]. The cylindrical profile can be considered as three superposed deviations: radial
deviations, median line deviations, and cross-section deviations, as shown in Figure 1. Obviously,
median line deviations denote out-of-straightness of the median line of a cylinder, and radial
deviations and cross-section deviations denote the radius deviation and out-of-roundness of the
cross-section, respectively.

Figure 1. Components of the cylindricity deviations.

Cylindrical profile is made up of sequential cross-sectional profiles arranged in the axial direction,
and each cross-sectional profile can be described as definite periodic signals with a base frequency equal
to rotational frequency of the cylinder [5]. Therefore, the cylindrical profile r(z, θ) can be described as
a Fourier expansion:

r(z, θ) = r0(z) + ∑∞
p=1

[
ap(z) cos(pθ) + bp(z) sin(pθ)

]
. (1)

where, z and θ are respectively the axial and angular coordinates of the cylindrical profile, and r0(z) is
the radius of the cross-sectional profile. ap(z) + jbp(z), which denotes the pth harmonic vector of the
cross-sectional profile, can be expressed with the Legendre interpolation, i.e., ap(z) = ∑Ma

j=0 apjzj, and

bp(z) = ∑Mb
j=0 bpjzj. Substituting ap(z) and bp(z) into Equation (1), the cylindrical profile r(z, θ) can be

rewritten as follows:

r(z, θ) = r0(z) +
[(

∑Ma
j=0 a1jzj

)
cos(θ) + (∑Mb

j=0 b1jzj) sin(θ)
]

+∑∞
p=2
[
ap(z) cos(pθ) + bp(z) sin(pθ)

] (2)

Term 2 in Equation (2) belongs to the first harmonic component of the cross-sectional profile.
Let a1(z) = ∑Ma

j=0 a1jzj and b1(z) = ∑Mb
j=0 b1jzj, then, a1(z) + jb1(z) can be characterized as a vector from

the rotating center in a cross-section of the cylinder to the least squares center (LSC) of the cross-sectional
profile [5,7]. If the linear term (a10 + a11z) + j(b10 + b11z) about the Z-axis in a1(z) + jb1(z) is canceled,
the cylinder as a whole will be tilted and moved, and the cylindrical profile will be not changed. Thus,
the mathematical model of the cylindrical profile can be expressed by Equation (3).

r(z, θ) = r0(z) + r1(z, θ) + r2(z, θ) (3)

where, r1(z, θ) = a1(z) cos(θ) + b1(z) sin(θ) is the first harmonic component of the cross-sectional
profile. Obviously, a median line of the cylindrical profile, as shown Figure 1b, can be fitted
through the LSC vectors a1(z) + jb1(z) in sequential cross-sections [5,6,8]. The 0th harmonic
component, r0(z), represents average radius deviations of sequential cross-sectional profiles, as
shown Figure 1a. The sum of the pth(p = 2–∞) harmonic components, denoted by r2(z, θ) =

∑∞
p=2
[
ap(z) cos(pθ) + bp(z) sin(pθ)

]
, represents the out-of-roundness of sequential cross-sectional

profiles, as shown Figure 1c.
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From Equation (3), a feasible method of measuring and reconstructing a cylindrical profile can
be suggested. It is to accurately measure the radius deviations, roundness errors, and LSC vectors
of sequential cross-sections. Moreover, the median line is fitted through the LSCs, and cylindrical
profile can be reconstructed by assembling the measured radius deviation and out-of-roundness of
each cross-section on the fitted median line.

1.2. Mathematical Modeling of the Measuring System

Cylindricity errors are three-dimensional form deviations, and accurate measurement of
cylindricity is relatively complex, should include measuring and reconstructing cylindrical profile, and
evaluating out-of-cylindricity. Any in situ measuring system must employ several probes mounted
onto a carriage to sense the radial deviations of the cylinder while the cylinder is rotating and the
carriage is sliding along the longitudinal direction. It is known that rotating of the cylinder or sliding of
the carriage have inevitable five degree-of-freedom geometric error motions due to their manufacturing
and assembly errors. Therefore, the method of measuring cylindrical profile must be able to eliminate
error motions of the cylinder and carriage in data analysis. Error separation techniques (ESTs) have
been used in measurement of the form errors, such as straightness, flatness, roundness, and so on.
Error separation techniques ensure measurement accuracy by separating form errors and error motions
with specific designed setup and special mathematical modeling. In general, the three-point roundness
EST [3,4,9] can remove the radial error motions in the cross-section of the cylinder and accurately
determine radius deviations and out-of-roundness of the cross-sectional profile of the cylinder [3,5,9].
However, the first harmonic of the cross-sectional profile are inseparable from that of the radial error
motions in the cross-section of the cylinder [3–5,8,9]. The first harmonic of the cross-sectional profile
denotes the vector from rotating center to the LSC of the cross-sectional profile. Median line of the
cylinder is a spatial curve that is fitted through the LSCs of sequential cross-sectional profiles [6,8].
Therefore, three-point roundness EST is insufficient to accurately determine a cylindrical profile.

Modeling of a probe sensing the cylindrical profile is particularly foundational for cylindrical
profile measurement. Reference [10] built such a measurement model, as shown in Figure 2. OXYZ
is the global coordinate system, in which the cylinder coordinate system OcXcYcZc and the carriage
coordinate system OsXsYsZs are located. Theoretically, there are ten terms of error motions, including
the cylinder’s translational error motions ecx, ecy, ecz and tilt error motions τcx, τcy, as well as the
carriage’s straightness error motions esx, esy and three angular error motions of pitch τsx, yaw τsy, and
roll τsz. The vectors of the Oc and Os in the OXYZ system are ec =

[
ecx, ecy, 0

]
and es =

[
esx, esy, z

]
,

respectively. Let the rotation angle of the cylinder be θ. In the OsXsYsZs system, the measuring point P

locates at rs = [r0 cos(ϕ), r0 sin(ϕ), zs], and point P in the OXYZ system would be offset due to the
carriage error motions. If ecz, τsz, and quadratic terms of the errors are omitted, the actual position of
point P in the OXYZ system is:

ζx = r0 cos(ϕ) + esx + zsτsy; ζy = r0 sin(ϕ) + esy + zsτsx.

In a similar way, in the OcXcYcZc system, because of point P’s offsets caused by the error motions
of the cylinder, the actual position of point P in the OXYZ system is:

ξx = r(z + zs, θ + ϕ) cos(ϕ) + ecx + (z + zs)τcy;
ξy = r(z + zs, θ + ϕ) sin(ϕ) + ecy + (z + zs)τcx.

Obviously, the output of the probe indicates their difference in OXYZ system:

t(z + zs, θ) = (ξx − ζx) cos(ϕ) + (ξy − ζy) sin(ϕ) = [r(z + zs, θ + ϕ)− r0]

+
[
ecx + zτcy − esx + zs

(
τcy − τsy

)]
cos(ϕ) +

[
ecy + zτcx − esy + zs(τcx − τsx)

]
sin(ϕ).

(4)
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where, [r(z + zs, θ + ϕ)− r0] is the cylindrical profile. Equation (4) indicates that output of the probe
is a mixture of cylindrical profile and all kinds of error motions in measuring system, in which
[ecx + zτcy − esx], [zs

(
τcy − τsy

)
], [ecy + zτcx − esy], and [zs(τcx − τsx)] are the mutual independent error

motions. Therefore, the minimum number of the probes in order to fully eliminate the error motions is
five [10]. From Figure 2 and Equation (4), the three-point roundness EST [3–5,9] arranges three probes in
one cross-section of the cylinder, and the error motions [ecx + zτcy − esx] and [ecy + zτcx − esy] are sensed
by the probe, and can be canceled. If all error motions are expected to be eliminated, a few probes
must be arranged in the axial direction to sense the error motions [zs(τcx − τsx)] and [zs(τcx − τsx)].

Figure 2. Probe senses cylindrical profile and error motions [10].

The literature on the subject of in situ measurement of cylindricity is limited. Nyberg [11]
proposed the four-point EST for in situ measurement of cylindricity, which combines the concepts
of two-point straightness and three-point roundness ESTs. The signals from the three probes were
used to calculate radius deviations and out-of-roundness of each cross-sectional profile. Whereas the
signals from the two probes placed at the same generatrix in the cylinder were employed to determine
out-of-straightness of the generatrix. However, this method sidesteps the problem of accurately
determining curved median line profile of the cylinder, although it was successfully verified on a
dedicated measuring device by the experiments.

Several valuable five-point ESTs for in situ measurement of cylindrical profile have been
reported [8,10,12,13]. They are clearly different in the arrangement of probes, error separation
model, reconstruction method, adaptability to service environment, and accuracy of measuring and
reconstructing. Related technical notes are presented in the following for comparing and evaluating
pros and cons. Suggestions for best meets the requirements of modern manufacturing and the most
prospective one for industrial applications will then be made.

2. Error Separation Models for In Situ Measurement of Cylindricity

2.1. Parallel Scan EST

Reference [8] presented a parallel scan EST for measuring cylindrical profile, as shown in
Figure 3. Let the cylinder be divided by M cross-sections, and the axial distance between each
two cross-sections be d. Five displacement probes are mounted onto the carriage, which moves along
the Z direction. When the carriage is located at the Jth (J = 1, 2, · · · , M) position and the cylinder
rotates one revolution, Probes 1–3 sense the mixed radial errors in the Jth cross-section, meanwhile,
Probes 4 and 5 sense the X directional mixed errors in the (J + 1)th and (J + 2)th cross-sections.
When data collection is completed, the carriage moves a distance d along the Z direction and enters the
(J + 1)th position. At this moment, Probes 1–3 locates in the (J + 1)th cross-section and Probes 4 and 5
locate in the (J + 2)th and (J + 3)th cross-sections, respectively. Data collection of new revolution will
be carried on.
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Figure 3. Schematic of parallel scan EST for measurement of cylindrical profile. The 1–5 are the
displacement probes.

When the carriage locates at the Jth (J = 1, 2, · · · , M) position, the cylinder is rotating and
Probes 1–5 collects data. It was verified that the pth (p = 0, 2, 3, · · · , N − 2) harmonic vector
R(zJ , p) of the Jth cross-sectional profile r(zJ , i) (i = 0, 1, · · · , N − 1) of the cylinder could be
detected with the three-point roundness EST [3–5,8,9] by the outputs of Probes 1–3, denoted
by tn(zJ , i) (n = 1, 2, 3) (i = 0, 1, · · · , N − 1). Therefore, r0

(
zJ
)

and r2
(
zJ , i

)
(i = 0, 1, · · · , N − 1),

indicating the radius deviation and out-of-roundness of the Jth cross-sectional profile, can be
accurately determined. In addition, êx

(
zJ , i

)
(i = 0, 1, · · · , N − 1), indicating the separated result

of the X directional error motions in the Jth cross-section of the cylinder, can be obtained by
the outputs of Probes 1 and 2, as shown in Ref. [8,14]. The first harmonic vector should be
Êx
(
zJ , 1

)
= DFT

[
êx
(
zJ , i

)]|p=1, here, DFT is the discrete Fourier transform operator.
Simultaneously, Probes 4 and 5 sense the X directional mixed errors, including the (J + 1)th

and (J + 2)th cross-sectional profiles, denoted by r
(
zJ+1, i

)
and r

(
zJ+2, i

)
(i = 0, 1, · · · , N − 1), the X

directional error motions in the Jth cross-section ecx
(
zJ , i

)
and the tilt error motion of the cylinder

around the Y direction τcy(J, i), as well as the X directional straightness deviations of the carriage
esx
(
zJ
)

and yawing τcy(J), as shown in Figures 2 and 3. From Equation (4), the outputs of Probes 4
and 5, denoted by tn(J, i) (n = 4, 5) (i = 0, 1, · · · , N − 1), are given by

t4(J, i) = r
(
zJ+1, i

)− D4 +
{
[ecx
(
zJ , i

)
+ d × τcy(J, i)]− [esx

(
zJ
)
+ d × τsy(J)

]}
(5a)

t5(J, i) = r
(
zJ+2, i

)− D5 +
{
[ecx
(
zJ , i

)
+ 2d × τcy(J, i)]− [esx

(
zJ
)
+ 2d × τsy(J)

]}
. (5b)

Applying Discrete Fourier transform (DFT) to t4(J, i) and t5(J, i), we may obtain the
pth (p = 0, 1, · · · , N − 1) harmonic vectors of the outputs of Probes 4 and 5, denoted by T4(J, p) =
DFT[t4(J, i)] and T5(J, p) = DFT[t5(J, i)], in which the first harmonic vectors are T4(J, 1) and
T5(J, 1), respectively.

Θcx(J, 1) (J = 1, 2, · · · , M) is designated as the first harmonic vector of the X directional
additional error motions induced by the tilt error motions of the cylinder around the Y-axis.
Referencing the sequential three-point straightness EST [5,15], the iterative formulas used to extract
R
(
zJ , 1

)
(J = 1, 2, · · · , M), representing the LSC vectors of each cross-sectional profile, ware derived in

in Appendix of Reference [14]. When the carriage locates at the first position, let Θcx(1, 1) and R(z1, 1)
be equal to “zero”. The first harmonic vector R

(
zJ , 1

)
of the Jth (J = 2, 3, · · · , M) cross-sectional profile

is extracted by:

R
(
zJ , 1

)
= R

(
zJ−1, 1

)
+ T4(J − 1, 1)− Êx

(
zJ−1, 1

)− Θcx(J − 1, 1) (6a)

Θcx(J, 1) = Θcx(J − 1, 1)− [T5(J − 1, 1)− T4(J − 1, 1)] +
[
T4(J, 1)− Êx

(
zJ , 1

)]
. (6b)
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The LSC vector of the Jth (J = 1, 2, · · · , M) cross-sectional profile is 2R
(
zJ , 1

)
/N or

2R
(
zJ , N − 1

)
/N, with which a curved median line of the cylinder can be accurately fitted, here,

R
(
zJ , N − 1

)
= conjugation

[
R
(
zJ , 1

)]
. It is noteworthy that the curved median line fitted through the

LSCs of each cross-sectional profile, as a whole, undergoes little movement and inclination because
R(z1, 1) and Θcx(1, 1) are all set to “zero”, rather than their truth-values. The correctness of the curved
median line profile will not be affected.

Now, by means of the three-point roundness EST and Equation (6), R
(
zJ , p

)
(p = 0, 2, 3, · · · , N − 2)

as well as R
(
zJ , 1

)
and R

(
zJ , N − 1

)
, indicating the pth (p = 0, 1, 2, · · · , N − 1) harmonic vectors of the

Jth (J = 1, 2, · · · , M) cross-sectional profiles, can be detected accurately. A reconstructed cylindrical
profile, denoted by r

(
zJ , i

)
(J = 1, 2, · · · , M) (i = 0, 1, · · · , N − 1), can be achieved by;

r
(
zJ , i

)
= IDFT

[
R
(
zJ , p

)]
(i, p = 0, 1, 2, · · · , N − 1). (7)

Where, IDFT is the inverse discrete Fourier transform operator. Theoretical analysis and numerical
validation about this EST have been performed in Reference [8]. The results verify that error motions
of the cylinder and carriage are all removed, i.e., full harmonic error separation is realized. The LSCs
of each cross-sectional profile of the cylinder are accurately extracted even if the error motions of the
cylinder are not repeatable in each rotation. The spatial curved median line of the cylinder is accurately
determined by fitting through the LSCs of the sequential cross-sectional profiles. The cylindrical profile
conforming to the standard ISO 12180 [6], can then be reconstructed by Equation (7), as shown in
Equation (3). The cylindrical form errors, not only cylindricity but also out-of-roundness, generatrix
straightness, taper angle, and radius deviation, can be evaluated simultaneously by using the
reconstructed cylindrical profile.

2.2. Spiral Scan EST

Reference [10] presented the spiral five-probe arrangement for measurement of cylindrical profile,
as shown in Figure 4. Five displacement probes arranged in a spiral scanning-path are mounted
onto the carriage, which moves along the Z direction. This system makes it possible to transform
the cylindrical profile measurement to the one-dimensional straightness measurement of the spiral
profile on the cylinder given that the rotation of the cylinder keeps pace with the movement of the
carriage. Let the total number of scanning points per revolution be N, and the scanning angular
interval should be δ = 2π/N. When probes move along the spiral line, the variable z of the carriage
moving along the Z direction is proportional to the variable θ = i × δ of the cylinder rotating,
i.e., z = θ × T/(2π) = i × T/N, where, constant T is the pitch of the spiral line. The angular
positions of Probes 1–5 are ϕn (n = 1, 2, · · · , 5) with respect to the X direction, and axial positions are
zsn = τ × ϕn/(2π) (n = 1, 2, · · · 5), respectively. When the cylinder rotates and the carriage moves
synchronously, several error motions come up as shown in Figure 2, including the cylinder’s radial
error motions ecx(i), ecy(i) and tilt error motions τcx(i), τcy(i), as well as the carriage straightness error
motions esx(i), esy(i) and pitching τsx(i), yawing τsy(i) (i = 0, 1, · · · , N × M − 1). Here, M is number
of total rotating circle of the spiral line on the cylinder. Let r(i) (i = 0, 1, · · · , N × M − 1) be the spiral
line profile on the cylinder. According to Equation (4), the outputs of the five probes, denoted by
tn(i) (n = 1, 2, · · · , 5) (i = 0, 1, · · · , N × M − 1), can be written as follow:

tn(i) = r(i + kn)− Dn +
{
[ecx(i)− esx(i) + zτcy(i)]+zsn[τcy(i)− τsy(i)]

}
cos(ϕn)

+{[ecy(i)− esy(i) + zτcx(i)]+zsn[τcx(i)− τsx(i)]} sin(ϕn).
(8)

where, kn = ϕn/δ (n = 1, 2, · · · , 5); Dn (n = 1, 2, · · · , 5) are the initial zero-setting values of the
probes. Similarly to the three-point straightness EST based on DFT [5,16], the weighted output
of Probes 1–5 should be t(i) = ∑5

n=1 cntn(i). Let the weighted coefficients cn (n = 1, 2, · · · , 5) be
∑5

n=1 cn cos(ϕn) = 0 and ∑5
n=1 cn sin(ϕn) = 0, and ∑5

n=1 cnzsn cos(ϕn) = 0, ∑5
n=1 cnzsn sin(ϕn) = 0.

The weighted output t(i) (i = 0, 1, · · · , N × M − 1) can be rewritten as: t(i) = ∑5
n=1 cnr(i + kn)− D.
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Where, D = ∑5
n=1 cnDn is the weighted initial zero-setting value. Obviously, all error motions of the

cylinder and carriage are removed from t(i). Moreover, applying the DFT to t(i) and introducing the
time-shift theorem, we can obtain the pth(p = 0, 1, · · · , N × M − 1) harmonic vectors of the weighted
output t(i) (i = 0, 1, · · · , N × M − 1) as follows:

T(p) = DFT[t(i)] = R(p)× Ω(p)− D(p); Ω(p) = ∑5
n=1 cn exp

(
jpϕn

M

)
. (9)

where, D(p) = DFT[D]. If the transfer function Ω(p) 
= 0 (p = 0, 1, · · · , N × M − 1), the
pth (p = 0, 1, · · · , N × M − 1) harmonic vectors of the spiral line profile on the cylinder are:

R(p) =
T(p) + D(p)

Ω(p)
. (10)

Figure 4. Schematic of spiral scan EST [10]. The 1–5 are the displacement probes.

According to the properties of the DFT, D(p)|p=0 
= 0 and D(p)|p 
=0 = 0. Similar to the parallel
scan EST, the initial zero-setting value D1–D5 of Probes 1–5 is also allocated a value of zero or the
nominal radius, which will not affect the spiral line profile on the cylinder. Applying the IDFT
to R(p) (p = 0, 1, · · · , N × M − 1), we may obtain ρ(i) = IDFT[R(p)] (i, p = 0, 1, · · · , N × M − 1),
indicating the spiral line profile on the cylinder. A reconstructed cylindrical profile should be:

r(z,
..
i) = ρ(i)(i = 0, 1, · · · , N × M − 1); z = i × t

N
;

..
i = remainder(i/N) (

..
i = 0, 1, · · · , N − 1). (11)

It’s worth noting that, different from the parallel scan EST, the spiral scan EST measures the
one-dimensional straightness of the spiral profile on the cylinder, and reconstructs an integral
cylindrical profile. It is difficult to distinguish the radius deviation and out-of-roundness of each
cross-section, as well as the profile of the spatial curved median line of the cylinder.

2.3. V-Block Scan EST

Ref. [1,12,13,17] presented the V-block scan EST for measurement of cylindrical profile as shown
in Figure 5. An element connecting the two V-blocks functions as guideway, along which a carriage
moves. A displacement probe is mounted onto the carriage. When the cylinder driven by the spindle
rotates, probe keeps collecting data. At the moment, two V-blocks should contact reliably with the
surface of the cylinder, and the measuring system should avoid rotating around and moving in the
Z-axis. Because five points are contact with the measured surface during measuring, this system may
be regarded as an analogous five-point EST measuring system.
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Figure 5. Schematic of V-block scan EST [1,12,13]. The left shows the measured cylinder in the OXYZ
system; the right shows the cross-section of the cylinder in the plane of the V-block.

As shown in Figure 5, the OXYZ system was assumed in such a way that the Z-axis coincides with
the axis of the nominal cylinder, and the plane determined by the X- and Y-axes coincide with the plane
of the left V-block. The Y-axis is the angular bisector of the V-block. Let the total number of scanning
points per revolution be N, and the scanning angular interval should be δ = 2π/N. Let the angular
position of the probe be ϕ = kδ with respect to the X-axis, and the half angle of the V-block be α = uδ.
Because the system rides on the cylinder during measuring, the radial and tilt error motions of the
cylinder will have nothing to do with the output of the probe. However, as those two cross-sectional
profiles that are contacted by two V-blocks have roundness errors, it would make the measuring system
generate the radial and tilt error motions. At this moment, the probe situated in measured cross-section
will collect the radial mixed errors, including the cross-sectional profile r(z, i) (i = 0, 1, · · · , N − 1),
the measuring system’s radial error motions ex(z, i), ey(z, i) (i = 0, 1, · · · , N − 1) in the cross-section
where the probe is, as well as the carriage straightness error motions esx(z), esy(z) in the location where
the probe is. According to Equation (4), the output of the probe t(z, i) (i = 0, 1, · · · , N − 1) should be:

t(z, i) = r(z, i + k) + [ex(z, i)− esx(z)] cos(ϕ) +
[
ey(z, i)− esy(z)

]
sin(ϕ). (12)

where, the initial zero-setting value of the probe is omitted due to without impact on accurate
measurement. It is worth noting that ex(z, i), ey(z, i) (i = 0, 1, · · · , N − 1), indicating the measuring
system’s radial error motions in measured cross-section, are caused by the cross-sectional profiles
in contacted with the two V-blocks. There are obviously four points on the V-blocks in contact
with the cross-sections defined by the plane z = 0, L of the cylinder. If the contacted points are
regarded as the virtual probes, output of the virtual probes in the z = 0, L cross-sections should
be “zero”. It is obvious that the z = 0, L cross-sectional profiles r(z, i)|z=0,L (i = 0, 1, · · · , N − 1)
control the radial error motions of the measuring system in the z = 0, L cross-sections, denoted by
ex(z, i), ey(z, i)|z=0,L (i = 0, 1, · · · , N − 1).

At this moment, if the carriage moves, and the probe locates in the z = 0, L cross-sections,
respectively, the probe collects the radial mixed errors during cylinder rotating. The outputs of
the probe should be t(z, i)|z=0,L (i = 0, 1, · · · , N − 1), as shown in Equation (12). Taking DFT to
t(z, i)|z=0,L (i = 0, 1, · · · , N − 1), we will achieve the pth(p = 0, 1, · · · , N − 1) harmonic vector of the
z = 0, L cross-sectional profiles R(z, p)|z=0,L, as follow.

R(z, p)|z=0,L =
T(z, p) + M(z, p)

Ω(p)
|z=0,L; Ω(p) = exp(jpϕ)− Γ(p) (13)

Γ(p) =
{

exp(jpα)

[
cos(ϕ)

2 cos(α)
+

sin(ϕ)

2 sin(α)

]
+ exp[jp(π − α)]

[
− cos(ϕ)

2 cos(α)
+

sin(ϕ)

2 sin(α)

]}
M(z, p)|z=0,L = DFT

[
esx(z) cos(ϕ) + esy(z) sin(ϕ)

] |z=0,L
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where, Ω(p) is the transfer function, and T(z, p)|z=0,L = DFT[t(z, i)]|z=0,L are the
pth(p = 0, 1, · · · , N − 1) harmonic vectors of the output of the probe when it locates in the z = 0, L
cross-sections. M(z, p)|z=0,L are the pth(p = 0, 1, · · · , N − 1) harmonic vectors of the disturbances
from the carriage straightness error motions when the probe locates in the z = 0, L cross-sections.

If stiffness of the measuring system is sufficient, the radial error motions of the measuring
system in measured cross-section, denoted by ex(z, i), ey(z, i)(i = 0, 1, · · · , N − 1), should be the linear
combination of ex(z, i)

∣∣z=0,L, ey(z, i)
∣∣
z=0,L. Here, their pth (p = 0, 1, · · · , N − 1) harmonic vectors,

denoted by Ex(z, p) = DFT[ex(z, i)] and Ey(z, p) = DFT
[
ey(z, i)

]
, can be achieved.

Now, taking DFT to Equation (12), we will obtain the pth (p = 0, 1, · · · , N − 1) harmonic vector
of the output of the probe when it locates in measured cross-section:

T(z, p) = DFT[t(z, i)] = exp(jpϕ)R(z, p) + Ex(z, p) cos(ϕ) + Ey(z, p) sin(ϕ)− M(z, p). (14)

Bringing Ex(z, p), Ey(z, p) and R(z, p)|z=0,L (p = 0, 1, · · · , N − 1) into Equation (14), we can
determine R(z, p), indicating the pth (p = 0, 1, · · · , N − 1) harmonic vectors of the measured
cross-sectional profile of the cylinder.

R(z, p) =
{

T(z, p) +
(L − z)T(0, p) + zT(L, p)

LΩ(p)
Γ(p)

}
exp(−jpϕ) + Δ(z, p). (15)

Δ(z, p) =
{

M(z, p) +
(L − z)M(0, p) + zM(L, p)

LΩ(p)
Γ(p)

}
exp(−jpϕ)

where, T(z, p) is the pth(p = 0, 1, · · · , N − 1) harmonic vector of the output of probe in measured
cross-section. M(z, p) is the pth(p = 0, 1, · · · , N − 1) harmonic vector of the disturbances from the
carriage straightness error motions in measured cross-section. A reconstructed cylindrical profile
r(z, i)(i = 0, 1, · · · , N − 1) can be achieved by taking IDFT to R(z, p)(p = 0, 1, , · · · , N − 1), similarly
to Equation (6). However, it is worth noting that Equations (13)–(15) are true if the transfer function
Ω(p) 
= 0, in addition, the disturbances from the carriage straightness error motions will impact the
accuracy of the V-block scan EST.

3. Applicative and Comparative Analysis for In Situ Measurement of Cylindricity

Three error separation models for in situ measurement of cylindricity have been investigated as
above. Theoretically, they all can be used to measure and reconstruct cylindrical profile. However,
their validity and accuracy need to be verified by numerical verifications through experiments so as to
further reveal characteristic features as well as main benefits and drawbacks.

3.1. Experimental Verification and Analysis of Parallel Scan EST

An experimental system based on the parallel scan EST was setup as shown in Figure 6.
The headstock and tailstock supported the cylinder. The carriage had three parallel sections separated
by a distance d = 40 mm. Five inductive displacement probes (TESA GTL 21 DC) were mounted
onto the carriage, in which Probes 1–3 were mounted in the left section according to the three-point
roundness EST, and Probes 4 and 5 were located in the middle and right sections. An angular encoder
(RENISHAW RESM 52, 8192 lines, zero line, 5 subdivisions) was mounted on the rotor in the headstock
to control the course of data acquisition so as to obtain uniform sampling on the circumference.
The total number of sampling points per revolution N was 1024. In order to avoid the non-first
harmonic suppression [3–5,8,14] and achieve the large error transfer function Ω(p)(p = 0, 2, · · · , 15),
the angular positions of the Probes 1–3 were set respectively α = 77.03◦, β = 86.84◦ as shown in
Figure 7. The rotational speed of the cylinder was 1 rpm.
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Figure 6. Photograph of the parallel scan EST experimental system.

It can be seen from Figure 3 and Equation (6) that the parallel scan EST is to simultaneously
execute the three-point roundness and sequential three-point straightness ESTs [5,8] for the detection
of the radius deviation, out-of-roundness, and LSC of each cross-section of the cylinder, respectively.
A novelty of the EST is to accurately detect the spatial curved median line of the cylinder and to
measure and reconstruct cylindrical profile consistent to the standard ISO 12180 [6]. The key to
verifying the validity of the EST is to evaluate the accuracy of the measured curved median line profile
of the cylinder. Currently, there is not a mature method to calibrate the curved median line profile,
and it is difficult to investigate the error motions of the cylinder. Therefore, we will compare the
repeatability of the curved median line profiles to prove the accuracy. In engineering practices, the
high repeatability of measurement results will indicate high-precision of the measurements, and also
high accuracy to some extent.

 

 

 

 

 

O

X Y 

αβ

Figure 7. Angular positions of Probes 1–5.

Six measurement experiments were conducted on the experimental system for same cylinder
shown in Figure 6, the number of the cross-section divided in the cylinder was M = 25. A set of
software was developed to sequentially control the course of measurements and data collections
of Probes 1–5. By calculating Equation (6) with iterative, the LSC vector 2R

(
zj, N − 1

)
/2 of the

Jth(J = 1, 2, · · · , M) cross-sectional profile of the cylinder was extracted, with which the curved
median line profile was fitted in each experiment, as shown in Figure 8. Although the profiles of
the curved median line were quite consistent among in the six experiments, the variations of the
extracted LSC vector of each cross-sectional profile were significant, being approximately within the
range ±2.5 ± 2.5iμm, which cannot be a convincing proof of the accuracy of the parallel scan EST for
measuring cylindrical profile.
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Theoretically, this EST can eliminate the radial and tilt error motions of the cylinder as well as
the carriage straightness error motions. Actually, similarly to the sequential three-point straightness
EST, the double integration calculations [15] as Equation (6) are executed for detecting the LSC vectors
of each cross-sectional profile of the cylinder, which reduces the anti-interference capacity of the EST.
Influences of various interferences on detecting the LSC vectors of each cross-section are amplified,
which conduct the large variations in the measured median line profiles. In particular, when there are
significant systematic interferences in the measuring system, such as inconsistencies in sensitivity and
linearity, angular and positional errors of five probes, an obvious distortion of the measured median
line profile will occur. Even more, the larger the total number of the cross-section in the cylinder is, the
more serious the distortion is.

Figure 8. Median line profiles measured by the parallel five-point EST.

Comparatively, if the outputs of Probes 1–4 are used to measure and reconstruct the cylindrical
profile, this EST will become an integrated EST of the three-point roundness and sequential two-point
straightness. Here, the sequential two-point straightness EST [18] is executed for the detection of the
LSC vector of each cross-sectional profile of the cylinder. Let us see Equation (6), Θcx(J, 1), which is
the first harmonic vector of the additional X directional error motions induced by the tilt error motions
of the cylinder around the Y-axis of each position, should be omitted, and the double integration
calculations will be avoided. At this moment, the tilt error motions of the cylinder cannot be removed
although the influences of various interferences on detecting the LSC vector of each cross-section are
weakened. In engineering practices, the tilt error motions of the cylinder are much smaller, particularly
in case if the cylinder is long and the rotation speed is low. Figure 9 shows the curved median
line profiles measured by the outputs of Probes 1–4. Obviously, the measured profiles are in good
consistency in six experiments, and the variation of the extracted LSC vector of each cross-sectional
profile is within the range ±1 ± 1iμm, which shows a convincing proof of the accuracy of the parallel
scan EST for measuring cylindrical profile.
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Figure 9. Median line profiles measured by the parallel four-point EST.

The accuracy of the extracted LSC vectors of sequential cross-sectional profiles by the four-point
EST is higher than that extracted by the five-point EST if the tilt error motions of the cylinder are small
and negligible. Figures 8 and 9 show that the profiles of the curved median line measured by two
parallel ESTs differ slightly, and the conformity of the spatial median line measured by the parallel
four-point EST is validated to be higher in the six experiments, which implies that the tilt error motions
of the cylinder of the experimental system is small. Therefore, the parallel four-point EST is more
suitable for in situ measurement of cylindricity of the large-scale roller, where the tilt error motions of
the cylinder are indeed small in case that the cylinder is long and the rotation speed is low. On this
basis, the cylindrical profile can be accurately reconstructed by Equation (7).

3.2. Applicative Analysis of Spiral Scan EST

Theoretically, the spiral scan EST for measuring the cylindrical profile must face two basic queries.
One is harmonic suppression and the other is the multi-point straightness EST based on DFT. As stated
above, Equation (9) would be true if the transfer function Ω(p) (p = 0, 1, · · · , N × M − 1) was not
“zero”. However, when p = M, the transfer function should be:

Ω(M) = ∑5
n=1 cn exp(jϕn) = ∑5

n=1 cn cos(ϕn) + j ∑5
n=1 cn sin(ϕn) ≡ 0.

This means that the Mth harmonic suppression happens in this EST, i.e., the Mth harmonic
component of the spiral line profile on the cylinder is unable to exactly be determined. In Reference [10],
the partial transfer function Ω(p) (p = 0, 1, · · · , 250) was shown as Figure 10.

A numerical validation procedure has been developed in this study to help qualitative and
quantitative evaluation of the cylindrical profile obtained by this EST. Whether the Mth harmonic
suppression impacts correct detection of spiral line profile on the cylinder should be verified first.
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Figure 10. Transfer function Ω(p) (p = 0, 1, · · · , 250) of spiral scan EST. Here, angular position of five
probes ϕn (n = 1, 2, · · · , 5) is 0◦, 395◦, 838.7◦, 1236.5◦, 1658.8◦, respectively, and pitch of spiral line is
T = 10. Number of total rotating circles of spiral line is M = 29 [10].

We created a set of given data to describe a virtual spiral line profile on the cylinder. A series
of random data was used to simulate the radial error motions of two imaginary rolling bearings that
supported the cylinder to rotate so that the different error motions in each revolution were simulated.
A series of the other random data was used to simulate the carriage straightness error motions including
yaw and pitch. The outputs of five probes were set according to Equation (8), and then, the procedures
of reconstructing the spiral line on the cylinder were carried out according to Equations (9)–(11).

As shown in Figure 11, the given spiral line profile on the cylinder only with the median line
deviations is similar to Figure 1b. The difference between the measured spiral line profile and given
one presents periodicity, which is the 29th harmonic component of the spiral line profile on the cylinder.
Such a difference causes the spiral line profile measured by this EST to slightly shift as a whole, yet the
profile of the spiral line is not distorted. Therefore, the Mth harmonic suppression of this EST will not
impact the accuracy of measuring the spiral line profile.

Figure 11. Comparison of the measured spiral line profile with given one in the case of ideal
measurement. Here, angular position of probes ϕn (n = 1, 2, · · · , 5) is 0◦, 395◦, 838◦, 1236◦, 1659◦,
respectively, and pitch of spiral line is T = 10 mm. Number of total rotating circles of spiral line is
M = 29.
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The measured spiral line profile as shown in Figure 11 is based on a kind of “ideal measurement”,
i.e., based on an assumption that the straightness profile of the spiral line is closed, because the spiral
scan EST is based on DFT in theory. In the case of “ideal measurement” during numerical validations,
the sampling of five probes were carried out under the condition that the starting point and ending
point of given spiral line profile were connected. However, it is impossible in actual measurements.
If the angular distance between Probes 1 and 5 is ϕ = (ϕ5 − ϕ1) and the total rotation angle of the
cylinder is 2πM, Probes 2–4 cannot normally collect data in the angular range from (2πM − ϕ) to
2πM during actual measurement. Now, how to estimate the output of Probes 2–4 in this angular range
would affect the precision of the measured spiral line profile on the cylinder. Here, the outputs of
Probes 2–4 in the angular range from (2πM − ϕ) to 2πM are assigned with the data collected by Probe
1 in the angular range from 0 to ϕ so as to best agree with the requirement for closed profile. Figure 12
demonstrates the verified results of this EST in the case of “actual measurement”.

Figure 12. Comparison of the measured spiral line profile with given one in the case of actual
measurement. Here, angular position of probes ϕn (n = 1, 2, · · · , 5) is 0◦, 395◦, 838◦, 1236◦, 1659◦,
respectively, and pitch of spiral line is T = 10 mm. Number of total rotating circles of spiral line is
M = 29.

From Figure 12, it may be found that the given spiral line profile on the cylinder with the
median line deviation, radius deviations and roundness errors, and the measured spiral line profile is
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almost the same as the given one except for its slight translation. Their differences also present the
periodicity of the 29th harmonic. Because the data substitutions of Probes 2–4 introduce some errors, the
difference between the measured spiral line profile and given one has the high-frequency components.
In addition, the measured spiral line profiles at both ends of the cylinder are deteriorated significantly.
However, in engineering practice, we pay attention to low frequency parts of the measured profile,
high frequency error in the measured profile can be eliminated by filtering. Therefore, the shortened
effective measurement length of the spiral line profile is a weakness of this EST. It is worth noting
that the above numerical verification results were obtained under the condition that the radial error
motions of two imaginary rolling bearings and carriage error motions were only 20% of the given
spiral line profile on the cylinder. If this ratio goes up, the confidence level of the spiral line profile
measured by this EST will be greatly decreased.

In Reference [10], a prototype instrument was developed based on the spiral scan EST. Comparing
the results of the instrument with that of a commercial roundness measuring machine indicated the
feasibility of measuring out-of-roundness, but the instrument seemed to be not able to identify the
curved median line profile of the cylinder. In the opinion of the authors of Reference [10], the Mth
harmonic suppression issue in this EST was worth in-depth examined. Whereas, they did not touch
the issue of the multi-point straightness EST based on DFT.

3.3. Applicative Analysis of V-Block Scan EST

Frist, we should evaluate the validity and accuracy of the V-block scan EST based on the
standard ISO 12180 [6]. From Equation (15), we seem to obtain the measured cross-sectional profiles
R(z, p) (p = 0, 1, 2, · · · , N − 1). However, from Equation (13), it can be verified that the transfer
function Ω(p)|p=1,N−1 ≡ 0, as shown below.

Ω(1) = exp(jϕ)−
{

exp(jα)
[

cos(ϕ)
2 cos(α)

+ sin(ϕ)
2 sin(α)

]
− exp[j(π − α)]

[
cos(ϕ)

2 cos(α) −
sin(ϕ)

2 sin(α)

]}
= exp(jϕ)− {cos(ϕ) + j sin(ϕ)} = 0

Therefore, Equations (13) and (15) are not true in this case, the first harmonic suppression occurs
in the V-block scan EST. It can be seen that R(0, p)|p=1,N−1 and R(L, p)|p=1,N−1, which indicate the first
and (N − 1)th harmonic vectors of the z = 0, L cross-sectional profiles, cannot be accurately extracted.
In other word, the LSCs vectors of the z = 0, L cross-sectional profiles are unknowable.

On the basis of routine, R(0, p)|p=1,N−1 and R(L, p)|p=1,N−1 will be set as “zero”. Then,
Ex(z, p)|p=1,N−1 and Ey(z, p)|p=1,N−1 could be also regarded as “zero” because the radial and tilt
error motions of the measuring system are controlled by the z = 0, L cross-sectional profiles.
In view of the properties of DFT, there are M(z, 0) 
= 0 and M(z, p)|p 
=0 = 0 in Equation (13).
From Equation‘(15), R(z, p)|p=1,N−1, which indicate the first and (N − 1)th harmonic vectors of the
measured cross-sectional profiles of the cylinder, are:

R(z, 1) = T(z, 1) exp(−jϕ); R(z, N − 1) = conjugation[R(z, 1)]. (16)

However, R(0, p)|p=1,N−1 and R(L, p)|p=1,N−1 are actually existent and are typical of the
LSC vectors of the z = 0, L cross-sectional profiles in contact with two V-blocks. They induce
Ex(z, p)|p=1,N−1 and Ey(z, p)|p=1,N−1, indicating the first harmonic vectors of the radial error motions
of the measuring system. Substituting Ex(z, 1) and Ey(z, 1) into Equation (14), T(z, p)|p=1,N−1, which
indicate the first and (N − 1)th harmonic vectors of the output of the probe, can be rewritten as follow:

T(z, 1) =
[

R(z, 1)− (L − z)R(0, 1) + zR(L, 1)
L

]
exp(jϕ); T(z, N − 1) = conjugation[T(z, 1)].

Equation above shows that T(z, 1) comprises R(z, 1) and linear combination of R(0, 1) and R(L, 1).
However, from Equation (16), the LSC vectors in the measured cross-sections 2R(z, 1)/N are just based
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on the line connecting the actual LSCs of the z = 0, L cross-section, i.e., 2R(0, 1)/N and 2R(L, 1)/N.
Hence, the spatial curved median line fitted by 2R(z, 1)/N or 2R(z, N − 1)/N has a little movement
and inclination, based on which the cylindrical profile can be reconstructed accurately even if the
suppression of the first harmonic exists.

The non-first harmonic suppression [3–5,8,14], which denotes the transfer function Ω(p)|p>1 = 0,
will impact the measurement accuracy of the out-of-roundness of each cross-sectional profile of the
cylinder. Whether suppression of the non-first harmonic exists in this EST will depend on the values
of angular parameters of ϕ and α as shown in Figure 5. Digital simulations were performed to verify
how to configure parameters of ϕ and α to avoid the non-first harmonic suppression. Figure 13
demonstrates the relationships between the angular parameters and the pth harmonic suppression.
It may be found that if α = 30◦ and ϕ = 90◦, the pth (p = 5, 7, 11, 13, 17, · · ·) harmonic suppression
occurs. Especially, when α = ϕ, full harmonic suppression will occur. Let total number of scanning
points per revolution be N and δ = 2π/N, ϕ = kδ and α = uδ, the non-first harmonic suppression
of this EST will be avoided provided that k 
= u, and the greatest common factor of (k − u) and
(N/2 − 2u) as well as N is 1, e.g., α = 45◦ and ϕ = 68◦. Therefore, this measuring system needs to
carefully adjust the angular position of the probe so as to avoid the non-first harmonic suppression
and get the transfer function Ω(p)(p = 0, 2, · · · , 15) as large as possible.

Figure 13. Non-first harmonic suppressions and the values of angular parameters of ϕ and α. If transfer
function Ω(p) = 0 at given ϕ and α, the pth harmonic suppression occurs. Here, α = 30◦ ∼ 60◦ and
ϕ = 40◦ ∼ 90◦, harmonic order p = 2–50.

The 0th harmonic component R(z, 0) denotes the radius deviations of the sequential cross-sectional
profiles. From Equation (15), measurement accuracy of the radius deviations depends on:

Δ(z, 0) =
{

M(z, 0) +
(L − z)M(0, 0) + zM(L, 0)

L[sin(α)− sin(ϕ)]
sin(ϕ)

}
(17)

It is known that M(0, 0) and M(L, 0) come from esx(z)|z=0,L and esy(z)
∣∣
z=0,L, i.e., the carriage

straightness error motions in the z = 0, L cross-sections, in other word, the guideway’s slope
in the XOZ and YOZ plane. Due to the existence of guideway’s errors at the z = 0, L
cross-sections, the reconstructed cylindrical profile would produce a conical form. M(z, 0) =

DFT
[
esx(z) cos(ϕ) + esy(z) sin(ϕ)

]|p=0, indicating the 0th harmonic component of the disturbances
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from the carriage straightness error motions in the measured cross-section, directly results in the
measurement errors in the radius of the reconstructed cylindrical profile, as shown in Figure 1a.

In References [12,13,17], computer simulations of this EST for measurement of cylindrical
profile were conducted to assess the non-first harmonic suppression. The results indicate that
the 11th harmonic component exists when α = 60◦ and ϕ = 90◦ were selected. From Figure 13,
the pth(p = 11, 13, 23, 25, · · ·) harmonic suppression occurs in this case. It is a weakness that the
straightness deviations of the guideway affect directly measurement accuracy of the cylindrical profile.
It yields the necessity to compensate for the carriage straightness deviations in order to improve the
measurement accuracy. In the authors’ opinion, however, the compensation method should not change
the fact that guideway’s slopes in XOZ and YOZ planes would make the reconstructed cylindrical
profile be a conical form. A measuring system allowing cylindricity measurements by this EST was
constructed [12,13,17]. Some potential sources of systematic errors, such as, unequal angles of V-blocks,
calibration error of the probe, deflection of the probe axis from its nominal orientation were analyzed.
A series of experiments were conducted involving the comparison of measurement results of a group
of cylindrical elements. The cylindricity deviation of each sample element was determined with two
methods: V-block scan EST and high accurate radial method [19]. The conducted tests showed that the
difference lies within the interval ±19% (for a probability level p = 0.95).

4. Conclusions

Three five-point ESTs used for in situ cylindricity measurement were analyzed to determine their
characteristic features as well as main benefits and drawbacks.

The following are conclusions drawn about the parallel scan EST:

1. Measurement of cylindrical profile was performed with five displacement probes. Outputs from
five probes were used to measure radius deviations and roundness deviations of sequential
cross-sectional profiles, as well as the LSC vectors of sequential cross-sectional profile, with which
spatial curved median line profile of the cylinder was determined. Further, cylindrical profile
could be accurately reconstructed by assembling each obtained cross-sectional profile onto the
spatial curved median line.

2. The completeness of the measurement model in theory is promising. Accurate detection of the
spatial curved median line of the cylinder highlights its novelty, and the error motions of the
cylinder and carriage in measuring system are fully eliminated.

3. Detecting full harmonic components of sequential cross-sectional profiles is dependent on how
the three probes in one cross-section are located relative to each other. Therefore, to ensure good
anti-interference capability, angular arrangement of the three probes should be carefully selected
so as to obtain large transfer function Ω(p) (p = 0, 2, · · · , 15).

4. The probes should be strictly calibrated and carefully chosen. Especially, inconsistencies of
sensitivity and linearity among five probes should be overcome as much as possible, which is a
main factor impacting on the precision of spatial curved median line of the cylinder.

5. Accuracy of the method has not been verified by calibration.
6. The method is suitable for on-machine measurement of cylindrical profile. Where, the carriage

can be mounted onto the tool carriage. Measurement cost is relatively low.
7. The parallel four-point scan EST is more suitable for in situ cylindricity measurement of large-scale

roller, where the tilt error motions of the cylinder are negligible because the roller is long and the
rotation speed is low.

The conclusion about spiral scan EST can be summarized as follows:

1. Measurement of cylindrical profile is performed with five displacement probes, which are
arranged in a spiral scanning-path. Cylindrical profile measurement is transformed to
one-dimensional straightness measurement by the multi-point straightness EST based on DFT.
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2. The multi-point straightness EST based on DFT is built in an assumption that the straightness
profile is end-to-end. The actual spiral profile on the cylinder is impossible to achieve. Therefore,
direct adoption of straightness EST based on DFT to measure and reconstruct spiral profile on
the cylinder would weaken the theoretical completeness.

3. The way to fill a segment of data of Probes 2–4 at the tail end of measurement becomes a crucial
factor to determine measurement accuracy. In light of the authors’ experience, if straightness
errors of actual spiral profile are significant in the outputs of the probes, it may be a good solution
that a segment of data of Probes 2–4 at the tail end of measurement are assigned by the data
collected by Probe 1 at the head end of measurement.

4. The Mth harmonic suppression of the EST will not impact measurement accuracy of the spiral
line profile. It only causes a slight shift of the measured spiral line profile.

5. Because a segment of data of Probes 2–4 at the tail end of measurement is uncertain, the accuracy
of the measured spiral line profiles at both ends of the cylinder deteriorated significantly.
Therefore, the shortened effective measurement length of the spiral line profile is a weakness.

6. Accuracy of the method has not been verified by calibration.
7. If this EST is employed in situ measurement of cylindricity, motion accuracy of the guideway

and spindle should be high.

The conclusions about V-block scan method can be summarized as follows:

1. Measurement of cylindrical profile was performed with the measuring system made up of two
V-blocks and a displacement probe. During measuring, two cross-sectional profiles that contact
two V-blocks control the radial and tilt error motions of the measuring system, yielding repeatable
error motions of the measuring system in each revolution. This makes the measured cylindrical
profile immune to the error motions of the cylinder.

2. Error motions of the cylinder are removed, whereas, the carriage straightness error motions
will directly impact the measurement accuracy of cylindrical profile, which would weaken the
theoretical completeness.

3. Detecting full harmonic components of sequential cross-sectional profiles is dependent on
selection angular values of the probe and V-block. Therefore, to ensure good anti-interference
capability, angular value of the probe should be carefully selected so as to obtain large transfer
function Ω(p)(p = 0, 2, · · · , 15).

4. The measurement uncertainty was assessed through statistical testing. The expanded uncertainty
reached 19% compared to the results obtained with the highly accurate radial method. This EST
was verified in practice using a model test stand, not on a large roller.

5. It is a portable system, and is suitable for in situ measurement.
6. During measurement, it is crucial to avoid the measuring system rotating around and moving

in the Z-axis of the cylinder. How to decrease the impact from straightness deviations of the
guideway is crucial to measurement accuracy.

7. Compensation for the straightness deviations of the guideway was proposed to improve
the measurement accuracy. In the authors’ opinion, however, it may be a good solution to
diametrically arrange the second probe in the axial direction of the original probe.

Summing up, the parallel four-point scan technique is recommended for on-machine measurement
cylindricity of large rollers, where spindle tilt error motions are negligible. Diametrical arrangement
of the second probe in the axial direction of original probe will make the V-block scan EST be the
most prospective technique for short roller. However, it is worth noting that, in actual multipoint EST,
the main factor of impact on measurement accuracy is the inconsistency of characteristics between
multiple displacement probes; therefore, probes should be carefully chosen.
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