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Microfossil evidence indicates that cellular life on Earth emerged during the Paleoarchean era
be-tween 3.6 and 3.2 thousand million years ago (Gya) [1]. But what is really what we call life? How,
where, and when did life arise on our planet? These questions have remained most-fascinating over the
last hundred years. The German biologist Carl Richard Woese emphasized the urgency of conducting
in-depth studies in search of what in the early days of the formation of the universe and then of our
planet, gave rise to what is called Life and he wrote “Biology today is no more fully understood in principle
than physics was a century or so ago. In both cases the guiding vision has (or had) reached its end, and in both,
a new, deeper, more invigorating representation of reality is (or was) called for.” [2] From the beginning of the
last century, and in accord with what David Deamer highlighted “Life can emerge where physics and
chemistry intersect” and for this reason the study of the origin of Life intersect not only the organic
and inorganic chemistry but also biology, astrophysics, geochemistry, geophysics, planetology, earth
science, bioinformatics, complexity theory, mathematics and philosophy from the equation. From an
evolutionary chemical point of view, is possible to presume that life emerged from a mixture of inanimate
matter: Organic and inorganic compounds. Such compounds reacted under favorable conditions, forming
molecules that are commonly called “biotic” and that, thanks to a kind of self-organization, gave rise
to the first biopolymers and to proto-metabolisms. The geology and the chemistry of Earth before the
advent of life was completely different from what we know today. At that time, sunlight, volcanic heat,
and hydrothermal sites were the main energy sources that could drive the synthesis of many molecules,
including nucleosides, peptides, sugars and amphiphilic compounds. The atmosphere was mostly
nitrogen (N2), as today, with a substantial amount of carbon dioxide (CO2) and much smaller amounts
of carbon monoxide, ammonia, and methane (CO, NH3, CH4). It is also likely that water, present in
locally limited amounts, contained hydrogen cyanide (HCN), formaldehyde (HCHO) and formamide
(HCONH2). Intriguingly, those molecules are found in the interstellar space together with many other
that can be considered as building blocks for the assembling of biomolecules such as water (H2O),
formic acid (HCOOH), methanol (CH3OH) cyanamide (NH2CN), acetic acid (CH3COOH), acetamide
(CH3CONH2), ethylene glycol (HOCH2CH2OH) and glycine [3,4]. Prebiotic chemistry experiences
showed that the chemical combinations of different building blocks can give rise to the formations of
different classes of biotic molecules such as 2’,3’-cyclic pyrimidine nucleotides, various–amino acids and
glycerol phosphate [5–11]. The plausible scenarios for the assembling of these building blocks thus of such
complex biomolecules are depicted as two: Hydrothermal vents and hydrothermal pools. Hydrothermal
vents are systems whose heat source is the underlying magma or hot water generated by convection
currents due to high thermal gradients [12]. The alternatives to hydrothermal vents are hydrothermal
fields known also as hydrothermal pools. Recently, Damer and Deamer pointed out that fluctuating
hydrothermal pools (FHPs) could be considered as plausibly prebiotic reactors for the synthesis of several
key molecules for the development of life, including lipids, nucleic acids and peptides [13]. This short
résumé is to say that the seventeen papers published in this special issue perfectly matches with the aim
of the study of the origin of Life from a system chemistry and prebiotic chemistry perspective. We expect
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Life 2019, 9, 73

that this collection of original articles and reviews will provide the reader with an updated view of some
important aspects of prebiotic chemistry thought. We hope that in the further investigations on the origin
of Life will bring scientist to combine prebiotic chemistry and system chemistry in order to develop new
strategies for the best understanding of how life emerged on planet based on the use of protocells models
that can encapsulate sort of primitive metabolisms [14,15].
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Abstract: Systems Chemistry has its roots in the research on the autocatalytic self-replication of
biological macromolecules, first of all of synthetic deoxyribonucleic acids. A personal tour through
the early works of the founder of Systems Chemistry, and of his first followers, recalls what’s most
important in this new era of chemistry: the growth and evolution of compartmented macromolecular
populations, when provided with “food” and “fuel” and disposed of “waste”.

Keywords: population growth; replication; growth order; Darwinian evolution; selection

Dedicated to Günter von Kiedrowski, the Founder of Systems Chemistry, on the Occasion of
His Retirement

Leslie Eleazer Orgel (1927–2007) was the prophet of Systems Chemistry, his pupil Günter von
Kiedrowski is the founder and name inventor of Systems Chemistry, and Eörs Szathmáry is the
mastermind of the first theoretical concepts in Systems Chemistry. I am an active witness of Günter’s
and Eörs’ first steps in laying the grounds for Systems Chemistry one year before the first workshop
on Systems Chemistry took place in Venice, 2005 [1]. So let me give a very short, very personal and
subjective view on how Systems Chemistry started. Ever since, the field has evolved in wide steps,
but the first questions still remain generally unanswered.

Orgel’s immense work in prebiotic chemistry and on enzyme-free template-directed nucleic acid
chain elongation had a profound influence on the founder of Systems Chemistry (Figure 1).

Figure 1. Template-directed enzyme-free RNA chain elongation versus untemplated polymerization
and ligation. Parts (a,b,c) taken from [2] and reproduced with permission from Taylor & Francis © 2004.

Life 2019, 9, 11; doi:10.3390/life9010011 www.mdpi.com/journal/life3
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The first success in understanding autocatalytic molecular replicators was pioneered by Günter’s
experiments on the enzyme-free autocatalytic chemical fuel-driven ligation of synthetically end-capped
DNA fragments A* + B, in particular, the discovery by minute HPLC analysis of the growth rate of
these ligated templates T (Figure 2).

Figure 2. Abiotic templated ligation of oligonucleotides. Structure formula taken from [3] and
reproduced with permission from Wiley-VCH Verlag GmbH & Co. KGaA © 1986.

The formulation of an experimentally derived “square-root law” from the fitting of the obtained
peak intensities has proven to be a robust concept and general molecular property of self-replicating
and cross-replicating macromolecules [4,5] that are in principle able to carry over sequence information
through multiple rounds of ligation (Figure 3).

Figure 3. Autocatalytic production of ligation product T from oligodeoxynucleotides A* and B follows
a square-root law. Reaction scheme taken from [3] and reproduced with permission from Wiley-VCH
Verlag GmbH & Co. KGaA © 1986.
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Ten years after, Reza Ghadiri and coworkers showed that the square-root law also applies to the
kinetics of autocatalytic ligation of synthetically activated peptide fragments, one being electrophilic at
its C-terminus (thioester), the other nucleophilic at its N-terminus (Cys thiol) through template-directed
native chemical ligation (Figure 4).

 

Figure 4. Autocatalytic production of ligation product T from oligopeptides E and N follows the
square-root law. Figures and text taken from [6] and reproduced with permission from https://www.
nature.com/ © 1996.

The concentration or density of autocatalytic or cross-catalytic molecular—as opposed to
supramolecular—replicators in well mixed homogeneous milieus thus grows sub-exponentially with
time t (Figure 5). For any doubling template population {[T:T] + [T]} = x, at any apparent growth
rate constant k, the resulting parabolic growth order 0 < p < 1 describes a growth dynamics where
each generation produces on the average fewer descendants per parent than the previous generation
(see also right graph in Figure 3). This contrasts exponential and hyperbolic growth orders (p ≥ 1)
where in each generation, on average, the same number or even more descendants are produced per
parent than in the previous generation.

 

Figure 5. Parabolic (inhibited), exponential (forceless, simple) and hyperbolic (accelerated) growth
orders (regimes). Exemplary integrations apply to 1→2 stoichiometric growth (doublings) only.
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The corresponding growth regimes are termed “inhibited”, “forceless” (“simple”) and
“accelerated”, respectively; they apply to all stoichiometries (doubling, tripling and so forth),
and explicitly include any selection of the fittest fertile individuals from changes in the environment
and the degradation or death rates over time. For example, the human population, domesticated
animals and plants—like pigs, cows, chicken, wheat, rice, maize, potatoes, tomatoes, grapes
and oranges—globally spread in the accelerated growth regime, owing to increasingly optimised
life qualities such as food, fertiliser, health, genetic manipulation, safe transportation and peace.
Persisting populations of wild animals and plants, also cloned bacteria and in vitro selected
macromolecules (cf. PCR), spread in the forceless growth regime, unless the animals or plants
belong to endangered species, the resources are diminishing or the waste is undisposed of for some
reason. The inhibited growth regime for the doubling of well-mixed and resourceful autocatalytic and
cross-catalytic macromolecules has its roots in a general self-capturing phenomenon termed “strand
inhibition”. Without external “help”, usually from enzymes, the unfolding of T:T double-strands
(T:T:T triple-strands and so forth, if applicable) is difficult for intrinsic molecular reasons, which is
hardly the case for bacterial populations, plants and animals. It is as if grown-up children could not
become fully reproductive because, during much of their fertile time, the siblings would prefer to stay
together on the playground rather than to go out and mate. Hence, in spite of plentiful resources, fully
suppressed side reactions—no degradation or chain elongation instead of replication—and negligible
waste product concentrations, viz. under ideal initial conditions, the growth order of the vast majority
of macromolecular replicators remains parabolic. The second phenomenal coup out of Günter’s
kitchen was to show SPREAD, that is, that the exponential regime can be achieved enzyme-free
through the surface-promoted replication and exponential amplification of DNA analogues [7].
The immobilisation of the template strand allows for sequential enzyme-free ligation. The copy
is released, and reimmobilised at another part of the solid support to become a template for the next
cycle of steps. Irreversible immobilisation of template molecules is thus a means to overcome strand
inhibition. In other words, once the grown-up children happen to be out of the playground, don’t let
them go back.

Before that demonstration, and soon after Günter’s first pioneering discovery, Eörs’ and colleagues’
early insight was to realise that this general strand inhibition was a problem for competing parabolic
replicators, and how generally it could be solved [8,9]. In the absence of efficient T:T double-strand
unfolders, different macromolecular replicators, bearing markedly different sequences and lengths
for example, that are competing for the same resources, can all slowly thrive in the parabolic growth
regime, but will virtually never outcompete one another in a well-mixed milieu where food is plentiful
and their waste is properly disposed of (Figure 6).

In such a situation, Darwinian evolution, being defined as evolution through natural selection,
as opposed to evolution through genetic drift, migration, mutations, etc., cannot commence.
All abiotically produced parabolic replicators will coexist and spread at different rates. In other
words, no speciation at the well-mixed macromolecular level is possible. The idea how to solve the
problem originates from the notion of group selection. Rather than being well-mixed, compartmented
parabolic replicators are in a different population dynamic situation, since selective forces do not affect
them directly but address the fitness of whole systems (Figure 7). Eörs calls it the “stochastic (error)
corrector” model [10]. This is the most fundamental reason for why life needs to be cellular—other
important reasons being confinement, protection, concentration, import-export control, and so forth.
My naïve human equivalent: as long as the grown-up children insist on playing instead of mating,
those clans that furnish the best housing conditions can maintain their collective fertility potential
longer than other clans, who may be at risk of dying without progeny.
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Figure 6. Survival of everyone. Competing but different parabolic replicators (different k but same p,
cf. Figure 5) cannot outcompete one another in a well-mixed milieu.

Figure 7. Survival of the fittest whole systems. Once different parabolic replicators are randomly
distributed over periodically growing and randomly dividing compartments, the fittest compartments
can outcompete less fit compartments, thus, whole populations specify despite the absence of efficient
T:T double-strand unfolders.

Of course, once exponential replicators self-evolve inside selected compartments, the hosting
populations are predisposed for their spreading rates to “shoot off exponentially”, if sufficiently
fed and disposed of waste products. Such populations can outcompete without hesitation the
throng of selected parabolic compartments, now compete with one another in the exponential regime,
and spread by Darwinian evolution as we know it from biological cells, organisms and populations.
Just how exactly can the integrity of parabolic replicators be maintained long enough throughout
their spreading? How can parabolic replicators self-evolve at all? These questions did escort Systems
Chemistry right from the start; Eörs exposed yet another fundamental problem that needs to be solved

7
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(Figure 8). Manfred Eigen realised long before the founding works of Systems Chemistry that any error
propagation sets limits to the amount of information that can be soundly and recurrently inherited
through many generations [11]. Solutions to the problem of the self-evolution of the replication
fidelity of parabolic, exponential and hyperbolic replicators have been proposed ever since, and are
manifold [12], still under vivid debate, and out of the scope of this article.

Figure 8. Minimal mutability needed for the robust spreading of useful information. Taken from [12].

What can we learn from the pioneering works? The pudels kern of Systems Chemistry always was,
and still is, the growth and evolution of molecular populations, when provided with “food” and “fuel”,
and when disposed of “waste”. Formidable work has been published in the decades that followed
this pioneering phase, but there remains much chemistry to be discovered where chemical systems
are developed that can “inherit”, i.e., transmit through replication a large amount of highly diverse
information (open-ended evolution), that remain robust and dynamically stable over many rounds of
replication in the presence of competing replicators and parasites, and that are also sufficiently diverse
to be useful for the whole system—therefore, most likely localised in, and carried over from covalent
macromolecules—but nevertheless subtly mutable, evolvable, and self-evolvable. This is the essence
of Systems Chemistry (to be continued elsewhere).
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Abstract: Molecular Darwinian evolution is an intrinsic property of reacting pools of molecules
resulting in the adaptation of the system to changing conditions. It has no a priori aim. From the
point of view of the origin of life, Darwinian selection behavior, when spontaneously emerging in the
ensembles of molecules composing prebiotic pools, initiates subsequent evolution of increasingly
complex and innovative chemical information. On the conservation side, it is a posteriori observed that
numerous biological processes are based on prebiotically promptly made compounds, as proposed
by the concept of Chemomimesis. Molecular Darwinian evolution and Chemomimesis are principles
acting in balanced cooperation in the frame of Systems Chemistry. The one-pot synthesis of
nucleosides in radical chemistry conditions is possibly a telling example of the operation of
these principles. Other indications of similar cases of molecular evolution can be found among
biogenic processes.

Keywords: origin of life; systems chemistry; Chemomimesis; Molecular Darwinism

1. Introduction

In the absence of life, the components of biogenic processes were necessarily generated in abiotic
reactions [1–5]. The conditions under which these syntheses occurred and may still occur are multiform
and, as such, are widespread in the Universe. Hence the observations in different interstellar spaces
and in different lifeless celestial bodies of molecules which, on our Planet, are starting points and/or
are part of biological systems [6–10].

The chemical composition and complexity of the pools of potentially biogenic compounds differ,
necessarily depending on a large number of parameters. Many of these parameters are still poorly
characterized or are possibly unknown. Nevertheless, it is increasingly clear that prebiotic syntheses
occur under a variety of energy sources, of different mixtures of simple starting compounds, of catalysts,
and of physico-chemical conditions. Is it possible to identify some of the principles guiding their
evolution towards Life?

2. The Principles Underlying Progress towards Further Complexity

Darwinian selection has no aims; it does not work for a purpose. It only has consequences,
the major of which being the adaptive variation, otherwise called “evolution”, of the system
following the modification of the conditions in which the system has existed thus far. The process of
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“adaptive variation” implies “adaptation” to the new conditions. The word “adaptation” describes the
qualitative/quantitative modification of the components of the system as a consequence of the process
started by the variation of the initial conditions.

When dealing with a population of molecules generated in a synthetic system endowed
with biogenic potential, the variation of the conditions of the system depends upon external and
internal factors. Internal factors essentially consist of the singly independent and/or of the multiple
interacting reactivity of the molecules present. In the absence of special quenching factors, all the
molecular populations produced in prebiotic synthetic pools are bound to evolve up to a given point,
adapting themselves to the environment that their synthesis has contributed to establish, till exhaustion
of the intrinsic reactivity of the system. As discussed below, energy aspects are paramount. What could
be hinted at by recent findings on prebiotic synthetic pools about prebiotic evolutionary processes?

3. Principles for Systems Chemistry

One way of considering the progress of first-generation prebiotic pools towards biogenic processes
is to consider them at the light of Systems Chemistry. In Systems Chemistry [11–14] the focus does
not a priori lie on individual chemical components, but rather on the overall ensemble of interacting
molecules and on their emergent properties. Systems Chemistry would benefit from the definition
of working principles. We propose to use the expression “Systems Chemistry” for the ensemble of
considerations dictated by Molecular Darwinism and Chemomimesis.

Molecular Darwinism is a term first introduced, to the best of our knowledge, by J. S. Wicken [15],
who critically considered it as a primordial selective process based on unwarranted assumptions.
The term was later progressively used as a means to refer to genetic phenomena at the molecular level,
like the principle underlying spontaneously occurring genetic variants as driving force of biological
evolution by W. Arber [16]. The complexity level considered was high: local sequence changes,
intragenomic reshuffling of DNA segments, acquisition of a segment of a foreign DNA, and the
like. This complexity defines the purport of the term at a mature biological level. In what follows,
we use this term in the meaning originally suggested by the Göttingen school of Molecular Darwinism,
which extends the operation of Darwinian principles of random mutations and selection to chemical
processes occurring at the abiotic level of complexity [17]. Molecular Darwinism is Chemical Evolution
in Higgs’ purport [18], with the additional attributes of intrinsic selection and competition processes
which is the core essence of Darwinism.

Chemomimesis is a term introduced by A. Eschenmoser and E. Loewenthal [19] to indicate that
chemical compounds and processes characterizing biological phenomena often have purely abiotic
precedents: something is copied and used that already existed. In trying to understand the mechanisms
characterizing the passages from the abiotic through the prebiotic to the biotic, Chemomimesis is
a powerful concept [20,21] which, however, can only be applied according to a posteriori logics:
a natural process becomes chemomimetic after the organisms which use it have come into being.
The combination of Molecular Darwinism and Chemomimesis may be instrumental for a fact-based
understanding of the abiotic-to-prebiotic-to-biotic paths.

4. One-Pot Initial Events under a Variety of Energy Sources: An Example

Pools of potentially prebiotic compounds are obtained in early-Earth conditions [22,23],
in hydrothermal environments [24,25], and in irradiated and/or impacted Earth atmosphere [26,27].
The HCN and formamide (NH2COH) chemistries are interrelated [28,29] and are the natural chemical
frames into which a rich panel of prebiotic compounds have been obtained. The ubiquitous [30–33]
compound formamide has in particular shown its worth [34–37], due to its peculiar physico-chemical
properties [34,35], allowing its liquid state to have a 200 ◦C-wide interval, as well as its facile
accumulation [38,39]. In Ref. [40], we suggested a prebiotic scenario, which assumed that liquid
formamide could accumulate on some hot surface on the early Earth at temperatures around 180 ◦C
as a thermal dissociation product of ammonium formate. This paper responds to the critical notes of
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Bada et al. [41], who demonstrated that at room temperature formamide is highly hygroscopic, i.e.,
in these conditions it could not accumulate in a concentrated form. We have been pleased to learn
that in a recent report, one of the authors of Ref. [41] has changed his mind and has experimentally
demonstrated that far above the boiling point of water (in line with our proposal in Ref. [40]) formamide
can be accumulated in concentrated form [42].

Noteworthily, formamide was shown to be the key intermediate in the Urey-Miller reactions [43].
It has been proposed that among all the chemical scenarios tested so far, formamide is a favored
starting compound as far as the complexity of the resulting mixtures of products is concerned [34,35].
Formamide is also remarkable for its versatility: its synthetic capacities are evident in all the
physico-chemical environments tested and under the effect of a great variety of catalysts [34,35,44–51].
As for the energy source triggering the formamide-based prebiotic syntheses, large panels of products
were observed under heat, UV, ionizing and proton irradiation, as reviewed [9].

The idea that prebiotic pathways were straight, streamlined and fastidiously demanding
(see Figure 1, in Ref. [37]) is contradicted by the promiscuous efficiency of formamide-based
comprehensive syntheses. We suggest that a combination of external conditions, for example,
exposing the system simultaneously to variable proton irradiation, UV irradiation and temperature
conditions may lead to further complexification of the chemical composition, as the individual
external factors may act in synergy. A physicist would suggest that combining variations in several
external factors in a combinatorial way may create a “multidimensional response” in the resulting
composition of the chemical system, driving the system through diverse “chemical trajectories” on the
“chemical compositional landscape”. Such scenarios are certainly not irrelevant in the context of the
prebiotic Earth, considering the time and size scale available for the onset of chemical evolution.

Formamide-based syntheses carried out under proton irradiation yielded the structurally most
complex set of compounds obtained in one-pot reactions [46], including the sugars ribose and
2′-deoxyribose, and the canonical nucleobases (cytosine, uracil, adenine, guanine, and thymine).
Most notably in the prebiotic perspective, the four nucleosides uridine, cytidine, adenosine,
and thymidine were also synthesized. In this latter study, proton irradiation of formamide was
performed in highly controlled conditions using 170 MeV proton beams generated by accelerated
Helium at the Phasotron facility, Joint Institute for Nuclear Research, Dubna, Russia. In these conditions
the prevailing chemical scenario is a bona fide radical chemistry, implying participation of cyano
radical species (•CN).

Radical chemistry may occur in different environments and may be triggered by different causes,
as reactions at very low temperatures, break-up of larger molecules, heat, electrical discharges,
electrolysis or, in particular, ionizing radiations. One remarkable property of radical chemistry is that
the presence of unpaired electrons makes free radicals highly reactive both towards neutral molecules
as well as towards themselves. As a consequence, radical chemistry may be particularly relevant when
dealing with dimerizations and polymerizations. If a reactant has been activated by, say, irradiation,
its activated radical state could allow its further reactions to occur in conditions in which closed-shell
molecules could not react (i.e., at lower temperatures). Hence, radical chemistry is the favored system
for space and/atmospheric prebiotic chemistry studies and could allow reactions to proceed through
intermediate stages which are not accessible to non-radical compounds. An example is provided by
the above-mentioned one-pot condensation of formamide up to nucleosides [46], accompanied in
the same reaction pool by the synthesis of other different types of molecules, from amino acids and
carboxylic acids, to molecules as complex as C18 and C20-compounds, like stearic acid and arachidic
acid. In addition to the interest of the production of chemical information-bearing molecules per
se, the prebiotic relevance of radical chemistry-based scenarios is enhanced by the overall increased
complexity of the pool of the afforded compounds. Radical chemistry-related synthesis of nucleic acid
bases was also reported in other studies in different conditions [27,52,53].

As Benner noted, prebiotic chemistry without selection leads to tar formation [54,55]. As several
literature examples on the oligomerization of HCN [56,57] demonstrate, this statement is especially
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true for radical chemistry. A possible way to overcome tar formation is binding to minerals [58].
As demonstrated in Refs. [27,46], formamide-based radical chemistry combined with catalysis by
meteorites could provide a plausible solution for this problem.

5. From Complex Mixtures to Pre-Genetic Materials

A reproducible transmission of genotype is the consensual essence of “Life” [59,60]. It could
only have started through the fertile interaction of pre-genetic materials with metabolism-wise
energy control and membrane-based containment devices. The pools of molecules obtained
in one-pot syntheses from formamide encompass compounds relevant for each of these three
independent to-be-converged domains. Recent progress has been marked more for pre-genetics
and for bio-vesicles [61–63] than for pre-metabolisms. Focusing on pre-genetics, new data and new
scenarios are currently being proposed. Reports abound on the abiotic syntheses of nucleobases
and of nucleosides, on the mechanisms for their possible phosphorylation, on their oligomerizations,
and on the properties which endow them with possible selective evolutionary advantages, as we
describe below.

6. The Nucleobases are the Right Ones since the Beginning. The Case of AICA and fAICA

Adenine and guanine are the pivotal compounds for genetics (the genotype) and for
metabolism (the phenotype). Protein synthesis, which connects the two, is not conceivable
without ATP or GTP. The imidazoles AICA (4-aminoimidazole-5-carboxamide) and AICAI
(4-aminoimidazole-5-carboxamidine) are the relevant intermediates in the chemical synthesis of
purines, as first described for the synthesis of adenine from a concentrated solution of ammonia
and HCN [64]. AICA and fAICA (5-formamidoimidazole-4-carboxamide) are intermediates of the
biosynthesis of inosine-5′-monophosphate (IMP), the main route to purine nucleotides in extant cells.
The similarity between the intermediates of this metabolic process and the chemical route described
by Oró even increases when considering the compounds obtained in the condensation of formamide
into adenine and hypoxanthine (which is the stable version of guanine, because it lacks the labile NH2

group in C-4 position of the purine ring) when reacted in the presence of a variety of catalysts and
under different energy sources.

Similarly, in the frame of formamide chemistry, six of the eight carboxylic acids which are
intermediates of the extant Krebs cycle have been detected under UV irradiation in the presence of
titanium dioxide, highlighting the possibility of the total synthesis of a large part of the chemical
machinery utilized by one of the cell’s oldest metabolic pathways [65]. The robustness of this chemical
pathway is further evidenced by the formation of Krebs cycle intermediates from formamide under a
variety of prebiotic scenarios, including iron-sulfur minerals [66], borates [67], zirconium minerals [68],
and meteorites [45].

These observations provide a clear indication of the operation of Chemomimesis for compounds
which are central to both genetics and energy control, apparently starting from the very beginning.

7. Focusing on Nucleosides

Performing, in the same conditions as those used for their synthesis [46], proton irradiation on
mixtures of preformed sugars and adenine in the presence of a chondrite meteorite allowed the analysis
of the reaction leading to the formation of the β-glycosidic bond [69]. These conditions simulate the
presumptive conditions in space or on an early Earth fluxed by slow protons from the solar wind,
sketching a potentially prebiotic scenario. The reaction consists of the formation of the β-glycosidic
bond between separately preformed sugar and nucleobase moieties (both of which can be prebiotically
obtained in the same reacting pool, as described in Ref. [46]), thus providing a simple alternative to the
complex pathways suggested for the prebiotic formation of nucleosides. These latter ones are based
on the involvement of oxazoline chemistry [70] in the synthesis of pyrimidine nucleosides [71–73],
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and on the synthesis of purine nucleosides through the formamido-pyrimidines (FPy) chemistry [74].
The point on these approaches was recently made [75].

The possibility of studying the formation of nucleosides in one-pot reactions makes possible
the analysis of the factors that might have played a role in the condensation of nucleotides into
polymers, eventually leading to the evolution of extant nucleic acids. The analysis of stereoselectivity,
regioselectivity, and the possibility of (poly)glycosylation of the nucleosides formed in this reaction set
was, in particular, made possible [69].

The relevance of this detailed information resides in the fact that extant RNA is built based
on a structure consisting of phosphodiester bonds formed along a sequence of strictly stereo- and
regioselective nucleosides. DNA has conserved these selectivities. Thus, a selection was exerted on
the pool of sugars potentially formed in the synthetic first ur-reactions, eventually leading to the
phenotype of the polymeric molecule that resulted in being the most adaptable to self-reproduction
and to codogenic roles. In the absence of any finalism, the selection was necessarily initially based on
the most basic phenotypes: reciprocal structural affinity of the precursors, energetic compatibility in the
polymerization process, survival capacity of the resulting polymer. Stabilization of the phosphorylated
precursors may be acquired through several mechanisms, important among which is the cyclization of
the phosphate moiety and the self-protection through polymerization [76–78] (see below). Survival of
the polymer mostly depended on resilience towards hydrolysis and other degradative reactions,
thus entailing its possible accumulation.

8. Regio- and Stereoselectivity of Nucleoside Formation is Conserved from the Beginning

In the radical chemistry-based proton irradiation-powered one-pot reaction between adenine
and 2-deoxyribose (for a summary of the mechanism, see Figure 1), the formation of
mono- and poly-glycosylated nucleosides was observed, affording: α-D-2′-deoxy-ribofuranosyl
adenine, β-D-2′-deoxy-ribofuranosyl adenine, α-D-2′-deoxy-ribopyranosyl adenine, and β-D-
2′-deoxy-ribopyranosyl adenine. Poly-glycosylated N6-2′-deoxy-ribofuranosyl- and N6-2′-deoxy-
ribopyranosyl-2′-deoxyadenosine isomers were detected, and higher molecular weight poly-
glycosylated derivatives, corresponding to the addition of up to six sugar moieties, were also
observed [69].

 

Figure 1. Proposed mechanism of the proton irradiation induced N-glycosidation between adenine
and ribose [69].

The reaction of adenine with ribose afforded α-D-ribofuranosyl adenine, β-D-ribofuranosyl
adenine, α-D-ribopyranosyl adenine, and β-D-2′-deoxy-ribopyranosyl adenine. Furanosides are the
anomeric form present in extant nucleic acids. 2′-Deoxyribonucleosides formed more efficiently than
ribonucleosides, and the β-isomer prevailed over the α-isomer.
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As for the nucleobase regioselectivity of the glycosylation, the reaction selectively afforded N9
isomers, which are the isomers that molecular evolution has selected for the formation of nucleic acids.
A mechanistic explanation was given for the absence of glycosylation on N1 and N7 of adenine [69].

These observations point to the fact that at least one reaction system exists [69] which allows the
one-pot synthesis of the right components right from the beginning. Here, Darwinism worked on the
evolution of new functions and Chemomimesis maintained the chemical structures.

9. Chemomimetic RNA

Artificial nucleic acids may exist in a large number of chemical alternatives [79–82].
The exploration of all the alternative possibilities is limited only by the ingenuity of the chemist. On the
other hand, biological RNA and DNA are universal, unique, and very conserved. All the existing
biological variants are epigenetic modifications of an evolutionarily unaltered chemical blueprint.
If the initial pool had a nucleotide composition similar to the one that we have just described, we could
a posteriori reason that RNA evolved to be composed of N9 isomers and of furanosides just because
these forms were present as major species already in Darwin’s “warm little pond”. This is largely
an example of Chemomimesis. Furthermore, polymers built as RNA and DNA are built (on that
very backbone and using those very furanosides to which N9 isomers are bound) have the balanced
properties of (i) stability, (ii) possibility of replication, and (iii) codogenicity, which makes them the
best fit to fulfill the multiple roles that genetics needs from them. These properties were acquired,
certified, and maintained through Darwinian Molecular evolution.

10. Exploring the Environment for the First Effective Phosphorylation Agents

The reasons why nature chose phosphate as the link to hold and maneuver genetic information
have been conclusively reviewed [83]. The sources of phosphate for the prebiotic phosphorylation
of nucleosides have long been debated [84–87], and the topic has been surrounded by a reasoned
skepticism about the possibility of ever knowing them [88,89]. A. M. Schoffsthal reported in four
studies between 1976 and 1988 the phosphorylation of nucleosides in the presence of formamide [90–93]
from soluble phosphates and, lastly, from hydroxylapatite. Extending these studies [94,95], it was
shown that nucleosides could be phosphorylated in the presence of many different phosphate minerals,
provided the presence of a dissolving agent and of high temperature (≥400 K). Formamide efficiently
fulfills this latter role, as does (less efficiently, and/or requiring longer times) water. The time scale of
the mineral world may well be different from that of biology. Especially hydroxylapatite was shown
to be a good source of phosphate for nucleoside phosphorylation. In this reaction, phosphorylation
occurs at every possible position of the sugar moiety, at 2′, or at 3′, or at 5′ [94]. With time, the open
forms (2′-, or 3′-, or 5′-XMPs) are degraded, while the more stable cyclic forms remain. These can
be 2′, 3′ or 3′, 5′ cyclic XMPs. Chemically related solvent systems, based on urea as originally
proposed in L. Orgel’s studies [86,87], have also recently been shown to be effective [96]. In addition,
phosphorylation under aqueous conditions may occur from diamidophosphate, a compound derived
from trimetaphosphate [97], whose prebiotic plausibility is claimed ibidem.

In conclusion, the phosphorylation of nucleosides may occur from numerous sources of
phosphates and under a variety of conditions [98]. Which source [99] and which condition, among the
various possibilities, was actually frequented in the warm little pond depends on their coherence
with the steps that followed on the evolutionary path. From the point of view of Chemomimesis,
the logic is clear: phosphorylation spontaneously occurs if the mineral environment, the solvent and
the temperature are the right ones. The RNA structure a posteriori tells us that the process has been
chemomimetically adopted and copied over. From the point of view of Molecular Darwinism, it all
depends on the phenotype considered.
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11. Focusing on Differential Kinetic Stability

In terms of possibility to evolve, the key molecular phenotype of any compound,
both pre-biological and biological, is stability. Stability may be of kinetic or of thermodynamic nature.
Among the two, thermodynamic stability is more universal (as Clemens Richert once said, “one can
never fool thermodynamics”), whereas kinetic stability may be easily tuned with catalysts/inhibitors.
At lower levels of chemical complexity (synthesis of prebiotic building blocks [27,69]), thermodynamic
stability plays a more decisive role, while kinetic stability dominates at the level of biological molecules.

Metabolic cycles in modern organisms, which are based on non-equilibrium chemistry, are kept
alive due to kinetic barriers. Indeed, enhancement of the kinetic stability of nucleosides and
nucleotides could drive Molecular Darwinism towards oligonucleotide sequences. The stability of the
components of nucleic acids was analyzed in the 1960s and the 1970s under various physico-chemical
conditions. Several differences were determined: (i) the rate of cleavage of the glycosidic bonds of free
deoxynucleosides [100,101] is 10–50 times higher relative to that in single-stranded DNA [102]; (ii) the
rate of hydrolysis of glycosidic bonds varies in the order deoxynucleosides > deoxynucleotides >
DNA [103–105]; (iii) the depurination is 4-fold in single- versus double-stranded DNA (rate constant
of single-stranded DNA = 4 × 10−9 s−1, 70 ◦C, pH 7.4) [106]. As a trend, higher molecular complexity
allows higher stability. The stability of the phosphoester bonds determined in early studies has been
reviewed [107]. A systematic comparison of the stability of the phosphoester bonds in precursor
monomers (both ribo- and 2′-deoxyribo-) and that in DNA or RNA [76,77], has shown that the stability
of the phosphoester bonds strongly depends on the molecular structure in which it is embedded,
as well as on the solvent environment. In particular, the 3′ phosphoester bond (the fragile and active
site of the RNA molecule) is more stable towards hydrolysis when incorporated in RNA than in
monomers, both in water and at high concentrations of formamide [77]. The higher stability of the
polymeric form establishes a basically important evolutionary advantage: longer survival. Interestingly,
and expectedly, different RNA sequences have different stabilities [78], thus being endowed with
different fitness. In this respect, exploration of sequence space corresponds to exploration of safer
thermodynamical niches.

12. Focusing on Oligomerization

Attention was devoted in the 1970s to the cyclic forms of nucleotides as potential actors of abiotic
polymerization [108,109] and as effectors of nucleic acids ligation and stability [110,111]. Studies on
the possible origin of RNA self-polymerization from 3′, 5′ cyclic monophosphates were later resumed,
showing that self-oligomerization may occur efficiently for 3′, 5′ cGMP [112–115], and less so for 3′, 5′

cAMP [116] and 3′, 5′ cCMP [117]. Thermodynamic arguments suggested the preferential accumulation
of 3′, 5′ cyclic nucleotides over the 2′, 3′ isomers in a formamide-rich environment [118]. Among the
four 3′, 5′ cyclic nucleotides, the markedly higher observed oligomerization efficiency of 3′, 5′ cGMP
was explained by the unique self-assembling properties of this molecule [114]. It was shown that in
this particular case a special stacked supramolecular architecture formed which provided optimum
steric conditions for an anionic ring-opening living polymerization mechanism (see Figure 2). Thus,
the favorable entropic factor ensured a kinetic fitness for the oligomerization reaction and for Molecular
Darwinism to give rise to the emergence of oligoG sequences.
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Figure 2. A ladder-like stacked supramolecular architecture provides optimum steric conditions
for the oligomerization of 3′, 5′ cGMP. Left: Nucleobase stacking in the crystal structure of 3′, 5′

cGMP [119]. Right: Proposed structure of the trigonal bipyramidal intermediate of the chain-extension
reaction from TPSS-D2/TVZP calculations [114]. The yellow nucleotides serve as mediators of the
transphosphorylation reactions.

Non-enzymatic polymerization of RNA precursors occurs in several systems other than
cyclic nucleotides. The efficient polymerization of highly activated precursor monomers
(usually phosphorimidazolides) has been explored [120–122], the results providing important
information on in vitro evolutionary behaviors of RNA populations and on their interactions with
other systems, i.e., membranes [123]. The relevance of phosphorimidazolides or even of triphosphate
nucleotides in early prebiotic scenarios has been, however, questioned [108,124], due to their
elaborate synthesis and high energy content, resulting in their difficult accumulation and prebiotic
availability. Shortly, from the point of view of Molecular Darwinism, activation by imidazole breaks
the systematic trend outlined by the energetics of the so far demonstrated synthesis of nucleic acid
building blocks, which always progresses towards increasing stability. A reaction system allowing
copying of RNA sequences based on local and transient formation of phosphorimidazolides was
described [125]. The polymerization of acyclic monophosphate nucleosides in acidic conditions
has been reported [126,127]. From an energetic point of view this process is compatible with the
concept of Molecular Darwinism: in this case, binding of a proton/positively charged cation to the
phosphate moiety of the nucleotides [128] combined with the formation of a stacked and H-bonded
supramolecular architecture ensures increased kinetic fitness to the transphosphorylation reactions
that lead to oligonucleotide formation.

13. Chemomimesis of Cyclic Nucleotides

Cyclic nucleotides provide a striking example of functional plasticity in compounds that can be
adapted to multiple uses while remaining in the genetic domain. The facile prebiotic phosphorylation
of nucleosides [94], their higher stability as cyclic structures [94], the higher thermodynamic stability of
the 3′, 5′ forms in formamide [118], all point to their presence in the warm little pond since the beginning,
endowed with dedicated functions. As demonstrated [114], oligomerization of 3′, 5′ cyclic nucleotides
offers a plausible way to overcome the water-paradox [4] that principally hampers oligonucleotide
formation from acyclic nucleoside phosphate precursors in an aqueous environment.

Chemomimesis is considered to be a principle valid both for monomeric molecules and for
processes. Nothing prevents the extension of its validity also to polymers. Given the spontaneous
polymerizations reported for cyclic nucleotides, for preactivated phosphoimidazolides, and for
monophosphates, it seems reasonable to assume that, one way or another, RNA prebiotically generated
itself. Thus, extant biological RNA itself is a product of Chemomimesis. For RNA, mimesis is valid for
the overall structure since the very beginning, while evolution pertains to the functions that it acquired
along the way.
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14. Concluding Remarks

Proto-life resulted from processes which were not programmed a priori, undergoing molecular
adaptations dictated by the compositions of the prebiotic molecular pools, by the properties of the
constituent molecules, by the environment, and by the history of the system. The principles at the
basis of this selection processes are largely dictated by the quality/quantity of the compounds present,
which results from both the first-run synthetic events and from their further-generation reactions, and
is strongly influenced by the energetics of the system. A marked initial complexity is instrumental in
determining the evolution of additionally complex chemical systems.

The rich and variegated pools of compounds, encompassing from nucleobases to nucleosides,
generated by formamide chemistry in conditions allowing their further reactions and development of
complexity, are a possible example of a Darwin’s warm little pond. Up to what point does the initial
reactivity generate pre-genetic complexity? Somehow, to our surprise, we observed that the one-carbon
atom formamide system may go a long way, especially so in radical chemistry conditions.

In complex systems, selection functions based on the most adapted, not on the most abundant.
“Adapted to what?” can be rephrased into: which are the relevant phenotypes for selection in the absence
of an established and functioning biological apparatus?

Among the properties that may drive the system towards complexity, creating the selective
conditions for further interactions and higher complexity, one should consider thermodynamic stability.
Another important parameter is the kinetics of the reactions because it determines which reaction occurs
preferentially before the final steady-state of the reacting pool is reached. Kinetics and thermodynamics
are both influenced by entropic factors, which is the manifestation of the remarkable role played by
structural effects in molecular evolution.

In conclusion, complex mixtures undergo processes subjected to Molecular Darwinism. This term
is particularly useful for summarizing what happens at the borderline between prebiotic Chemistry and
rudimental pre-Biology, possibly opening up the clarification of relevant mechanisms and interactions.
From our privileged point of observation of living beings, we may a posteriori add Chemomimesis as
an analytical tool to indirectly reconstruct these phenomena.
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Abstract: The Strecker reaction of aldehydes with ammonia and hydrogen cyanide first leads to
α-aminonitriles, which are then hydrolyzed to α-amino acids. However, before reacting with water,
these aminonitriles can be trapped by aminothiols, such as cysteine or homocysteine, to give 5- or
6-membered ring heterocycles, which in turn are hydrolyzed to dipeptides. We propose that this
two-step process enabled the formation of thiol-containing dipeptides in the primitive ocean. These
small peptides are able to promote the formation of other peptide bonds and of heterocyclic molecules.
Theoretical calculations support our experimental results. They predict that α-aminonitriles should
be more reactive than other nitriles, and that imidazoles should be formed from transiently formed
amidinonitriles. Overall, this set of reactions delineates a possible early stage of the development of
organic chemistry, hence of life, on Earth dominated by nitriles and thiol-rich peptides (TRP).

Keywords: origin of life; prebiotic chemistry; thiol-rich peptides; cysteine; aminonitriles; imidazoles

1. Introduction

In ribosomes, peptide bonds are formed by the reaction of the amine group of an amino acid
with an ester function. For non-ribosomal peptides, the amide formation involves the reaction of
an amine on a thioester [1]. In both cases, mixed phosphoric carboxylic anhydrides are transiently
formed. Esters, thioesters, and anhydrides are activated forms of the carboxylic acid function. Their
intermediacy is mandatory and no significant C-N bond formation would occur directly from the
reaction of an acid function with an amine [2]. What is true in today’s biology, was also true four billion
years ago, when life was beginning its development in the terrestrial ocean. Activated derivatives had
to be involved in the formation of prebiotic polymers. As a consequence, if acids were involved at
some stage, a strong energy source was necessary. Nowadays, it is furnished by the cleavage of the
triphosphate group of adenosine triphosphate [3].

Many simple aldehydes were probably present in the primitive ocean [4] and are plausible
precursors for α-amino acids. Reacting with ammonia and hydrogen cyanide, they would have first
given α-aminonitriles, which, upon hydrolysis, would have delivered amino acids (Figure 1) [5].
However, even though it is exothermic, the reaction of nitriles with water is a slow process [6]; so slow
that, once formed in the ocean, aminonitriles would have had ample time to react with species more
nucleophilic than water.

Life 2018, 8, 47; doi:10.3390/life8040047 www.mdpi.com/journal/life25
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Figure 1. Strecker reaction followed by condensation of the obtained aminonitrile with cysteine.

Nitriles are known to react with aminothiols to give thiazolines, which in turn can be hydrolyzed
to mercaptoamides [7]. Starting from α-aminonitriles and cysteine, the expected products of this
two-step process are dipeptides (Figure 1). In the early ocean, this could have been an efficient and
selective process to thiol-containing dipeptides [8].

Compared to any activation process starting from acids, this nitrile scenario has the advantage of
not necessitating any strong energy source. The acid does not need to be activated as it is delivered
directly in an activated form by the Strecker reaction.

HCN has long been given an important role in prebiotic molecular evolution [9]. As it is largely
distributed in space, having been observed in various regions, for instance, near carbon stars [10]
and in a proto-planetary nebula [11], as well as in comets [12,13], it is highly possible that HCN was
present on the early Earth. Furthermore, it has been postulated that it could have been formed when
numerous asteroids struck our planet during the Late Heavy Bombardment [14]. It might have been
produced photochemically in the atmosphere [15,16]. It was ejected from volcanoes [17] and submarine
hydrothermal vents [18].

Hydrogen sulfide is another important small molecule in our hypothesis. It would have been
necessary for the formation of cysteine. It has often been detected in space [19], inter alia in star
forming regions [20], and in cold clouds [21], as well as in comets [22]. Furthermore, it is abundantly
ejected from volcanoes [23,24], so there is no doubt that it was effectively present on the primitive
Earth. Its presence permitted the synthesis of cysteine and homocysteine [25]. Homocysteine would
have been obtained by a Strecker reaction starting from the addition of the product H2S onto acrolein
(HSCH2CH2CHO). In a similar way, cysteine would have been synthesized from HSCH2CHO, itself
possibly obtained from glycolaldehyde.

2. Experimental Section

Products (thiazolines, dipeptides . . . ) were identified in reaction mixtures by NMR spectroscopy
(1H and 13C) and mass spectrometry. No attempt at purifying them was made (except for 11 and 12).

NMR monitored reactions were run in D2O solutions, in NMR tubes. NMR apparatus: Bruker
Avance III 400 or 500. Classically, NMR experiments were run at concentrations of 5 × 10−3 to
5 × 10−2 mol/L.

For the mass experiment, H2O was used as the solvent. High-resolution mass spectra were
recorded on a Waters G2-S Q-TOF mass spectrometer or on a LTQ Orbitrap XL (Thermo Scientific)
spectrometer. Low resolution ESI analysis was performed on an Amazon speed (Brucker Daltonics)
IonTrap spectrometer.
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(R)-2-((S)-1-amino-3-(methylthio)propyl)-4,5-dihydrothiazole-4-carboxamide (11)

 

Met-CN (168 mg, 1.29 mmol) was dissolved in 15 mL H2O. Cys-NH2.TFA (280 mg; 1.29 mmol)
was added. The pH of the solution was adjusted to 8 by adding Na2CO3. The solution was stirred at
45 ◦C for 2.5 h. The aqueous phase was extracted three times with ethyl acetate. The organic layer
was dried over Na2SO4, filtered, and concentrated under vacuum. After purification by silica gel
chromatography (1–10% MeOH/DCM), the thiazoline 11 was obtained as an orange oil (16% yield).

HRMS (ESI) for C8H16ON3S2: calc. m/z = 234.0735, Found m/z = 234.0740 [M + H]+. 1H-NMR (D2O,
400 MHz) (δ, ppm): 5.08 (1H, t, J = 8.98 Hz, CH), 3.95 (1H, t, J = 6.57 Hz, CH), 3.65 (1H, t, J = 10.82 Hz,
CH2), 3.46 (1H, dd, J = 11.30; 8.20, CH2), 2.56 (2H, t, J = 7.08 Hz, CH2), 2.07 (3H, s, CH3), 1.97 (2H, sep,
J = 7.0, CH2). 13C-NMR (D2O, 100 MHz) (δ, ppm): 182.99, 176.14, 77.00, 52.93, 34.89, 34.43, 29.18, 14.12.

(4R)-2-(1-amino-2-methylpropyl)-4,5-dihydrothiazole-4-carboxamide (12)

 

Val-CN.HCl (35 mg, 0.26 mmol) was dissolved in 5 mL H2O. Cys-NH2.TFA (57 mg; 0.26 mmol)
was added. The solution was adjusted to pH = 7 by adding Na2CO3. The solution was stirred at
45 ◦C for 24 h. The aqueous phase was extracted three times with ethyl acetate. The organic layer
was dried over Na2SO4, filtered, and concentrated under vacuum. After purification by silica gel
chromatography (1–10% MeOH/DCM), the thiazoline 12 was obtained as a yellow oil (30% yield).

HRMS (ESI) for C8H16ON3S: calc. m/z = 202.1014, Found m/z = 202.1016 [M + H] +. 1H-NMR (D2O,
500 MHz) (δ, ppm): 4.40 (1H, m, CH), 3.75 (1H, dd, 5.68; 2.59 Hz, CH), 2.70–2.99 (2H, m, CH2), 2.12 (1H,
sep, J = 6.60, CH), 0.85–0.94 (6H, m, CH3). 13C-NMR (D2O, 125 MHz, both isomers were observed)
(δ, ppm): 174.02–173.74, 169.70–169.43, 58.66–58.38, 55.65–55.63, 30.01–29.94, 25.30–25.02, 17.79–17.62,
16.85–16.65.

Theoretical calculations were carried out using the Gaussian09, Revision D.01 software. All the
geometries were optimized using the B3LYP functional in conjunction with the 6-31g(d,p) basis set and
the water solvent effects were described by using the polarizable continuum model (PCM), namely
IEFPCM (integral equation formalism PCM) [26]. These optimizations were followed by a frequency
calculation at the same level to ensure that the geometry was indeed a real minimum, i.e., all the
second derivatives were positive.

3. Results

We first studied the reaction of aminoacetonitrile (GlyCN 1a, the nitrile derivative of glycine)
with cysteine. Reactions were conducted in D2O solutions and followed by NMR spectroscopy.
Representative 1H NMR spectra are shown in Figure 2. Formation of the expected thiazoline ring 2a

was evidenced by the apparition of signals at ca. 5 ppm (a triplet-like dd), and from 3.4 to 3.7 ppm
(2 dd). After some time, new signals grew, including a triplet at 4.4 ppm and a thin doublet-like signal
at ca. 2.9 ppm, both characteristic of Gly-Cys 3a. We repeated this experiment many times, generally
at a concentration of 5 × 10−3 to 5 × 10−2 mol/L, for practical NMR measurements. However, we also
tested it at 3 10−4 mol/L, a concentration at which 2a and 3a were also obtained.
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Figure 2. Reaction of aminoacetonitrile with cysteine, (a) mixture of starting materials, (b) mostly 2a,
(c) GlyCys 3a. Conditions: room temperature, pH 6.5, concentration 10−2 mol/L.

We have studied the influence of the pH on these reactions. The results are summarized in
Figure 3. The ring formation is quicker under basic conditions. We believe that under such conditions,
the thiol function is deprotonated, giving the more nucleophilic thiolate species. Under an acidic
condition, the nucleophilic species is probably the thiol itself. The hydrolysis step is quicker under
acidic conditions. This probably implies that the thiazoline ring is activated through protonation of the
double bonded nitrogen atom before H2O addition.

 
Figure 3. Evolution of a mixture of GlyCN and cysteine in D2O at 45 ◦C followed by 1H NMR,
at various pH’s. (a) pH 4, (b) pH 6, (c) pH 8. SM: starting materials. Concentration 4 × 10−2 mol/L.

We have also tested these reactions at 24 ◦C and 70 ◦C. Not surprisingly the process is quicker at
a higher temperature, but also goes well at room temperature.

The conditions in the ocean four billion years ago are not precisely known. However, water was
probably still hotter than now [27] and the presence of large amounts of CO2 in the atmosphere might
imply that it was slightly acidic (nowadays, ocean’s pH is 8.1) [28]. Taking these considerations into
account, we chose a temperature of 45 ◦C and a pH of ca. 5.5–6.5 as standard conditions.
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Under such conditions, we observed no reaction between aminoacetonitrile and any other
proteinogenic amino acid that we tested (glycine, alanine, serine, methionine, aspartic acid, histidine,
and lysine). It is worth noting that serine did not react. It appears that its alcohol function is not
nucleophilic enough to attack the CN triple bond. Hence, the presence of a thiol function is mandatory.
Indeed, homocysteine (Hcy) did react with a reaction rate similar to that observed with cysteine. In this
case, the intermediate is the six-membered ring 4a, and the final product is Gly-Hcy 5a (Figure 4).

 

 
Figure 4. Reaction of homocysteine with GlyCN at 45 ◦C, pH = 6.5, 10−2 mol/L. 1H NMR’s show:
(a) starting mixture, (b) reaction mixture after 6 h (4a/5a = 3/7), (c) after 24 h.

Some other representative results are presented in Figure 5. They show that the acid function of
cysteine can be replaced by a primary or secondary amide. When Cys-Gly was used, the tripeptide
Gly-Cys-Gly 9 was obtained with a very good conversion. N-Acetyl aminoacetonitrile 1b, which can
be considered as a model for any other N-acyl acetonitrile, including cyano-terminated peptides, also
reacted with a good rate (Figure 6a). In contrast, the reaction was slower when aminoacetonitrile was
replaced by β-aminopropionitrile 1c (Figure 7). In these two last examples, the hydrolysis step was
quick. No reaction was observed with the γ-nitrile of glutamic acid 1d [29]. The selectivity in favor of
α-aminonitriles was also exemplified when the bis-nitrile derived from aspartic acid 1e [30] was used.
In this case, only the α-aminonitrile reacted, giving the corresponding thiazoline 2e, which was stable
under these conditions (Figure 6c,d).

Finally, we also tested the reactivity of penicilamine, a sterically hindered aminothiol. In this
case, the reaction was very slow, probably because of the bulkiness of the gem-dimethyl substituents.
Furthermore, the only detected product was the final dipeptide 10 (Figure 6b). This might be due to
the electron donating property of the methyl groups, making the nitrogen atom of the intermediate
thiazoline ring more basic. Protonation of this nitrogen atom would thus be easier, hence the hydrolysis
step quicker.
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In order to explain the observed selectivity, we calculated the level of the π* orbital of a series of
nitriles (Table 1).

The lowest calculated orbital was that of the protonated form of aminoacetonitrile. Such a level
would explain its greater reactivity compared to other nitriles. Noticeably, the non-protonated form
of aminoacetonitrile is predicted to be much less reactive and so is probably not involved in the
reaction mechanism. Also, the π* orbital of β-propionitrile is higher (it is less reactive) and the simplest
γ-aminonitrile is predicted to be even less reactive (no reaction from glutamic nitrile). In contrast,
α-substitution of aminoacetonitrile, as in α-propionitrile, should not significantly alter its reactivity.

Figure 5. Some reactions of aminothiols with nitriles (45 ◦C, pH 5–6). The solvent was D2O. Reactions
were monitored by 1H NMR.
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Figure 6. NMR spectra recorded during representative aminothiol + aminonitrile reactions. (a) Reaction
of cysteine with N-acetyl aminoacetonitrile; (b) reaction of penicillamine with GlyCN; (c) reaction of
aspartic acid bis-nitrile with cysteine; (d) 2D experiment demonstrating the regioselectivity of this last
reaction towards α-nitrile.

 
Figure 7. Consumption of aminoacetonitrile 1a and β-aminopropionitrile 1c in competition reactions
with (a) cysteine and (b) homocysteine (ratio 1a/1c/amino acid 1/1/2, pH ca. 6, 45 ◦C).

Table 1. Calculated level of the π* orbital of various nitriles.

Nitrile π* Value Reaction Rate

H3N(+)CH2CN 1a protonated −0.03632 quick
H2NCH2CN 1a 0.01698 No reaction?
H3N(+)CH(CH3)CN −0.03010 quick
H3CCONHCH2CN 1b 0.00504 slower
H3N(+)CH2CONHCH2CN 1h 0.00353 quick
H3N(+)CH2CONHCH2CONHCH2CN −0.00547 quick
H3N(+)CH2CH2CN 1c 0.00616 slower
H3N(+)CH2CH2CH2CN 0.01556 No reaction
H3CCN 0.03491 No reaction

Aspartic acid bis-nitrile 1e αCN −0.03566
Reacts at αCN

βCN −0.00500
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We studied this substitution effect using the nitriles derived from two other amino acids (Figure 8).
L-Methionine nitrile 1f [31] was prepared from N-protected L-methionine in a three-step process.
Valine nitrile 1g, was prepared as a racemic mixture using a Strecker reaction from the corresponding
aldehyde [32].

Figure 8. Synthesis of MeCN 1f and ValCN 1g and their reaction with cysteine amide.

Their reaction with cysteine amide [33] was studied (Figure 8). In these cases, we were able to
isolate the intermediate cycles in pure form (as a 1/1 mixture of diastereoisomers from racemic ValCN).
The deceptive isolated yields, despite the slightly basic conditions we used, which should have slowed
the hydrolysis step, were probably due to important hydrolysis during column chromatography on
silica. In addition, we found that the rate of hydrolysis in water of the valine-derived thiazoline 12 was
much slower than the one of the methionine derivative 11 (and of the simplest Glycine derivative 2a).
This is probably due to the presence of the bulky isopropyl group in 12.

On the basis of our experiments, we propose that AA-Cys and AA-Hcy dipeptides were
over-represented in the primitive ocean (compared to non-thiol-containing dipeptides).

These dipeptides are thiols and as such, could be major players in a “thioester world” [34]. Indeed,
when we mixed Gly-Cys 3a (obtained from a 1 to 1 mixture of GlyCN and cysteine) with an excess of
GlyCN in D2O solution at 45 ◦C (Figure 9), a peak was observed at 194.16 ppm in the 13C NMR of the
reaction mixture (Figure 10). Such a chemical shift is characteristic of the thioester function. We believe
that it belongs to compound 14. We also noticed the formation of glycine amide 15. These products
would both derive from the first formed C=N double-bonded addition product 13. The thioester was
partly hydrolyzed to give glycine, but we were also able to characterize, among the reaction products,
the amidonitrile Gly-GlyCN 1h (13C NMR: 27.58, 40.34, 116.74, 167.58 ppm), meaning that the thioester
reacted with the non-protonated amino group of GlyCN (which is possible because of the low pKa of
GlyCN: 5.55 [35]). For instance, in an experiment in which we used globally 4 eq. of GlyCN (relative to
cysteine), after two days at 45 ◦C, the observed GlyOH/GlyNH2/GlyGlyCN ratio was found to be
21/37/42. This demonstrates that Gly-Cys is able to promote the formation of a peptide bond from a
nitrile. Similar results were obtained for Gly-Hcy. In addition, as our theoretical calculations predicted
(Table 1), when Gly-GlyCN 1h was mixed with cysteine, Gly-Gly-Cys 3h [36] was readily formed
(Figure 5), demonstrating that not only dipeptides, but also tripeptides, could have been formed by
this process in the primitive ocean.
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Figure 9. Proposed pathways in the reaction of excess GlyCN 1a with GlyCys 3a. Mass attribution (red,
calculated; blue, found).

However, the formation of other products was also evidenced in the reaction of cysteine with excess
GlyCN. Thus, in the 13C NMR spectra, peaks at 130–140 ppm were observed (Figure 10). The mass
spectrum of a reaction mixture in water also showed the formation of various products (Figure 11,
see Supplementary Materials for complete spectrum and further mass attributions). This mass
spectrum first confirmed the presence of Gly-GlyCN 1h (protonated, found 114.0656, calcd 114.0667).
Another mass was detected at 113.0817. It could be attributed to the amidine 16 (calcd 113.0827).
However, in accordance with the observed 13C NMR of the mixture, we propose that this amidine
cyclized and that this mass peak should be attributed to the imidazole 18. Indeed, the cyclization of
an amidinonitrile similar to 16 into an aminoimidazole (5-amino-2-methyl-1H-imidazole) has already
been reported [37]. At least some of the other products observed in the mass spectrum would be
evolution products of 18. For instance, this imidazole could lose ammonia to give the stabilized cation
19 that would in turn react with 18 (in its free amine form) to yield the bis-imidazole 20 (M+H, found
208.1300, calcd 208.1310). 18 itself could react with thiolester 14 to give the amide 21. Other structures
are possible (see Supplementary Materials).
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Figure 10. 13C NMR spectra recorded during the reaction of an excess GlyCN 1a with GlyCys 3a

(from 1a. HCl + cysteine) or GlyHcy 5a (from 1a. HCl + homocysteine) at 45 ◦C, pH 6.5. (a) with 3a 20 h
after mixing 1a. HCl and cysteine; (b) after 70h; (c) with 5a 20 h after mixing 1a. HCl and homocysteine;
(d) after 70h; (e) reference spectrum of 1h. G: glycine. Peaks corresponding to at least two products
were detected near 135–140 ppm. They might correspond to two different imidazoles (named Im1 and
Im2). 14H: the homocysteine thioester analogue of 14. Big peaks at 166.65 (166.66) and 176.07 (178.33)
belong to 3a (and 5a). One peak of both 14 and 14H sticks to the foot of the 166.6 ppm peak of 3a and 5a.

Figure 11. Mass spectrum of a reaction of an excess GlyCN 1a with GlyCys.

In order to further ascertain the cyclization of the imino-compound 16, we calculated its stability
in comparison to cyclized forms. We used the strategy described previously for Table 1 results,
with the 6-31+G(d,p) basis set (Figure 12). Not surprisingly, 18 was calculated to have free enthalpy
12.7 kcal/mol lower than 16 and 6.9 kcal/mol more stable than 17.

Interestingly, it was found that the dissociation of 18 into 19 + NH3 only costs around 7 kcal/mol.
The ΔH of dissociation is nearly 19 kcal/mol (18.67 kcal/mol), but due to the dissociative character of
the process, the ΔG value drops to 7.01 kcal/mol. This process does not show a well-defined TS. Thus,
we think that the formation of cation 19 proposed in Figure 9 is a plausible event.
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We studied more precisely the cyclization step from 16 to 17 (Figure 13). H3O+ was used to
promote the reaction and to give a proton to the nitrogen atom of the nitrile group, which becomes
part of the exocyclic imine of 17. Two explicit molecules of water were introduced, in addition to
the water continuum. It appeared that the cyclization step should be exocyclic and quick, with a
low level TS (activation energy of 6.6 kcal/mol). This is another confirmation that the compound of
mass 113.0817 we observed was not 16, but indeed the imidazole 18 (resulting from a simple proton
migration from 17). It is noticeable that similar calculations for the potential cyclization of the amide
1h into an oxazole indicated that this reaction should not happen. Indeed, we never observed it
experimentally. In sharp contrast with 16, 1h (GlyGlyCN) is stable.

Figure 12. Minimized conformation for compounds 16 to 19. B3LYP/6-31+G** with a continuum to
mimic the solvent effect of water. ΔG’s relative to 18 in kcal/mol.

 
Figure 13. Reaction pathways for the cyclisation step from 16 (black), and 1h (red). Level of calculation
B3LYP/6-31+G**/SCRF(water).
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4. Conclusions

A world containing small peptides and heterocycles, based on the chemistry of thiols and nitriles,
can be delineated. It could have persisted as long as a significant amount of HCN was present in the
ocean and permitted the synthesis of aminonitriles from aldehydes. In this “cyano-sulfidic” world [14],
thiol-containing peptides would have been the most important molecules. We propose to name it
the “Thiol Rich Peptide (TRP) world” [8]. In such a world, not only dipeptides, but also tripeptides,
would have been formed. For instance, any dipeptide nitrile AA1-AA2CN (the simplest example
being Gly-GlyCN) produced from the reaction of H2NAA2CN with a thioester of AA1, would react
with cysteine to give the tripeptide AA1-AA2-Cys, and with homocysteine to give AA1-AA2-Hcy.
Could some of these tripeptides have been the very first catalytic triades [38]? Indeed, we have
demonstrated that even dipeptides like GlyCys (but not monomeric cysteine) are able to promote the
formation of peptide bonds from nitriles. They are also able to promote the formation of imidazoles.
Such heterocycles play an important role in today’s biochemistry. Of special interest is the simplest
aminoimidazole, which, as its ribonucleotide derivative (AIR) [39], is an intermediate in the de-novo
synthesis of inosine monophosphate (IMP), hence of purine nucleotides. Thus, imidazoles could have
established a bridge from peptides to nucleic acids.

Supplementary Materials: The following are available online at http://www.mdpi.com/2075-1729/8/4/47/s1.
HRMS of 1a + cysteine and + homocysteine reaction mixtures. NMR spectra of 11 and 12. ESI mass spectrum and
13C NMR of a cysteine + excess GlyCN reaction mixture. Additional data for theoretical calculations.
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Abstract: The alkaline-hydrothermal-vent theory for the origin of life predicts the spontaneous
reduction of CO2, dissolved in acidic ocean waters, with H2 from the alkaline vent effluent.
This reaction would be catalyzed by Fe(Ni)S clusters precipitated at the interface, which effectively
separate the two fluids into an electrochemical cell. Using microfluidic reactors, we set out to test this
concept. We produced thin, long Fe(Ni)S precipitates of less than 10 μm thickness. Mixing simplified
analogs of the acidic-ocean and alkaline-vent fluids, we then tested for the reduction of CO2. We were
unable to detect reduced carbon products under a number of conditions. As all of our reactions were
performed at atmospheric pressure, the lack of reduced carbon products may simply be attributable
to the low concentration of hydrogen in our system, suggesting that high-pressure reactors may be
a necessity.

Keywords: origin of life; abiogenesis; carbon fixation; hydrothermal vents; electrochemistry; reduction

1. Introduction

From its very start, life required reduced organic molecules. In a minimalistic scenario for
abiogenesis (i.e. the emergence of life), one source of such molecules was the reduction of CO2, in a
process overall similar (and potentially homologous) to the modern enzyme-facilitated pathways of
extant autotrophic cells [1–8]. A number of reducing agents (i.e. sources of electrons) for reducing CO2

were possible on the early Earth, but multiple reasons make hydrogen (H2) a good candidate. This is
discussed at length elsewhere (see [5,8–10] and references therein), but two points are worth mentioning
here, namely: (1) hydrogen is formed spontaneously in the Earth’s crust via the “serpentinization”
of ultramafic-rock minerals such as olivine [9,11–13]; and (2) it is used to reduce CO2 by members of
both archaea and bacteria, in their respective versions of the Wood–Ljungdahl (WL) or acetyl Co-A
pathway [5,14,15].

This process results in CO2 fixation and the production of ATP within a single, linear, metabolic
pathway [5,16,17], so it has been suggested as a potential candidate for the metabolism of the last
universal common ancestor (LUCA). However, one problem with extrapolating this scenario towards
the origin of life is that, while the overall pathway of carbon fixation via the WL pathway is exergonic,
the initial reaction between H2 and CO2 is not spontaneous under standard abiotic conditions [18].

Life 2019, 9, 16; doi:10.3390/life9010016 www.mdpi.com/journal/life39
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Confirming these thermodynamic predictions, numerous experimental electrochemical results show
that CO2 reduction is indeed disfavored under most observational conditions, requiring overpotentials
of at least 180 mV in order to overcome the initial endergonic steps [19].

However, under putative ancient alkaline-vent conditions, CO2 would have been dissolved in
slightly acidic ocean waters (pH 5~7), whereas H2 would have been a product of serpentinization,
emanating as part of the efflux of the alkaline vent, itself rich in OH— (pH 9~12).

The geologically sustained pH difference across the vent minerals provided an additional
electrochemical driving force, potentially circumventing the lack of reducing power of H2 for CO2

reduction [19]. The reduction of CO2 to formic acid (HCOOH, its first 2-electron reduction product)
involves protonation, so it would have been favored in acidic ocean waters. In turn, the oxidation
of H2 releases protons (H+), which would have been favored in the alkaline waters that contained
the dissolved H2 [20]. The two fluids would have been separated by the mineral precipitates of the
vent, which included iron (and nickel) sulfides (Fe(Ni)S) as well as silicates (as reviewed in [21]).
Reduced on the inside and oxidized on the outside, a situation analogous to an electrochemical cell
would have existed between the two sides. The electrons released from H2 would then hypothetically
travel through the electrically conductive Fe(Ni)S network [19], and drive the reduction of CO2 on the
other side (Figure 1). This contrast between the pH of the two solutions matches the polarity of modern
cells, and it has been suggested as a potential driver of the origins of both membrane bioenergetics
and carbon fixation [6–8,20,22–24].

Figure 1. Under standard conditions (top, grey background), CO2 reduction with H2 is not viable
thermodynamically. Conversely, in alkaline vents, the reaction is hypothetically split into two halves,
effectively producing an electrochemical cell. On the alkaline-vent side (bottom, light-blue background),
the oxidation of H2 to H+ is favored because of the alkaline pH in the vent fluid (symbolized by the blue
circle with “OH—”). The electrons would travel through the micrometer-to-meter-scale catalytic Fe(Ni)S
precipitate network and meet CO2 at the ocean side (dark-blue background), where the relatively acidic
pH (red circle with “H+”) would favor the reduction and protonation towards formic acid (HCOOH).

The pH gradients have also recently been shown to hold in the microscale, at up to six pH-unit
differences [25], suggesting the potential of microfluidic devices to study the reduction of CO2 with H2

under these conditions.
The immobilization of a catalytic boundary by the meeting of two fluids has been demonstrated

using a microfluidic reactor [26], so we envisioned that this methodology could be applied to

40



Life 2019, 9, 16

the formation of catalytic Fe(Ni)S clusters at the interface, elaborating on previous results [25].
This effectively mimics the ancient alkaline-vent conditions by the in-situ creation of an electrochemical
cell between the oxidized CO2 in the acidic-ocean side and the reduced H2 in the alkaline-vent side
(Figure 1).

Here, we present preliminary results in our study of the potential reduction of CO2 with H2.
We used microfluidics to simulate the mixing of oceanic and serpentinizing fluids under the putative
conditions of ancient alkaline hydrothermal vents—although notably at atmospheric pressure.

We simulated the two sides of the vent system by mixing fluids containing combinations of
Fe2+/Ni2+ and CO2 for the acidic-ocean side; whereas the alkaline-vent simulant contained HS— and
bubbled H2 (Figure 2).

Figure 2. Diagram of the reaction system, depicting the input of acidic fluid (top, left half) containing
H+, Fe2+, Ni2+, and dissolved CO2. The alkaline fluid (bottom, left half) contained OH—, HS—,
and dissolved H2. Upon meeting, the fluids form Fe(Ni)S precipitates (represented by the reticulation
in the right half), which may serve as catalysts for the indirect redox reaction between H2 and CO2.

2. Methods

The microfluidic reactor systems were assembled using custom chips with a Y-shape design,
etched from glass by the Institute of Microchemical Technology Co., Ltd. The channels in the system
were half-pipes with a width of 100 ± 2.5 μm and a maximum depth of 40 ± 1 μm.

At one tip of the “Y”, we input the analog of the acidic-ocean fluid, with the alkaline-vent analog
being input at the other tip (as summarized in the diagram of Figure 2). The compositions of the fluids,
presented in Table 1 and detailed in the Results, are similar to those reported elsewhere [10].

Because of the sensitivity of Fe2+ to oxygen in air, and in order to mimic the anoxic Hadean
conditions at the origin of life more closely, the water in all of the experiments was de-gassed by
boiling for 5 min and then cooling under constant argon bubbling for 30 min. The salts were weighed
and then kept as solids under positive pressure of argon. The necessary amounts of de-aerated water
were added, and the solutions bubbled with argon for another 15 minutes, with the exception of the
H2-containing solutions, which were bubbled with H2. The final pH of the H2-containing solution
was ~11, whereas that of the carbonic solution was ~6. Gas-tight syringes were then filled (all with a
maximum volume of 1 mL, from Hamilton USA).
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Table 1. Conditions tested. The concentrations of NaHCO3 were inevitably lower than shown after
acidification to pH 6 with 1 M HCl. In alternative experiments we used CO2 bubbled at atmospheric
pressure instead of NaHCO3.

ACIDIC-SIDE CONCENTRATIONS ALKALINE-SIDE CONCENTRATIONS

[FeCl2] 50 mM [Na2S] 10 and 100 mM
[NiCl2] 0 and 10 mM [K2HPO4] 10 mM

[NaHCO3]
10, 50, and 100 mM
(acidified to pH ~6)

[Na2Si3O7] 0 and 10 mM
[Na2MoO4] 0 and 1 mM

CO2
Bubbled at atmospheric
pressure (final pH ~6) [H2] Bubbled at atmospheric pressure

(final pH ~11)

OTHER CONDITIONS

Reaction durations 1/2, 1, 2, 5, 12, and 24 h Temperature ~25 (room), 40, 50, 60, and 70 ◦C

The full system setup is presented in Figure 3. The simulants of the acidic-ocean and alkaline-vent
fluids were driven into the system using syringe pumps at adjustable flow rates, generally between 0.2
and 20 μL/min. The pumps were modular BabyBee Syringe Drive units from Bioanalytical Systems
Inc. (BASi, West Lafayette, IN, USA), regulated by a BeeHive Syringe Drive Controller, also from
BASi. The temperature was measured using an infrared thermometer, and regulated using a standard
heating plate. A stainless-steel block was laid directly onto the heating plate, with the glass reactor
laid on top of the block (Figure 3c, middle). The reactor chip was held in a custom-made stainless-steel
casing (Figure 3a–c). The formation of the precipitates was followed using an inline USB microscope
(Figure 3b, middle) connected to a standard laptop computer.

Figure 3. Reactor setup. (a) Microfluidic Y-shaped reactor chip with ~100 μm-width channels, fitted
into a stainless-steal holder with screw-in inlets. (b) The two inlets adjusted into position (bottom).
A microscope (middle and top) was used to follow the precipitation reaction. (c) Left and far right:
BASi drive controller and syringe pumps with Hamilton syringes. Center: reaction chip on the heating
plate, with a USB microscope adjusted on top to follow the precipitation.
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Reaction blanks were taken by running water through the chip on both inlets, after the
precipitation reaction had taken place, but before adding any CO2/NaHCO3.

NMR spectra (1H and 13C) were determined using a JEOL spectrometer with a 600 MHz magnet.

3. Results

To facilitate microfluidic mixing and simulate the mixing of alkaline-vent and oceanic fluids,
we replicated previous concentrations [10] and separated each of the fluids into independently controlled
gas-tight syringes. For the acidic side, three inflows were used (see Table 1 for further details), as follows:

• De-aerated water (to achieve parallel flow and take sample blanks).
• FeCl2 (50 mM) and NiCl2 (5 mM).
• De-aerated water bubbled with CO2 (at atmospheric pressure), or alternatively dissolved NaHCO3

(100 mM), acidified with HCl (1 M) to pH 6.

Conversely, the two alkaline-side syringes contained the following fluids:

• De-aerated water.
• De-aerated water with Na2S (10 mM), K2HPO4 (10 mM), and Na2Si3O7 (10 mM), bubbled with

H2 (at atmospheric pressure), and at a final pH of ~11.

After attaining parallel flow by letting water run from both inlets for 20 min, the mixing of the
metal and sulfide fluids produced a thin dark precipitate at the interface. By changing either or both of
the two fluids back to the water syringes, the thickness of the precipitate could be closely controlled
(Figure 4).

Figure 4. Precipitation of Fe(Ni)S at the interface between the acidic and alkaline fluids. By replacing the
flow of either (or both) the sulfide or the metals with water, the precipitate could be kept arbitrarily thin.

Once the precipitates were formed at the interface, the inflows were swapped to the respective
syringes containing CO2 and H2 (which, in the latter case, was the same as that for the sulfide in
most of our reactions). The reaction conditions were controlled to last between 30 min and 24 h,
and temperatures between laboratory conditions (~25 ◦C) and 70 ◦C (Table 1 and Methods).

Analysis using 1H-NMR showed a peak in the formic acid region (~8.3 ppm, Figure A1).
To assess whether the peak in this result was indeed due to formic acid, 13C-labelled sodium
bicarbonate (NaH13CO3), acidified to pH 6, was used. A peak in the formic-acid region (~164 ppm) of
the 13C-NMR spectrum (Figure A2) was however shown to correspond to unreacted NaH13CO3

itself. This was confirmed by spiking with 13C-labelled formic acid (H13COOH, Figure A3).
The 1H spectrum for 13C-labelled formic acid should show a splitting of the original singlet into
a doublet. However, the doublet is not observed in the reaction efflux with NaH13CO3, appearing only
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when 13C-labelled formic acid was added externally (Figure A4). The original peak at ~8.3 ppm in the
1H spectrum remains unidentified.

Overall, we did not detect reduced carbon products under the conditions that we tested.
Varyin conditions (Table 1), including concentrations, thickness of the precipitates, reaction
temperature, reaction times, or doping the Fe(Ni)S precipitates with heteroatoms such as Mo(VI),
produced no detectable difference.

4. Discussion

We aimed to probe the reduction of CO2 with H2 under putative ancient
alkaline-hydrothermal-vent conditions.

In contrast to previous work [10], in which formate and formaldehyde were reported, we do not
detect any soluble reduced carbon products under our experimental conditions. A separate set of
experiments conducted with a larger-scale system modeled after previous work [27] also failed to yield
detectable CO2 reduction (Chang and McGlynn, unpublished).

In view of this, it is important to stress that our experimental conditions were not exhaustive,
and they failed to replicate alkaline vents in at least one crucial aspect—pressure.

The solubility of hydrogen is extremely low at ambient pressures, and decreases sharply as
temperature rises towards the boiling point of water [28]. We bubbled H2 at atmospheric pressure,
prior to the reaction, and did not continue bubbling during the reaction once the desired volume
was stored in a gas-tight syringe. Since the H2-containing fluid in our experiments is at pH 11 and
the CO2-containing fluid at pH 6, 1 bar of H2 at room temperature is predicted to be sufficient to
reduce CO2, a reaction whose favorability would be enhanced with greater pressure as a result of the
gain in concentrations [29,30]. The magnitude of the overpotential needed to overcome any kinetic
barriers however remains unknown, and it is possible that high-pressure reactors are a necessity
to overcome these barriers and evaluate the possibility of H2-powered reduction of CO2 under
alkaline-vent conditions. Similarly, continuous bubbling of H2 (as in previous work [10]) may be
necessary, given the high volatility of H2 gas.

Notably, recent results show that reduced carbon products are undetectable under similar
reaction conditions using pure metals as catalysts [31,32], instead staying bound to the catalysts
until concentrated KOH is used to remove them. It is therefore plausible (although it would need
to be shown) that any reduced products that we may have formed remained bound to the Fe(Ni)S
precipitates. We also note that we did not investigate potential gas-phase products in our study, leaving
these as possibilities to be explored.

The electrical potential from the pH gradient under alkaline-vent conditions has been measured
at the microscale [25], but it remains to be shown that it can indeed drive otherwise unfavorable
redox reactions. Thus, to test the validity of the electrochemical-cell concept—irrespective of its
relevance to the origin of life—further (potentially less geologically relevant) experiments could
include using stronger reducing and oxidizing agents, at varying concentrations. The utilization of
high-pressure reactors to achieve higher concentrations of dissolved gas may be especially important
to test for H2-driven reductions.

Broadly, our scheme for overcoming the exergonic steps of carbon reduction relies on the
separation of solutions at different conditions coupled to the ability to transfer electrons, which is not
unique to pH gradients at alkaline vents—thermal gradients and reducing agents other than H2 are
also possible drivers of reduction [29,30].

The alkaline-hydrothermal-vent theory has come under criticism in recent years [33–35].
These issues have been addressed elsewhere [36], but it is important to note here that we do not
see our results as either disproving the alkaline-vent theory, or providing support for alternative
theories for the origin of life. Most simply, they suggest that the catalysts that appropriately lower
the kinetic barriers have not been implemented as of yet, or that more realistic conditions—crucially
higher pressures, particularly for H2—need to be evaluated to more closely in order ascertain the
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viability of the hypotheses tested here. These are lines of enquiry that we are pursuing, as are other
researchers in the field.
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Appendix A

Figure A1. 1H spectrum of dissolved NaHCO3 (top), reaction blank (middle), and reaction
efflux (bottom). The reaction efflux shows a peak in the formic acid region, slightly over 8.3 ppm.
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Figure A2. 13C spectrum of reaction efflux, showing a peak in the formic acid region (~164 ppm).

Figure A3. 13C spectrum of reaction efflux with added 13C-labelled formic acid. Instead of a single
increased peak, two peaks are visible, thus revealing that formic acid was not produced and the peak
to the right corresponds to unreacted bicarbonate in the efflux.

Figure A4. Adding 13C-labelled formic acid gives a doublet in the 1H spectrum, indicated by the arrows.
The peak in the middle (~8.34 ppm) remains unidentified.
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Abstract: The very specific thermodynamic instability and kinetic stability of phosphate esters and
anhydrides impart them invaluable properties in living organisms in which highly efficient enzyme
catalysts compensate for their low intrinsic reactivity. Considering their role in protein biosynthesis,
these properties raise a paradox about early stages: How could these species be selected in the absence
of enzymes? This review is aimed at demonstrating that considering mixed anhydrides or other
species more reactive than esters and anhydrides can help in solving the paradox. The consequences
of this approach for chemical evolution and early stages of life are analysed.

Keywords: phosphoryl transfer; metabolism; energy currency; mixed anhydride

1. Introduction

Preceding the discovery of the double-helical structure of DNA by more than a decade, the
understanding of the metabolic roles of ATP and phosphoryl transfers was an essential step in the
disclosure of the foundations of biochemistry by clarifying how energy is distributed and serves
as a fuel for the achievement of the different functions of the cell [1]. Biochemists observed that
the phosphoryl group is essentially kept within the boundaries of the cell and constantly recycled
through the energy-rich intermediates of the metabolism [1]. The determining factor of the properties of
phosphate derivatives lies in their negatively charged character, responsible for both their sequestration
within compartments delimited by phospholipid membranes as a result of electrostatic forces and
for their stability towards hydrolysis and other nucleophilic attacks. Such properties make them
suited for their biochemical duties [2]. Westheimer also emphasized “this remarkable combination of
thermodynamic instability and kinetic stability” [3]. He expressed how the specific physicochemical
properties of these anions are so important for ensuring the different functions played by phosphoryl
groups in living organisms: (1) as leaving groups for nucleophilic substitution universal in biology;
and (2) as ionized groups useful to conserve metabolites within a compartment having a negatively
charged boundary. The values of the pKa for the first ionization (ca. 1–2) [4] are such that a negligible
amount of the corresponding biochemicals remains uncharged at physiological pH values. As a result,
nucleic acids are conserved within the vesicle as well as many other nucleotide derivatives in such a
way that most components of their metabolism remain confined together in a limited volume. From a
kinetic perspective, the rates of base-catalysed hydrolysis of phosphoryl derivatives are lowered by
electrostatic destabilization of a negatively charged transition state. A noteworthy consequence of this
lack of reactivity can be found in the fact that certain phosphate diesters undergo hydrolysis through
C-O bond cleavage rather than by that of the P-O bonds [5].
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Though their physicochemical properties are adapted to modern biology in which enzymes
are able to compensate for the low intrinsic reactivity of negatively charged phosphates mentioned
above [3,6], they usually result in sluggish spontaneous phosphoryl transfer reactions, constituting
a drawback that probably hampered their selection as reactive intermediates at the chemical stage
preceding the evolution of catalytic polymers. In the literature, several authors indeed considered the
modern role of ATP in energy exchange as an acquired function and concluded that earlier chemical
processes for energy transfer were needed for life to start [7,8].

Building a reasonable scenario for the role of phosphate in the origin and early evolution of life
needs therefore to answer two questions, namely: Which kind of reactions could have been prevalent
at those stages? What kind of phosphate reactivity could take place spontaneously in the absence of
enzymes? These questions become even more crucial taking into account the fact that early membranes,
probably more permeable than those based on phospholipids, were less efficient in sequestrating
anionic metabolites. No obvious selective advantage of derivatives involving phosphoryl groups
can therefore be foreseen at the prebiotic stage when no efficient coded catalyst could compensate
for the low intrinsic rates of most phosphoryl transfers. Low-valence phosphorus derivatives have
been proposed as an alternative to provide a higher reactivity [9–12]. Without prejudice to the actual
relevance of this attractive possibility, our work is aimed at determining which chemical pathways
could have been critical for the introduction of phosphate anhydrides and esters as intermediates
in early biochemistry. Our main tenet is related to the importance of mixed anhydrides that can be
formed from phosphates and high-energy carboxylic acid derivatives and that may have contributed to
the distribution of energy in early metabolisms. The fact that phosphates could play a role in chemical
and early biochemical evolution could therefore be related to a very peculiar chemistry having a
limited relationship to the usual biochemical role of phosphate derivatives. Though the importance of
phosphate chemistry in the structure and stability of biomolecules and biopolymers will be mentioned,
this review is mainly focused on reactivity issues related to phosphoryl transfers and their potential
contribution to the distribution of energy in protometabolisms or early biological metabolisms.

2. Phosphoryl Transfer Pathways

2.1. Phosphate Esters

At moderate pH, chemical transformations at the phosphorus centre of phosphoryl groups
usually take place from the monoanion. However, there is a profound difference depending on the
degree of substitution at phosphorus. The situation is clearly illustrated by the difference in reactivity
between diesters and monoesters. Phosphodiesters are highly stable to hydrolysis largely because
the presence of a negative charge at moderate and alkaline pH values constitutes a barrier towards
nucleophilic attack, which can be appreciated by considering the alkaline hydrolysis of the simplest
model of phosphodiester, dimethyl phosphate (Figure 1). In an unexpected way, this reaction takes
place through a nucleophilic substitution at carbon rather than at phosphorus [5]. The P-O bond
of phosphodiesters is therefore almost unreactive towards hydrolysis at physiological pH values
explaining why a phosphodiester backbone could have been selected by evolution for the long-term
storage of information in DNA [13]. We can conclude that the relevance of phosphate diesters to
the origin or the early developments of life rather lies in their chemical resistance than in their
reactivity. Making this reaction compatible with a protometabolism time scale would require the
lifetime of phosphodiesters to be reduced from tens of million years into days [14]. Such values of
rate enhancement exceeding 108 are only accessible through catalysis by enzymes. Simple chemical
catalysts could hardly reach that efficiency except intramolecular reactions in which the proximity
of reacting groups can compensate for the kinetic barriers [15]. The well-known instability of RNA
compared to that of DNA precisely lies in the presence of a hydroxyl group at the ribose 2′-position
capable of provoking a cleavage of the internucleotidic linkage intramolecularly. This observation
supports the importance of intramolecular processes before the advent of enzymes [16–18].
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depending on the degree of substitution at carbon.

Monoesters such as methyl phosphate [5] behave in a completely different way and are
much less stable than diesters at neutral and mildly acidic pH values. In contrast with the
reaction of phosphodiesters corresponding to an associative mechanism, monoesters are cleaved
through dissociative transition states resembling the resonance-stabilized metaphosphate ion (PO3

−,
Figure 2) [19,20]. There has been a long-lasting debate on the actual lifetime of the metaphosphate ion,
which may not be sufficient for it to be considered as a true intermediate and the dissociative nature of
the reaction pathway has been disputed on theoretical grounds [21]. Anyway, it can be acknowledged
that resonance stabilization plays a role at the transition state so that the hydrolysis of phosphate
monoesters is ca. 6 orders of magnitude faster than the corresponding reaction of diesters assessed
using substrates unable to undergo substitution at carbon [13].
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Figure 2. The dissociative pathway of phosphoryl transfer in the hydrolysis of phosphate monoesters.
A metaphosphate ion (PO3

−) intermediate or at least resonance stabilization at the transition state is
involved in the reaction.

In spite of a faster reaction, phosphate mono-alkyl esters still present lifetimes (measured in
tenth of years at moderate values of pH and temperature [13]) incompatible with a role of reactive
intermediates of a metabolism. However, this stability is the basis of their role of constituents of
basic structures of the cell such as phosphatidic acids as components of the membranes and other
metabolites bearing an anionic charge, allowing them to remain sequestrated within the boundaries of
the cell [3].

2.2. Phosphate Anhydrides

The presence of a much better leaving group in phosphate anhydrides tends to increases their
reactivity. However, it must be taken into account that this effect is offset in anhydrides such
pyrophosphate and ATP (Figure 3) by the presence of 3 or 4 negative charges at moderate pH values,
rendering these activated species spontaneously almost non-reactive towards nucleophilic attack since
it hinders the development of more negatively charged transition states. Therefore, most reactions
of these high-energy intermediates require catalysis to take place at rates compatible with the time
scale of a metabolism. In the living world, this limited reactivity results in a kinetic stabilization and
the reactivity of ATP can be orientated towards specific paths by enzymes like kinases, which are
responsible for many cellular functions and for the role of ATP as an energy currency. With regards to
the origin of life, an advantage can hardly be expected from this exceedingly limited reactivity due to
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the lack of selective catalysts for many phosphorylation processes. Pyrophosphate and more generally
polyphosphates would suffer from a similar lack of reactivity making their involvement in prebiotic
chemistry and early biological evolution questionable even though that contribution to the chemistry
of the origins of life has been proposed in many instances [22–30]. Independently of the limitations to
their possible role of energy currency, a similar difficulty related to the lack of enzyme catalysts has
been raised when considering the biochemical use of nucleoside triphosphates as activated monomers
for RNA oligomerization [31].
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Figure 3. ATP and pyrophosphate have been proposed as prebiotic energy currencies, in spite of the
kinetic barrier hindering their reactions with nucleophiles at moderate pH values at which they are
negatively charged.

2.3. Phosphate Mixed Anhydrides

Acyl phosphates are among the more potent activated biochemicals [32]. Values of their free
energy of hydrolysis at pH 7 (ΔG◦’) reach −43 kJ mol−1 for acetyl phosphate [33]. By contrast with
ATP and pyrophosphate, acyl phosphates and acyl adenylates bear a single negative charge at mildly
acidic pH values and benefit to a much lesser degree from the kinetic stabilization that inhibits the
increase of negative charge at the transition state of the reactions with nucleophiles including water
and hydroxide ion. This limitation is likely to be even less stringent for mixed anhydrides of inorganic
phosphate that can be cleaved through a dissociative mechanism, in which resonance stabilization
occurring within a transition state resembling metaphosphate ion replaces the interaction with the
nucleophile as the main driving force [34].

Indeed, aminoacyl phosphates (Figure 4) were shown to undergo a cleavage of the P-O bond and
constitute efficient phosphorylating agents [35]. Mixed anhydrides with phosphate monoesters like
acyl adenylates remain hydrolytically unstable and susceptible to spontaneously undergoing reactions
with other nucleophiles at the carboxyl moiety. These mixed anhydrides can be formed as intermediates
in the reactions of various acyl donors including activated esters [36–38], thioesters [39,40], or
anhydrides [37,41]. The biochemically essential acetyl phosphate can for instance be formed
photochemically by oxidation of the thioacid [42]. A similar reaction of thioacetate has recently been
reported to occur in limited yields in a hydrothermal context [43] without mention of the possibility of
photo-oxidation [42]. Amino acyl adenylates (Figure 4) deserve a particular mention because of their
role in protein biosynthesis. Their degree of activation has been assessed in the case of Tyr-AMP to a
value of ΔG◦’ = −70 kJ mol−1 [44] much higher than that observed for simple acyl phosphates and that
exceeds the values observed for the main intermediates of energy metabolism including phosphoenol
pyruvate. Amino acyl adenylates are formed biochemically by the reaction of amino acids with ATP.
However, because of the endergonic character of the reaction, amino acyl adenylates usually remain
sequestrated in the active site of aminoacyl-tRNA synthetases, the enzymes that are responsible for
their formation from ATP and for the further aminoacylation of tRNA [45]. Abiotically, the formation
of mixed anhydrides through a similar reaction of phosphate anhydrides with unprotected amino acids
can therefore be considered as unlikely for thermodynamic reasons in addition to the sluggish kinetic
availability of ATP due to its multiple negative charges. Therefore, science has to solve the paradox of
the initial formation of aminoacyl-adenylates required for the evolution of translation but impossible
from ATP without enzymes. That paradox requires the occurrence of alternative pathways [46,47]. This
possibility has experimentally been supported by the observation that two categories of prebiotically
plausible activated derivatives of α-amino acids undergo spontaneous conversion into aminoacyl
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adenylates or related mixed anhydrides. 5(4H)-Oxazolones, formed as a result of the strong activation
of acylated amino acids or peptides, have demonstrated an ability to be converted spontaneously
into mixed anhydrides in the presence of inorganic phosphate or phosphate esters [48,49]. These
reactions yield peptidyl- or acyl-substituted products but derivatives with a free amino group can be
obtained directly by the analogous reaction of amino acids N-carboxyanhydrides (NCAs) [35,50,51].
NCAs have been proposed as plausible activated forms of amino acids under prebiotic conditions and
several potential pathways are available for their formation [46,52–55]. It is worth emphasizing that
any reaction involving phosphate as well as its monoesters as nucleophiles and activated carboxylic
acids would be facilitated rather than kinetically inhibited by phosphate negative charges, which
avoids the need for catalysis for an abiotic process. A potential role for these intermediates in the
chemical processes associated with the development of life is therefore highly likely, provided that
carboxylic acid activation into high-energy intermediates is possible in that environment. Since NCAs
are formed rapidly from most other forms of activated α-amino acids having a free amino group in
aqueous media containing carbon dioxide [52], the prebiotic relevance of phosphate mixed anhydrides
of amino acids should be recognized provided that phosphate is available. However, the fast reverse
reaction of carbon dioxide also prevails from phosphate mixed anhydrides of α-amino acids, which are
converted back into NCAs rapidly [48,56]. Though present to a lesser degree than in polyphosphates
like ATP or pyrophosphate, the negative charge of phosphate esters mixed anhydrides reduces their
reactivity with nucleophiles so that the reaction pathway may involve a prior conversion into neutral
(and therefore highly reactive) NCAs rather than a direct reaction of amino acid phosphate anhydrides
(Figure 5). Accordingly, the polymerization of aminoacyl adenylates into peptides takes place through
the NCA pathway [48] rather than from a direct polymerization as proposed earlier [57].
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The role of phosphate mixed anhydrides in the development of life should therefore be analysed
by taking into account two counteracting factors: (1) a less important kinetic stabilization by negative
charges as compared to polyphosphates; and (2) but a relative stabilization compared to neutral highly
reactive activated acyl precursors. Generally no kinetic advantage is therefore to be expected from a
reaction of mixed anhydrides compared to activated acyl precursors as in the case of the formation of
peptides in which the fast polymerization of NCAs competes favourably with the polymerization of
mixed anhydrides [48]. However, in some cases their reactivity could be advantageous as probably in
the case of the aminoacylation of the 3′(2′)-end of RNA for which NCA proved to be inefficient [58].
Examples of an advantageous role of mixed anhydrides have been observed from their involvement
as intermediates undergoing a fast intramolecular acyl transfer as in the formation of esters with
ribonucleotides [50,56,59,60]. Phosphate moieties could indeed act as handles capable of reacting with
activated acyl moieties and then to intramolecularly transfer the acyl group to a poor nucleophile thanks
to the entropic advantage of intramolecular processes [16,61]. This property provides a rationale for
the selection of mixed anhydrides in the evolutionary process. On the other hand, the easy conversion
of activated acyl derivatives including those of α-amino acids into phosphate mixed anhydrides might
be considered as an early example of how free energy could be exchanged between the chemistries
of α-amino acids and that of nucleotides predating the role of ATP as an energy currency [46,47].
Thioesters constitute other activated acyl derivatives that yield phosphate mixed anhydrides by
interaction with phosphate. Pathways leading to their formation from carbon chemistry have been
proposed [62]. This contribution could be important for many thioesters with the exception of α-amino
acid thioesters that are rapidly converted into NCAs in the presence of CO2 or bicarbonate [52] so that
their reactivity cannot be considered as different from that of other activated α-amino acid derivatives.

2.4. Phosphoramidates

The chemical interaction of free α-amino acids with activated phosphates can also yield
phosphoramidate derivatives by nucleophilic reaction of the amino group (Figure 6). By contrast with
the behaviour of carboxylic acid derivatives, phosphoramidates are more reactive than phosphate
esters and correspond to an activated state of phosphate, which has been illustrated by the ability
of some of them to behave as polymerase substrates for the synthesis of DNA [63–68]. In addition
to that ability in enzyme reactions, N-phosphoryl amino acids proved to be capable of yielding
both phosphate esters and polypeptides through spontaneous reactions in aqueous solution [69–71].
Lastly an intermediate role has been proposed for phosphoramidates in the polymerization of
amino acid promoted by EDC (1-ethyl-3-(3-dimethylaminopropyl)-carbodiimide) in the presence of
nucleotides [72,73]. A contribution of phosphoramidates to prebiotic chemistry and early biochemistry
can therefore be considered as highly likely as soon as powerful activating agents were present.
Interestingly, activating agents based on phosphoramidate moieties have been proposed in an origin
of life context [74–77]. In addition to being involved as intermediates in the formation of biopolymers,
it is worthy to note that chemical ligations as well as template-directed polymerization proved to
proceed more easily using modified nucleotides bearing an amine nucleophile instead of the the
3′-hydroxyl group yielding phosphoramidate linkages owing to the increased nucleophilic power of
amines compared to alcohols [78–82]. The facilitated nucleotide polymerization has allowed major
studies of the replication process proceeding in the absence of enzymes [31,83–85]. It could also
be considered as a basis for the formation of mixed structures [60,86] involving both amino acids
and nucleotides bound through ester and phosphoramidate linkage with an unexpected lifetime for
aminoacyl esters (Figure 6) [60].
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3. Which Phosphate Derivatives Could Play A Role as Early Energy Currencies?

The availability of free energy is crucial for self-organization to maintain a system in a far
from equilibrium state [87]. However, this energy must not be dissipated directly through a linear
spontaneous process in order that work can be carried out. In other words, as Eschenmoser [88,89]
emphasized using a different terminology, the chemical environment must be held far from equilibrium
by kinetic barriers. From this point of view, the kinetic stability of ATP makes it a unique component
of metabolism. ATP is well known for its ability to act as an energy currency that it is constantly
synthesized and used up by hydrolysis into ADP and inorganic phosphate [1]. An open question
with respect to early metabolism is related to the probable inability of ATP to play this role and,
consequently, to the possible existence of others chemicals acting as substitutes. In earlier reports,
a body of evidence was gathered to support the idea that ATP could not be involved as an energy
source for the development of translation [46,47]. This conclusion was mainly based on the observation
that there is no chemical (non-enzymatic) path available for the conversion of ATP into amino acid
adenylates for both thermodynamic and kinetic reasons. Namely, the free energy potential of ATP
is unable to afford significant concentrations of adenylates at equilibrium with amino acids in the
presence of ATP and the thermodynamically favourable reverse reactions yielding ATP from adenylates
and pyrophosphate do not spontaneously take place and require the presence of enzymes.

Considering the properties required for a chemical species to act as an energy currency (Figure 7)
should be helpful in identifying alternatives. A first requirement corresponds to a far from equilibrium
state meaning that the thermodynamic potential of the currency makes it able to dissipate energy
in the environment. Potential energy currencies can therefore be considered on the basis of their
thermodynamic potential (see Table 1). However, dissipation must be hindered by kinetic barriers
so that the energy currency can act as an activating agent able to produce work by delivering energy
to other components of the system (Figure 7). This second condition, which could seem somewhat
contradictory with the preceding one, corresponds to the need for kinetic stability of the potential
candidate that must be able to transfer its energy to a recipient chemical system with rates faster
than, or at least competing with, those at which its potential is dissipated in the environment through
breakdown processes (e.g., by direct hydrolysis). As far as non-living systems are concerned, limited
possibilities of selective catalytic pathways are available to make reactions rates consistent with the
time scale of the system without increasing those of dissipation pathways. In spite of the fact that they
have been proposed as early analogues of ATP, polyphosphates including pyrophosphate fail to
fulfil that latter kinetic requirement. Therefore, both the above-mentioned inability to activate
amino acids into adenylates and a poor spontaneous reactivity can be considered as indications
that pyrophosphate and other polyphosphates could hardly play a role in energy transduction in
early metabolisms unless efficient catalytic pathways for the transfer of their energy are found in
the future. Anhydrides bearing less negative charges would react faster, which supports a potential
role of carboxylic-phosphoric mixed anhydrides. From an energy perspective, a thermodynamic
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potential sufficient to allow for the formation of aminoacyl adenylates was required for the emergence
of translation and more precisely for the evolution of aminoacyl-tRNA synthetases (aaRS) that use
amino acids activated as adenylates. Amino acid N-carboxy anhydrides (NCAs) have been proposed
as essential intermediates in this context [46,47,90]. NCAs were identified as reagents capable of
providing adenylates without requiring catalysis by enzymes [50,51]. The value of their free energy
of hydrolysis at pH 7 (ΔG◦’ = ca. −60 kJ mol−1 [46]) associated with a spontaneous reaction with
phosphate and phosphate mono-esters makes them likely precursors of mixed anhydrides, including
adenylates. The inability of ATP to provide adenylates in a similar way shows that another reagent
played its role or that no reagent played the role of universal energy currency. However, some of the
species of Table 1 having a high potential, could be formed abiotically or at least without requiring
catalysis, some of them, including acetyl phosphate (as other acyl and aminoacyl phosphates) and
carbamyl phosphate, indeed still play a role in biochemistry. They could be considered as possible
alternative energy shuttles between different systems, notably able to yield mixed anhydrides required
for different metabolic functions in early living organisms, without reaching the status of universal
energy currency as ATP in evolved living system.
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Figure 7. An energy currency (activated form EC*) formed from a currency precursor (CP) requires
a high free energy potential and pathways available to transfer energy between different processes
faster than the dissipation of energy. Energy currencies must therefore comply with kinetic and
thermodynamic requirements.

Table 1. Values of the free energy of hydrolysis at pH 7 for different phosphate-based energy-rich
biochemical metabolites.

Reagent Product(s) ΔG◦’ kJ mol−1 Reference

PPi 2 Pi −19 [33]
ATP AMP + PPi −32.2 [33]
ATP ADP + Pi −30.5 [33]

Acetyl phosphate AcOH + Pi −43.1 [33]
Carbamyl phosphate CO2 + NH3 + Pi ca. −51 1 [33]
Aminoacyl phosphate Amino acid + Pi ca. −50 [91]
Aminoacyl adenylate Amino acid + AMP −70 [44]

Phosphoenol pyruvate Pyruvate + Pi −62 [33]
1 Value determined at pH 9.5.

4. The Question of Prebiotic Phosphorylation

The abiotic formation of phosphorylated metabolites is a central issue in prebiotic chemistry and
comprehensive reviews dealing with this question and providing a list of reagents relevant to the origin
of life context have been published [92,93]. The possibility of a contribution of phosphates to prebiotic
chemistry and the origin of life should have been limited by the availability of phosphate or other
phosphorus containing intermediates (including low valence derivatives). Solution phosphorylation
would for instance be limited by the solubility of phosphate, which is strongly reduced in the
presence of di- or tri-valent cations [30]. As these ions were likely present in the environment on the
prebiotic Earth, the low content of phosphate in solution should be considered as unfavourable to
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phosphorylation. However, the low availability of phosphate in an ocean could be compensated in
some cases by the favourable effect of cations on the phosphorylation reaction. A phosphorylation
process involving cyanate as an activating agent and precipitated apatite was reported as a realistic
pathway in prebiotic chemistry, which means that the reaction can take place on the surface of the
solid [23]. The activation of inorganic phosphate can take place by reaction with energy-rich chemicals
(Table 2).

Table 2. Values of the free energy of hydrolysis at pH 7 for different potential phosphate activating
agents available in the literature.

Reagent Product(s) ΔG◦’ kJ mol−1 Reference

HNCO CO2 + NH3 −54 [91]
Urea CO2 + NH3 −28 [91]

Cyanamide Isourea −83 [94]
Carbodiimide Isourea −97 [94]

Acetic anhydride Acetic acid −91 [33]
NCA Amino acid + CO2 −60 [46]

Cyanamide dimer [95] or cyanate [96,97] are able to promote the formation of reactive adducts
with inorganic phosphate that subsequently act as phosphoryl donors, very probably through a
dissociative pathway involving a resonance-stabilized transition state (Figure 8).
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Figure 8. Phosphorylation can by promoted by electrophilic activating agent capable of generation
an intermediate capable of transferring the phosphoryl group to an acceptor nucleophile through a
metaphosphate or, at least, resonance-stabilized intermediate.

The reaction of cyanate is well-documented, yielding carbamyl phosphate as a transient species
upon reaction with inorganic phosphate [96,97]. Then the intermediate decays either through
hydrolysis yielding eventually CO2 and NH3 or through an elimination pathway specific of the
mono-anion [98,99] and reverting cyanate (Figure 9).
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Figure 9. Cyanate-promoted phosphorylation through a carbamyl phosphate intermediate.

The overall process constitutes a catalytic pathway of hydrolysis of cyanate quite similar to that
observed for carbonate and dicarboxylic acids, initially reported to involve general acid catalysis [100],
but later proven to actually correspond to nucleophilic catalysis [101]. Carbamyl phosphate can also
be prepared photochemically from Fe(CN)6

3− and is able to promote the formation of ATP or acetyl
phosphate [102–104].

The most important limitation for the formation of phosphate monoesters in diluted aqueous
solution lies in the usual low selectivity of the reaction of alcohols compared to that of water in large
excess that outcompetes that of diluted substrates. A very attractive possibility to solve this issue lies
in the use of chemical catalysis. The condensation of aldehydes with diamidophosphate provides a
pathway to regioselectively phosphorylate glycoaldehyde and other aldoses very efficiently through

57



Life 2019, 9, 26

an induced intramolecular pathway [74–77]. Phosphoryl transfer in a supramolecular environment
has also been useful to promote selective phosphorylation [105,106].

Performing the reaction under dehydrating conditions under the effect of heat has been considered
as another possibility to avoid dilution in aqueous solution. Heating mixtures of reagents to
temperatures above 80 ◦C in the presence of ammonium formate [27], or formamide [107] proved to
be efficient though the regioselectivity was limited. Since its first mention [108], urea has been used in
many instances to perform phosphorylation of nucleotides [109] or long-chain alcohols [110] under
the effect of heat. It is worth noting that reactions in urea-inorganic phosphate mixtures proceed faster
than with the other additives. No definitive answer has been given to the actual pathway through
which urea promotes phosphorylation. Phosphoramidate or carbamyl phosphate intermediates [108]
have been mentioned as possible actual phosphorylating species. An activated intermediate of
unknown nature has also been proposed [109]. Other explanations involve nucleophilic [93,111] or
acid–base [112] catalyses. A more likely explanation has been proposed [113] that takes into account
the easy breakdown of urea into cyanate at high temperature [114]. This ability of urea independently
accounts for the formation of amino acids N-carboxyanhydrides in hot aqueous solutions from urea [55].
It would however mean that the activity of urea for promoting phosphorylation is the result of a
stoichiometric rather than catalytic reaction involving cyanate as an activating intermediate and
carbamyl phosphate as the actual phosphorylating agent (Figure 9).

5. Conclusions

This review focuses on the specific features of phosphoryl group reactivity that raise constraints on
the prebiotic and early biochemical pathways involved in the origin of life and its early developments.
The charge of phosphate moieties constituted a determining advantage for sequestrating substrates as
soon as phospholipids, fatty acids or other negatively charged amphiphiles were present and able to
form membrane-delimited compartments. Another essential biochemical consequence of this charge
is the resistance of phosphate moieties to nucleophilic reactions and most notably to base-catalysed
hydrolysis that is hindered by repulsive electrostatic interactions at the transition state. The later
advantage is fully operational in modern biology because of the evolution of highly effective and
selective enzymes. However, it constituted very probably a strong limitation in chemical systems
having limited possibilities of selective catalysis. Therefore, the early role of phosphate-derived
species is more likely to be the result of their lack of reactivity than that of possibilities of transferring
energy between metabolic subsystems. We therefore conclude that the role of ATP as a universal
energy currency is unlikely to be an early invention of life. In spite of these limitations, it is possible
to depict the possibilities opened by phosphate chemistry at an early stage just by considering its
specific reactivity. Though their role could be limited to specific processes, mixed anhydrides could
have played a role in transferring energy from the chemistry of amino acids to that of nucleotides
being essential in the emergence of translation. More generally, pathways for the phosphorylation of
nucleosides and hydrophobic alcohols are available in an origin of life context. As mentioned above,
a very important property of phosphate derivatives such as phosphate esters is their reduced kinetic
reactivity. This property has certainly been selected for information storage and is a major reason for
the selection of the phosphodiester-based nucleic acid backbone, which is expressed at the highest
degree in DNA. It could additionally be considered that the lack of reactivity of phosphate esters is
also revealed by the difficulty in building the phosphodiester bond. Imidazolides and their derivatives
have been considered in many RNA world experiments as convenient activated monomers for RNA
polymerization [115] rather than the biochemical triphosphate substrates. This possibility is supported
by new reports on the relevance of the abiotic synthesis of imidazole derivatives under early Earth
conditions as well as to their specific reactivity [31,116].
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Abstract: Phosphates are essential for modern metabolisms. A recent study reported a
phosphate-free metabolic network and suggested that thioesters, rather than phosphates, could
alleviate thermodynamic bottlenecks of network expansion. As a result, it was considered that
a phosphorus-independent metabolism could exist before the phosphate-based genetic coding
system. To explore the origin of phosphorus-dependent metabolism, the present study constructs a
protometabolic network that contains phosphates prebiotically available using computational systems
biology approaches. It is found that some primitive phosphorylated intermediates could greatly
alleviate thermodynamic bottlenecks of network expansion. Moreover, the phosphorus-dependent
metabolic network exhibits several ancient features. Taken together, it is concluded that phosphates
played a role as important as that of thioesters during the origin and evolution of metabolism. Both
phosphorus and sulfur are speculated to be critical to the origin of life.

Keywords: origin of life; metabolism; phosphates; network expansion simulation; thermodynamic
bottleneck; molecular clocks

1. Introduction

Phosphates are basic components of many biomolecules and essential for modern biochemical
reactions, but it is still not clear how phosphates play the critical role in metabolism in the origin of life.
Phosphate minerals existing on the early Earth or in meteorites are thought to be the main sources of
prebiotic phosphorus [1–3]. However, most of these phosphates are either insoluble in water or have
low reactivity and thus they are considered to be problematic for primordial biological use [1].

To solve this ‘phosphorus problem’, Goldford and coworkers proposed a phosphorus-independent
scenario for the emergence of protometabolism [4]. They constructed a phosphorus-independent
protometabolism network starting from a set of prebiotically abundant compounds excluding
phosphates. The obtained metabolic network contained various important metabolites and metabolic
reactions, and exhibited the features of an ancient origin. Then, the researchers found that sulfur
compounds (i.e., pantetheine) could alleviate the thermodynamic bottlenecks of the network expansion
while phosphates (i.e., pyrophosphate or acetyl-phosphate) could not. Based on these findings,
Goldford et al. proposed that a phosphorus-independent metabolism could exist before the emergence
of the phosphate-based genetic coding system. However, this phosphorus-independent network could
not produce nucleobases or ribose, which means that this network is unlikely a possible source of RNA.
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What is more, phosphorus was thought to play a crucial role both in the prebiotic synthesis of
important precursors of RNA and proteins [5–7] and in primordial energy metabolism [8–10]. These
viewpoints support the importance of phosphorus in the origin of life. Moreover, the ‘phosphorus
problem’ itself might have been solved by recent findings. Phosphite, a kind of water-soluble,
reactive reduced-state phosphorus, was recently proposed to be an available prebiotic phosphorus
source [10]. It has been proven that phosphite can be produced from the extraterrestrial phosphide
mineral-schreibersite and is present in early Archean marine carbonates at significant levels [11,12]. This
reduced-state phosphorus could generate orthophosphate, pyrophosphate and trimetaphosphate in
plausible prebiotic environments [13]. With the presence of trimetaphosphate, diamidophosphate (DAP)
could have formed and enable the phosphorylation and oligomerization of biologically meaningful
molecules [14].

Goldford et al.’s new opinion stimulated our interest in the systematical exploration of the role
that phosphorus played in the origin of metabolism. We noticed that Goldford et al. considered
mere pyrophosphate and acetyl-phosphate but ignored other forms of primitive phosphates when
investigating the thermodynamic bottlenecks of network expansion. This work started with alternative
phosphates and adopted the network expansion algorithm [4,15–17] to simulate the expansion
of metabolic networks. Then, the feasibility of this metabolic network on the early Earth was
explored. Finally, biological features of this network were fully analyzed. This study reveals
that: (i) some phosphorylated intermediates could efficiently alleviate thermodynamic bottlenecks;
(ii) phosphorous-dependent metabolic network exhibits ancient biological features.

2. Materials and Methods

2.1. Data Sources

All KEGG reactions (i.e. chemical reactions in the KEGG database), compounds, the enzymes of
reactions were downloaded from the KEGG database [18] (Release: 84.0, October 1, 2017). The putative
LUCA genes (i.e. genes of the last universal common ancestor) were downloaded from the LUCApedia
webpage [19]. Cofactor and PDB structures of the enzymes were downloaded from the Uniport
database (Release: 2017_09). The folds and fold families of enzymes were downloaded from the
SCOP database [20]. The architectures of enzymes were downloaded from the CATH database [21]
(version 4.2).

2.2. Reconstruction of the Background Metabolism Pool

KEGG Reactions that met the following conditions were removed: (i) reactions in which the
molecular formulas of compounds were undefined; (ii) reactions that contained n-subunit polymers;
(iii) reactions that contained the metabolites with “R” groups; (iv) reactions that were elementally
imbalanced with exception of hydrogen. A stoichiometric matrix was then constructed using reaction
equations. The final background metabolism pool consisted of 7376 reactions.

2.3. Network Expansion Simulation

The phosphorus-independent and -dependent metabolic networks were constructed by a network
expansion algorithm which was first proposed by Ebenhöh et al. [15,16] and was described in detail in
previous studies [4,15–17].

A seed set, namely, initial metabolite set, M0 was first defined for the network expansion algorithm.
Then, initial reaction set R0 was constructed by identifying those reactions whose reactants were all
included in M0. Reaction products Mp of these reactions were further added into M0 and subsequently
a new metabolite set M (M =M0 ∪Mp) was constructed. The new reactions Rn whose reactants were
present in M were identified and added into the reaction set R (R= R0 ∪ Rn). At each iteration k, the
reaction set R and metabolite set M were updated with new added reactions and the products of these
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reactions (R = R ∪ Rn, M =M ∪Mn). This process was terminated when no new reactions and products
could be added into M and R.

The network expansion algorithm with different seed sets were executed. Every time, the initial
seed set contained: (i) the possible abundant gases on the early Earth (dinitrogen, vapor water,
hydrogen sulfide, and carbon dioxide); (ii) a possible prebiotic nitrogen source, i.e., ammonia;
(iii) possible prebiotic carbon sources (acetate and formate); (iv) a possible prebiotic phosphorus
source (i.e., orthophosphate, pyrophosphate and trimetaphosphate) (only for phosphorus-dependent
metabolic network expansion simulation). The identification of the seed set was based on previous
studies [4,9,13,22–25].

All reactions in this study came from the background metabolism pool. In our study, the reactions
containing molecular oxygen were removed during the network expansion due to the anaerobic
environment of the early Earth [17,26].

2.4. Thermodynamically Constrained Network Expansion Simulation

The thermodynamically constrained network expansion simulation was based on the network
expansion algorithm. In the simulation, the cutoff value τ was set. The endergonic reactions in which
the required free energies were above τ were removed. In other words, reactions with ΔGr

0 > τ were
removed. The ΔGr

0 of the reactions was estimated using eQuilibrator [27,28]. It should be noted that
there was a lack of free energy estimation in more than one third of KEGG reactions. Reactions with
unknown free energies were assumed to be either all available or all unavailable. The results were
very similar between these two treatments. In this paper, all reactions with unknown free energies
were assumed as available. The rest steps in simulation were executed as they were in the network
expansion algorithm.

To determine the potential thermodynamic bottlenecks of the network, the thermodynamically
constrained network expansion algorithm was executed by adopting the same seed set used to construct
the protometabolic network. To explore the influence of the phosphorylated intermediates from
glycolysis, one of the prebiotically available intermediates (i.e., glucose 6-phosphate, glyceraldehyde
3-phosphate, glycerate 2-phosphate, glycerate 3-phosphate, and phosphoenolpyruvate) [29,30] was
added into the seed set every time, and then the thermodynamically constrained network expansion
algorithm was executed.

2.5. Scale-Limiting Reaction Detection

Reactions meeting the following conditions were defined as scale-limiting reactions: (i) the
reactions triggering the dramatic expansion of networks; (ii) reactions whose removal will severely
limit the expansion of networks.

In order to identify the network-scale-limiting reactions, the following steps were executed:

(1). Obtaining the potential reactions: Reaction set R1 and the corresponding metabolite set M1
at the thermodynamic threshold τ1 limiting the network expansion and reaction set R2 and
corresponding metabolite set M2 at τ2 (τ2 = τ1 + 1) were obtained

(2). Identifying the reactions triggering the dramatic expansion of networks: At first, a metabolite m
derived from difference set (M3) of M2 and M1 (M3 =M2 - M1) was added into the metabolite
set M1 to form a new metabolite set M4 (M4 = M1 + m). Then, new networks at τ1 were
constructed with M4. Once the network expands dramatically, the corresponding reactions of
m were considered to cause the dramatic expansion of networks. These steps were repeated
for every metabolite in M3, and all of the expansion-triggering reactions were identified as the
potential scale-limiting reactions.

(3). Identifying the scale-limiting reactions: Since there may be more than one reaction limiting the
dramatic expansion of the network, all combinations of potential scale-limiting reactions should
be tested. Every combination of potential scale-limiting reactions was blocked in turn. The
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networks at the thermodynamic constraint τ2 were constructed based on these abridged reaction
sets. When dramatic network expansion was no longer observed, the reaction combinations
were considered as scale-limiting ones. Thus, the final scale-limiting reactions were identified by
analyzing all the combinations.

2.6. Protein Domain Age Estimation

In this study, the protein domains are classified according to SCOP and CATH protein structure
classification schemes. The node distance (nd) values based on SCOP fold family (FF) were the united
set of the nd values derived from several previous studies [31–34], the nd values based on CATH
architecture (A) were derived from Bukhari et al.’s work [35].

The previous studies reported that the nd values of structural domains were closely related to their
geological ages. Based on this finding, several molecular clocks were constructed [31–34]. In this study,
the geological ages of proteins were defined according to the united set of those molecular clocks.

3. Results

3.1. Construction of Phosphorus-Dependent Metabolic Network

First, we attempted to evaluate the reliability of the network expansion simulation. First,
we reconstructed the background metabolism pool with reactions and compounds from the updated
version of the KEGG database [18]. The final updated background metabolism pool contained 7376
reactions (full-balanced network, Table S1), and included 496 more reactions than the pool constructed
by Goldford and coworkers [4]. Then, a phosphorus-independent metabolic network was reconstructed
with updated background reaction data started with a pre-defined seed metabolite set. This seed set
was the same as that defined by Goldford et al. and was composed of a set of prebiotically abundant
compounds excluding phosphates. The final phosphorus-independent network included 329 reactions
and 266 metabolites, containing almost all of the reactions of the network constructed by Goldford et al.
(Table S2). This result validated the reliability of network expansion simulation.

The phosphorus-dependent metabolic network was constructed with the same method except that
prebiotic phosphates were added into the seed set. Due to the lack of KEGG reaction data of phosphite,
we did not directly introduce phosphite as a phosphorus source. Phosphates we introduced here are
orthophosphate, pyrophosphate and trimetaphosphate. These phosphates were widely thought to be
present on the early Earth and could be prebiotically synthesized by phosphite [13,22–25]. Each time we
introduced one of these phosphates and performed the network expansion simulation. The obtained
phosphorus-dependent metabolic networks were composed of the same reactions (596 reactions) and
metabolites (471 metabolites) (Figure 1 and Table S3), implying that the network was robust to different
phosphorus sources.

The reactions and metabolites increased obviously in the phosphorus-dependent network.
Although nucleobases were not found in the new-produced metabolites, ribose, which is also an
essential component of RNA, was indeed produced in the phosphorus-dependent metabolic network,
indicating the importance of phosphorus in the evolution of RNA synthesis.
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Figure 1. Construction of Phosphorus-Dependent Metabolic Network. Network expansion simulation
was executed using a set of defined seed compounds (bottom left box) and all balanced reactions in
the background metabolism pool derived from the updated KEGG reactions. The figure displays the
obtained phosphorus-dependent network in which metabolites are linked if they have a reactant-product
relationship during the expansion. The metabolites generated at different iteration steps during the
network expansion process are represented by nodes in different colors. The size of node represents the
degree of the node, i.e., the number of reactions added in the subsequent iteration.

3.2. Thermodynamic Bottleneck Alleviation by Primitive Phosphates

Thermodynamic constraints could limit the expansion of the metabolic network [36]. Phosphates
play important roles in driving energetically uphill reactions. However, Goldford et al. claimed
that phosphates such as pyrophosphate and acetyl-phosphate could not alleviate thermodynamic
bottlenecks, while pantetheine could [4]. Their statement was supported by the updated simulation on
the phosphorous-independent network (Figure 2A, Table S4). Nevertheless, we are still wondering
whether there exist any other forms of primitive phosphates that could serve as alternative alleviators
for the thermodynamic bottleneck?

Glycolysis-like reactions could spontaneously occur in a plausible ancient marine environment [37].
Many phosphorous intermediates of glycolysis, including glucose 6-phosphate, glyceraldehyde
3-phosphate, glycerate 2-phosphate, glycerate 3-phosphate, and phosphoenolpyruvate, were speculated
to be prebiotically synthesized [29,30]. All of these phosphorous intermediates are present
in the phosphorus-dependent metabolic network. Thus, we attempt to explore whether the
glycolysis-generated metabolites can alleviate thermodynamic bottlenecks and can promote the
expansion of the early metabolic network.
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Figure 2. Thermodynamically Constrained Network Expansion. Thermodynamically constrained
network expansion was simulated by using different seed sets. Endergonic reactions with ΔGr

0

exceeding a thermodynamic threshold τwere defined as impossible. For each value of τ (x axis), we
plotted the size of the final expanded network in terms of the number of metabolites (y axis). (A) displays
the comparison of the network sizes of the unmodified phosphorus-dependent network (black line),
the pyrophosphate-coupled network (with the addition of pyrophosphate in the seed set) (orange line),
and the pantetheine-coupled network (with the addition of pantetheine in the seed set) (green line)
at different thermodynamic thresholds, τ. (B–F) display the comparison of the network sizes of the
pyrophosphate-coupled network (orange line), the phosphorylated intermediates-coupled network
(blue line), and the phosphorylated intermediates-coupled network without hydrogen sulfide (gray line)
at different thermodynamic thresholds, τ. The thermodynamic bottlenecks and the reactions limiting
the scale of different phosphorylated intermediates-coupled networks are shown in corresponding
figures. The used phosphorylated intermediates include: glucose 6-phosphate (B), glyceraldehyde
3-phosphate (C), glycerate 2-phosphate (D), glycerate 3-phosphate (E), phosphoenolpyruvate (F).

The expansion of phosphorus-dependent metabolic network was re-simulated under the
thermodynamic constraints. During the simulation, endergonic reactions in which the required
free energies were above a cutoff value, τ, were blocked during the expansion of the network. When
τ was below 51 kJ/mol, the scale of the network was strictly limited with reactions and metabolites
limited to <26 and <30, respectively (Table S4). When τ exceeded this threshold, the network expanded
dramatically (Figure 2A, Table S4). It seemed impossible for early metabolism to overcome the energetic
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constraint of 51 kJ/mol because endergonic reactions with ΔGr
0 (standard transformed Gibbs energies)

above 30 kJ/mol needed to be activated by exergonic reaction like ATP hydrolysis [36]. However, this
kind of exergonic reaction might be unavailable in the primitive world [36].

Then, the glycolysis-derived phosphorylated intermediates were introduced into the network
during the thermodynamically constrained network expansion. With the addition of phosphorylated
intermediates, the bottlenecks limiting the network expansion were reduced to below 30 kJ/mol
(Figure 2B–F, Table S4), implying the expansion of these networks is thermodynamically feasible
without other energy sources [36]. At the end of each simulation, the thermodynamically constrained
networks contained at least 338 metabolites and 413 reactions.

To exclude the influence of sulfur, we removed hydrogen sulfide from the seed set and found that
its removal had little impact on the thermodynamically constrained network expansion (Figure 2B–F,
Table S4), suggesting that sulfur made no significant contribution to alleviating the thermodynamic
bottlenecks of the phosphorus-dependent network expansion.

The reactions involved in the dramatic expansion of the metabolic networks were also investigated.
The dramatic expansions of the networks disappeared when certain reactions (i.e., R00024, R01070 and
R00346) were blocked, indicating that these reactions played a critical role in limiting the expansion of the
networks (Figure 2 and Table S5). Then, the feasibility of these scale-limiting reactions at the early stage
of evolutionary history of metabolism was explored. Reversible reaction R00024 was observed to be the
most common scale-limiting reaction in five thermodynamically constrained networks with different
phosphorous intermediates. In R00024, glycerate 3-phosphate and ribulose 1,5-bisphosphate were key
metabolites. This reaction is catalyzed by RubisCO (D-ribulose 1,5-bisphosphate carboxylase/oxygenase,
EC: 4.1.1.39), which was assumed to originate 3.5 Gy ago [38,39]. Besides, it was reported that RubisCO
catalyzed this reaction by offering COO-, and H+ [40,41]. All these ions could exist in the primitive
Earth environment, which suggested that reaction R00024 might occur before RubisCO appeared.

Reaction R01070 is catalyzed by beta-D-fructose-1,6-bisphosphate D-glyceraldehyde-
3-phosphate-lyase (EC: 4.1.2.13) [42]. Inferred by protein-structure-based molecule clocks [31–34], this
enzyme catalyzing appeared earlier than 3 Gy. However, the feasibility of R00346 in ancient time
remains unknown due to the lack of knowledge of its structure of catalyzing enzyme (oxaloacetate
carboxy-lyase, EC: 4.1.1.38). Taken together, it can be concluded that phosphorylated intermediates
could have alleviated the thermodynamic bottlenecks of metabolic network expansion, at least the
expansion constrained by R00024 and R01070.

3.3. Ancient Origin of Phosphorus-Dependent Metabolic Network

The ancient origin of the phosphorus-dependent metabolic network was evaluated by the biological
characteristics of the network. We analyzed enzymes of the phosphorus-dependent network to explore
the potential biological features associated with ancient metabolism. The phosphorus-dependent
network was found to be enriched with the enzymes, orthologs and protein fold families of LUCA
(p < 10−2, Fisher’s exact test, Figure 3A). This result implied that a great portion of the reactions
in the phosphorus-dependent network existed in the early life. This network was also enriched
with the enzymes which contained metal cofactors Mg2+, Zn2+ and FeS (p < 0.05, Fisher’s exact test,
Figure 3B). The relative higher requirement for metal ions might be a remnant of prebiotic catalysts,
because existent enzymes may still retain characters of prebiotic catalysts, such as usage of metal
cofactors [43,44]. Moreover, pyridoxal phosphate was considered to play a critical role in prebiotic
transamination [45]. The enzymes using pyridoxal phosphate as a cofactor were also enriched in the
network (p < 10−5, Fisher’s exact test, Figure 3B).
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Figure 3. Biological Characteristics of Phosphorus-Dependent Metabolic Network. (A) The phosphorus-
dependent network is enriched with enzymes, ortholog genes, and protein fold families that are
thought to be present in LUCA, relative to all metabolic reactions in background metabolism pool
(full-balanced network) or to the oxygen-independent (anaerobic) portion of the full network.
(B) The phosphorus-dependent network is enriched with metal cofactors (Zn2+, Mg2+ and FeS)
and pyridoxal phosphate, relative to all metabolic reactions in background metabolism pool or
to the oxygen-independent portion of the full network. (C) The accumulation patterns of the
enzyme ages in two networks show no significant difference. All of these results show the
ancient biological characteristics of phosphorus-dependent metabolic network, suggesting that both
phosphorus-dependent network and phosphorus-independent network are at least as ancient as LUCA.
The significance was analyzed by Fisher’s exact test or Kolmogorov–Smirnov test: * p < 0.05; ** p < 0.01;
*** p < 10−3; **** p < 10−5.

Besides, the structure of proteins was rather conserved during evolution and could serves as
molecular fossils in the study of the early history of biochemistry evolution [31]. In previous research,
molecular clocks based on different protein structure classification schemes (i.e., SCOP and CATH)
were established and the relative ages of protein domains were characterized by node distances
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(nd) [31–35]. Node distance is the distance from the position of a taxon of protein domain structures
on the phylogenetic tree to the root node, with the scale from 0 (most ancient) to 1 (most recent).
It has been shown that nd values of protein domain structures correlate strongly with their geological
times. In this study, the ages of enzymes in the phosphorus-dependent and -independent networks
were inferred using these molecular clocks at both fold family level (SCOP classification) [31–34] and
architecture level [35]. The accumulation patterns of the enzyme ages in two networks exhibited no
significant difference (Kolmogorov–Smirnov test, p > 0.05, Figure 3C), suggesting that enzymes in
phosphorus-independent network are not more ancient than phosphorus-dependent counterpart.

Taken together, the above results indicated that both phosphorus-dependent and
phosphorus-independent networks are at least as ancient as LUCA. Besides, the phosphorus-dependent
network retains a higher requirement for metal ions and pyridoxal phosphate, which might be remnants
of prebiotic chemistry.

4. Discussion

It is undeniable that phosphorus is essential for modern metabolism from both material and energy
perspectives. Phosphates are basic components of important biomolecules and play an important
role in energy transduction, signal transmission and redox catalysis. Considering its critical role in
metabolism, phosphorus is thought to make great contributions to the origin of life. To examine the
role of phosphorus in the origin of metabolism, we constructed a metabolic network using a network
expansion algorithm. The phosphorus-dependent metabolic network contains much more metabolites
than the phosphorus-independent counterpart. Among the phosphorus-dependent network, ribose is
produced, which is an essential component of RNA, indicating the significance of phosphorus for the
primordial synthesis of RNA.

To explore the influence of phosphorus on the thermodynamic feasibility of ancient metabolic
system, the thermodynamically constrained network expansion with various forms of phosphates was
simulated. This study found that some phosphorous intermediates of the glycolytic pathway could
dramatically alleviate the thermodynamic bottlenecks and promote the expansion of the network.
Further study of scale-limiting reactions (i.e., R00024 and R01070) during the thermodynamically
constrained network expansion showed that the expansion of ancient metabolic network might
be feasible with the presence of phosphorous intermediates such as glucose 6-phosphate and
glyceraldehyde 3-phosphate.

The biological characteristics of phosphorus-dependent network were comprehensively analyzed,
and results showed that this network exhibits several ancient features. The enzymes in this network were
enriched with LUCA elements and metal-based cofactors which were considered to be used in original
biochemical reactions [4,44]. The ages of enzymes in phosphorus-dependent and -independent networks
exhibited similar accumulation patterns. These results indicated that both phosphorus-dependent and
phosphorus-independent networks are at least as ancient as LUCA. Moreover, phosphorus-dependent
network exhibits some more ‘primitive’ traits, such as retaining a relative higher requirement for metal
ions and pyridoxal phosphate.

In summary, our research demonstrates that (i) some high-energy phosphates can ensure the
primitive metabolism under feasible energetic constraints; (ii) the phosphorous-dependent metabolism
might originate in the very early stage of biochemical processes.

Therefore, it can be speculated that phosphates are as important as thioesters for the origin and
evolution of metabolism. Both phosphorus and sulfur are critical to the origin of life on Earth. This has
meaningful implications for extraterrestrial life detection. Recently, Enceladus, a satellite of Saturn,
was reported to have a global liquid water ocean and the jets from this ocean contain simple organic
chemicals, suggesting that Enceladus provides some basic conditions to fulfill the existence of life [46].
However, phosphorus and sulfur have not yet been detected in the ocean jets of Enceladus [46], that
casts a shadow over the existence of Enceladus life.
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It should bear in mind that this work is based on KEGG reactions. The premise of KEGG reactions
is that there must be a cellular environment. Thus, the prebiotic reactions which might have been
replaced during the evolution of life cannot be included in the current networks. As a consequence,
the conclusion of this study may have some limitations. Besides, the phosphorus-dependent network
does not produce nucleobases, which implied that there still is a gap to evolve RNA. Finally, why
phosphorous intermediates of glycolysis mechanism could alleviate the thermodynamic bottlenecks
remains to be elucidated, in particular considering the fact that addition of these triose phosphates
may cause complex changes of metabolism.

Supplementary Materials: The following are available online at http://www.mdpi.com/2075-1729/9/2/43/s1,
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Phosphorus-dependent network, Table S4: Number of reactions under different thresholds, Table S5: Key
reactions in the network expansion.
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Abstract: A mixture of sugar diphosphates is produced in reactions between small aldehyde
phosphates catalysed by layered double hydroxide (LDH) clays under plausibly prebiotic conditions.
A subset of these, pentose diphosphates, constitute the backbone subunits of nucleic acids capable
of base pairing, which is not the case for the other products of these LDH-catalysed reactions. Not
only that, but to date no other polymer found capable of base pairing—and therefore information
transfer—has a backbone for which its monomer subunits have a plausible prebiotic synthesis,
including the ribose-5-phosphate backbone subunit of RNA. Pentose diphosphates comprise the
backbone monomers of pentopyranose nucleic acids, some of the strongest base pairing systems so far
discovered. We have previously proposed that the first base pairing interactions were between purine
nucleobase precursors, and that these were weaker and less specific than standard purine-pyrimidine
interactions. We now propose that the inherently stronger pairing of pentopyranose nucleic acids
would have compensated for these weaker interactions, and produced an informational polymer
capable of undergoing nonenzymatic replication. LDH clays might also have catalysed the synthesis
of the purine nucleobase precursors, and the polymerization of pentopyranose nucleotide monomers
into oligonucleotides, as well as the formation of the first lipid bilayers.

Keywords: origin of life; layered double hydroxide (LDH) clay; pentose diphosphate; pentopyranose
nucleic acid; arabinopyranose nucleic acid; RNA; base pairing; purine precursor; inosine; AICAR

1. Introduction

Demonstrating the potential utility of a unified ‘systems chemistry’ approach to the problem
of the origin of life, Powner and colleagues [1–3] recently proposed a link between a plausible
early metabolic pathway and amino acid synthesis, through reactions between the small
aldehyde phosphates glycolaldehyde phosphate (GAP) and glyceraldehyde-2-phosphate (G2P).
Previously, Krishnamurthy and colleagues [4] showed that these same two molecules react—at
millimolar concentrations, low-to-moderate temperatures and near-neutral pH—in the presence
of layered double hydroxide (LDH) clays to produce pentose-2,4-diphosphates in 7% yield.
One of these—ribose-2,4-diphosphate—constitutes the backbone subunit of pyranosyl-RNA [5],
a pentopyranose nucleic acid that differs from RNA only in the position of its phosphate groups
on the ribose ring, and in the ribose ring being six-membered (as opposed to five-membered
as it is in RNA) (Figure 1). Pentopyranosyl nucleic acid systems have been found to constitute
stronger base-pairing systems than RNA, with α-arabinopyranose nucleic acids possessing especially
remarkable pairing strength [6]. In addition, the four pentopyranose phosphate systems with
4′→2′-backbone connectivity (including pyranosyl-RNA and α-arabinopyranose nucleic acid) are able
to base pair with each other; in contrast, none of the four form base pairs with RNA. LDH-catalyzed
reactions between GAP and G2P produce a mixture of different phosphorylated sugars, as shown in
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Figure 1, including tetrose-2,4-diphosphates (Figure 1A), pentose-2,4-diphosphates (Figure 1B, boxed)
and hexose-2,4,6-triphosphates (Figure 1C) [4]; of these, the pentose-2,4-diphosphates are unique in
constituting the backbone subunit monomers of oligonucleotides capable of base pairing [7].

Figure 1. Nucleic acid backbone subunits, showing position of phosphate groups and attached
(nucleo)base. (A–C) (minus base) are produced in reactions catalysed by layered double hydroxide
(LDH) clay, as described in the text; of these, only (B) (boxed) (present in pentopyranose nucleic acids)
is capable of base pairing. In contrast, the backbone subunits of RNA (D) and DNA (E) do not have
a plausibly prebiotic synthesis. A = tetrooxetose nucleic acid, B = pentopyranose nucleic acid, C =
hexopyranose nucleic acid, D = RNA, E = DNA. Numbering of carbohydrate carbon atoms is shown.
Figure produced in ChemDraw® 18, PerkinElmer Informatics, Waltham, MA.

Layered double hydroxide (LDH) clays are mixed-valence metal hydroxides with positively
charged layers that adsorb charge-balancing anions such as Cl–, CO3

2– and PO4
3– within their aqueous

interlayer [8,9]. These anions are exchangeable by diffusion with organic anions such as GAP and
G2P, which bind through electrostatic interactions between the charged phosphate group and the
charged layers, as well as through hydrogen bonding interactions with the LDH hydroxide groups.
(A snapshot of a simulation of the interaction between a RNA 25-mer oligonucleotide and LDH [10] is
shown in Figure 2). The distance between LDH sheets is remarkably flexible, with the LDH interlayer
able to more than triple its width from ~7 Å to 24 Å in order to accommodate a polyanionic strand of
DNA [11]. In catalysing the reaction between GAP and G2P, LDHs perform a number of key functions:

Concentrating GAP and G2P from millimolar—or even micromolar—concentrations in the bulk
medium to ~10 molar within the interlayer [4,12].

Binding GAP and G2P molecules in close proximity, thereby promoting their reaction.

78



Life 2019, 9, 19

Stabilizing and sequestering the reaction products, with 95 % of the pentose-2,4-diphosphate
products still being extractable from the LDH after three months [4].

Figure 2. Computer simulation snapshot of the interaction between an RNA 25-mer and LDH interlayer
surface, depicting the inner-sphere complexes between RNA phosphate oxygen atoms (red) and LDH
metal hydroxide hydrogen atoms (white) in the absence of bridging water molecules. Numerical values
shown in black indicate the distance between interaction donors and acceptors in angstroms. Color
scheme: O (red), H (white), P (gold), C (grey), N (dark blue), Mg (cyan) and Al (pink). Reprinted with
permission from [10]. Copyright 2013 American Chemical Society.

In these roles, the LDH clay is functioning as both a proto-enzyme and quasi-compartment,
with Arrhenius [12] stating that, “Like cells, they retain phosphate-charged reactants against high
concentration gradients and exchange matter with the surroundings by controlled diffusion through
the ‘pores’ provided by the opening of the interlayers at the crystal edges” (p. 1580). LDHs also
catalyse reactions between cyanide (CN–) anions to form diaminomaleonitrile, a precursor to the
purine nucleobase adenine [13], and appear able to stabilize base pairs between RNA nucleotides in
the adsorption of guanosine monophosphate (GMP) at low to moderate temperatures (Figure 3) [14].
Clay minerals such as LDHs are thought to have been present early in Earth’s history [15,16], with
Arrhenius and colleagues suggesting that LDH clays such as hydrotalcite (a naturally-occurring
Mg/Al-LDH clay) might have existed as “surface coatings on submerged weathering basalt, or in salt
brine deposits in arid lakes” [17] p. 506, as occur on the Earth today. Another LDH mineral, green rust
(an Fe2+/Fe3+-LDH), is thought to have been widespread on an early anoxic Earth, with the eventual
rise in atmospheric oxygen causing its oxidation and precipitation from the ocean, giving rise to the
ubiquitous banded iron formations. In relation to this, Russell has argued that, “the Hadean ocean
crust . . . was likely thick, relatively cool, and covered in carbonate green rust” [18] p. 6.
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Figure 3. Schematic illustrations for interlayer structure of GMP/LDH hybrids according to molecular
arrangement of GMPs: (a) single molecule arrangement (GL-S) and (b) ribbon II arrangement (GL-R).
GL-S: 12.6 Å (d-spacing) − 4.8 Å (LDH layer thickness) = 7.8 Å; GL-R: 17.7 Å (d-spacing) − 4.8 Å (LDH
layer thickness) = 12.9 Å. Adapted with permission from [14].

Almost a decade ago, Powner and colleagues demonstrated a possible prebiotic synthesis of
the pyrimidine nucleotides [19]; however, the search for a plausibly prebiotic synthesis of the purine
nucleotides remains ongoing [20]. Kim and Benner have reported the synthesis of adenosine and
inosine from reactions between ribose-1,2-cyclophosphate and the purine nucleobases [21], while Carell
and colleagues have demonstrated synthesis of both ribopyranose and standard and non-standard RNA
nucleotides starting with a derivatized pyrimidine as a molecular scaffold [22,23]. Powner and Szostak
have also found a potential link with pyrimidine synthesis, discovering a branch point in Powner’s
previously-discovered pyrimidine synthesis which leads to the non-standard 8-oxopurines, described
as potential precursors to the standard purine nucleotides in the original report [24]. However, in
subsequent work from the Szostak lab [25], the 8-oxopurines were found to be poor substrates in a
nonenzymatic primer extension model system, which the authors now consider makes it unlikely that
they played a role as purine precursors. They now believe that inosine—in contrast a good substrate in
their model nonenzymatic system—is more likely to have played such a role [25]. We have previously
proposed [26] that the prebiotic synthesis of RNA might have occurred through the progressive
synthesis of the purine nucleobases on a pre-existing ribose-phosphate backbone, with the driving
force for this synthesis being the increasing stabilization of the backbone through intermolecular
interactions, including base pairing and—potentially—duplex formation. We also proposed that these
nucleobase precursors were similar or identical to the intermediates of the modern de novo purine
biosynthetic pathway, through which modern organisms synthesize purines [27], for example inosine
and 5-aminoimidazole-4-carboxamide riboside (AICAR) (Figure 4). Furthermore, due to the plausibly
prebiotic nature of many of the reactants in the modern purine biosynthetic pathway (such as glycine
and CO2) [28], as well as the fact that two of the reactions also occur by alternative nonenzymatic
reactions [29,30], we proposed that the biosynthetic pathway might have originated from a series of
uncatalysed prebiotic reactions [26]. Could the first informational molecules have contained purines
(and/or purine precursors) without pyrimidines? As discussed above, Szostak and colleagues have
shown that the purine (precursor) inosine participates efficiently in nonenzymatic primer extension
using a model system, leading them to conclude, in the words of their article title, “Inosine, but none
of the 8-oxo-purines, is a plausible component of a primordial version of RNA.” [25] Crick [31] and
Wachtershauser [32] have also previously argued in favour of an “all-purine precursor of nucleic

80



Life 2019, 9, 19

acids”, although Wachtershauser has proposed a different sugar-nucleobase connectivity than exists in
modern RNA.

Figure 4. (Top) the potential of 5-aminoimidazole-4-carboxamide riboside (AICAR) (an intermediate
in the modern de novo purine biosynthetic pathway) and its 2′-deoxy analogue 1-(2-deoxy-β-D-
ribofuranosyl)-imidazole-4-carboxamide (dICAR) to form hydrogen-bonding interactions similar to
those formed by adenosine. (Bottom) hydrogen-bonding (base pairing) interaction between adenosine
and inosine (a later intermediate in the purine biosynthetic pathway), and proposed interaction
between AICAR and inosine, examples of the weaker interactions between purine nucleobase
precursors proposed to have preceded purine-pyrimidine base pairing. R = ribofuranose; dR =
2′-deoxyribofuranose, figure produced in ChemDraw® 18 (PerkinElmer Informatics, Waltham, MA).

2. Hypothesis

We propose that life has undergone (at least) two genetic transitions, the first from a mixed
system of pentopyranose nucleic acids to RNA, and the second from RNA to a mixed RNA/DNA
system. Because both transitions involved a decrease in the strength of base pairing, they must have
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been driven by selection for another property. RNA may have been selected for its catalytic ability.
The relative flexibility of its backbone and consequent ability to adopt a variety of non-standard
base-pairing interactions enables RNA to assume multiple complex 3D conformations, including
binding motifs and catalytic sites [33,34]. In contrast, pentopyranose nucleic acids possess more rigid
backbones and are relatively constrained in their base pairing interactions [7]; it therefore appears
likely that these systems might possess a somewhat more modest catalytic repertoire than RNA. The
expansion in the chemical landscape offered by RNA catalysis would see its ultimate achievement in
the advent of coded peptide synthesis [35], which produced a virtual explosion in catalytic potential.
The evolutionary driver from RNA to a mixed RNA/DNA system appears to have been DNA’s
greater chemical stability, which allowed for long-term storage of genetic information as well as a
massive increase in genome size [36]. Therefore, the selection criteria would have been different for
each genetic transition. In contrast, initial selection of pentopyranose nucleic acids would have been
due to the availability of the pentose-2,4-diphosphate backbone monomers through LDH-catalysed
synthesis. In addition, pentopyranose nucleic acids appear able to undergo facile nonenzymatic
replication, required prior to the advent of—RNA, or possibly pentopyranose nucleic acid—replicase
enzymes able to catalyse these reactions. The large angle of inclination (~ 45º) between the base pairs
and backbone in pentopyranose systems enables these oligonucleotides to undergo nonenzymatic
replication using prebiotically-plausible 2′,3′-cyclic phosphate-activated monomers [7]. In contrast,
in the case of RNA, the same 2′,3′-cyclic phosphate-activated monomers form unnatural 2′,5′-RNA
phosphate linkages. It is unknown how a transition from a pentopyranose system to RNA would
have occurred. It might have been directly, by—for example—the conversion of a six-membered
ribopyranose ring to a five-membered RNA ring. However, if so, this would need to have occurred at
the ribose phosphate level, as the transfer of the phosphate group from the 4′- to the 5′-OH first requires
opening of the six-membered pyranose ring, which would have been prohibited at the nucleotide
stage by the attachment of the nucleobase (precursor).

In addition to catalysing the synthesis of the monomer units of the pentopyranose–phosphate
backbone, we propose that LDH clays played a role in the synthesis of the purine nucleobase precursors,
either by catalysing reactions between cyanide anions [13] or through the promotion of reactions
between prebiotically plausible molecules such as glycine, NH3 and CO2, similar to those which occur
in the modern de novo purine biosynthetic pathway [26]. Greenwell and colleagues have demonstrated
peptide bond synthesis catalysed by a ternary Mg/Cu/Al-LDH clay under wet–dry cycles [37], in an
analogous reaction to the amide bond formation that occurs in the biosynthesis of GAR, the first stable
intermediate in the purine biosynthetic pathway [26,27]. Krishnamurthy and colleagues have shown
that LDH clays catalyse the formylation of GAP utilizing a sulfite–formaldehyde adduct [38], in a
parallel to the two indirect formylation reactions that occur in the purine biosynthetic pathway. As
described above, Gwak and colleagues [14] have produced evidence that GMP nucleotides in the
presence of LDHs form non-standard base pairs at low to moderate temperatures (20–60 ◦C), whereas
at higher temperatures (80–100 ◦C) only unpaired GMP is present (Figure 3). This suggests that the
LDH-promoted polymerisation of pentopyranose nucleotide monomers to form oligomers might also
be possible. In addition, montmorillonite, a phyllosilicate clay containing negatively charged sheets
that bind Mg2+ and other cations, catalyses the polymerisation of RNA nucleotides to form up to
50-mer RNA oligos [39], suggesting such reactions might also be possible for LDH clays. Supporting
this possibility, RNA nucleotides [14,40,41], oligonucleotides and duplexes [42] are strongly adsorbed
by LDH clays through their charged phosphate backbones, as demonstrated both experimentally and
in simulation experiments (Figure 2). Polymerisation of phosphorylated sugars lacking an attached
nucleobase (precursor) may also be possible, as demonstrated by the putative polymerisation of
fructose-1,6-bisphosphate (a sugar diphosphate with a similar structure to a pentose-2,4-diphosphate),
in the presence of a Li+-LDH [43]. The high affinity of LDH clays for phosphate anions is rather
striking, and suggests that these clays might have played a critical role in extracting and concentrating
phosphate from low background levels in the prebiotic environment; however, this raises the question
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of how the strongly bound pentopyranose oligonucleotides might have been released from the LDH
interlayer. Russell has posited that LDH clays (including green rust) initially formed in the high pH
environment of alkaline deep-sea hydrothermal vents [18], which suggests the possibility that release
from the LDH interlayer might have occurred in the increasingly acidic conditions distal from the vent,
as LDH clays largely disintegrate at acidic pH [8]. Exchange of the phosphate moieties with divalent
carbonate anions [8], possibly through the interaction with high atmospheric levels of CO2, would
have been another possible mechanism for the eventual release of pentopyranose oligonucleotides
from their LDH ‘cells’.

Conceivably, the high pairing strength of pentopyranose systems might be considered a
disadvantage for nonenzymatic replication, as it could increase the chances of mispairing and make
the system vulnerable to product inhibition (wherein the just-synthesized copy remains bound to the
template sequence, preventing further replication) [44]. However, as described above, we previously
proposed that the first nucleobases were precursors to the purine nucleobases [26]—perhaps the
same or similar to the intermediates of the modern de novo purine biosynthetic pathway—and it
would seem reasonable that weaker interactions between the precursors might have offset this high
pairing strength. Two examples of possible precursors are inosine and AICAR (Figure 4). Inosine
is a purine itself, as well as a precursor to adenosine and guanosine, and in fact plays a key role in
genetic coding, occurring in the anticodon wobble position of alanine tRNA [45]. Interestingly, it is
utilised due to its ability to form a purine–purine base pair (with adenosine) as well as more typical
purine–pyrimidine base pairs with cytosine and uracil. When incorporated into RNA oligonucleotides,
inosine and 1-(2-deoxy-β-D-ribofuranosyl)-imidazole-4-carboxamide (dICAR) (a 2′-deoxy analogue
of AICAR) form base pair interactions with purines as well as pyrimidines [46–48]. The similarity
in hydrogen bond-forming potential between adenosine, AICAR and dICAR is shown in Figure 4.
However, these pairings between purine precursors are weaker—in some cases significantly—than
standard purine–pyrimidine base pairs. In the case of dICAR, this is presumably due to a decrease
in base-stacking stabilization due to AICAR possessing an imidazole ring as opposed to a purine
double ring structure. Self-complementary RNA oligonucleotide 12-mers containing two inosine-
or dICAR base pairs have melting temperatures ~20 ◦C lower than the comparable RNA duplexes
containing standard purine–pyrimidine base pairs only [47], and it is likely that the presence of inosine
and AICAR would similarly decrease the stability of pentopyranose duplexes, although this has not
been shown experimentally. Nevertheless, we propose that this decrease in stability would have
been offset by the greater strength of pentopyranosyl pairing interactions. In addition, it has been
shown that pentopyranose duplexes accommodate purine–purine base pairs more easily than RNA
duplexes [7], which a number of these interactions would constitute (or at least approximate). In fact,
the two opposing effects—inherently more stable duplexes vs. weaker interactions between purine
precursors—might have produced a system able to undergo nonenzymatic replication: strong enough
for duplex formation and replication, but not so strong as to produce template-product inhibition [44].

The lack of cross pairing between pentopyranose and RNA systems—and the consequent inability
to transfer sequence information in the proposed genetic transition—could be seen as a major weakness
of our hypothesis. However, genetic transitions will as a rule result in a degree of information loss,
due to the alteration in 3D structure (and therefore function) caused by the difference in backbone
conformation between the preceding and succeeding informational polymers [7]. As Eschenmoser
has pointed out, “Irrespective of its direct communication with the predecessor system, the successor
system would have to evolve its phenotype (i.e., chemical catalytic functionality] de novo.” [7] If,
however—as is the case with the non-cross pairing pentopyranose and RNA systems—there is zero
possibility of information transfer, one might ask what is the point of proposing such a transition, and
the need for a pentopyranose system to evolve first? Wouldn’t the principle of Occam’s razor favour
the hypothesis that RNA arose de novo? As discussed above, advantages of the hypothesis are:

1. The demonstrated prebiotically plausible formation of the pentose–diphosphate backbone
monomers; and, conversely, the absence of this for the RNA backbone subunit.
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2. The structural features of pentopyranose systems, for example the large angle of inclination
between base pairs and backbone, that make them structurally suited for nonenzymatic
replication using plausibly prebiotic 2′,3′-cyclic phosphate-activated monomers.

3. The greater pairing strength of pentopyranose systems—important to counterbalance the initial
weaker interactions between purine nucleobase precursors—to allow stable duplex formation
and nonenzymatic replication.

4. The fact that a pentopyranose system provides a—structural and possibly also catalytic—stepping
stone to RNA, removing some of the difficulties in the RNA backbone arising de novo.

Finally, it seems likely that LDH clays might also have played other roles in the origin of life,
such as in the formation of the first lipid bilayers. The negatively charged carboxylate anions of
CH3(CH2)16COO–Na+, the sodium salt of the long-chain fatty acid octadecanoic (or stearic) acid,
adsorb to both sides of the LDH interlayer, forming a tilted version of a lipid bilayer, and increasing
the interlayer width to 48 Å (Figure 5) [49]. In conclusion, what we have learned so far regarding LDH
clays points to our having only just begun to scratch the surface in relation to this fascinating class
of materials.

Figure 5. Structural models of the stearate/LDH interaction showing (a) tilted stearate bilayer and
(b) regular packing of stearate anions in the interlayer gallery. Reprinted with permission from [49].
Copyright 2003 American Chemical Society.
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AICAR 5-Aminoimidazole-4-carboxamide riboside
dICAR 1-(2-Deoxy-β-D-ribofuranosyl)-imidazole-4-carboxamide
G2P Glyceraldehyde-2-phosphate
GAP Glycolaldehyde phosphate
GMP Guanosine-5-monophosphate
LDH Layered double hydroxide
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Abstract: Life as we know it would not exist without the ability of protein sequences to bind metal
ions. Transition metals, in particular, play essential roles in a wide range of structural and catalytic
functions. The ubiquitous occurrence of metalloproteins in all organisms leads one to ask whether
metal binding is an evolved trait that occurred only rarely in ancestral sequences, or alternatively,
whether it is an innate property of amino acid sequences, occurring frequently in unevolved sequence
space. To address this question, we studied 52 proteins from a combinatorial library of novel
sequences designed to fold into 4-helix bundles. Although these sequences were neither designed
nor evolved to bind metals, the majority of them have innate tendencies to bind the transition metals
copper, cobalt, and zinc with high nanomolar to low-micromolar affinity.

Keywords: protein design; novel metalloproteins; binary patterned amino acid sequences;
prebiotic chemistry

1. Introduction

Proteins that bind metals perform many of the essential functions necessary to sustain life [1].
Metalloproteins occur in every organism, and are required for a wide range of catalytic, structural,
and signaling functions. Moreover, the amino acid sequences that bind metals and perform these
functions are conserved across all three domains of life. These observations suggest that proteins
capable of binding metals arose early in the history of life on earth [2–4].

Was metal binding by ancestral sequences a rare occurrence? Or do proteins have an innate
tendency to bind metals? It is tempting to address these questions by studying natural proteins and
assessing their abilities to bind various metals. However, extant natural proteins differ dramatically
from the sequences that arose early in evolution. Current metalloproteins are the products of billions
of years of selection for sequences that bind metals with high affinities and specificities. In contrast,
the first ancestral sequences that bound metals may have done so with weak affinities, poor specificities,
and/or overlapping binding sites.

In an attempt to gain insight into the innate metal binding of unevolved sequences, we focused on
a collection of de novo proteins that were designed to fold, but were not explicitly designed to possess
any binding or functional activities. The unevolved proteins used in this study were drawn from a
combinatorial library of novel sequences, which were designed by binary patterning of polar and
nonpolar residues to fold into 4-helix bundles [5–7]. These sequences differ fundamentally both from
natural proteins and from de novo designed metalloproteins: In contrast to natural proteins, the binary
patterned sequences are not biased by billions of years of selection for life-sustaining functions, and in
contrast to rationally designed metalloproteins [8–12], the binary patterned sequences are not biased
by explicit designs for metal binding sites.
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To assess the abilities of these proteins to bind transition metals, 52 different sequences were
incubated with transition metal ions immobilized on beads [13,14]. The metal binding ability of
several of these proteins was further characterized by equilibrium dialysis and isothermal titration
calorimetry. Although the sequences in this collection were neither designed nor evolved to bind
metals, the majority of the de novo proteins exhibited some level of metal binding. Several of the
novel sequences bound with affinities comparable to some natural metallo-peptides and proteins.
The nanomolar affinity of some proteins for zinc is roughly comparable to human serum albumin
(HSA), which has Kd ~ 3 × 10−8 [15]. These findings suggest that—at least in some cases—unevolved
proteins have an innate tendency to bind transition metals.

2. Materials and Methods

Gene Libraries, Strains, and Growth Conditions. Genes for 3GL proteins were previously cloned
into and expressed from a modified pCA24N vector containing a chloramphenicol (CAM) resistance
cassette [16]. Protein expression is controlled by a T5 promoter and lac operator.

Electrocompetent BW25113 cells were made according to standard procedures. Luria broth
was supplemented with 30 μg/mL CAM. The working concentration of isopropyl β-D-1-
thiogalactopyranoside (IPTG) was 100 μM.

The 3GL plasmids were prepared in DNase free H2O to a final concentration of 50 ng/μL. Thus,
2 μL of the library were transformed into 100 μL of electrocompetent cells. Cells were then diluted
1:100 and 50 μL of cells were plated on LB/agar containing 30 μg/mL CAM. Plates were incubated at
37 ◦C for 12–16 h, after which single colonies became visible.

Screen for Soluble Expressers. Overnight cultures were started from single colonies and grown
for 12 h at 37 ◦C in LB containing 30 μg/mL CAM and 100 μM IPTG. Cell lysates were normalized
to an OD600 of 1.0. Then, 1.5 mL of overnight culture was spun-down and re-suspended in 250 μL of
BugBuster Protein Extract Reagent (Novagen, Madison, WI, USA). After 20 min incubation, samples
were spun for 30 min at 13,000 rpm. 20 μL of the supernatants were diluted 1:1 with 2× Laemmli
sample buffer and run on SDS-PAGE (Bio-Rad, Hercules, CA, USA). Proteins were visualized by
staining with Coomassie blue.

Colonies that expressed high levels of protein were re-grown overnight in 5 mL LB containing
30 μg/mL CAM. The plasmid was purified from the overnight culture using a QIAprep Spin Mini kit
(Qiagen). Sequencing of the 3GL gene was done by Sanger sequencing (Genewiz S., Plainsfield, NJ, USA).

Preparation of Immobilized Metal Beads. Here, 80 μL of Sepharose beads chemically attached
to iminodiacetic Acid (IDA) (Sigma-Aldrich, St. Lousi, MO, USA) were incubated with 100 μL of
250 mM CoCl2, CuCl2, or ZnCl2 for 20 min at room temperature. These were washed several times
with wash buffer (50 mM Tris HCl, 500 mM NaCl, pH 7.6). Separation of beads and supernatants was
done at low rpm (<3000) to ensure beads were not damaged.

Assays for Metal Binding. For this, 1.5 mL of overnight culture were spun-down and
re-suspended in 250 μL of BugBuster Protein Extract Reagent (Novagen). After incubation for 20 min,
samples were spun for 30 min at 13,000 rpm. Supernatants were incubated with iminodiacetic acid
Sepharose Beads (Sigma-Aldrich) charged with Co2+, Cu2+, or Zn2+ for 1 h at 4 ◦C. The beads were
washed 4 times for 4 min with stringent wash buffer containing 50 mM Tris HCl pH 7.6, 500 mM NaCl
and the following concentrations of imidazole: 10 mM for cobalt, 50 mM for copper, and 15 mM for
zinc. Beads were then suspended in 2× Laemmli sample buffer (Bio-Rad), heated to 95 ◦C for 5 min,
and spun for 2 min at 13,000 rpm. Supernatants were normalized to the initially-loaded lysate volume
and both were run on SDS-PAGE (Bio-Rad). Densitometry was analyzed using Image-Quant TL.

Protein Expression and Purification. BL21 E. coli cells expressing the protein of interest were
grown overnight at 37 ◦C on LB plates containing 30 μg/mL CAM. Single colonies were picked and
grown in liquid cultures (LB with 30 μg/mL CAM) for 12 h at 37 ◦C. Expression was induced at OD
600 ~0.5 by addition of 100 μM IPTG, and cells were allowed to grow for 16 h at 37 ◦C. Cells were lysed
using an EmulsiFlex French press (Avestin, Ottawa, ON, Canada). Protein was purified in two steps.
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First, lysates were run over a His Trap HP nickel column (GE Healthcare, Chicago, IL, USA) washed
with wash buffer (200 mM Na2HPO4, 500 mM NaCl, pH 7.4) and eluted with elution buffer (200 mM
Na2HPO4, 500 mM NaCl, 250 mM imidazole, pH 7.4). Even without a His-tag, the proteins bind the
nickel column, presumably because of the high number of histidine residues on their surfaces. HisZero
was the only protein that did not stick to the nickel column, and was instead first purified by Anion
Exchange on a HiTrap Q HP column (GE Healthcare) with start buffer (200 mM Na2HPO4, 100 mM
NaCl, pH 7.6) and elution buffer (200 mM Na2HPO4, 1.5 M NaCl, pH 7.6) in a linear gradient. Second,
fractions containing the desired protein were run over a HiLoad 26/60 superdex 75 size exclusion
column (GE Healthcare) in buffer (10 mM Tris, 100 mM NaCl, pH 7.6). Protein purity and identity
were verified by HPLC (Agilent 100 system, Agilent Zorbax 300SB-C18 column) followed by ESI-MS
(Agilent 6210 TOF LC/MS).

Equilibrium Dialysis. A Pierce™ Rapid Equilibrium Dialysis (RED) Device, 8 kDa MWCO
(ThermoFisher, Waltham, MA, USA) was used to analyze metal binding. Here, 5 μM of pure protein
in standard buffer (10 mM Tris, 100 mM NaCl, pH 7.6) were placed in chamber A of the apparatus,
and increasing amounts of CoCl2, CuCl2, or ZnCl2 diluted in standard buffer were placed in chamber
B. The dialysis apparatus was shaken at 800 rpm for 2 h at room temperature to reach equilibrium.
An aliquot of the metal solution was then removed from chamber B and an equal volume of
higher-concentration metal solution was added. From a series of such measurements, the curve
of bound vs. free metal was determined. Measurements were not taken above concentrations where
the protein precipitated, as determined by spinning down separate solutions of proteins incubated
with metals. All equilibrium dialysis experiments were performed in triplicate.

The concentration of metal in chamber B was measured using 500 μM 4-(2-pyridylazo)resorcinol
(PAR) (Thermo Fischer Scientific) in standard buffer. This was done by external calibration using
dilutions of TraceCERT® metal standards (SigmaAldrich) in standard buffer. The linear relationship
between binding and absorbance (495 nm) enabled determination of the concentration of metal in
chamber B. The limit of detection (LoD = 3σ) was 60 nM for Co2+, 120 nM for Cu2+, and 75 nM for
Zn2+. Bound metal was identified as the difference between total metal present in the dialysis and the
free metal measured. All data were baselined against a buffer blank run without protein. Calculations
were performed using standard protocols, and binding curves were fit using least-squares fitting.

Isothermal Titration Calorimetry (ITC). A MicroCal PEAQ-ITC calorimeter (Malvern Panalytical,
Malvern, UK) was used to verify several of the binding curves. Each titration was performed at 25.0 ◦C,
with the reaction cell containing 250 μL of protein (10 or 20 μM) in standard buffer (10 mM Tris,
100 mM NaCl, pH 7.6), and the injection syringe filled with Co(II), Cu(II), or Zn(II) metal solutions (100,
250, or 500 μM depending on stoichiometry) in standard buffer. The enthalpy evolved upon metal
binding was monitored by proxy of the energy needed to hold the temperature constant. Each titration
experiment was performed using 18 injections of 2 μL with 8-s duration and a 120 to 160-s interval
between injections. Reference power of 41.9 μW, high-feedback mode, and a stirring speed of 1000 rpm
were used for all experiments. All data were analyzed by using the MicroCal PEAQ-ITC analysis
software. To obtain the binding enthalpies, the observed enthalpy values were corrected for the
enthalpy of dilution observed when the protein was saturated with metal.

3. Results

3.1. A Collection of Unevolved De Novo Proteins

We previously described a strategy that uses binary patterning of polar and nonpolar residues
to design libraries of novel α-helical proteins [5–7]. In this approach, the sequence locations of polar
and nonpolar residues are specified explicitly; however, the exact identities of the residues at each
position are not specified, and are varied combinatorially. Combinatorial diversity is enabled by using
degenerate DNA codons to construct a collection of synthetic genes encoding the library of novel
proteins. The codon NTN (N = A,T,C,G) is used to encode five nonpolar amino acids (Phe, Leu, Ile,
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Met, Val), and the alternate codon VAN (V = A,C,G) is used to encode six polar amino acids (His, Glu,
Gln, Asp, Asn, Lys). We have created several libraries of binary patterned proteins designed to fold
into 4-helix bundles. Proteins from these libraries were characterized biophysically, and several 4-helix
bundle structures were determined at high resolution [17–20]. An example protein structure, S-824,
is shown in Figure 1.

Figure 1. NMR structure of the 4-helix bundle protein, S-824 (PDB code 1P68) [18]. Polar residues
are colored red, nonpolar residues are yellow, and nonhelical residues are purple. Residues that were
conserved in the design of this library are in grey, with conserved histidines shown explicitly.

From these collections, we isolated a novel protein (called ConK) that rescues E. coli from lethal
concentrations of copper [21]. This last finding suggests that novel proteins, which have not undergone
evolutionary selection, can nonetheless have significant impacts on metal binding and/or homeostasis

For the current study, we wished to assess the ability of proteins—chosen arbitrarily from this library
of unevolved sequences—to bind transition metals. To facilitate rapid screening, we chose a subset of
proteins from our third generation library (3GL) [7] that expressed high levels of soluble protein.

To prepare this collection, we transformed the 3GL plasmid library into E. coli BW25113 and
plated on LB agar supplemented with chloramphenicol, as described previously [16]. Single colonies
were chosen arbitrarily and grown overnight in the presence of 100 μM IPTG to induce expression.
Cell numbers were normalized, and clarified lysates were run on SDS-PAGE and stained with
Coomassie Brilliant Blue. If a dark band was seen at approximately 12 kDa (the mass of a 3GL
protein of 102 residues), the clone was included in the sub-library. Each member was provided the
name naïve metal binder (NMB), followed by a number. Thus, NMB 5 is the fifth well-expressed
soluble protein isolated. Overall, approximately two-thirds of the clones expressed high levels of
soluble protein. In this manner, 52 proteins were selected for further characterization.

3.2. Construction of Weak Metal Binders as Negative Controls

Preliminary screens suggested the majority of our de novo proteins bind transition metals.
Therefore, in order to establish a baseline for proteins that do not bind transition metals, we designed
two new sequences based on sequence S-824, a protein from a binary patterned library, which was
shown previously to form the stable well-ordered 4-helix bundle structure shown in Figure 1 [16,17].

The first putative non-binder was designed by mutating all six histidines in the combinatorial
regions of S-824 to other polar residues. Histidine is a known metal-binding residue, and we wished to
use a sequence devoid of histidines in the combinatorial regions as one negative control. This variant

91



Life 2019, 9, 8

was named S-824-HC (HisConserved). This sequence still contains the six conserved histidines in the
turn and helical regions that were held constant in the library design.

The second negative control was made using the Rosetta Sequence Tolerance protocol [22] to
replace the six remaining histidines in the S-824-HC variant with residues that do not bind metals.
This variant was named S-824-HZ (HisZero). These new proteins allowed us to establish two lower
limits for metal binding from de novo proteins: the HisConserved shows the lower limit available to
the library that was tested, while the HisZero shows the binding available if histidines are removed
entirely from the design. Sequences of all proteins used in this study are shown in Supplementary
Material Table S1.

3.3. Screening Novel Proteins for Binding to Transition Metals

Immobilized metal affinity chromatography (IMAC) resins were used to screen the sub-library of
52 well-expressed soluble de novo proteins for binding to transition metals (Figure 2). When using
IMAC resins, several metal and chelator combinations are possible. We chose to test three transition
metals known to play roles in a range of biological systems: cobalt, copper, and zinc. We immobilized
these metals on the resin using the tridentate chelator, iminodiacetic acid (IDA). We chose this chelator
because it leaves the most metal ion coordination sites available, but still binds transition metals
strongly enough to ensure the metal would remain bound to the bead during stringent washes. IDA
Sepharose beads (Sigma Aldrich) were charged with Co2+, Cu2+, or Zn2+.

Figure 2. Screen for metal binding. Cells expressing a de novo protein were grown overnight in the
presence of isopropyl β-D-1-thiogalactopyranoside (IPTG). Plasmids were then sequenced and cells
were lysed. Clarified lysates were incubated with iminodiacetic acid (IDA) Sepharose beads that had
been charged with a metal cation. The bound proteins underwent several stringent washes (see “wash
buffer” and “wash procedure” panels). Samples were then eluted by boiling in SDS sample buffer,
run on SDS-PAGE, stained with Coomassie, and quantified by densitometry. The amount of protein
loaded (L) was compared to the amount that remained bound (B) to the beads. Based on the percentage
bound, proteins were binned into three groups (bottom right panel).

Single clones from the sub-library were grown overnight in the presence of 30 μg/mL IPTG to
induce expression. Clarified lysates from these cultures were incubated with the metalated beads,
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and then washed with a buffer containing salt and imidazole. A high concentration of salt (500 mM
NaCl) was used to shield non-specific electrostatic interactions with the resin. Imidazole concentrations
for the washes were established by control experiments with the HisConserved protein described
above. HisConserved was removed from the beads by washes with imidazole concentrations of 10 mM
for cobalt, 50 mM for copper, and 15 mM zinc. In contrast to HisConserved, the HisZero protein did
not stick to the metalated beads.

To assess metal binding, we compared the amount of de novo protein that remained bound to
the metalated bead (after stringent washing) to the amount initially loaded. Samples were run on
SDS-PAGE and bands were quantified by densitometry. Examples are shown in Figure 3. Based on
the fraction of protein that remained bound to the metalated resin, the 52 sequences were grouped
into three classes: If <33% of the protein remained bound to the bead, the protein was designated a
non-binder or a weak binder (+); if 33–66% of the protein remained, it was classified as a moderate metal
binder (++); and if 66–100% remained bound, it was classified as a strong binder (+++). The majority of
proteins bound cobalt weakly, zinc moderately, and copper strongly (Figure 4). Despite the stringency
of imidazole washes being varied to match the Irving-Williams series (10 mM for cobalt, 15 mM for
zinc, and 50 mM for copper), the identified ordering still corresponds with the affinities expected from
this series [23]. A full list of proteins and their screened relative binding affinities for the three metals
is shown in Supplementary Material Table S2.

To compare our findings with these de novo proteins to natural E. coli proteins, we repeated the
procedure using E. coli cells not containing an expression vector. As shown in Figure 3, under these
conditions, the vast majority of endogenous E. coli proteins do not bind divalent metals on the resin.

Figure 3. SDS-PAGE comparing bound protein to loaded protein. A representative gel showing protein
binding to metalated beads. Each gel was run with protein S-824 as a positive binding control and
with S-824-HC as a negative binding control. A sample of the clarified lysate that had been loaded
onto the bead (L) was run next to the sample of protein that remained bound to the bead following
several stringent washes (metal). Our novel metal binding proteins (labeled “NMB”) run near 12 kDa.
Densitometry designated NMB 11 as a moderate zinc binder (++) while NMB 20 was designated a
weak zinc binder (+). The four rightmost lanes correspond to the E. coli strain without the expression
plasmid. The band running near 25 kDa is chloramphenicol acetyl transferase (CAT), which is also
encoded on the expression plasmid.
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Figure 4. Summary of binding by 52 de novo proteins to three transition metals. Co2+, Cu2+, or Zn2+

ions were immobilized on IMAC beads and incubated with cell lysates expressing 52 different de novo
proteins. Binders were binned into three groups based on the fraction of protein that remained bound
to the metalated bead after stringent washes with imidazole. The majority of NMBs bound copper
strongly, zinc moderately, and cobalt weakly.

3.4. Estimation of Binding Affinities

Binding to metalated beads showed that many of our unevolved proteins have some affinity for
the tested transition metals. However, binding to metalated beads provides little information about
affinity constants, and no information about binding stoichiometry.

To estimate the metal binding affinity and stoichiometry of the novel proteins, we used equilibrium
dialysis. In this technique, a selectively permeable membrane divides two chambers. The purified
protein is added to chamber A, and increasing concentrations of a metal salt (e.g., ZnCl2) are added
chamber B. The membrane allows metal ions (but not protein) to flow between chambers until
equilibrium is established. By measuring the final concentration of metal in chamber B, one can
determine how much metal bound to the protein in chamber A.

Because our proteins were neither evolved nor designed to bind metals, we anticipated that
binding might not be limited to single well-defined sites; and multiple sites with similar affinities
might occur on a single protein. Therefore, we analyzed our data to estimate the stoichiometry of
binding, and to calculate an “apparent” dissociation constant (Kd,app), which represents the ensemble
binding affinity for multiple sites on a protein, rather than an exact Kd for each individual site.
The procedure for calculating stoichiometry and Kd,app from the equilibrium dialysis measurements is
summarized in Supplementary Material Equation (1)–(8).

We measured metal binding for six NMB proteins and three control proteins for cobalt, copper,
and zinc (Figure 5). These NMB proteins were chosen because they represented a range of apparent
metal affinities in the initial screen. For example, NMB 11 seemed to prefer zinc over other metals,
whereas NMB 20 had the opposite trend and disfavored zinc binding. The three controls, S-824,
S-824-HisConserved, and S-824-HisZero, were also assayed. Binding data for all proteins are shown in
Table 1, with binding curves in Supplementary Material Figure S1.

The equilibrium dialysis experiments identified affinities ranging from 200 nM (NMB 37 binding
copper) to 2.3 μM (NMB 24 binding cobalt). They also ranged in stoichiometry from one binding event
(NMB 39 binding copper) to four (NMB 39 binding zinc). Thus, the stoichiometry can differ for a given
protein binding different metals. This suggests certain sites bind metals selectively.
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Table 1. Equilibrium dialysis results for metal binding for six NMB proteins and three controls.

The apparent binding constants (Kd,app), and the stoichiometry of metal ions per protein (max bound
equivalents) are shown. “-” indicates very weak electrostatic binding, as discussed in the text.

Protein Metal
Kd,app

(nM)
Max Bound
Equivalents

Protein Metal
Kd,app

(nM)
Max Bound
Equivalents

S-824 Co2+ 700 1.5 NMB 24 Co2+ 2300 3
Cu2+ 700 1.5 Cu2+ 1000 3
Zn2+ 1000 3 Zn2+ 600 2

S-824- Co2+ 900 1.5 NMB 25 Co2+ 1200 3
HC Cu2+ 300 1 Cu2+ 1200 2

Zn2+ 600 2 Zn2+ 500 4

S-824- Co2+ – – NMB 37 Co2+ 1600 3
HZ Cu2+ – – Cu2+ 200 2

Zn2+ 1500 1 Zn2+ 1200 4

NMB 11 Co2+ 600 3 NMB 39 Co2+ 700 2
Cu2+ 800 3 Cu2+ 600 1
Zn2+ 300 4 Zn2+ 1000 4

NMB 20 Co2+ 300 1.5
Cu2+ 600 2
Zn2+ 800 3

y = 0.1171x + 0.0115
R² = 0.9846
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Figure 5. Binding of de novo proteins to different metals. Equilibrium dialysis was used to determine
the binding coefficient, [Metal bound]/[Protein total]. As protein is titrated with Co2+, Cu2+, or Zn2+,
the Kd,app is the concentration of metal ion at which half of the metal binding sites on the protein
are occupied. Shown are three representative binding curves from the 27 experiments. NMB 39
binds 4 equivalents of zinc with Kd,app

∼= 1 μM. NMB 25 binds three equivalents of cobalt with
Kd,app

∼= 1.25 μM. The binding of HisZero to copper shows linear behavior proportional to free metal,
which is characteristic of weak nonspecific electrostatic interactions.

Several of the de novo proteins bind non-integer equivalents of metal. This suggest that in some
cases, a metal ion may be shared between two protein monomers. We also note that partial occupancy
of the metal coordination sphere by the de novo protein does not preclude simultaneous binding
by solvent and/or buffer molecules. In particular, Tris is known to complex Cu(II) with millimolar
affinity [24]. Buffer interactions in direct competition with protein and/or in the formation of ternary
complexes with metal and protein may cause the calculated Kd,app to underestimate the true metal
binding affinity.
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The two negative controls reveal further nuances of binding. The HisConserved variant bound at
least one equivalent of each metal ion, showing that the conserved histidine residues are sufficient
for some of the binding observed in the NMB proteins. In contrast, the HisZero variant did not bind
Co2+ or Cu2+ with significant affinity, and bound one equivalent of Zn2+ with affinity comparable
to other NMB proteins. As HisZero shows the binding possible from combinatorial regions without
histidine, it is likely that carboxylic acid residues in the binary pattern are sufficient to bind Zn2+.
Overall, both negative controls exhibited poor metal binding and established the minimum binding
for library proteins.

To confirm the affinities and stoichiometries measured by equilibrium dialysis, we also measured
these properties for NMB 39 S-824 and S-824-HisZero by Isothermal Titration Calorimetry (ITC).
The ITC results (Supplementary Materials Table S3 and Figure S2) corroborate the equilibrium dialysis
measurements in order of magnitude, but not always stoichiometry. For example, both techniques
showed that S824 binds three equivalents of Zn(II), and HisZero binds Zn(II), but not Co(II) or Cu(II).
However, equilibrium dialysis differed from ITC by identifying 4 binding events for NMB 39 binding
to Zn(II), while ITC identified only 1.5 binding events.

The difference in apparent stoichiometry between equilibrium dialysis and ITC probably reflects
the different properties measured by these two techniques: Equilibrium dialysis relies on a colorimetric
indicator to assay metal concentrations. In contrast, ITC records the ΔH of binding. For NMB 39,
the measured ΔH of binding was on average −44.5 kJ/mol. Smaller enthalpies associated with
additional binding sites might be dwarfed by this signal. Consequently, these sites may not be seen,
thereby diminishing the apparent stoichiometry observed by ITC.

A surprising counterpoint is that for S-824 binding to Co(II) and NMB39 binding to Cu(II), ITC
detects more binding events than does equilibrium dialysis. The commonality between these cases is
that they are the least enthalpically-favored metal binding of those tested (i.e., lowest ΔH relative to
other metals). While ITC may detect these binding sites, they may reach equilibrium more slowly in
the dialysis experiments, and so be undetected. Despite occasional differences, these two orthogonal
techniques both detect multiple binding sites with low micromolar affinities.

In general, separate binding events are observed only when these events have distinctly different
affinities. Consequently, two distinct binding events were detected by ITC only in the case of S-824
binding Co. For this reason, S-824 binding Co had a higher affinity measured by ITC than suggested by
the IMAC screen or by equilibrium dialysis. Because these separate events can be difficult to observe,
we chose to report the binding values as the “apparent” average of multiple events.

Though it is difficult to correlate the solution experiments with the bead experiments, both
suggest ready metal binding. A possible cause of discrepancies between the techniques is that the
beads rely on binding to a tridentate IDA, which occupies half the coordination sites of the metal,
while the equilibrium dialysis experiments present hydrated metals with all sites potentially available.
Another difference is that the stringent washes in the IMAC screen are calibrated to wash away the
HisConserved protein and may remove weakly bound proteins.

4. Discussion

Metal binding proteins are ubiquitous in nature. Nearly half of all proteins contain a metal [25],
and a survey of 1371 different enzymes with known 3-D structures estimated that 47% required a
metal for function and 41% contained a metal at their catalytic centers [26]. Because they play essential
roles in biology and are conserved across all forms of life [1], it has been suggested that metals—and
cofactors containing metals—played key roles in the first replicating entities that gave rise to life on
earth. These considerations suggest that the earliest ancestral amino acid sequences may have been
selected, in part, for their intrinsic abilities to bind metal ions.

As a proxy for ancient proto-proteins, we studied a library of synthetic de novo proteins with
no evolutionary history; and assessed their abilities to bind transition metals. Because design of a
metal-binding site was not a part of the library design, and so must arise by chance, we considered the
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possibility that binding would be rare among our unevolved sequences. Consequently, when planning
this project, we expected to require high-throughput methods, such as phage display [27], to find
rare needles in a large haystack. However, as described above, our experimental result showed that
artificial metalloproteins are not rare, and occur frequently in our collection of de novo proteins.

The observed frequency of metal binding suggests that—at least in some cases—unevolved
proteins possess an innate ability to bind transition metals. This supports the suggestion that the early
selection of the 20 proteinogenic amino acid side chains may have been influenced by a biological
requirement for polymers that bind transition metals [28].

The de novo proteins in our collection have no evolutionary history. Yet they are likely to differ
from ancestral natural proteins in several ways: First, the library proteins are all α-helical, while natural
proteins contain α-helices, β-strands, and non-repetitive structures. Second, because the combinatorial
library was constructed using the degenerate codons VAN and NTN to encode polar and nonpolar
residues, respectively, cysteine, which is encoded by TGC and TGT, does not occur in our proteins.
Yet, cysteine is an important metal-binding residue in nature. Third, the de novo proteins are rich in
exposed His- Glu-, and Asp- residues. Thus, although unbiased by evolutionary history, our binary
pattern proteins are biased to contain an abundance of the metal binding residues His, Asp, and Glu.
In particular, the de novo proteins in our collection have an abundance of solvent-exposed histidines;
an average of 12 histidines per 102-residue sequence. The HisConserved control protein contains six
histidines, while some proteins in the collection contain as many as 18. The abundance of histidine
residues results from the binary code strategy, which specifies histidine as one of only six residues that
can occupy surface exposed positions on all four α-helices [5–7].

While the abundance of histidines in our proteins makes them different from most proteins in
the current biosphere (which contain ~2.3% histidine), ancestral sequences may have also been rich in
histidine. It has been proposed that histidine was one of the earliest genetically encoded amino acids,
and was originally encoded by all four CAN codons. According to this proposal, glutamine arose later,
and adopted the CAA and CAG codons by “codon capture” [29]. If this was indeed the case, then
ancestral proteins may have contained abundant histidines, and like our unevolved de novo proteins,
may have bound transition metals more readily than their current descendants.

Glutamine may have evolved as an alternative to histidine, in part, to limit the tendency of
primordial sequences to bind non-specifically (and promiscuously) to metals and metal-containing
cofactors. This is consistent with our finding that current E. coli proteins—which have a lower
percentage of histidines than our de novo proteins—also have a lower tendency to bind metalated
resins (Figure 3).

Much as codon capture by glutamine may have decreased the abundance of histidines in the
sequences of modern proteins, the scarcity of solvent-exposed histidines in the structures of modern
proteins may result from negative selection against the type of non-specific metal binding that occurs
so readily among the binary patterned de novo structures.

The IMAC resin screens for sites that allow a metal to simultaneously bind both the resin and
the protein. In modern proteins, however, most histidines occur in buried or partially buried active
sites [30,31]. They are not abundant on protein surfaces, and rarely occur as exposed clusters that
would lead to promiscuous metal binding. Consequently, our IMAC screen may isolate natural
metalloproteins only if they (1) are in their apo form, (2) have binding sites that are not deeply buried,
and (3) do not bind so tightly as to abstract the metal from the resin. Likewise for the de novo proteins,
the IMAC screen would fail to identify NMBs with buried sites or with a tightly bound metal that
co-purifies with the protein following cell lysis.

Removing solvent-exposed histidines in the negative controls, HisConserved and HisZero,
decreased binding to the metalated resin (Figure 2). Therefore, we considered the possibility that
binding to metalated resin might be a simple function of the number of histidines in each of the de
novo sequences. To test this possibility, we compared the number histidines (and the metal binding
carboxylates, Glu and Asp) per 102-residue sequence against the fraction of each protein retained by the
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metalated resin. No correlation was observed (Supplementary Material Figures S3–S5). Nonetheless,
the failure of the histidine-free control HisZero to bind the metalated resin suggests, broadly, that the
binding observed in the library relies on histidine residues more than Asp or Glu.

The lack of correlation between the number of histidines per sequence and binding to the
metalated beads indicates that binding of transition metals by unevolved de novo proteins—like
binding by natural proteins—depends on the relative positioning (not just the frequency) of metal
binding side chains in the three-dimensional structure of the protein. Assuming that many of these
sites are the same sites that bind the free metal, we modelled the relative locations of His, Asp, and Glu
side chains on the predicted structures of our NMB proteins. Assuming that a binding site requires two
or more metal binding residues to be close in space, we used QUARK ab initio structure prediction [32]
to visualize which residues might be positioned in ways that could lead to a primitive metal binding
site (Figure 6a). The manual search considered both ligand strength (H > D,E) and the distance between
residues. A list of possible binding sites is shown in Table 2. In those cases where a putative site has
several nearby metal-binding residues, it is not possible to predict which will actually be involved in
binding. For example, in the sequence H1XXH4H5 the metal could be coordinated between residues
1 and 4, 1 and 5, or all three. The possible binding motifs for protein S-824 and the NMB proteins
assayed by equilibrium dialysis are plotted by frequency of occurrence in Figure 6b.

Figure 6. Possible binding sites in a binary-patterned 4-helix bundle. (a) NMR structure of S824 (PDB
code 1P68). Polar residues are in red, nonpolar residues are in yellow, potential metal-coordinating
residues are colored blue (His) or orange (Asp, Glu). The figure shows three ways metal ions (M)
could be coordinated: by residues in one helix (M1) between two helices (M2) or by loop residues
(M3). (b) Frequency of possible binding motifs in S-824 and all NMB proteins, where H is His and c
is either carboxylic acid Glu or Asp. Mutants of S-824 were not included as their binding sites are a
subset of those in S-824. The size of a bubble is determined by the abundance of that motif, while color
is dictated by abundance of H (blue) against c (orange). Ellipsis ( . . . ) indicate a large separation of
residues on different helices.
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Table 2. Possible binding sites on the assayed proteins. Conserved residues are in blue text. Binding
sites involving a conserved residue are placed in a “C” row while independent binding sites are in an
“I” row. Stoichiometry is from equilibrium dialysis.

Protein Binding Motifs
Stoichiometry

Co2+ Cu2+ Zn2+

S-824
C H24 . . . H74 H20 . . . H31XXD33 H80XXH83H84 H94XXE97E98XXH101 1.5 1.5 3
I D7XXE10D11XXE E42XXH45D46

S-824-HC
C H24 . . . H74 E97E98XXH101 1.5 1 2
I D7XXE10D11XXE

S-824-HZ I D7XXE10D11XXE 0 0 1

NMB 11
C H24 . . . H74 H31D32XXH35 H83H84XXH87 H98XXH101 3 3 4
I H59XXH62 E66XXD69E70

NMB 20
C H24 . . . H74 H97H98XXH101 1.5 2 3
I H14XXH17H18 E42XXD45H46

NMB 24
C H24 . . . H74 H31XXE34E35 H83H84XXH87 H97H98XXH101 3 3 2
I H39XXD42E43XXH46

NMB 25
C H24 . . . H74 H80XXH83H84 3 2 4
I H11 . . . H43 H31D32XXH35 H43XXH46 H59XXH62

NMB 37
C H24 . . . H74 H83H84XXD87 H98XXH101 3 2 4
I D7XXD10H11 H31XXE34H35XXE38

NMB 39
C H24 . . . H74 H31D32XXE35 D80XXH83H84 H95XXH98XXH101 2 1 4
I

Mutagenesis of S-824 to remove histidines revealed two important sites. The first is a conserved
binding site between residues H24 and H74, shown as M3 in the Figure 6. Based on the HisConserved
construct, this should bind 1 equivalent of each metal. This conserved sequence is responsible for
the large abundance of H . . . H motifs in Figure 6. The second is that the observed binding of zinc to
HisZero could arise from a DXXED motif. This uses three carboxylic acid residues, which are hard
bases, and would be expected to bind Zn2+, which is a harder metal than Co2+ or Cu2+. Both these
binding insights should hold true for all the NMB proteins: The H24 . . . H74 motif is conserved and
motifs with only carboxylic acid residues, and no histidines, might selectively bind zinc but not the
other metals. Further studies involving mutagenesis of each NMB will be required to confirm which of
the predicted sites are responsible for the observed binding.

It is also noteworthy that several of the conserved histidines participate in approximately half
the proposed binding. Thus, H83 and H84 are responsible for the common motif HXXHH, shown in
Figure 6. Likewise, H101 is a participant in three of the six HXXH motifs. Because these conserved
histidines appear in all of the sequences in our library, these findings can also be viewed as analogous
to the evolutionary improvement of ancestral metal binding sequences.

As noted in the preceding section, many of the putative binding sites include conserved residues.
Yet, 12 of the 27 proposed binding sites do not involve any conserved residues. They result from a
semi-random combinatorial exploration of sequence space, and thereby highlight the high frequency at
which metal binding can occur among sequences that were neither designed nor evolved to bind metals.

The simple model for binding shown in Figure 6 does not lead to occupancy of the entire
coordination sphere of the metal. Therefore, the proposed binding sites are incomplete and binding
sites that bridge two protein molecules are possible. This is consistent with our experimental results,
which indicate that some NMB proteins may form ternary complexes, and in some cases, precipitate
proteins that are brought together. Other studies have suggested an important role for metals in
protein-protein interfaces [33]. Our work supports such a role for metals in the early evolution of
protein-metal complexes. This also emphasizes the evolutionary counterpoint: ternary protein-metal
complexes can promote amyloid formation [34].

The apparent dissociation constants (Kd,app) for the six characterized NMB proteins reveal
high-nanomolar to low-micromolar affinities. This range is similar to natural proteins like human
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serum albumin (HSA), but dramatically different from the tight binding measured for many proteins;
superoxide dismutase, for example, has sub-picomolar affinity for zinc [15]. This affinity is, however,
comparable to some de novo proteins explicitly designed to bind metals [11].

The tight metal binding affinities of many modern proteins is necessary in the metal-limited
environment of the modern cell, which requires that evolved natural proteins must have high affinities
and specificities to be metalated correctly in vivo. In contrast, our unevolved de novo proteins, with
their moderate affinities and promiscuous specificities, would not be metalated in the highly evolved
cytoplasm of E. coli [25].

Most of the proteins in our collection bound copper stronger than zinc, which they bound stronger
than cobalt (Figure 4). This suggests, not surprisingly, that innate unevolved binding correlates with
the Irving-Williams series. While some metal preference is indicated by both affinity and stoichiometry,
the apparent binding is both promiscuous and ubiquitous; quite different from modern natural
proteins. Because binding different metals can allow natural proteins to exhibit new functions [35],
the permissive binding observed in these unevolved proteins might serve as a source from which
selectivity and function can arise following natural or artificial selection.

In summary, the findings reported here suggest that some level of metal binding is not difficult
to achieve. Instead, binding occurs frequently in collections of sequences containing abundant His,
Asp, and Glu residues, even though the positions and relative geometries of these residues were not
specified a priori. These results show that the ability of proteins to bind transition metals requires
neither eons of natural selection or years of rational/computational design. Instead, it appears that
unevolved de novo proteins have innate tendencies to bind transition metals.

Supplementary Materials: The following are available online at http://www.mdpi.com/2075-1729/9/1/8/s1,
Figure S1: Binding Curves.
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Abstract: The production of complex molecules in ammonia–carbon dioxide ices is presumed to pass
through species of formula H3N:CO2 with further addition of ammonia and carbon dioxide. One
possible landmark, carbamic acid, H2NCOOH, has been implicated among the products of warming
and irradiation of such ices. Experimental study of the IR spectra of residues has suggested the
presence of related species, including weakly bound 1:1 and 2:1 complexes of ammonia with carbon
dioxide, zwitterionic carbamic acid, ammonium carbamate, and the dimer of carbamic acid. We
computed the energetics and vibrational spectra of these species as well as the complex between
ammonia and carbamic acid for gas and condensed phases. By means of a new spectrum-matching
scoring between computed and observed vibrational spectra, we infer species that are most probably
present. The leading candidates are ammonium carbamate, the carbamic acid–ammonia complex,
and the carbamic acid dimer.

Keywords: prebiotic chemistry; carbamic acid; carbon dioxide-ammonia ices; infrared
spectra; anharmonicity

1. Experimental Evidence for Carbamic Acid

The evolution of complex and perhaps biologically relevant molecules from the simple molecules
well established to exist in the interstellar medium is a central issue in astrochemistry [1]. Among the
species of small molecules containing C, H, N, and O that may be formed on grains in ices are variants of
carbamic acid, H2NCOOH. Such species can be precursors of biologically significant species including
amino acids. Existence of a T-shaped 1:1 complex of ammonia with carbon dioxide was inferred from
molecular beam studies by Fraser et al. [2]. Terlouw and Schwarz [3] showed by mass spectrometric
means that carbamic acid could be produced in the gas phase. Frasco [4] and Hisatsune [5] inferred
from IR spectroscopy of the residue from VUV-irradiated and warmed ammonia–carbon dioxide
ices that ammonium carbamate NH4(+)H2NCOO(−) is formed in the solid. Chen et al. [6] irradiated
ammonia–carbon dioxide–water ice with 4–20 eV photons, and monitored the 250 K residue by IR.
They assigned certain features of the spectra to non-zwitterionic H2NCOOH.

Bossa et al. [7] interpreted the IR spectrum of low-temperature ammonia–carbon dioxide ices as
suggesting the presence of the 1:1 and 2:1 complexes of ammonia with carbon dioxide, and modeled the
structures by DFT calculations. In a separate investigation, Bossa et al. [8] warmed 1:1 ammonia–carbon
dioxide ice from 10 K to 260 K and monitored the residue by FTIR and mass spectrometry. A species
Bossa et al. [8] identified as ammonium carbamate decomposes to ammonia and carbon dioxide above
220 K. Other signals emerged in their study that they associate with carbamic acid, carbamic acid
dimer, and ammonium carbamate.

Life 2019, 9, 34; doi:10.3390/life9020034 www.mdpi.com/journal/life103
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Rodriguez-Lazcano et al. [9] studied solid mixtures of ammonia and carbon monoxide by vapor
deposition and also hyperquenching on a cold plate with and without water, over a T range of
120–240 K. They report that ammonium carbamate is the primary product but that carbamic acid
species are formed as well; in the presence of water, ammonium bicarbonate is also detected.

Noble and co-workers [10] studied the kinetics of production of ammonium carbamate over a
temperature range of 70–90 K. Carbamic acid was proposed as an intermediate; several IR features
were attributed to carbamic acid and its dimer.

Irradiation of model ices with high energy electrons or ions is of long-standing interest. Berit
and co-workers [11] irradiated carbon dioxide–ammonia ices with 30 keV beams of He cation, but
identification of species produced by the beam was difficult owing to intense absorption by the
abundant ammonia, carbon dioxide, and (synthesized) water. Khanna and Moore [12] irradiated a
composite solid composed of a layer of ammonia below a layer of carbon dioxide–water ice with 1 MeV
protons; IR analysis of the 250 K sublimate suggested the presence of zwitterionic H3N(+)-COO(−)
carbamic acid. Jheeta et al. [13] irradiated ammonia–carbon dioxide ices with 1 keV electrons, and
inferred the production of ammonium carbamate from FTIR spectra.

Lv et al. [14] irradiated ice mixtures including ammonia and carbon dioxide with 144 keV S(+9)
cations. While simple warming seemed to produce ammonium carbamate and its dimer, irradiation
produced N2O, OCN anion, and CO. Munoz-Caro and co-workers [15] directed 8.8 eV photons
and also beams of 620 meV Zn(+26) and 19.6 meV Ne(+9) ions (emulating cosmic rays) towards
methanol-ammonia ice. IR monitoring suggested production of carbonyl groups, perhaps from
aldehydes, carboxylic acids, and esters.

Some experimental modeling investigations employ ices with three components.
Vinogradoff et al. [16] employed an interstellar ice analog composed of water, CO2, ammonia, and
formaldehyde. Bombardment with UV and ions produced a species identified as ammonium carbamate;
carbamic acid was proposed as a catalyst. Noble and co-workers [17] studied several ices including
HCN. Ammonium cyanide was identified as a predominant product. Esmaili and co-workers [18]
irradiated carbon dioxide–methane–ammonia ices with electron beams with energy up to 70 eV, and
attributed the production of glycine to low energy electrons

We note that all these studies rely on a few observed vibrational frequencies for the identification of
specific molecules or at least functional groups, often in a condensed phase. A variety of computational
models guided these assignments, but in no case is the reliability of the identification established.

2. Computational Modeling of Species Emerging from Water–Ammonia–Carbon Dioxide Ices

Modeling of species and processes occurring in ices presents considerable challenges, even beyond
the study of orderly condensed phases. Woon [19] has discussed the special requirements of treating
the chemistry and spectra of condensed phases. Since the experimental evidence summarized above
for small molecules proposed to be formed in water–ammonia–carbon dioxide ices is derived from IR
spectra of residues, computational modeling of those molecules without appreciation of the effects of
the medium seems problematic. Modeling of carbamic acid and related species in their gas phase has
therefore attracted considerable attention as a preliminary to more demanding studies of condensed
phase mixtures. The complex of ammonia with carbon dioxide was first modeled by Amos et al. [20]
by SCF methods, and later by Tsipis and Karipidis by DFT methods [21]. Remko and co-workers [22]
have shown that carbamic acid is thermodynamically unstable relative to constituent NH3 and CO2

using SCF and MP2 theory as well as the CBS-QB3 thermochemical scheme. Ramachandran et al. [23]
estimated a considerable (>50 kcal/mol) activation barrier to carbamic acid dissociation. Wen and
Brooker [24] report SCF calculations on the zwitterionic form H3N(+)-CO2(−), finding it slightly less
stable than the H2NCOOH form of carbamic acid in gas. The vibrational spectra for gas phase carbamic
acid and the N,N–dimethyl variant have been evaluated in DFT models by Remko [25] and Jamróz and
Dobrowski [26]. The 2:1 ammonia:carbon dioxide complex and the ammonia–carbamic acid complex
have been similarly described [27]. Dell’Amico et al. [28] suggest that carbamic acid is implicated
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as a transient species accompanying the condensation of ammonia and carbon dioxide. Noble and
co-workers [10] used B3LYP/6311G(d,p) to model the production of carbamate anion and carbamic
acid in a cluster composed of a single CO2 and six ammonia molecules, concluding that those two
products are comparably stable.

3. Plan of This Report

We first describe our methods for evaluation of structures and energies of candidate species in
gas and condensed phases including ammonia, carbon dioxide, carbamic acid and its dimer, and 1:1
and 2:1 complexes of ammonia and carbon dioxide. Cations NH4

(+), the zwitterion of carbamic acid,
and the salt ammonium carbamate are treated with special assumptions detailed below. All species
reported so far as possibly present in CO2–NH3 ices are treated.

We establish a figure of merit that is intended to judge the quality of matching between observed
and computed vibrational frequencies. A “match” is counted if an observed frequency falls within
a frequency interval (FI) defined by the MP2 harmonic frequency and the frequency produced by
anharmonic correction. We chose to define a FI for the following reason: harmonic frequencies computed
by MP2 systematically over-estimate experimental values that include intrinsic anharmonicities.
Anharmonic frequencies, however, typically underestimate experimental values. We suggest that the
two computed frequencies establish a range (the FI) that should capture the physical system’s value.
When an observed frequency falls within the FI, we award a point. If an observed value falls outside
the computed FI by a few wave numbers, we award a half point. We use the figure of merit to judge
reported frequencies from several experimental investigations.

4. Computational Methods for Structure and Energetics

For conventionally bound neutral species, we have chosen the thermochemical scheme W1BD [29]
as implemented in the Gaussian 09 suite [30]. W1BD employs density functional models to obtain
molecular geometry and vibrational frequencies and many-body corrections (Breuckner doubles) for
correlation energy. The salt ammonium carbamate (NH4+)(H2NCOO-) and the zwitterionic form of
carbamic acid H3N(+)COO(−) require special treatment. We first conducted W1BD calculations on
separate ammonium cations and carbamate anions with no allowance for solvent, but of course medium
effects are necessary for proper description of charged species in a condensed phase. For all systems,
we estimated polarizable medium stabilization energies by ωB97XD/aug-cc-pVDZ calculations [31,32]
with and without Tomasi’s model of a polarized continuum [33] with parameters for water using
the Gaussian 09 suite. No specific interactions such as H–bonding were addressed. We estimated
frequency shifts arising from the medium by CBSQB3 calculations using Gaussian 09 [30], again, with
and without inclusion of the Tomasi.“water” medium.

5. Species Addressed

Figure 1 shows the structures studied here. For later convenience, we introduce abbreviated
names, including C for carbon dioxide and A for ammonia. Carbamic acid is called CA. Analogous
abbreviated labels for other species are employed. The energy reference point is defined by the W1BD
gas phase energy summed for sufficient carbon dioxide and ammonia molecules to account for all
atoms in each structure. Thus, the reported energy is the gas phase binding energy of a species relative
to those stable dissociation fragments. We see that conventionally represented carbamic acid (that is,
not the zwitterion) in the gas phase is 0.75 kcal/mol less stable than CO2 + NH3. The zwitterionic form
of carbamic acid (CA–Z) is considerably less stable without the stabilization of the condensed phase
(ice), but the special assumptions made in the calculation prevent us from assigning a meaningful
value for its relative energy. The same issue arises for the ammonium carbamate NH4+–H2NCO2− salt,
called A(+):C(−). The W1BD energies put the unsolvated and separate ammonium and carbamate ions
both at about 145 kcal/mol and the unsolvated zwitterion at about 36 kcal/mol above the unsolvated
ammonia and carbon dioxide.
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Figure 1. Species addressed in this report. Values are W1BD enthalpies in kcal/mol relative to equivalent
numbers of fragments of NH3 and CO2.

6. Results and Discussion

The reference fragments A and C can form a 1:1 A:C complex in vacuum, stabilized by 2.07 kcal/mol,
or a 2:1 A:A:C complex stabilized by 2.85 kcal/mol. These structures feature a defining interaction
between ammonia’s N and carbon dioxide’s C; the N . . . C interaction is comparable with a hydrogen
bond in strength. Carbamic acid H2NCOOH is unstable by 0.75 kcal/mol. The complexation between
carbamic acid CA and ammonia A forms CA:A. Forming the carbamic acid–ammonia species is
stabilizing by 2.42 kcal/mol; the CA:A complex is 1.67 kcal/mol lower in energy than the stable
fragments of carbon dioxide and two ammonias. The striking feature of our calculations is that the
carbamic acid dimer (CA)2 is so strongly stabilized, lying 17.2 kcal/mol below the stable fragments of
two carbon dioxide molecules and two ammonia molecules. These relative energies are displayed in
Figure 1 (no medium correction).

7. Appreciation of Medium Effects: Stabilization Energies

Solvent corrections are not implemented in the W1BD suite, but we can get a first appreciation of
such effects from simpler models. The medium stabilization energies shown in Table 1 are obtained
from ωB97XD/aug-cc-pVDZ calculations with and without Tomasi’s model of a polarized continuum
with parameters for water. Solvation has a large effect on charged species (the ammonium and
carbamate ions) and highly dipolar species (the zwitterionic form of carbamic acid). However, at least
in our approximate estimate, these species do not complete in stability with the dimer. Apart from the
charged species, ammonium and carbamate and the zwitterionic form of carbamic acid, all effects are
less than 10 kcal/mol. This, however, is sufficient to revise the profile of energies substantially.
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Table 1. Solvation effects on relative energies of carbamate species.

Species CA (CA)2 Z
NH4(+) and
Carbamate(-)

NH3:CO2 2NH3:CO2
Carbamic
Acid:NH3

NH3 CO2

Medium E (kcal/mol) −6.68 −8.16 −23.01 −139.03 −3.11 −3.58 −6.77 −3.04 −1.50

Relative to solvated
NH3 and CO2

−1.39 −16.30 17.80 13.24 −0.65 +1.14 −0.87 R-0- -0-

Medium-adjusted enthalpies are shown in Figure 2. The carbamic acid monomer becomes more
stable than fragments of ammonia and carbon dioxide. In contrast, the 2:1 ammonia:carbon dioxide
complex is less stable than those dissociation products. The 1:1 ammonia:carbon dioxide complex
is still stable, but the complexation of ammonia with carbamic acid is endoergic (requires energy
input). The dimer is still much more stable than any alternative. Of course, formation of the dimer is
disfavored by entropic factors if the abundance of carbamic acid is low.

Figure 2. Relative enthalpies with estimated medium effect. Values in kcal/mol relative to equivalent
numbers of ammonia and carbon dioxide molecules in medium.

8. Does the Medium Shift Frequencies Substantially?

We used the composite thermochemical scheme CBS-QB3 to judge the impact of the medium on
computed harmonic frequencies. This method permits reoptimization of each structure in response
to the medium, and estimates frequency shifts arising from both structure changes and the effective
potential as corrected for the presence of the polarizable medium. These calculations show that,
most often, frequency shifts are minor (less than 20 cm−1). Some corrections are more serious: the
leading example is the carbamic acid–ammonia complex, for which the H3N . . . H–O hydrogen bond
is strengthened and shortened (and the OH stretch is red shifted) and the H2NH . . . O= bond is
weakened. The vibrational frequencies of the zwitterionic form of carbamic acid are systematically
red-shifted, by about 3–5%. The carbamic acid dimer shows medium-induced red shifting of about
50 cm−1 for the out-of-plane motion of OH bonds near 950 cm−1 and also for the composite motion
combining the OCO asymmetric stretches and the COH bends near 1750 cm−1. More typically, the
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response to the medium is minor for frequencies above 500 cm−1; this is the case for even the weakly
bound 1:1 A:C and 2:1 A:A:C2 complexes, for which shifts are no more than 20 cm−1. Details are
compiled in the supplementary information.

9. Are Carbamic Species Distinguishable by Computed Vibrational Spectra?

We use the independently calculated MP2/aug-cc-pVDZ//W1BD (no medium correction) harmonic
frequencies with anharmonic corrections obtained by the Gaussian 09 suite to judge the assignments to
structures in experimental reports. Our comparison is between “frequency intervals” defined as the
range between harmonic and anharmonic computed frequencies. Specifically, as shown in Table 2, the
highest frequency FI is 3563 to 3721 cm−1 for the monomer, while the highest frequency FI is 3474 to
3631 cm−1 for the 1:1 complex A:C or H3N:CO2. The two FIs overlap, so we count a match (shown
as “YES” in Table 2.) We define a figure of merit, or matching fraction, as the ratio of experimental
frequencies matched in the range MP2 (blue extreme) to MP2 + anharmonic corrections (red extreme).
Our first exercise is to see how similar the MP2 computed frequency ranges are among the several
species. Seemingly, structurally distinct molecules with high similarity would be hard to distinguish
by their vibrational spectra. Entries are percentages of FIs common to two molecules. Of course, the
diagonal values in this table must be 100%, but totally disjointed sets of FIs could produce a score
of zero.

Table 2. Computed frequency intervals (frequencies in wave numbers) for two carbamic system species
and the match index indicating that of the 15 frequency intervals (FIs) calculated for the carbamic acid
monomer; counterparts for six observed frequencies can be found in the set of FIs calculated for the 1:1
ammonia:carbon dioxide complex.

Monomer M:H2N–COOH
Match to M Found in 1:1 Spectrum?

1:1 Complex H3N:CO2

Harmonic Anharmonic Harmonic Anharmonic

3721 3563 Yes (FIs overlap) 3631 3474

3823 3648 Maybe (FIs almost touch) 3629 3464

3599 3456 Yes (FIs overlap) 3477 3328

1854 1814 No

1647 1602 Yes (FIs almost coincide) 1648 1602

1373 1322 Maybe (FIs almost touch)
1308 1248

1239 1210 Maybe (FIs almost touch)

1094 1066 Yes (FIs overlap) 1076 1005

945 921 No

776 745 No

609 615 Maybe (FIs almost touch) 634 652

566 429 No

521 513 No

446 401 No

341 260 No

Total FI 15 6 (40%) accounted

Here is how we arrive at a value for a similarity index. Consider the computed MP2 frequencies
for the carbamic acid monomer and for the 1:1 ammonia–carbon dioxide complex. Computed MP2
frequencies in harmonic approximation and anharmonic corrections are reported in Table 2. Consider
the Monomer’s first frequency interval (FI), from 3721 to 3563 cm−1. This FI overlaps with the first FI
for the 1:1 complex, so we could recognize one point of agreement. The second FI for the monomer
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(3823 to 3648 cm−1) lies slightly outside any FI for the 1:1 complex. We could perhaps award half a
point for the near miss. The FI 3599 to 3456 cm−1 finds a match in the 1:1 complex set, so it is given
one full point. Continuing to the FI of the monomer 1854 to 1814 cm−1, we find no counterpart in the
1:1 complex set of FIs. The FI 1647 to 1602 cm−1 does overlap with the FIs of both complexes 1648 to
1602 cm−1 and 1648 to 1589 cm−1.

Continuing in this fashion, we find 6.0 points of agreement in the 15 FIs for the carbamic acid
monomer, so the similarity index for the 1:1 complex to the monomer is 6.0/15 or 40%. If we set aside
the near misses, we find 4/15 points of agreement (27%).

Comparisons among computed FIs are collected in Table 3. A sample entry can be read as
the percent of all FIs computed for [row label] found in the set computed for [column label]. More
specifically, of all 28 FIs computed for (CA)2, 60% are found in the FIs computed for the complex CA:A.
In contrast, of the FIs computed for (CA)2, only 27% are to be found in the computed FIs for the 1:1
complex A:CO2, while 88% are to be found in the 1:1 carbamic acid–ammonia complex CA:A. (These
entries are bold in Table 3.) Unsurprisingly, the greatest degree of similarity is between the 1:1 complex
of ammonia with carbon dioxide and the 2:1 complex of ammonia with carbon dioxide. These results
illustrate a high degree of similarity among all proposed species, and serve as a precaution against
overconfident attribution of observed frequencies to particular species.

Table 3. Similarity indices for computed vibrational frequencies; maximum value is 100. These values
include half point values for near-misses. Entries in bold face are discussed in the text.

Similarity CA CA–Z A:CO2 A:A:CO2 A+:C− CA:A (CA)2

CA (15) - 43 40 43 63 60 57

CA–Z (12) 42 - 33 33 50 71 58

A:CO2 (10) 60 50 - 95 80 70 60

A:A:CO2 79 38 94 - 59 76 62

A+:C− (15) 63 40 43 70 - 77 43

CA:A 64 59 52 67 59 - 88

(CA)2 (28) 57 52 27 27 45 88 -

Intensities and response of frequencies to isotopic substitution could enhance discrimination.
Experimental traces allow at least semiquantitative evaluation of intensities. Inferences would be
complicated by the fact that observed intensities are affected by both the intrinsic properties of the
mode and the abundance of the species in question.

While to our knowledge no data on isotope effects have been included in reports of experimental
studies of synthetic ices, nothing in principle prevents such refinements. To provide a first impression of
possible results, we report computed harmonic frequencies for the most intense vibrational transitions
for the set of candidates (supplementary information). Those modes likely to show substantial shifts
upon perdeuteration are identified. For species incorporating the carboxyl group and a coordinated
NH3, we expect major effects on the OH and NH stretching regions, with shifts approaching the limit
of 1/
√

(2). Lesser effects are to be observed for bends involving H(D) atoms. Perdeuteration may allow
discrimination between closely related species, notably the complexes of carbon dioxide with one and
two ammonia molecules. Perdeuteration seems to have a notable impact only on the 1100 cm−1 NH3

pyramidalization band of the carbon dioxide–ammonia complex, while many more of the modes of
the CO2(NH3)2 complex are affected.

10. Fingerprint Regions?

Of course our method of frequency interval matching is not how IR spectra are ordinarily used to
discriminate between or among species in a mixture. One looks for distinct absorption frequencies by
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which specific structures can be recognized. Ideally. such descriptive features should be intense and
easily detected. Table 4 shows computed FIs for a number of strong and moderately intense IR features.
For example, among the computed FIs for the monomer, we find one FI (1854 to 1814 cm−1) intensely
absorbing and unique to the monomer. Another FI of the monomer (1239 to 1210 cm−1) is close to FIs for
the ammonium carbamate salt and the A:CO2 1:1 complex. As the detailed tables in the supplementary
information show, it is often the case that the most distinctive FI for a particular structure is matched by
at least one FI for another species in the set. For example, there are no distinctive FIs uniquely present
for the 1:1 complex. The FI 2380 to 2341 cm−1 for the 1:1 complex is the most characteristic, held in
common only by the 2:1 A:A:CO2 complex. This is to be expected from the very similar structure of the
1:1 and 2:1 complexes. In this case, we offer no prospect of distinguishing the 1:1 from the 2:1 complex
by their IR spectra.

Table 4. Most prominent features of the computed vibrational spectra (frequencies in wave numbers;
frequency intervals computed by MP2/aug-cc-pVTZ).

Species Strong Transitions (FI) Medium-Strength Transitions (FI)

NH3 CO2 complex None 2380−2341

(NH3)2 CO2 complex None 2381−2343

Monomer 1854–1814 1647–1602; 1373−1322; 1239−1210

Dimer 3163–2783; 1763–1714; 1626–1584;
1385–1355 3786–3514; 976–951

Zwitterion 1807–1788; 1443−1389

Ammonium carbamate 1670–1639 3646–3346; 1308–1268; 827–797;
665–630

Carbamic acid–NH3 complex 3108–2757; 1779–1738; 1361–1317 1612–1557; 1115–1059

Still, the information contained in the computed spectra may be sufficient to exclude certain
structures from the list, and perhaps assign probabilities to the presence of specific forms. Consider the
CA dimer: its computed FI 1498 to 1456 finds a counterpart in the FIs for the carbamic acid complex
with ammonia, 1495 to 1432. Two frequencies of the dimer ca. 1380–1350 cm−1 are distinguishable
from any FI in the complex, as is another FI from 550–564 cm−1. These FIs can serve as fingerprint
regions of the spectra.

11. Is It Feasible to Attribute Observed Frequencies to Specific Species?

It is certainly tempting to associate observed frequencies with plausible structures, and
investigators have not resisted the temptation. Here, we review several attributions and
establish similarity scores for those proposals. Full details and instructions for scoring are in the
supplementary information.

Khanna and Moore [12] report IR frequencies for species appearing in the condensed residue
after irradiation. They assign a number of IR bands to ammonium carbamate and others to the
zwitterionic form of carbamic acid. Detailed compilations of the frequencies observed by Khanna and
Moore [12] and the frequency intervals (FIs) computed for each of our seven species are provided
in the supplementary data. We consider all 31 frequencies observed and reported by Khanna and
Moore [12]. Scoring in the same way as we evaluated matches among computed spectra, we find that
the computed fundamental frequencies score 14.5 for the carbamic acid–ammonia complex; 11.5 for
carbamic acid dimer, 11.0 for ammonium carbamate, and 9.5 for each of the three other structures, i.e.,
the zwitterionic carbamic acid and the 1:1 and 2:1 ammonia–carbon dioxide complexes. No single
species accounts for as much as half of the observed frequencies. If we include the leading candidate
and add the carbamic acid–ammonia complex, and also ammonium carbamate, the score rises to 19, or
61% of the reported observed frequencies. None of the remaining species add so substantially to the
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match score. For example, the score for the carbamic acid–ammonia complex plus the carbamic acid
dimer rises only to 17 (55%). The implication is that one should include the carbamic acid–ammonia
complex in the discussion of ammonia–carbon dioxide ices.

Why does it seem impossible to match all reported vibrational frequencies with computed FIs?
We compute only fundamental frequencies, while experimental reports may include overtones and
combination bands in the set of observed frequencies. There are many low-frequency modes in these
species, and indeed our calculations of anharmonicity predict overtones and combinations, some of
which have reasonably large intensity. We have not included these frequencies in our match scores,
thinking that the general outcome would be indicated in the first stage of the analysis.

The 15 frequencies reported by Hisatsune [5] also suggest that the carbamic acid–ammonia
complex is significant. It receives the highest score (7.5), while the ammonium carbamate salt earns 7.0;
other structures lag. The combination of the complex and the salt earns a 10.0 score.

Bossa, et al. [7,8] observe 15 frequencies, which they assign to ammonium carbamate and the dimer
of carbamic acid. The leading score of 10.5 is earned by the carbamic acid–ammonia complex, while
ammonium carbamate is second with 7.5 points. Considering both the complex and the salt increases
the total score to 12.0 points. The dimer by itself scores 6.5 points while the combination of dimer and
salt totals 12.0 points. The set of three species complex, salt, and dimer does not increase the score
further. Deciding between the presence of CA:A complex and (CA)2 dimer requires closer attention.

Chen et al. [6] report five frequencies, and conclude that the carbamic acid monomer is present
owing to the observed absorption at 1720 cm−1, assigned to COO asymmetric stretching. Calculations
conflict with this assignment, however. DFT calculations (scaled by a factor of 0.98) and MP2
calculations with anharmonicity corrections put this motion at about 1800 cm−1. Lower frequencies
near 1720 cm−1 are calculated for ammonium carbamate, the dimer, and the complex of carbamic acid
with ammonia. The best match (score 4.0) with the five frequencies reported by Chen et al. [6] is found
for the carbamic acid:ammonia complex.

Rodriguez-Lazcano et al. [9] report 17 frequencies at 140 K and 20 frequencies at 240 K from their
vapor deposition studies (we do not include the “shoulders”). They infer the presence of ammonium
carbamate and offer evidence for a carbamic acid species. They suggest that the species could be
isolated carbamate anion, without ruling out the possibility of any or all of neutral, zwitterionic,
and dimeric carbamic acid species. Our matching exercise for the high temperature data shows the
carbamic acid–ammonia complex to be the leading single candidate at high temperature with a score
of 12, followed by the dimer (10) and ammonium carbamate (9.5). The best score for two species is 16.5
for the dimer and ammonium carbamate, followed by 15.5 for ammonium carbamate and the carbamic
acid–ammonia complex. The low-temperature data also suggest the presence of ammonium carbamate
and allow the possibility of either or both the dimer and the ammonia–carbamic acid complex.

Noble et al. [10] report 14 frequencies in an ammonia–carbon dioxide ice between 70 and 90 K. They
suggest that ammonium carbamate is a major product of the warming, and assign some frequencies
to carbamic acid and to its dimer. In our scoring the carbamic acid–ammonia complex achieves a
score of 10, followed by ammonium carbamate (8.5) and then the carbamic acid dimer and the 2:1
ammonia–carbon dioxide complex. The best score for a two-component system includes the carbamic
acid–ammonia complex and ammonium carbamate, totaling 12.

12. Conclusions

Ammonium carbamate and the carbamic acid complex with ammonia seem to be the most likely
products of irradiation of ammonia–carbon dioxide ices. The carbamic acid dimer is also a candidate,
but the abundance of ammonia in most of the experimentally studied solid environments also points
to production of the ammonia complex. The pathway for conversion of ammonium carbamate to
the ammonia–carbamic acid complex in the solid state is worth exploring. We recommend that
investigations of models of prebiotic synthesis of small molecules and astronomical data include
consideration of the possibility of the ammonia–carbamic acid complex.
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Supplementary Materials: The following are available online at http://www.mdpi.com/2075-1729/9/2/34/s1,
Coordinates of all species, detailed description of evaluation of figure of merit MATCH for all comparisons.
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Abstract: The catalytic effects of complex minerals or meteorites are often mentioned as important
factors for the origins of life. To assess the possible role of nanoconfinement within a catalyst
consisting of montmorillonite (MMT) and the impact of local electric field on the formation efficiency
of the simple hypothetical precursors of nucleic acid bases or amino acids, we performed ab
initio Car–Parrinello molecular dynamics simulations. We prepared four condensed-phase systems
corresponding to previously suggested prototypes of a primordial soup. We monitored possible
chemical reactions occurring within gas-like bulk and MMT-confined four simulation boxes on a 20-ps
time scale at 1 atm and 300 K, 400 K, and 600 K. Elevated temperatures did not affect the reactivity
of the elementary components of the gas-like boxes considerably; however, the presence of the
MMT nanoclay substantially increased the formation probability of new molecules. Approximately
20 different new compounds were found in boxes containing carbon monoxide or formaldehyde
molecules. This observation and an analysis of the atom–atom radial distribution functions indicated
that the presence of Ca2+ ions at the surface of the internal MMT cavities may be an important factor
in the initial steps of the formation of complex molecules at the early stages of the Earth’s history.

Keywords: ab initio molecular dynamics; catalysis; prebiotic soup; origins of life

1. Introduction

The origins of life theories are based on hypothetical chemical scenarios that lead to the formation
of biomolecules, starting with substances that could be found in a given proto-earth-like system [1–3].
These models share the assumption that there should be a way to explain the synthesis of complex
biomolecules, starting from simpler molecular elements, and the notion that such a construction
should happen in a scaled manner [4–6]. Despite still debated particular conditions present in the
early Earth [7], formation of building blocks of life was possibly facilitated by appropriate physical
factors such as reducing atmosphere, strong electric field, UV radiation, mineral catalytic surfaces,
cometary impact, or high temperature [8]. Thus, most of those theories meet at a point where
simple substances, such as ammonia, carbon monoxide/dioxide, molecular oxygen, and water, form
a molecular intermediate prior to the formation of nucleotides or amino acids [9]. Studies of these
elementary reactions and physical factors leading to more complex precursors of biosystems are
important in understanding origins of life.
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Numerous scenarios of prebiotic chemistry have been proposed so far, and many reviews on
this topic have been published [6,9–14]. Probably the soundest test complementing such hypotheses
was the Miller–Urey experiment [15]. In this experiment, for the first time, a series of biomolecular
elementary building blocks, such as glycine and formamide, was obtained from a strongly reducing
mixture of simple gases, such as methane, ammonia, hydrogen, and water. The substrates were
sealed in a vessel in which an electric discharge was applied for a prolonged period of time. After the
Miller–Urey test, similar experiments were performed [1,2,16] showing richer chemistry, and even
formation of nucleobases [17].

Among other factors, the catalytic role of solid surfaces has been widely studied in the context
of the origins of life. In this paper, we ask what may be the role of the nanoconfinement of simple
molecules in montmorillonite clay in facilitating formation of the biomolecule precursors. We tackle
this question using ab initio simulations which are able to indicate possible formation of new chemical
species. As a part of an extended introduction, we give below selected accounts on some experimentally
supported hypotheses, especially those restoring to catalytic interactions with solid surfaces and/or
nanometric size compartments. More details may be found in Reference [18].

1.1. Possible Origins of Life Scenarios—A Short Review

In XXth century, an iron–sulphur hypothesis for the origins of life was proposed in a series of
1988–92 articles by G. Wächtershäuser, which attracted considerable attention [19,20]. In this scenario,
not only high temperature (400 K) and pressure present in hydrothermal vents were important, but
also the catalytic properties of iron sulfide minerals played a major role. This original hypothesis and
a postulate of primitive autocatalytic metabolism were recently criticized as assumptions regarding
concentrations of required reagents were unrealistic [21].

Another scenario was developed by Sutherland, Powner, Szostak, and coworkers, in which
a HCN molecule was a key point to prebiotic chemistry. Notably, formaldehyde, studied here,
and 2-aminooxazole were also involved in this scheme [5,10,12,22–25]. It was postulated that a
linkage between amino acids, RNA, and lipids was possible through cyanosulfidic chemistry [12].
In an important paper [10], a hypothesis that all basic precursors of biological molecules were
formed in cyanosulfidic reactions, partially catalyzed by minerals, was elaborated and supported by
experimental data. An interesting geochemical scenario was dependent on schreibersite ((Fe,Ni)3P),
HCN, hydrosulfide (HS–), copper, and ultraviolet light under postimpact conditions [3]. All of these
experiments suggested that solid surfaces are potential places of catalytic reactions crucial for the
origins of life.

Another group pursued a scenario based on formamide synthetic chemistry, stressing advantages
and simplicity of one pot synthesis [1,26–31]. In a review by Saladino et al. [32], reactions of HCN with
formamide catalyzed by various meteorites were described. The condensation of formamide on the
surface of 15 minerals was analyzed as well [33]. Measuring the stability of the obtained products [34]
provided useful insights into the ribonucleic acid (RNA) oligomer degradation processes. Clearly, the
type of catalytic surface is important; for example, studies of iron–sulfur minerals [35] showed that
basalts provide better stability for RNA oligomers than the other surfaces.

Costanzo et al. described procedures for obtaining a set of biomolecules using UV–Vis light,
electricity, heat, and high-energy proton bombardment [28]. An analysis of meteorite samples found
glycine and formamide among other biomolecules on the surface [36,37].

It is worth to mention experiments that have shown reactions between formamide (NH2CHO)
and thermal water (358 K) in the presence of meteorites, in the environment mimicking a plausible and
“natural” prebiotic scenario. The results indicate that meteorites from classes: stony iron, chondrite,
achondrite, effectively catalyze the synthesis of numerous organic biological compounds including
carboxylic acids, nucleobases, amino acids, and sugars [38].
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1.2. Catalytic Surfaces, Nanoconfinement, and Biogenesis

Reactions between elementary chemicals discussed in our paper (NH3, H2O, CO, formaldehyde,
and HCN) have proven to be possible spontaneously [39] in condensed phase as well as in a liquid
state [40]. By providing sufficient time under favorable conditions, these simple compounds are capable
of forming more complex structures leading finally to nucleotides or amino acids, and polymers [41].
Nevertheless, the reactions are low-yield, and a long period of time is required to achieve substantial
amounts of the products. Some natural aids can be incorporated in the physical environment, such as
additional sources of energy, catalytic surfaces or nanoconfinement. These, first, increase the probability
of a reaction occurrence, and second, result in a considerably faster development of various products
and higher yields of reactions.

Chemical reactions in a limited space were considered in the past in the context of biogenesis.
For review of this problem, we refer to a recent article by Dass et al. [42].

The properties of chemicals in a very constrained space are often much different than those in
bulk. Molecular crowding increases the probability of reactive contacts, and strong electric field
gradients help to polarize and direct molecules. Thus, chemistry in the compartments of nanometer
dimensions is expected to have some peculiarities. One may expect that the reactivity of relatively
inert molecules may be affected, to the extent that new species are created in the nanoconfinement
conditions. This hypothesis is tested in this paper. Since in prebiotic times the Earth’s volcanic activity
was strong, the environment might contain minerals formed from ashes and having porous structures,
similar to our model of smectite MMT. Systems ready to accommodate various mixtures of elementary
compounds might be quite abundant, thus we postulate that the computational studies of chemistry in
nano-reactors are paramount in completing the full set of physical factors governing the formation
of complex biomolecules. It is known, that theoretical studies of nanoconfinement are difficult to
perform and rare. Therefore, we applied an advanced computational methodology to study the effects
of trapping compounds, which were probably present in the primordial soup, on their reactivity while
locked in minerals.

MMT is a mineral, belonging to a subclass of smectites, a representative of nanoclays, named after
its discovery at Montmorillon (France) in the XIXth century. It is formed by weathering of volcanic
ash under poor drainage conditions or in saline environment. It has a unique structure with a layer
of loosely bound positive ions (Na+ or Ca2+) located between negatively charged aluminosilicate
surfaces. Because of its ability to absorb water and its catalytic properties, MMT has many applications
in oil drilling industry, paper production, and dog food enrichment. MMT was considered in the
past for its possible role in the origins of life. Namely, in 2003, Szostak et al. reported that the special
electrical properties of MMT particles aid phospholipid vesicle formation. The formation rates were
accelerated 100-fold after the addition of MMT to the solution of phospholipids [43]. These authors also
hypothesized that at the same time, MMT nanopores could hold RNA molecules. Further experiments
focused on MMT as a catalyst were reported by Ferris [44] , Joshi et al. [45], and Jheeta and Joshi [46].
Interestingly, clay minerals similar to MMT were found on Mars by the Opportunity probe. The
current interest in the properties of this system is high mainly because of the possible carbon dioxide
sequestration [47].

1.3. Theoretical Chemistry in Origins of Life Research

We use theoretical chemistry which is a useful and well-established approach for studies on surface
catalytic effects. The adsorption of nucleobases over surface of several clays was often described the at
density functional theory (DFT) level [48]. The modeling of kaolinite by the Leszczynski team [49,50]
underscored the role of calcium for the adsorption of formamide over the clay’s surface. Bhushan et al.
reported manganese oxides as a possible catalyst for the nucleobase synthesis [1].

The roles of TiO2 and the UV light in the formation of adenine and thymine from formamide
were reported also [51,52]. More recently, Ferus et al. suggested that life started during the late
heavy bombardment period of the Earth by meteorites [30]. This team modeled machinery capable of

116



Life 2019, 9, 46

simulating shock waves in the laboratory by high-pressure effects. Their study was supported by DFT
calculations and metadynamics free energy profiles calculations as well [17]. Important insights came
from papers published by Goldman and coworkers, who showed (i.a.) that impact-induced shock
compression of cometary ices, followed by expansion to ambient conditions, can produce complexes
that resemble glycine [53,54]. DFT ab initio molecular dynamics (MD) on picosecond timescale showed
that shock waves may drive the synthesis of transient C–N bonded oligomers.

Classical “static” quantum chemical studies of reaction profile energies required “ad hoc”
assumptions on reaction coordinates and fixed products. A much better (but more expensive)
approach is to use ab initio MD, which does not depend on a force field. In MD, interacting substrates,
usually located in a box with periodic boundary conditions, move in time, collide, and under favorable
arrangements make products.

Important contribution of ab initio MD (AIMD) to prebiotic chemistry was work by
D. Marx et al. [55] The findings from this group work were summarized in an excellent review
on chemistry occurring in nanoconfined water [56]. The authors modeled water in ‘moderate
nanoconfinement’ between mackinawite mineral sheets. The cage consisted of two Fe32S32 parallel
layers situated at the top and bottom of a supercell preserving the spacing of 5.03 Angstroms. Prebiotic
peptide cycle was studied and, among others, free energy profiles of glycine reactions with small
molecules were calculated using the Car–Parrinello MD method (CPMD) [57]. It was found that
nanoconfined water exerts charge stabilizing effects. In comparison with ambient water some reaction
barriers are strongly affected by such conditions.

Stirling et al. (2016) used AIMD to monitor the reaction leading from NO2 to NH3 and catalyzed
by the presence of iron minerals [58]. More advanced CPMD simulations were performed while
studying pyrite (FeS2) as the catalyst [2,29–31,33]. Extensive CPMD modeling was also employed by
Ferus et al. in a recent study of nucleic acid components formation in Miller–Urey atmosphere [17].

Several in silico studies of more elementary reactions leading to the formation of biomolecular
fragments were published in the recent years. The Miller–Urey experiment was modeled by Saitta and
Saija [39], who performed an illuminating theoretical analysis of elementary gases present in primordial
soup, mimicking this experiment using CPMD. An external electric field was found to be a crucial factor
leading to glycine formation via formamide. The same group performed ab initio MD simulations, and
successfully described the reversible formation of formamide from very simple precursors NH3 + CO,
both in gas phase and in solution [59] Notably, a new methodology for studies of elementary reactions
channels was proposed in that paper. The same approach, i.e., AIMD simulations, was applied to
monitor synthesis of nucleotides from nucleobases and 5-phospho-α-D-ribose-1-diphosphate [60].
Simulations showed that this reaction may happen in mildly basic pH and 400 K, a temperature
postulated for prebiotic hydrothermal conditions, with a free-energy cost estimated as 1.2 and
3.3 kcal/mol for uracil and adenine, respectively.

Classical MD simulations for MMT clay were performed in the past as well (see [47,61] and the
references therein), but only nonreactive force fields were applied, and MMT effects on the reactivity of
biomolecule precursors have not been studied computationally yet.

1.4. Our Aim

Here we test the hypothesis that MMT (or minerals with a similar composition/structure) might
contribute to the formation of complex organic molecules during the prebiotic period of the Earth’s
history. We do not coin any particular scenario with MMT as a key component. We do not try to
reproduce full reactions paths leading from primordial soup components to known amino acids or
nucleobases. Instead, we rather point out that unique catalytic properties of this nanoclay mineral
might facilitate formation of variety of complex organic molecules even without extremely high
temperatures, electric discharge, UV radiation, or high impact physical factors. We bring attention of
the chemist community to a possible role and significance of metal ions adsorbed in minerals for origin
of life studies.
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In this work, we exploit the same modeling methodology as that used by Saitta and Saija [39], but
we extended their approach to elucidate the hypothetical role of MMT on the path to the elementary
building blocks of RNA or amino acids. We used AIMD simulations to evaluate a potential effect of
calcium ions present in MMT, a catalytic role of the two-dimensional nanoconfinement of primordial
soup components in the MMT nanopores, and the elevated temperature of 400 K on the probability of
new compounds formation. To the best of our knowledge, this is the first CPMD study on the role of
the MMT nanoconfinement in hypothetical processes related to early stages of biomolecular evolution.
We have found that, in our model, MMT nanoclay alone facilitates formation of nearly 20 new organic
compounds just from water, ammonia, methane, nitrogen, and carbon monoxide mixture at 20 ps time
scale, even in the absence of an external electric field.

2. Methods

2.1. Systems

Following the protocol presented by Saitta and Saija [39], we modeled two types of “primordial
soup” systems: g and m. The g systems were virtually identical with those studied by Saitta and
Saija [39] and were used here as a reference. The m systems had g mixtures confined in the slab of MMT,
as shown in Figure 1 and Table 1. The g and m systems (called later “boxes”) contained components
corresponding to the four stages of the glycine formation process called Miller–Strecker reaction, which
were coded as follows: 0—the original Miller–Urey substrates, 1—reactants, 2—intermediates, and
3—products. The compositions of boxes were carefully selected in work [39], in order to reproduce the
intermediate and end products of the Strecker reaction, and to allow each box to have a compatible
number of each atom types, thus we used exactly the same systems. The boxes were electrically
neutral. The preliminary initial positions of the molecules in the starting boxes were generated by
PACKMOL [62] at the density of 1 g/mL. The steepest descent and simulated annealing methods
were used to optimize the geometry of the initial structures. In the first step the ions’ positions were
relaxed using the steepest descent algorithm, the electrons where kept on relaxation using a 0.5 ps
damped electron dynamics, afterwards ions’ positions were further optimized with a damped 1 ps
dynamics, and finally both, electrons and ions were relaxed once more time using the steepest descent
algorithm. Then molecular dynamics was started using the Verlet algorithm for both types of particles,
i.e., ions and electrons, with the increasing temperature controlled by the Nose–Hoover [63] thermostat
at frequency of 13.5 Thz. Before collecting data, 2 picoseconds of equilibration in an appropriate
temperature (300 K, 400 K, or 600 K) was applied in each box.

Figure 1. Models of g “condensed phase” (a) and m for “condensed phase” +montmorillonite (MMT)
boxes (b). MMT is depicted using a “balls and sticks” representation, calcium atoms are shown as
green spheres, and components of the g box are depicted using sticks and transparent surfaces. The
borders of the PBC boxes and the definitions of axes are also shown.
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Table 1. Systems modeled, dimensions: a = 10.30 Å, b = 17.96 Å.

Box Temperature No. Atoms Chemical Species Dimension c [Å]

g0300 300 176 32 H2O; 8 NH3; 8 CH4; 4 H2 10.43
g0400 400
g0600 600

g1300 300 126 8 H2O; 8 NH3; 8 CH4; 5 N2; 10 CO 7.41
g1400 400
g1600 600

g2300 300 126 9 H2O; 9 NH3; 9 Formaldehyde; 9 HCN 7.41
g2400 400
g2600 600

g3300 300 126 9 NH3; 9 Glycine 7.41
g3400 400
g3600 600

m0300 300 328 4 MMT; 32 H2O; 8 NH3; 8 CH4; 4 H2 18.07
m0400 400
m0600 600

m1300 300 278 4 MMT; 8 H2O; 8 NH3; 8 CH4; 5 N2; 10 CO 17.90
m1400 400
m1600 600

m2300 300 278 4 MMT; 9 H2O; 9 NH3; 9 Formaldehyde; 9 HCN 17.90
m2400 400
m2600 600

m3300 300 278 4 MMT; 9 NH3; 9 Glycine 17.90
m3400 400
m3600 600

Because of the periodic boundary conditions (PBC), the mixtures in the m-type boxes were
effectively confined in nanocages (~1.0 nm × 1.8 nm × 0.8 nm, see Figure 1b). The pressure in the
model cavity is difficult to control and, due to the low compressibility of water, may be high. The
dimensions of the boxes are presented in Table 1.

2.2. CPMD Simulations

CPMD simulations relay on the classical motion of heavy ions interacting with each other
and experiencing a potential from fast moving electrons. In contrast to the classical MD, CPMD
explicitly includes the electrons as active degrees of freedom via fictitious dynamical variables [57].
To reduce the number of electrons and computational time, atomic inner core electrons are replaced by
plane–wave pseudopotentials, and electronic correlation effects are included in specially designed
exchange–correlation functionals adopted from the DFT methods. Therefore, chemical bonding may
be studied using CPMD.

CPMD simulations were performed using Quantum Espresso 5.3.0 [64] with the Perdew–Burke–
Ernzerhov exchange and correlation functional [65] and the softcore pseudo-potentials by del Corso [66]
with a kinetic energy cutoff of 35 Ry and a charge density cutoff of 280 Ry. The fictitious electronic
mass was set to 500 a.u. The ion dynamics was performed in the NVT ensemble using the Verlet
algorithm [67] and the Nose–Hoover [63] thermostat at a frequency of 13.5 THz. Each system was
simulated at 300 K, 400 K, and 600 K, at 1 atm external pressure, for 20 ps with a time step of 0.1 fs. As
already mentioned, before production runs a gradual relaxation of minimized geometry was adopted
together with an increasing temperature heating phase and 2 ps equilibration runs.

The trajectories were analyzed using PLUMED 2.4 [68] and VMD [69]. A typical 20 ps CPMD run
took about 12 days on a 10 processor (28 cores each) cluster at the PCSS Computing Center (Poznan,
Poland). Twenty-four runs were performed.

We monitored the distributions of all of the heavy atoms forming our simple molecules from
all the steps of the Miller–Urey experiment (boxes 0–3 in the g and m systems) by calculating the
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atom–atom radial distribution functions gAB(r). The radial distribution functions for atoms B around
atoms A were calculated as follows

gAB(r) =
1

4πρBr2
ΔNA−B

Δr

where ρB is the number density of atoms B and ΔNA−B is the average number of atoms B lying in the
region r to r + Δr from a type-A atom.

3. Results and Discussion

We aimed at monitoring the chemical reactions possibly occurring in “gaseous” g-type boxes and
the same molecular systems but confined in the MMT slab nanopore, i.e., m-type boxes. Further, we
monitored the effects of the increasing temperature on the chemical reactivity of these mixtures as well.
Twenty-four computational boxes were modeled in total (Table 1). The 20-ps timescale of the sampling
ab initio mechanical dynamics is typical for such studies [39], given the high demand of computational
time required for the AIMD simulations of such large systems as those studied here (126–328 atoms).
The catalytic effects observed in this relatively short time window should be even more pronounced on
geological timescales when not only a limited set of new compounds observed here might be formed,
but formation of other complex molecules should be reasonably expected. Some of our newly formed
molecules may be short lived compounds. Much longer simulations are required to sample all possible
chemistry in our model systems.

Using homemade scripts and computer graphics, we searched for the formation of new chemical
species. We evaluated the probabilities of reactions in each box by measuring the number of
molecule–molecule close contacts, effective clashes leading to new species, and the atom–atom radial
distribution functions g(r). The definition of effective clashes is given in Section 3.1.

The dynamics of the MMT slab was also monitored by its root-mean-square deviation (RMSD),
radial distribution functions, and distortions of the slab geometry by inspecting the atomic position
plots for each type of metal ion. We identified the newly formed species (see Table 2 and Figure 2), and
evaluated their lifetimes in the course of the 20-ps CPMD trajectories (Table 3).

Figure 2. All new products noticed during 20 ps time of CPMD simulations in 24 boxes.
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Table 2. Number of newly formed effective atomic contacts (clashes) in each 20-ps Car–Parrinello MD
method (CPMD) trajectory and a list of the observed new transient products in each box. For the
chemical formulas of the products, see Figure 2.

Box C C C N C O Products

g0300 0 0 0 0

g0400 0 0 0 0

g0600 0 0 0 0

g1300 0 0 0 0

g1400 0 0 0 0

g1600 0 0 0 0

g2300 0 15 0 6

g2400 0 1 43 6

g2600 6 0 0 14

g3300 0 0 0 0

g3400 0 0 0 0

g3600 0 0 0 0
m0300 0 0 0 0

m0400 0 0 0 0

m0600 0 0 0 0

m1300 30 0 5 24, 25

m1400 24 0 12 8, 9, 11, 18, 19, 20, 21

m1600 4 0 3 9, 11, 12, 15, 18, 21

m2300 9 7 2 1, 3, 4, 5, 13, 22

m2400 17 2 9 1, 5, 6, 7, 10, 14, 22, 23

m2600 17 1 6 1, 2, 3, 6, 7, 10, 12, 13

m3300 0 7 16 0

m3400 0 20 15 0

m3600 0 7 4 0

Table 3. The average number of atomic Ca–X short contacts (clashes) per picosecond during 20 ps
CPMD trajectories. The contact is defined as a Ca–X distance smaller than 2.5 Å.

Box C H N O

m0300 0 126 30 905
m0400 0 108 30 964
m0600 0 140 32 1083
m1300 10 41 37 649
m1400 10 19 56 666
m1600 8 47 50 882
m2300 3 13 70 518
m2400 4 28 90 603
m2600 9 8 181 568
m3300 0 1 9 825
m3400 0 3 30 915
m3600 0 4 20 985
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3.1. Effects of MMT on Chemical Reactivity

We assumed that changes in the chemical reactivity or the possible catalytic effects of confinement
and the presence of the MMT mineral could be monitored using the statistics of heavy atoms contacts.
We defined such contact as an effective collision (clash) if two atoms A and B remained closer than a
given threshold R(A–B), for a time period longer than 100 frames (725 fs). The following thresholds
were adopted; R(C–C) = 1.64 Å, R(C–N) = 1.57 Å, and R(C–O) = 1.53 Å. The values were based on
standard bond lengths and 0.1 Å was added to account for vibrational effects.

The results of scanning all 24 trajectories are presented in Table 2. We performed analysis of the
convergence of a number of reactive clashes (where present, data not shown) and found that this
number is almost constant in the 10 to 20 ps range.

First, we observed that the boxes g0 and m0 were not reactive in our simulations. Miller’s
primordial soup components (water, ammonia, methane, and hydrogen) present in this box did not
react spontaneously on our 20-ps timescale neither in the pure condensed phase (g) nor after the
confinement and presence of MMT (m). Moderate or elevated temperatures (400 K or 600 K) did not
affect this observation. This result was not surprising, as it is known that g0 shows no spontaneous
reactivity and an electric field (an electric discharge) was required in the experiment to initiate the
production of an amino acid with a reasonable yield. Saitta and Saija did not observe any reactivity in
the identical box in their 20-ps CPMD simulations [39]. Neither the presence of the mineral confinement
nor a local electric field from Ca2+ ions increased reactivity in this mixture. It is worth mentioning that
the chemical conditions assumed in the Miller–Urey experiment are sometimes disputed, since the
early Earth atmosphere had probably lower concentrations of ammonia and hydrogen [7]. The lack of
reactivity observed in the CPMD modeling indicates that additional physical factors were required to
trigger complex organic molecules formation.

Identical results (no reactive clashes) were observed for boxes g3 and m3. At all of the considered
temperatures, the chemical composition of these boxes was constant; the boxes contained a 1:1 glycine
and ammonia mixture. Interestingly, even the presence of eight Ca2+ ions on the surface of the MMT
crystal did not activate glycine or ammonia toward making a new compound, at least within our
simulation timescale. We observed numerous collisions in m3 box (Table 2) but these were transient
ammonia–glycine encounters that did not result in any new stable molecules. This result is encouraging
with respect to the problem of the origin of life: once formed, a simple amino acid (such as glycine
here) has a good chance to remain stable even under the harsh conditions of confinement and the
presence of the clay with strong local electric fields.

In contrast, boxes 1 and 2 (reactants and intermediates in model Miller’s experiment, see Table 1
for the composition) exhibited reactivity under both isolated and confined settings, leading to 25 new
chemical species (see Figure 2). We divided them into group 1C (compounds 1–7), 2C (8–17), and 3C+
(18–25) according to the number of carbon atoms present.

The components of g1 remained inert at all of the three temperatures; the same outcome as that
reported in the Saitta and Saija simulations [39]. However, the same molecules from box 1 (water,
ammonia, methane, nitrogen, and carbon monoxide) underwent frequent reactive collisions in our MMT
pore model, leading to the formation of 11 different products (see Table 2 and Figure 2). There were four
compounds having a new short C–C chain (ethane-1,2-dione, (E)-ethene-1,2-diol, 2-hydroxyethen-1-on,
and 2-oxoacetamide; nos. 8, 9, 11, and 15 in Figure 2) and four compounds (nos. 18, 19, 20, and 21) with
a three-carbon atom long chain. Among them, the notable one was 2-hydroxy-3-oxopropanoic acid
(no. 19), which contained a newly formed carboxylic group—a fundamental part of all of the known
elementary amino acids. Further, the observed formation of 2-oxoacetamide (15) was considerably
important, albeit it was formed only at 600 K in the m1 box.

We found that the most numerous and diverse products were generated in the box m2400, which
corresponded to the simulations at 400 K. Frequencies of reactive clashes, summarized in Table 3,
illustrate this finding. Eight new compounds were observed (1, 5, 6, 7, 10, 14, 23, and 22; Table 2 and
Figure 2). There are molecules having up to six heavy atoms connected in one chain (22 and 23). We
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observed the formation of methanol (1). As in box 2, we initially had formaldehyde and HCN, and we
observed the formation of critically important new carbon–nitrogen bonds in azaniumylmethanolate
and aminomethanol (5, 6). Interestingly, aminomethanol (6) was formed in purely g boxes g2300 and
g2400, but almost all of the other complex products, except (14) required the presence of MMT. The
snapshots of representative reactive collisions are presented in Figure 3, and the typical time evolution
of the distances between the reacting fragments are shown in Figure 4.

Once the new bond is formed it typically last for many picoseconds (see Figure 4), though one
should note that not all discovered species survive till the end of our 20 ps CPMD runs. Several
of newly formed species thus they may have a transient nature and not necessarily lead to stable
products. The formation of a new bond was clearly facilitated by the activation of polar molecules
containing oxygen through interactions with the Ca2+ ions. In our model system, we did not introduce
any additional water molecules, usually present in such a clay, except those already assigned to the
reaction mixture, to mimic, or rather to enhance, the strong local electric field present on the surface (or
in the pores) of the MMT mineral. These calcium ions were therefore considerably mobile and exerted
strong activating catalytic effects on water, formaldehyde, and carbon monoxide. To a lesser extent,
ammonia was activated by Ca2+. These observations were based on the visual inspection of all of the
trajectories and data presented in Table 3, where statistics of the close contacts of different heavy atoms
with calcium ions is presented. We observed that electronegative oxygen atoms were far often more
coordinated to Ca2+ than neutral carbon atoms. As expected, the number of clashes increases with an
increase in the temperature (Table 3).

Figure 3. (a) Snapshots from a m2400 CPMD trajectory illustrating a new C–C bond formation. The
formaldehyde ion is activated by Ca2+ (green spheres) and reacts with carbon monoxide forming
oxaldehyde ion (Figure 2, 17). (b) Snapshots from m1600 CPMD trajectory show a new C–N bond
formation. The oxaldehyde ion (17) coordinated by two Ca2+ ions react with ammonia forming
2-oxoacamide (Figure 2, 15).
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Figure 4. Distances between selected atoms in a fragment of CPMD trajectory showing C–C bond
formation (a) and N–C bond formation (b) in m2400 box.

One should note that in the regions close to the surface of minerals, say 3–5 Å, quite often strong
electric fields are present. For example, in a recent paper by Laporte et al. [70], in the vicinity of a
hydrated MgO surface, an electric field of 1–3 V/Å was calculated, and the electrostatic potential goes
up to 5 eV. We estimated that in our MMT slab system electric field is of the same order of magnitude
far from ions and surface, but the main catalytic effect comes from the presence of a very high field
introduced by Ca2+ ions (see Supplementary Materials Figure S6).

The MMT slab remained considerably stable through all the simulations. This stability was
confirmed by the low values of RMSD calculated along the 20-ps trajectories: the highest average
RMSD values were calculated to be 0.38 Å, 0.57 Å, and 0.72 Å for the Si, Al, and Ca ions, respectively
(see Table 4). Clearly, the Ca2+ ions were mobile in our models as expected; this observation was
confirmed by the trace plots shown in Figure S3 (in Supplementary Materials). In real MMT clays,
the alkali atoms (Ca2+ and Na+) have variable stoichiometry, are mobile, and coordinate labile water
molecules [61].

Table 4. Root-mean-square deviation (RMSD) (in Å) for the MMT atoms. Data from 20-ps trajectories
of m type boxes. Each analyzed trajectory contains 5000 frames.

Box
Al Si Ca

Avg. Min. Max. Avg. Min. Max. Avg. Min. Max.

m0300 0.17 0.03 0.24 0.18 0.04 0.24 0.63 0.03 0.86
m0400 0.20 0.04 0.27 0.21 0.08 0.24 0.43 0.03 0.75
m0600 0.28 0.06 0.39 0.29 0.06 0.39 0.62 0.05 1.00
m1300 0.38 0.01 0.58 0.36 0.01 0.51 0.66 0.05 1.00
m1400 0.21 0.07 0.34 0.25 0.04 0.46 0.51 0.04 0.82
m1600 0.27 0.11 0.39 0.54 0.06 1.00 0.58 0.04 0.99
m2300 0.16 0.04 0.38 0.46 0.03 0.55 0.66 0.05 1.00
m2400 0.21 0.04 0.34 0.43 0.03 0.59 0.72 0.03 1.00
m2600 0.28 0.04 0.45 0.57 0.04 0.73 0.71 0.04 0.99
m3300 0.25 0.04 0.45 0.22 0.04 0.30 0.28 0.03 1.00
m3400 0.18 0.05 0.50 0.25 0.05 0.42 0.36 0.03 0.52
m3600 0.29 0.05 0.28 0.37 0.06 0.48 0.56 0.05 1.00

Abbreviators: Avg. = average; Min. =minimum; Max. =maximum.

Two types of reactive collision mechanisms in the m systems were qualitatively distinguished:
(i) triggered by the catalytic role of calcium ions (i.e., strong local electric field) and (ii) nucleophilic
bimolecular substitution in which one bond is broken and another bond is formed synchronously (a SN2
mechanism). In our simulations, in m type boxes, both types were represented, while in g type boxes,
water-assisted polarization of ammonia and formaldehyde preceded SN2 type new bond formation.
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It would be interesting to discriminate between possible catalytic role of confinement of small
molecules in a limited space in a clay cage (m0–m3 boxes), and the role of strong local electric fields
possibly exerted by Ca2+ ions. A more systematic computational study of this problem requires
collecting extensive statistics, using other model systems and calls for a separate study.

3.2. Primordial Soup Ingredient Dynamics

One may expect, inspired by the observation made by Szostak group for phospholipids [43], that
the MMT surface effects may lead to the preferential adsorption and ordering of components of the
primordial soup. We monitored the distributions of all of the heavy atoms—C, N, and O—from basic
steps of the Miller–Urey experiment (boxes 0–3 in the g and m systems) by calculating the atom–atom
radial distribution functions gAB(r) (for definition cf. Methods).

Data are presented in Figure 5, Figures S1 and S2.

Figure 5. Radial carbon-carbon distance distribution functions, gCC(r) (in a.u.), calculated along 20-ps
CPMD trajectories at 300 K.

In Figure 5, we compare gCC(r) calculated for the g and m boxes at 300 K. The presence of MMT
changed the distributions of the carbon–carbon distances. The most notable effect was a substantial
increase, by a factor of 2, in the population of the carbon pairs observed at the distance of 4 Å. The
narrow maxima in gCC(r) at 1.5–2.0 Å were attributed to the fact that the Ca2+ ions and the MMT
surface tended to coordinate CO, formaldehyde, and glycine. The lack of such a maximum in gCC(r)
for the g0300 box might be explained by the lower number of carbon atoms in this mixture than in the
other ones (8 vs. 18) and the fact that in g0, carbon atoms were present only in CH4, i.e., a nonpolar
molecule not coordinated by the clay ions. A similar ordering effect of MMT was also observed at 400 K
and 600 K (see Figure S1). The plots of g(r) for the calcium ion–any heavy atom distances varied from
box to box but depended only slightly on temperature (see Figure S2). The Ca2+ ions exhibited (as
expected) considerable mobility as they were loosely coupled to the Si–Al mineral core (see Figure S3).
In contrast, the positions of the Al and Si ions did not change considerably during the CPMD trajectory
and the vibrations of the crystal were within a reasonable range (Figures S4 and S5).
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The simplified model of MMT cage adopted is not perfect. Clays have variable stoichiometry,
interlayer distances, defects, smaller, and variable mobile ions (Ca2+ and Na+) density. However, these
theoretical data clearly showed that the nanoconfinement in MMT changed the dynamics of all of the
elementary mixtures 0–3, mimicking to some extent the primordial soup. In general, carbon atoms
were localized closer to each other and this effect alone increased the probability of the formation of
more complex molecules. This was particularly observed in the elevated temperature simulations
(m1400 and m2400). The shorter C–C distances in MMT may be only partially attributed to possible
higher pressure present in these boxes. We would rather explain this reactivity by the strong polarizing
effects of Ca2+ ions present in our model. We packed as many as eight ions in a small volume just to
maintain the stoichiometry of the MMT nanoclay, and to increase the probability of reactions (if any) in
our short time scale AIMD simulations.

The presence of sulfidic anions (HS−, HSO3−, and SO3
2−) in certain areas of shallow water was

proposed to be critical for formation of biomolecular systems [71]. Such mixtures are worth studying
using the theoretical framework presented here. It is also worth to explore possible effects of internal
cavity pressure and temperature-induced changes in density of the reacting mixtures neglected in
our study. Reach chemistry observed upon the nanoconfinement opens also a possibility for further
computational tests of alternative scenarios leading to elementary precursors of biomolecules relevant
for emergence of life. Calculations of free energy profiles along reaction pathways, not only classical [72],
but similar to those proposed in [17] would be also desirable but are beyond the scope of this exploratory
work. Since we have found many quickly formed molecules from the intermediate Miller–Urey test
boxes m1 and m2, this indicates that some complex, but not necessarily useful (“waste”), compounds
might be formed in the early Earth conditions discussed here as well [73].

4. Conclusions

Life is based on complex molecules formed from simpler components. In the discovering of the
very first steps in the origins of life, various scenarios of the formation of such elementary building
blocks have to be considered. In this paper, we have addressed an intriguing question: To what extent
does the confinement of the components of the hypothetical primordial soup affect the synthesis of
new, more complex chemical compounds? We placed several (discussed in the literature) test mixtures
in the nanopores of the MMT mineral model, frequently considered as a catalyst in the formation of
biology-related compounds. Using advanced CPMD simulations, we have compared the propensity to
reactivity of four standard chemical mixtures localized in a condensed phase environment (modeled
by applying PBC) and an MMT nanoclay slab. The structural model of the mineral was based on
crystallography data, except for the presence of a grid of eight nonhydrated Ca2+ ions, which were
introduced to mimic the effect of a strongly localized electric field. The ions were located in typical
crystallographic positions of their hydrated counterparts, and were hydrated by the water molecules
present in the mixture studied. The system was therefore relatively crowded but within physical
limits. The effects of nanoconfinement were dependent on a chemical composition of the prebiotic
soup mixture.

Boxes m0 and m3 remained nonreactive despite presence of the MMT model slab and Ca2+ ions.
We found that even within a relatively short timescale of 20 ps, the MMT cavity substantially increased
the reactivity of boxes 1 (water, ammonia, methane, nitrogen, and carbon monoxide) and 2 (water,
ammonia, formaldehyde, and cyanide), which were composed of the intermediates of the Strecker
reaction as discussed in the Miller–Urey experiment. As expected, at the elevated temperatures
(400 K and, added for a reference to earlier paper, 600 K), the catalytic effectivity of MMT was higher
and the largest number of more than 20 diverse products/intermediates was observed at 400 K. The
elevated temperature, especially 400 K, could have been easily achieved locally in the Earth Hadean Era
hydrothermal conditions. Among other species, we observed the formation of important carboxylic
group and 2-oxoacetamide. Therefore, we have concluded that both the presence of Ca2+ and the
confinement led to a higher probability of reactive collisions in some of the mixtures studied. The
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detailed discrimination what factor, namely Ca2+ ions or the nanoconfinement, plays a major role
in this increased reactivity requires additional extensive and statistically sound tests. Such research
requires large computational resources and was out of the scope of present study. Notably, these
effects were present only if the chemical composition of the boxes was adequate; for example, for
both the Miller–Urey experiment substrates (methane, hydrogen, ammonia, and water; box 0) and the
products (ammonia and glycine; box 3), the MMT mineral did not exhibit any catalytic activity on
20 ps simulations time scale. Thus, our study adds new arguments supporting the popular notion that
mineral surfaces and compartmentalization have to be considered as important factors in the origin
of complex organic molecules. We think that such molecules may be critical for biological systems
formation, both in terrestrial and extraterrestrial settings.
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Abbreviations

a.u. atomic units
Å Angstroms
AIMD ab initio molecular dynamics
Approx. approximately
atm atmospheres
CCL2 CC chemokine ligand 2
CCR2 CC chemokine receptor 2
CCR5 CC chemokine receptor 5
CPMD Car-Parrinello molecular dynamics
DFT density functional theory
Dimension c refers to the size of the vector c
fs femtoseconds
g gases only box
g/mL grams per milliliter
g(r) refers to the atom-atom radial distribution function
HCN hydrogen cyanide
i.a. Latin meaning “among other things”
i.e., Latin meaning “in essence/in other words”
K Kelvin
kcal/mol kilocalories per mol
m montmorillonite and gases box
MD molecular dynamics
MMT montmorillonite
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nm nanometer
NVT refers to the canonical enssemble at
PBC periodic boundary conditions
pH potential hydrogen
ps picoseconds
RMSD root mean square deviation
RNA ribonucleic acid
Ry Rydberg atomic units
THz terahertz
TLC thin layer chromatography
UV ultraviolet
UV–Vis ultraviolet-visible
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Abstract: The early metabolism arising in a Thioester world gave rise to amino acids and their
simple peptides. The catalytic activity of these early simple peptides became instrumental in the
transition from Thioester World to a Phosphate World. This transition involved the appearances of
sugar phosphates, nucleotides, and polynucleotides. The coupling of the amino acids and peptides
to nucleotides and polynucleotides is the origin for the genetic code. Many of the key steps in this
transition are seen in the catalytic cores of the nucleotidyltransferases, the class II tRNA synthetases
(aaRSs) and the CCA adding enzyme. These catalytic cores are dominated by simple beta hairpin
structures formed in the Thioester World. The code evolved from a proto-tRNA, a tetramer XCCA
interacting with a proto-aminoacyl-tRNA synthetase (aaRS) activating Glycine and Proline. The
initial expanded code is found in the acceptor arm of the tRNA, the operational code. It is the
coevolution of the tRNA with the aaRSs that is at the heart of the origin and evolution of the genetic
code. There is also a close relationship between the accretion models of the evolving tRNA and that
of the ribosome.

Keywords: genetic code origin; tRNA accretion model; tRNA-synthetase; metabolism; thioester;
nucleotidyltransferases; early peptides; ribosome

1. Introduction

There are two competing theories for the origin of life that are based on Darwinian selection;
the RNA World and the Clay World. They both assume a replicating and a mutating entity that has
catalytic capacity. The selection in both cases is on the evolution of the catalytic capacities whose
products increase the replication and survivability of in the first case, of the RNA world, the replicating
RNA and its catalytic capability and in the second case, of the Clay world, the replicating Clay and its
catalytic capability [1].

The genetic code and the translation system had to have arisen in an environment containing,
at a minimum, the molecular building blocks (e.g., amino acids and nucleotides). “A general
scheme is proposed, involving the fixation of CO2 and N2, that led to the evolution of intermediary
metabolism. The result is the evolution of a complex system from a simple one. Following the
logic that core metabolism recapitulates biopoiesis, we begin by describing, an autotrophic origin of
metabolism based on self-replicating iron-rich clays, transition-state metals, disulfide and dithiols,
and UV radiation” [2].

A scenario for the origin of life consistent with the origin and evolution of metabolism started
at the surface of an early outgassing Earth. In the surface hot springs, the water was rich in ferrous
ions, magnesium ions, and silicate ions that formed iron-rich clays. The waters of the hot spring
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also included transition-state metal ions (i.e., Mn, Cu, Zn), adding to the catalytic capabilities of the
iron-rich clays. These self-replicating clays would photochemically fix CO2 into organic acids and
gradually evolve into the sulfide-rich region acquiring N2 fixation in the process.

A Thioester World had come into being. The entry of phosphate into the evolving catalytic
network expanded the metabolic network. The Phosphate World had come into being [3,4].

The onion heuristic view claims that a complex system like a metabolic network started simple
and grew more complex by layers being added, as for example, the Thioester World evolving into the
Phosphate World by adding a new layer dominated by phosphate. Looking at intermediary metabolism,
in particular anabolism, one is immediately struck by the central role played by the (reverse) citric acid
cycle. If we apply the method of the onion heuristic view, it can be conjectured that the citric acid cycle
came first and was followed by the amino acids, lipids, nucleotides, and carbohydrates.

2. Metabolism

The Evolution of Metabolism Can Be Considered to Have Undergone Four Distinct Phases

The first phase began with Iron-rich clays with inputs (CO2, H2O). The formation of dicarboxylic
acids such as oxalic acid and glyoxylic acid are synthesized from CO2 and H2O by iron-rich clays and
light which is the source of energy. These dicarboxylic acids are catalysts in the formation of iron-rich
clays themselves. The iron-rich clays in the light are the center from which metabolism started [3].

The second phase brought in sulfur; Iron-rich clays with inputs (CO2 H2O H2S, Fe2S2,

and Fe4S4). The entry of sulfur brings in the thioesters and the Fe2S2 and Fe4S4. This results in
the reverse citric acid cycle and the polymerization of acetyl-thioesters, resulting in the biosynthesis of
the fatty acids. This step is continuous with the next step, which is the entry of nitrogen.

The third phase brought the addition of nitrogen and created the “Thioester World”: Iron-rich

clays with inputs (CO2, H2O, H2S, Fe2S2, Fe4S4, and N2 ). Fixation of nitrogen occurred here on the
surface of an iron sulfide [4,5]. The amino acids were synthesized from the reverse citric acid cycle
giving rise to the metabolic metric —the number of catalytic steps in the biosynthesis of 16 amino
acids from that cycle. The four amino acids Phenylalanine, Tyrosine, Tryptophan, and Histidine are
not derived from the reverse citric acid. The aromatic amino acids may have been synthesized by
Fe-serpentines and Iron saponites [6]. The synthesis of di, tri and tetrapeptides had been formed from
their amino acid thioesters [3,4]. These initial peptides and their combinations had been able to provide
additional catalytic activities to those of the iron-rich clay surfaces.

The fourth phase brings in Phosphate: Iron clays with inputs (CO2, H2O, H2S, Fe2S2 Fe4S4,

N2 and N2PO4) and the biosynthesis of nucleotides. The formation of pyro-phosphate is followed
by the biosynthesis of the sugar phosphates such as 5-phosphoribosyl-1-pyrophosphate (PRPP) the
phosphate sugar that initiates the biosynthesis of purine nucleotides.

The biosynthesis of purine bases (Figure 1) begins with phosphoribosyl-1-pyrophosphate (PRPP)
the phosphate sugar that initiates the biosynthesis of Purine nucleotides. The biosynthesis of the
Purine base involves the glycine molecule (atoms 4, 5, 7), the amino nitrogen of aspartate (atom 1),
amide nitrogen of glutamine (atoms 3, 9), components of the folate-one-carbon pool (atoms 2, 8),
and carbon dioxide. In the biosynthesis, IMP ((Inosine monophosphate) is the first nucleotide formed.
It is then converted to either AMP (adenosine monophosphate) or GMP (guanosine monophosphate).
The biosynthesis of Histidine is closely related to Purine biosynthesis.
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Figure 1. The basic Purine and Pyrimidine bases. The numbering is used in the text to identify the
sources of their atoms in biosynthesis.

The pyrimidine biosynthesis begins with carbamoyl phosphate (atoms 2, 3) that condenses with
aspartate (atoms 4, 5, 6, 1), resulting in dihydro-orotate which is then added to PRPP to form the
nucleotide. Further steps are needed to form Uridylic acid and Cytidylic acid. The Nucleotides
Guanylic acid, Cytidylic acid, Adenylic acid, and Uridylic acid are then polymerized by the proto-CCA
nucleotidylsynthetases formed in the Thioester World.

3. Genetic Code

The search for the origin of the genetic code began by examining the extant genetic code, which is
a mapping of the sixty-four codons (triplet nucleotide sequences), to the twenty amino acids and three
termination codons, (Table 1). The genetic code uses a set of four nucleotides normally displayed in a
single letter code: A for Adenylic acid, G for Guanylic acid, C for Cytidylic acid, and U for Uridylic acid.
There are twenty amino acids encoded by 64 codons and presented in a four-by-four table containing
the three letter abbreviations for each of the twenty common amino acids, as shown in Table 1.

Table 1. The standard genetic code table, re-ordered to place the Guanine–Cytosine coding block in the
upper left corner, and using the standard abbreviations for the twenty amino acids.

G C A U

G Gly Ala

Glu

Val

G
A

------

Asp C
U

C Arg Pro

Gln

Leu

G
A

------

His
C
U

A

Arg

Thr

Lys Met
G
A

------

Ser Asn ILe
C
U

U

Trp

Ser

Term Leu
G
A

Term ------

Cys Tyr Phe
C
U
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A structural relationship between the general classes of amino acids and the middle nucleotide of
the codon has been well recognized. For example, the middle nucleotide U codes for hydrophobic
amino acids, and the middle nucleotide A codes for hydrophilic and the larger neutral amino acids.
The middle nucleotide C codes for small neutral amino acids. On the other hand, the middle nucleotide
G points to a unique case of Arg as a large and an unlikely amino acid sharing a codon with serine.
This uniqueness is eliminated if a smaller positive amino acid is substituted as a biochemical precursor
for Arginine.

3.1. The Evolution of the Genetic Code

This can be seen by sequentially omitting the columns headed by U and A, and the rows headed
by U and A, one can peel back the genetic code to its earlier form, see Figure 2. For example, if we omit
the U column and row from the genetic code: The hydrophobic amino acids Val, Leu, Ile, Met, and Phe
are omitted as are Tyr, Trp, and Cys, as well as the three termination codons UAA, UAG, UGG, leaving
a GCA code. Next by omitting the A column which then omits Glu/Asp, Gln/Hist, and Lys/Asn. This
removes the two negative amino acids Glu and Asp and their neutral versions Gln and Asn and two
positive amino acids Lys and Hist.

Figure 2. The reduced nucleotide genetic coding tables.

The codons in the A column are split due to the wobble in the third base. Omitting the A row:
removes Thr, and the split codons for Arg/Ser. This leaves a simple GC code for Gly, Pro, Ala, and Arg.
This GC form of the first code was proposed in 1975 [7]. Reversing the sequence implies that the genetic
code evolved in an onion-like fashion, beginning as simple GC code and growing by adding layers
(e.g., by adding A and forming the GCA code and finally adding U and forming the GCAU code).

The role of Arginine in the evolution of the genetic code appears to need additional discussion,
as it is the only one left in the GC code which is activated by a different tRNA synthetase class and
requires multiple biosynthetic steps. If Arg is then not considered to be among the early available
amino acids, then what might the CGX codons have coded for early on? First, note Arg is related
biochemically to a simpler amino acid ornithine as its precursor in its biosynthesis, see Figure 3 [8].
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Figure 3. The Ornithine to Arginine pathway.

Why then was Ornithine chosen rather than Lysine as a precursor to Arginine? The answer is
that the difference in chain length between Ornithine and Lysine is related to the formation of alpha
helices. It was shown experimentally that the helix propensities for the basic amino acids increase with
the length of the side-chain in the rank order 2,3-Diamino-L-propionic acids < 2,4-Diamino-L-butyric
acid < 2,5-Diaminopentanoic acid (ornithine)< 2,6-Diaminohexanoic acid (Lysine) [9]. The number of
side-chain atoms beyond the carboxyl group of the amino acid ending in the NH2 group is the length
of the carbon chain in this family of amino acids that determines whether a polypeptide alpha helix
will form.

In a GC code coding for Glycine, Proline, Alanine, and 2,3-Diamino-L-propionic acid (Diapr),
the earliest coded peptides were not alpha helical, rather mainly simple random coils and beta hairpins
as proposed by Soding and Lupas [10]. If one substitutes 2,3 Diamino-L-proprionic acid (Diapr) in
place of Arginine (or Ornithine), then there would be a simple chemical relationship among three of
the G column amino acids, Diapr, Serine, and Cystine. Diapr has an NH2 group while Cystine has an
SH in place of the OH of Serine. This gives us a similarity in their structure and perhaps in their early
biosynthesis. As the genetic code evolved to the GCA code (AAA, AAG coding for Lysine) and to
the GCAU (hydrophobic amino acids), then the later peptides now incorporating Lysine rather than
Diapr were able to form alpha helices. Arginine resulted when an Ornithine reacted with carbamoyl
phosphate that resulted in a guanidino group.

We now have a conjecture for the origin and evolution of the genetic code (GC code –> GCA code
—>GCAU code) The evidence for this conjecture is to be found in the translational apparatus of the cell
in which this code is expressed. The obvious place to start is in the set of aminoacyl-tRNA synthetases.

3.2. Aminoacyl-Transfer RNA Synthetases Contain the Genetic Code

It is in the aminoacyl-tRNA synthetases (aaRS) where each particular amino acid is activated and
attached to its cognate tRNA. The majority of synthetases are composed of three domains: The catalytic
domain where the amino acids are activated and passed on to tRNA or a thiol; the anticodon domain,
which recognizes the anticodon stem loop of the extant tRNA; and the editing domain, which removes
a mischarged amino acid from its bound tRNA. The catalytic domain [11] of the aminoacyl-tRNA
synthetases (aaRS) is considered to be the original encoding module of the aaRS while the anticodon
domain and the editing domains are considered to be later evolutionary additions to the catalytic
domain. The reactions carried out by the catalytic domain are:

1. Amino Acid + ATP→ Aminoacyl-AMP + PPi
2. Aminoacyl-AMP + tRNA→ Aminoacyl-tRNA + AMP

There are two classes of these synthetases, which are characterized by their different catalytic
domain structures. Class I’s catalytic domain has a Rossman fold and activates Val, Leu, Ile, Met, Cys,
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Tyr, Trp, Glu, Gln, and Arg, while class II’s catalytic domain is unique and has an antiparallel beta
sheet backed by an alpha helix. Class II synthetases activate Gly, Pro, Ala, Thr, Ser, Hist, Asp, Asn, Lys,
and Phe. The Class II synthetases are considered to be older than the Class I synthetases. This is based
on the fact that the majority of the hydrophobic amino acids are activated by class I synthetases and
were unlikely to have been available for early polymerization, while Glycine, Alanine, Proline, and
Aspartic acid were available. The evidence for this is based on the metabolic metric, which orders the
entry of the amino acids into the genetic code by counting the number of catalytic steps involved in the
biosynthesis of the amino acid from the reverse citric acid cycle [12]. It is in the catalytic domain of the
class II synthetases and its interaction with the XCCA of the proto-tRNA that evidence for the first GC
code arises.

3.3. The Catalytic Domain of the Class II Aminoacyl-tRNA Synthetases

A detailed look at the catalytic domain of these assumed first tRNA synthetases is warranted.
This catalytic core is composed primarily of an antiparallel beta sheet constructed from two or three beta
hairpin segments [11]. In the extant structures, two of these beta hairpin substructures are connected
by an alpha helix, which is on the underside of the active site pocket formed by only two beta hairpins,
one hairpin with a large end loop (see Figure 4B). It is this large end loop that forms a lid over the active
site pocket and that is evolved into the defining motif II of the class II aminoacyl tRNA synthetase.
This motif II loop and the four beta strands in dark gray in Figure 4B, compose the full binding site for
the ATP, the amino acid to be activated, and the CCA-3′ acceptor end of the tRNA. This structure was
proposed as the proto-class II synthetase [11].

If the origin of the genetic code is in the class II synthetase catalytic core, then assuming that core
existed before the fully functioning code, a problem presents itself: Where did the peptides forming
these beta hairpins come from? The answer proposed here, is in the Thioester World. There the
polymerization of amino acid Thioesters generated short peptides, some of which formed catalytic
active beta hairpins [13].

Figure 4. Comparison of the similarity of the double beta hairpin cores of (A) the bacterial CCA adding
enzyme head domain and (B) the class II tRNA synthetase minimum core of the catalytic domain.
The minimum catalytic domains are in dark gray. Note the beta hairpin components 3 and 2 in (B),
which define the motif II loop; and 1 and 2 in (A), which contain the two Aspartic acids. The strand
numbering for (B) is as in reference [11] for the entire traditionally-defined class II catalytic domain.
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3.4. The Thioester World and Aminoacyl-tRNA Synthetases

De Duve proposed an early proto-metabolism of amino acids and peptides in a Thioester
environment, a world in which there were no Phosphates and thus no nucleotides [14]. He went
further and proposed “that clues to the nature of that early proto-metabolism exists within modern
metabolism” [15]. In collaboration with the Segre group at Boston University [4] such a proto-network
was identified within the modern metabolic network (The Kegg metabolic network). A proto-metabolic
network based on Thioesters was obtained when Phosphate was omitted from this Kegg metabolic
network. This proto-metabolism had been capable of synthesizing amino acids and fatty acids.
The network displays hallmarks of prebiotic chemistry (e.g., iron sulfur cofactors) [4]. The existence of
a Thioester environment prior to translation points to the existence of metabolism that preceded the
existence of translation. Unlike the phosphate esters which are involved in the activation of amino
acids to form peptides, the core metabolism of the Thioester World provides amino acid thioesters
allowing for their polymerization to form peptides. In the Thioester World, the metabolic metric can
be defined as the number of steps from the reverse citric acid cycle to form an amino acid. The amino
acids Glycine, (GG *) Proline (CC *), and Alanine (CG *) are among the earliest available amino acids
as based on this metabolic metric. There is a close relationship between core metabolism and the
Thioester world, especially in the case of the synthesis of 16 of the 20 amino acids. The exceptions are
Histidine, Phenylalanine, Tyrosine, and Tryptophan [12].

Jakubowski has studied the thioester formation by class II Aminoacyl-tRNA synthetases and he
summarized these findings as follows, “These and other data support a hypothesis that the present-day
Aminoacyl-tRNA synthetases had originated from ancestral forms that were involved in non-coded
Thioester-dependent peptide synthesis, functionally similar to the present-day non-ribosomal peptide
synthesis by multi-enzyme thiol-template systems” [16]. This finding is also consistent with a recent
example of an atypical Seryl-tRNA synthetase found in a methanogenic Archaea, which lacks a
tRNA binding site and instead transfers the activated amino acid (Aminoacyl-AMP) to a sulfhydryl
group found on the phosphopantetheine (related to Coenzyme A) which is bound to a carrier
protein forming a Thioester. The activity of this atypical Seryl-tRNA synthetase is “reminiscent” of
the adenylation domains in non-ribosomal peptide synthesis involving a Thioester [16,17]. Thus,
before the development of mRNA-coded protein synthesis, ancestral aaRSs facilitated formation of
Aminoacyl-Thioesters. Then this early catalytic proto-class II synthetase core, capable of both Thioester
and Phosphate ester activation of amino acids, can be considered the link in the transition between a
Thioester World and a Phosphate ester World [8].

From such amino acid thioesters, peptide formation is certainly possible. Note that peptide
hairpins, such as those forming the catalytic core of the class II synthetases, are considered to have
been among the earliest peptide structures [10] and can be formed by the polymerization of amino
acid thioesters. The beta hairpins are known to be involved in many other catalytic activities [13].
As noted below such catalytic beta hairpins form a significant part of the core of other key early
translational system proteins, such as the CCA nucleotidyltransferases and tRNA ligases. Both of these
protein catalytic activities are essential for understanding the coupling of the synthetase’s continuing
coevolution with that of the tRNA.

4. Origin of the tRNA

The first proto-tRNA is proposed to have been a short three or four polynucleotide, for example,
3′-XCCA-5′ [18,19], that interacted with the catalytic core of a proto-class II aminoacyl-tRNA synthetase
(aaRS) pictured in Figure 4B. First why CCA? The required base stacking in the extant class II synthetases
suggests that the Adenine is essential in base stacking to coordinate the positioning of the incoming
ATP and AMP of the activated the amino acid. The other two bases, the Cytosines, thus must not
be Adenine.

The likely origin of this proto-tRNA is proposed to involve a CCA-like nucleotidyltransferase
beta structure. There are two distinct extant CCA adding enzymes, one in Archaea and a second in
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Bacteria. Both CCA enzymes are composed of four domains, which are labeled head, neck, body,
and tail. The head or catalytic domain in both of these enzymes are homologous structures, whereas
the neck, body, and tail are not. Of interest here, is this common invariant catalytic core in the Head.
In the extant CCA enzyme, the catalytic Head behaves like the glycosyltransferases in their mechanism
of transferring an activated sugar phosphate in the ligation step. There is a β-DxD-β metal-binding
motif in the active center of glycosyltransferases and nucleotidyltransferases [19]. An examination of
the CCA catalytic head DxD peptide (Aspartate x Aspartate) structure shows an interesting similarity
to that of the class II synthetase catalytic core (Figure 4). Both are constructed from beta hairpins,
see Figure 4. Part of this interest here is that both of these enzymes are nucleotidyltransferases, in that
they both transfer nucleotides to recipient molecules. In the case of the CCA enzyme the recipient
molecule is a 3′ nucleotide of the tRNA, while in the case of the class II aminoacyl-tRNA synthetase,
it is to an amino acid forming the Aminoacyl-AMP, which is then transferred to the CCA of the tRNA.

The full catalytic pocket of the modern CCA enzymes is formed by the interaction between the
catalytic core, the Head, and an alpha helical domain in the Neck [20]. As these enzymes do not use
a polynucleotide template, base specificity is in the neck where amino acids form Watson/Crick-like
hydrogen bonds with just the nucleotide base. Now, assuming the earliest proto-transferase was not
this complex, the specificity must have come from some other peptides or even a short polynucleotide
generated by the similar kinds of enzymes.

The recent determined structure of a tRNA ligase from a T4 phage has in its N-terminal domain
a set of beta structures that dominate the catalytic core [21]. This core of an extant tRNA ligase is
composed of two beta hairpin substructures backed by a helix or two, almost as if composed of
two CCA-like catalytic cores. There is even a functional similarity between the aaRS and the extant
tRNA ligase nucleotidyltransferase. Both form an aminoacyl-AMP intermediate: The tRNA ligase
forms a Lysyl-AMP intermediate with the AMP that is subsequently added to the 5′ phosphate end
of a polynucleotide RNA. This is then followed by a third step when the AMP is removed upon
the ligation with the 3′ OH of a second polynucleotide RNA. The independent functioning of the
nucleotidyltransferase activity of these ligases has been demonstrated by mutational studies [22]. It is
clear that the modern tRNA ligases have undergone extensive evolution, yet the proto-ligase could
have been carried out by two primitive proto-CCA enzyme-like entities. Again, the catalytic cores of
the tRNA ligases, the nucleotidyltransferases (e.g., CCA enzyme), and the class II aminoacyl-tRNA
synthetases are all built from beta hairpins, supporting the idea that their proto forms were formed in
the Thioester world [14,15].

4.1. The Accretion Model of the tRNA

The origin and evolution of tRNA is based on the proposed appearance of the
proto-nucleotidyltransferase catalytic cores arising in the Thioester that generated nucleotide dimers,
trimers and tetramers as well as the trimer CCA. In addition, the ligation of these would have formed
single-stranded short RNAs. These coupled with hybridization formed double stranded helices.
The modern tRNA structure suggests an assembly from such short helices. For example the extant
secondary structure of a typical extant tRNA, shown in Figure 5, can be dissected into five segments
or domains: The XCCA attached at the 3′ end of the tRNA; the acceptor arm, which has a stem of
seven base pairs; the Anticodon stem loop, which has a stem of five base pairs; and the anticodon
loop containing seven unpaired nucleotides. Three of these unpaired nucleotides form the anticodon:
the TΨC stem loop, which has a stem of five base pairs, and a loop containing seven unpaired
nucleotides in which CGA are isomorphic with the three anticodon bases in the anticodon stem loop;
the D stem loop, which has a stem of four or five base pairs and a loop containing seven or eight
unpaired nucleotides, with an invariant triplet, GGU, in the loop. Note that the D and T loop names
reflect various nucleotide modifications found in the majority of extant tRNAs.
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Figure 5. The secondary cloverleaf structure of E. coli’s tRNA Gly. The discriminator base, the operational
code region, and the various stems and loops are labeled in their traditional manner.

4.2. The Operational Code

The initial expansion of the acceptor arm from the XCCA and its relationship to the catalytic
domain of the class II synthetases is reflected in the discovery by Hou and Schimmel [23], that a major
determinant in the specificity of the class II-tRNA synthetase coding for Alanine was in the G–U pair
(3–70) and was found in the acceptor arm. De Duve went on to describe: “A second genetic code still
largely un-deciphered is written into the structure of aminoacyl-transfer RNA synthetases” [24].

Schimmel noted: “Because the amino acid-trinucleotide algorithm of the genetic code is established
by the specific aminoacylations of tRNAs, the sequences and structure of tRNAs have long been
investigated with the idea of learning about the possible origin of the code. The idea is that elements of
the early code might [yet] appear in parts of the tRNA structure other than the anticodon. These parts
might represent primordial components of the tRNA molecule, which possibly served as structures
associated with the aminoacylations of particular amino acids” [25]. He was reporting on a finding by
Rodin and Ohno [26] of codons and anticodons in the arms of the tRNA.

Rodin and Ohno, by studying the acceptor arms of numerous tRNAs, identified an expanded
view of this code, now called the operational code. They found “In contrast with anticodons, which are
built from all four nucleotides, their double-stranded precursors in the 1-2-3 positions of acceptor arms
appear as doublets or triplets almost invariably composed of G-C and C-G base pairs. Even in many
modern synthetases, including the deep Archaea, specific amino-acylation of the acceptor terminus
operates within the G-C variety of first three acceptor base pairs” [26]. It should be pointed out that as
early as 1975 it was hypothesized that the first genetic code was a GC code for Gly, Pro, Ala and a
positively charged amino acid [7].

Rodin and Ohno proposed [27] a detailed synthesis of the acceptor arm from the trimers 5′-GGC-3′
and 5′-GCC-3′ and the tetramers 5′-ACCA-3′ and 5′-UGGU-3′. Resulting in the proposed initial
acceptor arm:
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3′-A-C-C-A-C-C-G-U-G-G-U-5′

5’-G-G-C-A-C-C-A-3’.

Here then is a proposed origin of the GC operational code in the tRNA acceptor arm.
In order to access the information in this initial form of the operational code, the catalytic domains

of the class II synthetases had to be able to “read” the upper acceptor stem of the primordial tRNA.
The minimum catalytic core of the assumed early class II synthetases does not make significant
contact with the arm of the tRNA. These minimal enzymes have added relatively short peptides to
create N- or C-terminal extensions, often as alpha helices, to their minimal catalytic cores. It is these
extensions, which make the explicit contact with the operational code region of the extant t-RNAs [11],
(see Figure 6). This is an excellent example of the co-evolution of the proto-tRNA and the proto-class II
synthetases in generating the amino acid to RNA coding association of the Archaic GC operational
code in the tRNA arm.

Figure 6. The class II synthetase catalytic core showing two alternate operational code-contacting
peptide extensions, one on the N-terminal, as seen in the bacterial Proline aaRS structure 1HST.pdb,
and one on the C-terminal, as seen in the bacterial Aspartic acid aaRS structure, 1EFW.pdb. Figure is
adapted from [11].

The next step in the evolution of the proto-tRNA is the formation of the stem loops. Schimmel and
his group [28] tested the operational code with a variety of truncated arms of the tRNA. These truncated
tRNAs were stem helices of various length with the XCCA at the 3′ end. These were suggested as
possible precursors of the expanding proto-tRNA and as well as the anticodon stem-loop structure of
the tRNAs. One of these truncated arms had an overhang of a single-stranded 5-mer at the five prime
end of the second strand, yet was still properly charged [28]. This overhanging stem is a reasonable
initial model for the synthesis of an anticodon stem loop. The upper triplets of this stem helix contained
the archaic GC code (operational code) [28]. In a manner similar to the one found in the upper triplets
of the extant tRNA arm, a 5-mer containing a trimer based on GC plus a dimer provided the GC code
in the stem helix and also in the overhang at the 5′ end. The resulting structure was closed by ligating
another dimer to form a seven-nucleotide closed loop with the operational code not only in the stem
but also in the related anticodon in the loop. The GC code was in the helix and in the loop. This was
the first set of stem loops with the GC code in the loop. The CGA triplet in the loop of the T stem loop
and the GGU triplet in the loop of the D stem loop are remnants of a GC code. The later anticodon
stem loops incorporated the anticodons for the GCA code and then for the GCAU code [29–31].
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4.3. The Maturation of tRNAs

There are two proto-tRNA-type structures available, an arm and stem loop, each containing the
CCA end. The ligation of two such sub structures has been referred to as the boomerang, (Figure 7C).
A second ligation of two stem-loop substructures formed the so-called dumbbell, (Figure 7D). Such a
boomerang functioning as a truncated tRNA has been found in the mitochondria of the worm Enoplea.
“There, the mitochondria of some metazoans, contain deviations from the consensus tRNA structure,
some tRNAs lack both the D- or T-arm without losing their function. In Enoplea, this miniaturization
comes to an extreme, and functional mitochondrial tRNAs can lack both arms, leading to a considerable
size reduction, and a flexible link between the anti-codon arm and the CCA acceptor arm. Hence, it is
believed that the single connector elements in these transcripts have an increased flexibility in order to
allow the formation of an extended 3D tRNA shape, bringing the anticodon loop and 3′-terminus into
a conserved distance that is required for acceptance by the ribosome and, consequently, participation
in translation. This shape deviates from the classical L form and is more boomerang-like [32].

The ligation between the stem loop (Figure 7B) and the anticodon stem loop (Figure 7B) containing
the anticodons generated a second structure referred to as the dumbbell, as shown in Figure 7D. Finally,
the ligation of these two substructures, the boomerang and the dumbbell, resulted in the secondary
structure of the tRNA, the cloverleaf, as shown in Figure 5.

Figure 7. Possible maturation of the full tRNA: (A) arm with CCA attachment, fused with (B) stem
loop with CCA attachment resulting in (C) the boomerang that then fused with (D) the dumbell
resulting in the tRNA cloverleaf secondary structure in Figure 5 and the full 3D, folded tRNA structure
pictured here.

The 2D cloverleaf representation of the tRNA in Figure 5, when compared to the 3D structure in
Figure 7, shows a complex change in its configuration due to the coevolution of the proto-tRNA with
the aminoacyl-tRNA synthetases and the large subunit of the ribosome (LSU) and the small subunit
(SSU) of the ribosome. The accretion model of the tRNA was implicit in forming the seed for the
accretion models of the LSU and the SSU of the ribosome [33].

4.4. The Accretion Models of the tRNA and the Seeds for the Ribosome

The proto-tRNA and its interactions with the proto-ribosome points us to the accretion model
for the ribosome as proposed by Petrov et al. [33]: “In phase 1, ancestral RNAs form stem loops and
minihelices. In phase 2, the LSU catalyzes the condensation of nonspecific oligomers. The SSU (small
subunit of the ribosome) may have a single-stranded RNA-binding function. In phase 3, the subunits
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associate, mediated by the expansion of tRNA from a minihelix to the modern L shape. LSU and SSU
evolution is independent and uncorrelated during Phases 1–3”.

In phase 1, the start of the accretion model for the LSU and the SSU began with a set of ancestral
RNAs. The source for this set of RNAs was not identified. It is here proposed that the source for
their accretion model [33] was the same as that for the accretion of the tRNAs, which began with di-,
tri-, and tetra-nucleotides ligated to form various additional stem-loop structures that supplied the
seeds for the accretion model of the LSU and SSU of the Ribosome. An example was the minihelix
formed by ligation of a seven-member helix (arm), with the GC code in the arm, and five-member
stem, with a seven-member loop containing a CGA triplet. The difference between the boomerang and
the minihelix is the ligation took place without the XCCA on the arm and the TΨCG stem loop.

The seed for the large subunit of the Ribosome was the minihelix, similar to those forming the
proto-tRNAs, Figure 8. A number of suggestions have been made for the formation of the PTC of the
LSU. However, the one by Tamura is most relevant as it involves the tRNA. Tamura [34] proposed that
the minihelix was an ancestral precursor of both the modern tRNA and of the large ribosomal subunit
PTC (peptidyl transferase center). He claimed that “...considering the RNA minihelix as the molecule
of origin can definitely lead us to attaining our goal of elucidating the emergence of the modern peptide
synthesis machinery of the ribosome”. This idea was examined by Farias et al. [35] by reconstructing
probable ancestral tRNA sequences from extant tRNAs and comparing them with the large subunit
PTC RNA from a range of different organisms. The result showed a remarkable sequence identity.

Figure 8. Minihelix example, proposed by Tamura [34] as a seed for the ribosomal subunits.

Note, a recent model derives the tRNA from three minihelices similar to those proposed for the
accretion models of both the ribosomal subunits. “The conserved archaeal tRNA core (75-nt) is posited
to have evolved from ligation of three proto-tRNA minihelices (31-nt) and two-symmetrical nine-nt
deletions within joined acceptor stems (93 − 18 = 75-nt)” [36].

4.5. Early Function of the LSU Proteins

What was the initial function of the proto-LSU? It was examined by Schimmel et al. [31] in testing
the operational code with a variety of truncated tRNAs with XCCA at the 3′ ends. The truncated
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tRNAs were able to interact with the catalytic domain of the class II aminoacyl-tRNA synthetase and
add the amino acid to the CCA. However, if the arm was long enough it bound to the PTC of the
LSU and transferred the amino acid to a growing peptide. Thus, the most likely early function of the
proto-LSU, composed of little more than the PTC, was to have bound two minihelices; and by bringing
the activated amino acids attached to the XCCA into contact allowed the formation of dipeptides.
It generated longer peptides that would depend on the further formation of the tunnel. There was
a GC code (operational code) in the arm of the proto-tRNA that interacted with class II synthetases
catalytic modules and perhaps the GC code in the arm stabilized the formation of the dipeptide with
the PTC of the proto-LSU.

4.6. The Origin of the SSU

Gulen [37] proposed, that the Domain A of the extant SSU plays a crucial role in the SSU by forming
a scaffold linking the other SSU domains, Figure 9. As such, it was proposed as the starting center, or
seed, for an accretion model of the SSU. There is an interaction in this substructure, which mimics the
elbow of the tRNA. The structure of this proposed SSU seed also has interesting similarities to the
boomerang structure in Figure 7C, of the proposed intermediate form of the earliest Proto-tRNAs above.

Figure 9. Proposed SSU seed, domain A Gulen et al. [37]. The SSU domain A was proposed to include
SSU helices H27 and H28, resulting in a structure similar to the structure of the “boomerang” tRNA
intermediate proposed structure in Figure 7C. Figure 9 has been provided by Anton Petrov.

This proposed seed supports the link between the tRNA accretion model and that of the ribosome
subunits [38]. The merger of the arm with the stem loops, completes the search for the origin of the GC
code. It is in coevolution of the catalytic domain of the class II Aminoacyl-tRNA synthetases and the
XCCA and the operational code in the arm of the tRNA.

4.7. What Was the Function of the Proto-SSU?

The extant SSU’s functions involve the binding of a messenger RNA and a tRNA whose anticodon
stem loop reads the codon on the messenger RNA. This is an evolved form of what happened with
the proto-messenger RNA and with the stem loops containing the GC anticodons for the triplets in a
proto-messenger RNA. The proto-message was due to the ligation of triplets and provided an alternate
method of forming coded short peptides of Glycine, Proline, and Alanine. Then, as proposed above,
the anticodon stem loops also contained a CCA-3′ end with an activated amino acid.
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It is here proposed that the proto-SSU was where a coded form of peptide synthesis took place
before interacting with the LSU. The stem loops which were synthesized from doublets and triplets
resulted in stem loops with a GC code in the five base paired helix of the stem and with a GC code in
the seven-membered nucleotide loop. This allowed the XCCA on the stem to form an ester with an
amino acid catalyzed by a catalytic module of a proto-class II aminoacyl-tRNA synthetase. The amino
acid ester on the CCA of a stem loop of a proto-tRNA was coded for by a codon on the proto-messenger
RNA. Moreover, the adjacent amino acid ester on the CCA of stem loop proto-tRNA formed a coded
dipeptide and, if continued formed a longer coded peptide. The proto-ribosomal subunits (LSU and
SSU) began with their key functions independently before merging to form the ribosome. This later
interdependence is supported by the full ribosomal accretion models of the Georgia Tech group [33,38].

5. tRNA and Replication

The above accretion model for the tRNA is also a model for the replication of the proto message
as well as for the earliest form of the ribosomal subunits. “The earliest catalyst RNA ligase spliced two
RNA molecules by forming 3′–5′ phosphodiester bond between the 3′ hydroxyl of one RNA molecule
and the 5′ phosphate of another RNA molecule. It is, therefore, relatively easy to use a polymerized set
of primitive single-stranded triplets as a template for the polymerization of a complementary set of
triplets, which are polymerized by a primitive RNA ligase. The same complementarity between the
triplets or doublets in the loops between the stem anticodon loops are used in translation and it would
be no accident that replication and translation were similar processes” [39]. Thus, the origin of the
GC code was a tale of three peptide catalysts: The nucleotidyltransferases CCA enzyme, the class II
catalytic domains, and the RNA ligase. We can continue to trace the evolution of the genetic code with
the ribosomal proteins.

Ribosomal Proteins and the Evolution of the Genetic Code

The ribosome is a complex molecular machine found within all living cells, that serves as the
site of biological protein synthesis (translation). Ribosomes link amino acids together in the order
specified by messenger RNA (mRNA) molecules. Ribosomes consist of two major components:
The small ribosomal subunits, which read the messenger RNA; and the large subunits, which join
amino acids to form a polypeptide chain. Each subunit comprises one or more ribosomal RNA (rRNA)
molecules and a variety of ribosomal proteins (r-protein). The ribosomes and associated molecules
(e.g., the aminoacyl-tRNA synthetases) are also known as the translational apparatus.

There has been a coevolution between the tRNA and the Ribosome. This has been observed at
two different levels. First there has been an extensive accretion model developed for the evolution of
the ribosome. In its early phases, it parallels that of the above tRNA accretion model for the tRNA [33].
Second, an analysis of the ribosomal proteins has provided insight as to a sequence in the emergence of
different structural types of peptides and the resulting block structure of the ribosomal proteins. Most
important here are the large subunit protein extensions to the PTC (peptidyl transferase center). These
are largely without secondary structure and are rich in Alanine, Proline, Glycine, and positive amino
acids, implying that they were early-encoded peptides based on a GC code. The other key characteristic
of the ribosomal proteins is that they appear to have been assembled from multiple shorter peptides.
This is reflected in their taxonomic division block structure [40]. Finally, the structural complexity of
the ribosomal proteins increase as each one goes out from the random coils at the PTC to the tunnel,
and finally to the surface of the ribosome, changing from simpler random coils, through mostly beta
hairpins, to alpha beta domains and finally to alpha domains.

6. Conclusions

(1) The first replicators were self-replicating iron-rich clays which fixed carbon dioxide into oxalic
and other dicarboxylic acids.
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(2) “ . . . this system of replicating clays and their metabolic phenotype, then evolved into the
sulfide-rich region of the hot-spring acquiring the ability to fix nitrogen. The feedback between the
clay surfaces and the early metabolic products, oxalic acid, citric acid amino acids, and short peptides
result in the synthesis of the clays themselves. It is this feedback, which is involved in the selective
forces, that expands the metabolic network. Finally, phosphate was incorporated into the evolving
system, which allowed the synthesis of nucleotides and phospholipids. If biosynthesis recapitulates
biopoiesis [41], then the synthesis of amino acids preceded the synthesis of the purine and pyrimidine
bases. Furthermore, the polymerization of the amino acid thioesters into polypeptides preceded the
directed polymerization of amino acid esters by polynucleotides. “Thus, the origin and evolution of
the genetic code is a late development and records the takeover of the clay by RNA” [42].

(3) The proteins of the translational apparatus have a memory of their evolution and thus we can
read that record.

(4) The arrival of RNA in the biosphere is best understood by the origin and evolution of the
tRNA. The remaining problem is the evolution of the GC code to the GCA code and to the GCAU code,
as exemplified in the proteins of the translation apparatus.

(5) The origin of the genetic code began with a GC code. The evolution of the genetic code from
the GC code to the GCA code is based on the further coevolution of the aminoacyl-tRNA synthetases
and the proto-tRNA. For example, the entry of Glutamic acid into the coding system means that
the catalytic domain of the class I aaRS, the Rossmann fold, must be introduced and its evolution
worked out. The appearance of the wobble is visible in the A column of the genetic code: Glu/Asp,
Gln/Hist, Lys/Asn (e.g., Glu (GA pur)/Asp (GA pyr) share the GA* codon). The wobble is related to
the introduction of the anticodon domains of the class I and II synthetases. The coevolution of the
proto-tRNA evolution with the evolution of the anticodon domain likely explains the origin of the
wobble. The further evolution of the 3D structure of the tRNA, especially the elbow, involves the
continuing evolution of the LSU and SSU of the ribosome and the interaction of those two subunits.
These will be dealt with in our next paper.
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Abstract: Extant life uses two kinds of linear biopolymers that mutually control their own production,
as well as the cellular metabolism and the production and homeostatic maintenance of other
biopolymers. Nucleic acids are linear polymers composed of a relatively low structural variety
of monomeric residues, and thus a low diversity per accessed volume. Proteins are more compact
linear polymers that dispose of a huge compositional diversity even at the monomeric level, and thus
bear a much higher catalytic potential. The fine-grained diversity of proteins makes an unambiguous
information transfer from protein templates too error-prone, so they need to be resynthesized in every
generation. But proteins can catalyse both their own reproduction as well as the efficient and faithful
replication of nucleic acids, which resolves in a most straightforward way an issue termed “Eigen’s
paradox”. Here the importance of the existence of both kinds of linear biopolymers is discussed in
the context of the emergence of cellular life, be it for the historic orgin of life on Earth, on some other
habitable planet, or in the test tube. An immediate consequence of this analysis is the necessity for
translation to appear early during the evolution of life.

Keywords: digit multiplicity; information; transmission; encoding; translation; diversity; function

1. Introduction

The analogy between the role of linear biological polymers in cellular life, and that of strings
composed of digits in the elaboration and transmission of discrete information, is as old as
the foundations of information theory [1–3] and the Central Dogma of molecular biology [4–6].
The definition and understanding of “information” in the former theory finds its analogy in the latter
through a shift on a superordinate level, in a metaphor [7]. Classical information theory presupposes
that the transmission of information is based on a purely one-way “Laplacian” deterministic transfer
mechanism whereby the instruction encoded in a one-dimensional (“linear”) digital information
determines fully the outcome; it implies causality and, in principle, “bottom-up” predictability. This of
course is not the case in living organisms. Even in the most simple organism there are, despite the
Central Dogma stating a strict irreversibility of information transmission, feedback mechanisms that
“impose” changes in the “programme” of the descendants of the very organism, through the selection
of stochastic errors, and thus permit its “evolution” in a Darwinian sense, hence, a change in frequency
and abundance of a heritable trait of a population, through adaptation and in competition (“fitness”)
with others, as opposed to through random drift, migration or molecular changes per se. Therefore,
the metaphorical use of information theoretical or mathematical terms like “programme”, “code”,
“signal”, “noise”, “random”, “algorithm” for the description of physical, chemical and biological
phenomena and processes need to be taken with uttermost care and a full awareness of the pros and
cons of metaphors across these research domains.

Having said that, the advent of an upcoming new non-deterministic information theory, owing
to expected developments in the artificial intelligence (AI) field, will probably induce a general
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overhaul of classical information theoretical terms, since life-like extrinsic feedback mechanisms are
not only inevitably emerging but also at the very heart of AI [8]. Likewise, in a number of expected
processes, that are thought to have taken place shortly before and during the (or any other) orgin of life,
the differences between genotype and phenotype are expected to be less pronounced and the strength
of intrinsic and extrinsic feedback mechanisms weaker than they are in extant biota [9,10]. Therefore,
it is worthwhile to keep analysing the effects of linear biological polymers in the light of information
theory [11]. Here the consequences of different multiplicities of digits in linear polymers (strings)
are examined with respect to the information transmission from one to another biopolymer and
their respective functional competences. It will become apparent that both low-digit and high-digit
linear polymers are likely to be prerequisite for any life form to emerge from complex prebiotic
chemical systems.

2. Information Transmission and Capacity of Digital Strings

According to Claude Shannon [3], the information content of a string of M digits to be transmitted,
termed here Shannon Information (SI), is inversely related to its expectancy of appearing by chance
from a random alignment of its digital components. SI is thus a measure of “unpredictability”
and “randomness”, since the more unlikely a particular sequence of M digits is to self-assemble by
pure chance the more its occurrence is “informative” [7] and “patterened” [11]. The amount of this
information stored in a string of binary digits is proportional to the logarithm of N possible states of
that system, denoted log2 N (Equation (1)). Changing the base of the logarithm to a different number
b has the effect of multiplying the value of the logarithm by a fixed constant log2 b. The choice of
the base b determines the unit used to measure information, for which different unit names are used:
bit/shannon (binary digit) for b = 2, nit/nat/nepit (natural or Neperian digit) for b = e ≈ 2.718, trit (trinary
or ternary digit) for b = 3, quit (quaternary digit) for b = 4, dit/ban/hartley (decimal digit) for b = 10,
and so forth. One nit ≈ 1.443 bits, 1 trit ≈ 1.585 bits, 1 quit = 2 bits, 1 dit ≈ 3.322 bits, etc. M denotes
the number of digits in a string (Equation (2)). The longer the string the proportionally higher the SI
(Equation (3)).

SI(N) = log2 N = logb N · log2 b (1)

N = bM (2)

SI(M) = M · log2 b (3)

The digit multiplicity b, that is, the number of different digits in a string, can in principle vary
without limitation. The higher the multiplicity b the shorter the string with identical information
storage capacity and SI (Table 1). For example, 40-meric bit strings (SI = 40 bits) can realise about
a (long-scale) trillion different variants. Roughly the same information storage capacity is realised
by their “compression” to 26-meric trit strings, 20-meric quit strings, 18-meric quint strings, and so
forth. The higher multiplicities chosen in Table 1 (b > 5) refer to the possible generation of “secondary”
high-digit strings from the “primary” low-digit strings through the usage of a code that enhances
the multiplicities b to higher b’ values by integer exponents {2, 3, 4}: 23 = 8, 32 = 9, 24 = 42 = 16,
33 = 27, 43 = 64, 34 = 81, 44 = 256 (see also Figure 1). Another multiplicity denoted b’eff refers to a partly
redundant use of a higher multiplicity b’, vide infra.

The usage of information theoretical SI for the calculation of the “unpredictability” in biopolymers
of extant biota, such as polynucleotides and polypeptides, is in that sense questionable as all evolved
life forms did not emerge from random self-assemblies of its monomeric residues; on the contrary,
they evolved from deletions, insertions and rearrangments of whole DNA segments from “horizontal
gene transfer”, and from “random walks through sequence-space” being carried over in minute
mutation steps from antecedent organisms to their progeny that happened to be “fit” enough to give
viable offspring again. However, in the context of an origin of first cellular life from complex chemical
systems, “random” self-assemblies—with all constraints imposed by the real atomistic chemistry that
differentiates this kind of randomness from true randomness in an abstract mathematical sense—could
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be reasonably plausible events happening in a prebiotic environment, given recurrent chemical
potential gradients and the prebiotic availability of sufficiently large amounts of linear polymers of
some realistic distribution of limited lengths M. Therefore, it makes sense to analyse processes that
could have occurred on the early Earth, or that might occur under other comparable circumstances,
in the light of information transmission according to the formalism pioneered by Shannon, as well as
purely combinatorial information storage capacity assuming equal probabilities for all string sequences.

Table 1. String lengths M, binary string compression factors ‡ and approximate SI values for strings of
different integer-digit multiplicities # bearing approximately the same storage capacity N ≈ 1012 §.

Digit
Multiplicity # String Length

M
String Compression ‡

Mb = 2/Mb≥2

Shannon Information
(Equation (3), b’eff: →b’: →b)

Storage Capacity N §

(Equation (2), b’eff: →b’: →b)
b b’ b’eff

2 40 1.00 40 bits 240 ≈ 1012

3 26 1.54 ≈ 41.2 bits = 26 trits 326 ≈ 1012

4 20 2.00 40 bits = 20 quits 420 ≈ 1012

5 17-18 2.35–2.22 ≈ 39.5–41.8 bits 517–18 ≈ 1011–12

8 13-14 3.08–2.85 ≈ 39.0–42.0 bits 813–14 ≈ 1011–12

9 12-13 3.33–3.08 ≈ 38.0–41.2 bits 912–13 ≈ 1011–12

16 10 4.00 40 bits 1610 ≈ 1012

20 9-10 4.44–4.00 ≈ 38.9–43.2 bits 209–10 ≈ 1011–13

27 9 4.44 ≈ 42.8 bits 279 ≈ 1012

64 6-7 6.67–5.71 ≈ 36.0–42.0 bits 646–7 ≈ 1011–12

81 6 6.67 ≈ 38.0 bits 816 ≈ 1011–12

256 5 8.00 40 bits 2565 ≈ 1012

# b’ = b2, b3, b4 (three different codon lengths); b’eff = reduced through redundancy from higher b’, cf. Section 3.
‡ cf. complexity Ψ = bits per monomer (e.g. per nucleotide, codon, amino acid) [9]. § precision within ±1 order
of magnitude.

3. Low-Digit Memory Polymers

The bricks that biotic nature—as we know it on Earth—uses to maintain a systemic memory
throughout many generations of reproduction of individual system units, that themselves individually
almost fully degrade and ultimately vanish, are composed of nucleic acids. Nucleic acids can
harbor and transmit an astonishingly large number of information through more or less faithfully
copying long strings termed “linear polymers”. In biotic nature these strings are very soluble
and solvent-accessible polyanionic linear polymers composed of 4 different (but similar) “letters”.
In information theoretical terms these are quits (not Qbits) realised by the nucleotides A, G, C and
U or T. Natural quits are pairwise complementary to one another through the Watson–Crick rules
(G–C, A–U or A–T), which gives the grounds for faithful template-directed copying as during cellular
replication (double-copying of complementary single-stranded DNA), or complement-copying, as for
the transcription or reverse-transcription of strings of nucleic acids of virtually deliberate length (from
DNA to RNA or vice versa). Upon translation, in contrast, specific “coding fractions” of these strings
of quits, rather than being recognized one by one as during complement-copying, can be read out by
anticodons—parts of transfer RNA bound to ribosomes—as a series of consecutive 3-letter “words”
termed “base triplets”, that is, information theoretical unitary blocks of 3-quit “quytes” (3Q), that are
chained up in heterogeneously and almost deliberately long “sentences” termed “reading frames”
(genes). The grammar, syntax and dialects (gene regulation, message editing, epigenetics) used in
these sentences are then a matter of system unit type and network organization, for instance, cell (germ
line or somatic), organism, species, interaction with other species, ecological traits and niches, and
so forth.

Biotic nucleic acids such as RNA and DNA, whether translated or not, are used in known animate
systems as quit carriers that are relatively easy to copy through molecular templating, irrespective of
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whether this copying is assisted by enzymes or not. The information theoretical difference between
enzyme-catalyzed or enzyme-free (“spontaneous”) template copying is merely the fidelity resulting
in a more or less complete carry over of the information from template polymer to product polymer.
Complementary or self-complementary read-outs, that is, the copying and encoding rules as we know
them from biotic genome replication, transcription and the “universal genetic code”, are reducible to
the hydrogen bond donor-acceptor patterns that are being exposed from the so-called Watson–Crick
face of the natural nucleobases of each nucleotide [12,13]. These patterns are not limited to the
natural nucleobases. Other N-heterocycles may furnish different patterns and thus distinct pairing
preferences [14]. Therefore, from a purely chemical point of view, molecular template variants like
binary- or ternary-digit memory polymers composed of strings of subsequent bits or, respectively,
trits are well imaginable (Figure 1). These bits or trits could be complementary through different
pairing modes. In principle, each bit or trit could be strictly self-complementary, bearing an exclusively
self-recognising pairing property: 0 pairs only with 0, 1 pairs only with 1, 2 pairs only with 2.
Chemically much more likely, alternative bit genomes could be composed of only, for instance, G and
C or only A and U, where one digit (0 or 1) is complementary to the other (Figure 1A). Alternative trit
genomes could bear two digits that are complementary to one another (e.g. 0 pairs with 2) and a third
strictly self-complementary digit (1 pairs only with 1), thus being composed of, say, G, C and X, the
latter being an exclusively self-recognising nucleotide (Figure 1B).

In addition, the coding fractions of such low-digit memory polymers could be read out, for
example, as 4-bit bytes (4B) or 3-trit trytes (3T). Biotic 3-quit quytes (3Q: natural base triplets) comprise b’
= b3 = 43 = 64 different values, thus offer 64 different triplet “codons” (large frame in Figure 1C). So
do 6-bit bytes of binary memory polymers (6B: b’ = 26 = 64, not shown) but such long codons would
necessitate hexaplet anticodons for translational read-out. Shorter 5-bit bytes (5B) generate b’ = 32
different pentaplet codons. Chemically more realistic are 4-bit bytes (4B) giving rise to b’ = 16 different
quadruplet codons and 3-bit bytes (3B) giving merely b’ = 8 different triplet codons (Figure 1A). In
ternary-digit memory polymers, blocks of 3-trit trytes (3T) produce b’ = 33 = 27 different triplet codons,
whereas 4-trit trytes (4T) generate b’ = 34 = 81 different quadruplet codons. The latter set of codons
would suffice for an even larger than natural (biotic) diversity of translated digits b’, compare the 4T
code in Figure 1B with the 3Q code in Figure 1C. Of note, the information storage capacity is invariant
irrespective of the type of code used to compact the low-digit into a high-digit string, cf. identical left
and right values bM and SI before and, respectively, after translation, e.g. bM = 228 = 414 = 167; 328 = 914

= 817; 428 = 1614 = 2567 (see Figure 1A–C for SI values).
These are simply numerical-combinatorial guidelines that exempt “degenerate” (redundant) and

“stop” codons. The modern-day ribosomal translation mechanism has established a universal genetic
code based on 64 different 3-quit quytes, i.e., triplet codons that are currently occupied by merely 20
“proteinogenic” amino acids and usually 3 stop codons, unless a biocompatible “expanded alphabet”
for triplet codons has been artificially introduced at selected positions using synthetic nucleotides
that offer a distinct “orthogonal” pairing selectivity that may differ from the natural Watson–Crick
rules [12,15–20]. Most of the twenty proteinogenic amino acids are encoded by a set of faster and
slower, thus, more or less erroneously translated, redundant codons being read by more abundant
and, respectively, rarer “isoaccepting” anticodon triplets all carrying the same amino acid. Hence, the
multiplicity b’ in the secondary “condensed” high-digit polymer is reduced to an effective high-digit
value b’eff = 20. Already the fact that the effectively used multiplicity in extant biota is less than a
third of the theoretically possible (20 amino acids + 1 stop/64 codons) hints at a limit that organic
molecules encounter. It is the recognition selectivity, the uniqueness and reliability of a specific
molecular recognition that becomes increasingly ambiguous and error-prone with growing diversity
of the digits [9,11]. This is the information theoretical ground for the “central dogma” of molecular
biology to be a correct assumption [4–6]. Nature can reliably transmit information, being imprinted
into molecular atom arrangements under liquid water-conditions only from low-digit to low-digit, or
from low-digit to high-digit polymers, never from high-digit to low-digit polymers. These low-digit
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read-outs from high-digit polymers would immediately loose their informational identity. Molecular
recognition of high-digit polymers, thus from highly diverse molecular variants, is too ambiguous.

 

Figure 1. Cont.
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Figure 1. Template-copying and translating an exemplary string of total M = 40 residues

composed of b different digits transmitting, according to Equation (3), a given amount of Shannon
Information SI(M) from one parental string to others. Upper part: Transcription/Replication.
A single complement-copying event (vertical arrow) is realised during, both, transcription (or reverse
transcription) and the first step of replication; the second (horizontal) step applies to replication only.
Complement-copying rules (small round-edged shaded frames) by virtue of a minimal requirement
for self-complementary digits, i.e., bits {0,1}, trits {0,1,2} and quits {0,1,2,3}. Lower part: Translation of
consecutive blocks (B = bytes, T = trytes, Q = quytes) of 2–4 digits (A bits, B trits, C quits). The reading
frame (underligned coloured digits) is translated into products (strings of letters) of a condensed
residue number M’, higher digit multiplicity (diversity) b’ = b2–4, and unchanged SI’. Frameshifts M1–2

for 2-digit blocks, M1–3 for 3-digit blocks and M1–4 for 4-digit blocks generate alternative translation
products of the same length M’, diversity b’ and SI’ but radically different sequences. (A) Binary digit (bit)
strings, replicated and translated from 2–bit bytes (2B), 3–bit bytes (3B) and 4–bit bytes (4B). (B) Ternary
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digit (trit) strings, replicated and translated from 2–trit trytes (2T), 3–trit trytes (3T) and 4–trit trytes (4T).
(C) Quaternary digit (quit) strings, replicated and translated from 2–quit quytes (2Q), 3–quit quytes (3Q)
and 4–trit quytes (4Q, code and translation products not shown). Shadowed large frame: the current
natural (biotic) memory system are quit strings being translated from reading frames of consecutive 3Q
utilizing b’ = 64 codons that are reduced, mainly for fidelity reasons, to b’eff = 20 effectively translated
digits, viz. the “universal genetic code” for 20 different amino acids and a stop signal (i.e., lack of
amino acid). Reproduced and modified from The Handbook of Astrobiology; published by CRC Press,
2019 © Taylor & Francis [21].

4. High-Digit Functional Polymers

The copying and encoding principles shown in Figure 1 insinuate that unbranched molecular
strings (1D polymers) composed of a limited number of different monomeric complementary residues
(monomers), that is, strings that bear a relatively low multiplicity of digits (low b), are likely to be a
general feature of memory keepers in any animate system. The lower the digit multiplicity the simpler
the composition of the template and less ambiguous it is to copy and replicate the string on a molecular
level [22]. This generates fewer errors in template-copied memory polymers, thus, a higher replication
error threshold for a given spreading “quasi-species” (similar genome population), and eventually
imposes a weaker selection pressure on the maximal genome length of any evolved organism [23–25].

The opposite is true when it comes to functional translation products, in which the higher their
digit multiplicity is (high b’) the stronger the compression, the shorter the resulting string lengths
(lower M’). A comparison between primary low-digit and secondary high-digit polymers of the
same string length (when M = M’) reveals a much higher structural diversity of the latter. This high
diversity is further multiplied by the number of reading frame shifts (Mb) that give rise to an encoded
set of a completely different choice of translated string sequences (Figure 1A–C, below each code).
This generates translated string polymers that are inherently difficult to copy through direct templating,
since the complement rules—analogous to the Watson–Crick base pairing rules—needed to be as
manifold and exclusive as the digits are diverse. On the other hand, the longer the translation blocks
(codons, translated words) in the messenger nucleic acids the more compact is the generated diversity
of the secondary polymer, which allows for more diverse “molecular functions” at a given secondary
string length M’. A higher compositional diversity means a wider, more versatile and fine-grained
(higher dimensional) sequence space, thus lending such polymers easier access to their folding and
assembly into structurally more defined, more rigid, catalytically more competent functional objects [9].

5. Discussion: What to Expect from Linear Biopolymers of Unknown Biota

At unchanged SI the compression Mb = 2/Mb ≥ 2 of a string of digits upon enhancement of the
digit multiplicity b follows a binary-logarithmic dependence (Equation (4), numerical examples in
Table 1).

Mb = 2/Mb ≥ 2 = log2 b (4)

All digital devices are based on bit string information storage and transmission systems.
The lowest possible digit multiplicity works best despite the resulting longest possible string length M.
Not only are uncompressed bit strings highly unpredictable in Shannon’s sense. Historically, electronic
devices work most reliably when the digits are encoded by a “weak current” of whatever strength {1}
and “no current” {0}. The storage and transmission of this kind of string is least error-prone, since the
difference between “zero” and “more than zero” is the largest possible, so a binary digital read-out
delivers the highest signal-to-noise ratio [11]. If the digits were “tension”, one could feed computers
with trit string instructions based on sequences of “no tension” {0}, “positive tension” {1} and “negative
tension” {2} of whatever strength. The resulting strings would be log23-fold shorter, the information
more compact, but also more error-prone to transmit. Dangerously unreliable would be the usage of
quit strings in digital devices. The digits would have to be realised from a “highest current”, “high
current”, “low current” and “no current” code. Replace “current” and “tension” with “amplitude”
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and, respectively, “frequency (wavelength)” or “phase transition” (liquid-solid, amorphous-crystalline,
absorbing-reflective, and so forth), and the same applies to optical data storage devices. Human minds,
at the other extreme, can easily distinguish all dits from one another (and more). It is all a matter of the
distinguishability and of the similarity of the digits.

Biotic nature has hitherto evolved quit strings as macromolecular memory carriers, why b = 4?
With respect to bit strings this means a two-fold compression. As long as we cannot precisely
measure the similarity of molecular digits (but see [11]), a general quantified answer remains elusive.
These primary quit strings code in parts for vigintit strings, b’eff = 20, which means that the translated
parts are furthermore two-fold compressed isoinformational secondary polymers (four-fold with
respect to bit strings). To obtain a quantitative answer, why quit-to-vigintit and not any other low
digit-to-high digit translation, is impossible by analytical means owing to the complexity of extrinsic
and intrinsic feedback networks, as mentioned in the introduction. However, as for the population
dynamics of replicators [26], the dynamics of the stochastic generation of translation products is
best approached by simulation methods from differential equations, particularly of the kind, where
the translation fidelity comes out “impedance-matched” to that of the replication of the whole
genome [9,10].

Generally, the reason why quit strings have evolved to reach a stable dynamic optimum in
extant biota has a strong bearing with “Eigen’s paradox”, which states: there is no accurate replicase
without a large genome and there could be no large genome without an accurate replicase. Thus,
the information that can be reliably replicated is less than the information necessary to code for the
replicating machinery being composed of strings of the same digit multiplicity. Various ways of
resolving this paradox have been proposed and are being worked at. One of the current difficulties
in modeling evolutionary population dynamics is to properly outline the scope of “selectability”
of replicators, that is, the emergence of Darwinian selection through the extinction of competing
sub-populations of coexisting replicators while maintaining the survivors stable, for example, stable
against parasites, yet still evolvable over space and time in the sense that the survivors may integrate
more different replicating (memory) polymers without making the whole system collapse. It turns out
from the research of the past decade that spatially explicit systems of cooperating replicators, that are
irrevocably coupled to (“fed by”) metabolic reaction networks, are incomparingly more robust than
replicators devoid of metabolism. The intrinsic coupling of translation and replication in reflexive
genetic information systems, thus comprising genes whose expression by rules can, in turn, execute
those expression rules, are particularly effective and fast in dynamically stabilising the robustness of
evolving replicator systems.

One of the most remaining problems is the intrinsic molecular trait of macromolecular low-digit
polymers originating from the obligatory mutual affinity between template molecule and product
molecule. Macromolecules usually replicate in the parabolic growth regime in which every generation
of replicators produces on the average fewer complementary products per template than the previous
generation (per template) [27], a general phenomenon termed “strand inhibition”. The very attribute
of low-digit polymers, that makes them relatively easy to replicate through template copying, renders
them too slow growing in numbers required to open the gates for truly competitive population
dynamics, thus for Darwinian selection to apply. What transpires most out of this dilemma is the need
for polymers of high catalytic potential, much higher than that of low-digit memory polymers (see
Supplement to ref. [9]). Not only are low-digit polymers too inefficient in catalysing the attachment of
codon-cognate high-digit monomers to low-digit polymers needed for an operational genetic code
(specific aminoacylation of transfer RNA), this requires a high degree of selectivity with respect to
the recognition of, both, a high variety of high-digit monomers and low-digit polymers (amino acids
and transfer RNA), which can only be accomplished by high-digit polymers (proteic aminoacyl RNA
synthetases). In addition and most importantly, only high-digit polymers, by virtue of providing
efficient replication machineries (proficiently selective catalysts), can bring down the residual intrinsic
error-proneness of low-digit polymers to levels that resolve Eigen’s paradox and heave the units
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that harbour them (cells) into the exponential growth regime, where different units can compete
with one another and thrive through mutation and selection. In an origin of life context, this is the
most fundamental reason for translation to occur at an early stage of evolution. In the wording of
a biochemist: nucleic acid helicases and polymerases (protein enzymes), that open up nucleic acid
double-strands and, respectively, insert highly selectively the complementary mononucleotides to
each template-bound primer strand within the same generation—resulting in exponential growth of
dynamically stable populations—are needed very early on in an evolutionary timescale. For this to
happen, the production of highly diverse gene products is extremely advantageous (Figure 2), if not
mandatory [9,10].

On the other hand, the extant translation machinery itself is mainly composed of few long
low-digit polymers (ribosomal RNA) and an optimal number of uniformly small high-digit polymers
(ribosomal proteins). It turns out that the highest possible efficiency of production of the translation
machinery, that is, the need to sequester as little autocatalytic enzymatic time as possible to synthesise
this machinery, in order to have as much available time as possible to produce other catalysts than
itself, is the guiding concept for the fact that ribosomes are mainly composed of RNA with a high
rRNA/r-protein ratio [28]. The time ribosomes invest in r-protein synthesis can be up to two orders of
magnitude longer than for an equivalent mass of rRNA, especially in fast growing organisms.

 

Figure 2. Translation of parts of low-digit memory polymers into high-digit functional polymers as a
means to achieve inheritable exponential population growth. The expectedly much higher catalytic
potential of high-digit polymers (gene products) allows for more efficient use of the templating ability
of the low-digit memory polymers (containing genes), both in terms of copying fidelity Q = (1–μb)M,
where μb denotes mutation probability of every digit, and population growth order p, where 0 < p < 1
defines the parabolic growth regime and p = 1 the exponential growth regime, in populations of
replicators xi that grow in time t, as in dxi/dt = ki xi

p, where each replicator population i replicates with
an apparent replication rate konstant ki.

Alternative nucleic acids composed of fewer letters, bits or trits rather than quits, could be
considered in extra-terrestrial biota and/or during early periods of the origin of life on Earth.
They might encode a smaller or larger choice of proteinogenic amino acids—or some other molecular
equivalent of a functionally more diverse polymer than nucleic acids—by translating from shorter
or, respectively, longer bytes or trytes as mentioned above and shown in Figure 1A,B. In principle,
alternative nucleic acids could also form triple complements through triple-strand formation or
even higher-order supramolecular string associations, which would change the stoichiometry of
transcription and replication. The chemical reality, as expressed in pairing/tripling/quadrupling/ . . .
properties of such alternative nucleic acids, would be expected to impose grave consequences on their
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copying and translation fidelity, and thus on the number of genes and maximal genome length [23–25].
In principle, memory strings could also be extended to higher than quaternary digit multiplicities
(not to be confused with a locally “expanded alphabet” of triplet codons) and translated using longer
than 4-digit blocks (pentaplet, hexaplet etc. codons). In the reality of macromolecules offered by
nature, however, more diverse higher-digit memory polymers are likely to be copied more erroneously,
since the monomers would necessarily be more similar to one another, again limiting the replication
error threshold, maximal number of genes and total genome length. In addition, longer codons than
quadruplets are at higher risk of being misread due to spontaneous frameshifting and mispairing,
which would produce more erroneously assembled proteins (secondary polymers) and necessitate a
more elaborate and costly error correction effort by the system.

Yet alien biota that would provide linear memory polymers that were markedly more rigid than
“natural” RNA or DNA, thus perhaps less prone to frameshifting and mispairing, should not be ruled
out a priori, not for chemical reasons. The overall energetic cost at the available energy influx needed
to generate such polymers, to keep their replication error threshold high, also to keep the erroneously
produced secondary polymers under a liveable limit, are probably much more preventive factors than
the huge choice of bricks that chemistry can in principle offer.

6. Conclusions

The chemistry on our planet apparently produced prebiotic bricks that could condense under
prebiotic reaction conditions into 1D polymers (nucleic acids) that could form double-strands,
at least locally in certain string zones, through the spontaneous association (hydrization) of pairwise
complementary digits, as shown for the complement-copying in Figure 1C. The digit multiplicity of
the first replicating nucleic acids (bit, trit, quit, etc.) is unknown, although there is a consensus on
bit polymers having preceded modern natural (biotic) nucleic acids that are generally quit polymers.
These prebiotic bricks are purine and pyrimidine ribonucleoside pairs that, under appropriate prebiotic
reaction conditions being present on this planet some 3.6 Gya, could condense with phosphate and
polymerize into RNA and similar RNA-like linear polymers [21]. At least a part of the early nucleic
acid single strands could synthesize 3Q-translated secondary polymers (Figure 2), viz. polypeptides
and proteins very early on, or else we would hardly expect the genetic code to be universal [29].
Apparently, on Earth, RNA proved to be the most successful “primary” memory polymer. Not only
can its monomer sequence be easily copied and faithfully reproduced. More faithful and streamlined
information storage carriers can be derived from RNA by its deoxygenation to DNA. Most importantly,
RNA not DNA can direct and catalyse the linking of amino acids into defined strings of polypeptides,
that is, take an essential part in catalysing the controlled dehydration of amino acids to produce amide
bonds, a process termed peptidyl transfer (PT). Strong evidence suggests that uncoded PT preceded
coded PT, thus, that RNA could grow polypeptide chains from amino acids before a recognition
system eventually emerged—from RNA, too—that allowed RNA-directed PT to profit from specific
codon–anticodon interactions, and thus to translate genetic information [30–32].

The arguments presented in this work insinuate that in other prebiotic environments perhaps
different kinds of linear polymers could become dominant and evolve in reproducing entities, and
this should not be excluded a priori from a chemical-molecular perspective. But we should expect
alien and very early biota to evolve right from the start string polymers of both kinds, low-digit and
high-digit variants, where the more diverse latter is encoded by the simpler former.
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world dynamics and stability of prebiotic replicator systems. Life 2017, 7, 48. [CrossRef] [PubMed]
27. Strazewski, P. The Beginning of Systems Chemistry. Life 2019, 9, 11. [CrossRef] [PubMed]
28. Reuveni, S.; Ehrenberg, M.; Paulsson, J. Ribosomes are optimized for autocatalytic production. Nature 2017,

547, 293–297. [CrossRef] [PubMed]

160



Life 2019, 9, 17

29. Theobald, D.L. A formal test of the theory of universal common ancestry. Nature 2010, 465, 219–222.
[CrossRef]

30. Strazewski, P. Omne vivum ex vivo . . . omne? How to feed an inanimate evolvable chemical system so as to
let it self-evolve into increased complexity and life-like behaviour. Isr. J. Chem. 2015, 55, 851–864. [CrossRef]

31. van der Gulik, P.T.S.; Speijer, D. How amino acids and peptides shaped the RNA world. Life 2015, 5, 230–246.
[CrossRef]

32. Carter, C.W., Jr. What RNA world? Why peptide/RNA partnership merits renewed experimental attention.
Life 2015, 5, 294–320. [CrossRef]

© 2019 by the author. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

161



life

Review

Exploring the Emergence of RNA Nucleosides and
Nucleotides on the Early Earth

Annabelle Biscans

RNA Therapeutics Institute, University of Massachusetts Medical School, Worcester, 01605 MA, USA;
annabelle.biscans@umassmed.edu

Received: 2 October 2018; Accepted: 3 November 2018; Published: 6 November 2018

Abstract: Understanding how life began is one of the most fascinating problems to solve. By approaching
this enigma from a chemistry perspective, the goal is to define what series of chemical reactions
could lead to the synthesis of nucleotides, amino acids, lipids, and other cellular components from
simple feedstocks under prebiotically plausible conditions. It is well established that evolution of life
involved RNA which plays central roles in both inheritance and catalysis. In this review, we present
historically important and recently published articles aimed at understanding the emergence of RNA
nucleosides and nucleotides on the early Earth.

Keywords: origin of life; prebiotic chemistry; nucleotide and nucleoside synthesis

1. Introduction

How did life begin? Where did the essential components to life—nucleic acids, proteins, and
lipids—come from? To answer these fundamental questions, efforts have been made to understand
the prebiotic synthesis of these biomolecules through chemical processes [1]. Nucleic acids, proteins,
and lipids share a similar atomic composition, which includes hydrogen, carbon, oxygen, nitrogen,
phosphorous, and sulfur. Therefore, we can assume that they have generated from common natural
constituents present on Earth. A large number of astrophysicists, physicists, and mathematicians
succeeded in identifying the plausible chemical composition of the early Earth using radio telescopes
and spacecraft, such as the Atacama large millimeter/submillimeter array (ALMA) implanted in
Chile’s Atacama Desert [2] and the Rosetta space probe [3,4]. They reported on morphological, thermal,
mechanical, and electrical properties and composition of the surface of satellites, planets, and comets.
Apart from water, carbon monoxide, and carbon dioxide, mixtures of fifteen compounds from the
chemical groups of alcohols, amines, carbonyls, nitriles, amides, and isocyanates were detected.
They showed that the favored geochemical conditions for life to arise involve volcanic activities and/or
the impact of meteorites, with complex organic chemistry; several sources of energy; and dynamic
light–dark, cold–hot, and wet–dry cycles [5]. Thus, an important amount of chemistry is potentially
possible to favor synthesis of biomolecules or their precursors from simple feedstock molecules.

Among the biomolecules, it is well established that RNA may have played a central role in the
early evolution of life. Indeed, RNA can not only act as an enzyme and perform catalytic reactions,
but it can also store and transfer genetic information [6–10]. Using knowledge on the availability of
starting materials on primitive Earth and the geological conditions when life began, the prebiotic
synthesis of RNA building blocks has been explored. Miller–Urey experiments [11], which mark the
beginning of prebiotic chemistry, inspired Oro et al. to analyze the products formed when ammonium
cyanide was refluxed in aqueous solution, leading to the discovery that adenine can be formed by
cyanide polymerization [12]. Since this discovery, the prebiotic synthesis of RNA has been intensely
investigated. This review gives an overview of the plausible origin of RNA. Different possible routes
for the formation of nucleosides and nucleotides, RNA building blocks, under prebiotic conditions
will be discussed.
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2. Prebiotic Synthesis of Nucleotides from the Assembly of a Nucleobase, a Ribose, and a Phosphate

First efforts to understand the prebiotic synthesis of ribonucleotides, the building blocks of RNA,
have been based on the hypothesis that they should be formed from three distinct entities: a nucleobase
(uracil, cytosine, adenine, or guanine), a ribose sugar, and a phosphate, which have been formed
separately and combined (Figure 1A) [13].

Figure 1. Possible routes for the synthesis of nucleotides. (A) The traditional RNA disconnection route,
which is based on the hypothesis that nucleotides are formed from a ribose sugar, nucleobases, and
inorganic phosphate, each prepared separately and assembled. (B) Alternative approach to synthesize
nucleotides where sugars and nucleobases are formed during the same process.

2.1. Sugar Synthesis

Prebiotic chemists suggested that sugar formation relied on the synthesis of formose, discovered by
Butlerow in 1861 [14]. This reaction consists of the polymerization of formaldehyde in the presence of calcium
hydroxide. For a long time, the mechanism of how this reaction initiates assumed that a homocoupling
of formaldehyde occurred to produce glycolaldehyde, later converted in glyceraldehyde. However,
such a direct dimerization has been considered chemically unfavored [15]. Recently, Schreiner et al.
demonstrated that glycolaldehyde could have been formed from formaldehyde reacting with
its isomer hydroxymethylene in the absence of base and solvent at cryogenic temperature [16].
Hydroxymethylene could have been generated from the pyrolysis of glyoxylic acid in the gas phase
or on surfaces. During sugar formation, a variety of reactions can occur (myriad aldol; Cannizzaro;
or Lobry de Bruyn–Alberda van Ekenstein reactions, which involves transforming an aldose into
the ketone isomer or vice versa) leading to a complex mixture of linear and branched aldo- and
ketosugars [17]. This uncontrolled reactivity forms ribose with less than 1% yield [18].

Significant efforts have been made to search efficient plausible prebiotic routes to favor sugar
synthesis (Figure 2). Indeed, the formose reaction is a catalyzed reaction [15], and thus many
groups focused on the identification of a prebiotic catalyst, which could have explained ribose
formation. Zubay et al. showed that more than 30% of the formaldehyde can be converted to a
mixture of aldopentoses using a lead catalyzed formose reaction [13,19]. The presence of lead in
the incubation mixture also accelerated a number of other reactions including the interconversion
of the aldopentoses into ribose. Also, it has been shown that hydroxyapatite, which consists of
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phosphate and calcium ions, increased ribose formation from formaldehyde and glycolaldehyde in
hot water (80 ◦C) [20]. Hydroxyapatite enhanced cross-aldol reactions and Lobry de Bruyn–Alberda
van Ekenstein transformations, utilizing the effective positioning of calcium ions on the surface
of hydroxyapatite.

Moreover, ribose is unstable under the alkaline conditions required for the formose reaction [21].
Borate addition has been investigated as borate could have been available on early Earth and as ribose
can form borate complexes, stabilizing the molecule under the harsh prebiotic formation while other
sugars would degrade [22–24]. However, even though ribose–borate complexes are more stable than
other pentoses, the stabilization is modest and an excess of glycolaldehyde over formaldehyde is
required to inhibit borate and prevent sugar isomers with no selectivity for ribose. Eschenmoser et al.
showed that the variety of products induced by the formose reaction and the destructive effects that
the reaction conditions have on the ribose can be significantly suppressed by phosphorylation of
glycolaldehyde [25]. Indeed, under alkaline conditions, glycolaldehyde phosphate leads to a simple
mixture of tetrose-2,4-diphosphates and hexose-2,4,6-triposphates. The presence of phosphate groups
prevents the Lobry de Bruyn–Alberda van Ekenstein reaction and stabilizes the sugars, providing a
plausible prebiotic route to the synthesis of ribose if the ribose-2,4-diphospate could later be converted
to a 5-phosphate or a 1,5-diphosphate.

Alternative routes leading to the formation of ribose are possible. Indeed, sugar formation could
be coming from hydrogen cyanide irradiated by ultraviolet light in the presence of copper cyanide
complexes [26]. Moreover, bisulfite salts could have played a role in sugar formation as certain sulfidic
anions could have been available on the early Earth [27]. Sutherland et al. found that bisulfite could be
used to form a glycolaldehyde–bisulfite adduct from glycolnitrile. This bisulfite adduct formation,
allowing the stabilization of the aldehyde, could have led to the formation of ribose [28,29].

In addition, aldoses including ribose pentose sugars have been found in interstellar ice analogs
(composed of water, methanol, and ammonia) after their irradiation by ultraviolet light [30].
These results suggest that the formation of numerous sugars, including the ribose, may be possible
from photochemical and thermal treatment of cosmic ices in the late stages of the solar nebula.

Even if some progress has been made to understand the ribose formation under prebiotic
conditions, each suggested route presents obstacles, limiting ribose yield and purity necessary to form
nucleotides. A selective pathway has yet to be elucidated.
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Figure 2. Possible routes favoring ribose formation.

2.2. Nucleobase Synthesis

Starting with the prebiotic purine formation (adenine and guanine), it has been shown that the
nucleobase adenine could be formed by mixing hydrogen cyanide and ammonia in solution [31,32].
Indeed, formamidine can be produced by addition of ammonia to hydrogen cyanide. It can then
react with hydrogen cyanide tetramer or diaminomaleodinitrile, resulting from hydrogen cyanide
polymerization in aqueous solution, to form 4-amino-5-cyano-imidazole. The latter product could then
react with a second formamidine molecule to lead to adenine (Figure 3) [33–35]. As the hydrolysis of
4-amino-5-cyano-imidazole to form 4-amino-imidazole-5-carboxamide can occur, these results suggest
that a high concentration of hydrogen cyanide and ammonia should have been present on Earth.
Even though hydrogen cyanide could be found in high concentration in frozen environments [31,36],
a significant amount of ammonia on Earth is questionable. Ferris and Orgel suggest an alternative
route where the production of 4-amino-5-cyano-imidazole could have been possible by photochemical
isomerization of hydrogen cyanide tetramer, a mechanism that does not involve ammonia [32].
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Figure 3. Possible prebiotic synthesis of adenine from hydrogen cyanide.

Other hypotheses on adenine and purine accumulation on Earth have been discussed. Miyakama et al.
suggest that purines have been formed in the atmosphere in the absence of hydrogen cyanide [37].
They reported that guanine could have been generated from a gas mixture (nitrogen, carbon monoxide,
and water) after cometary impacts. Also, it has been proposed that adenine was formed in the solar
system (outside of Earth) and brought to Earth by meteorites, given the fact that adenine was found in
significant quantity in carbonaceous chondrites [38].

Most of the work on the prebiotic synthesis of pyrimidines (cytosine and uracil) suggest reactions
between cyanoacetylene or its hydrolysis product, cyanoacetaldehyde, and cyanate ions, cyanogen, or
urea [39–42]. Indeed, in concentrated urea solution, which could have been found in an evaporating
lagoon on the early Earth, cyanoacetaldehyde could have reacted to form cytosine with a yield of
30–50%, from which uracil could be generated by hydrolysis [41]. As the cyanoacetylene can be formed
when an electrical discharge is passed through a mixture of nitrogen and methane [43], and as its
hydrolysis into cyanoacetaldehyde occurs spontaneously [39], these molecules can be considered
prebiotic [44]. For example, pyrimidine formation has been observed when an energy source was
applied on a urea solution in the presence of methane and nitrogen at low temperatures [45].

2.3. Nucleoside Synthesis from Sugars and Nucleobases

The synthesis of nucleosides from sugars and nucleobases in prebiotic conditions is one of
the major difficulties encountered, when attempting to resolve the early formation of nucleosides.
The reaction between the ribose and nucleobase is thermodynamically unfavorable, leading to poor
yields and little selectivity [46]. Only a few examples showing successful synthesis have been reported
in the literature.

The formation of adenosine (4% yield) has been observed from the condensation of adenine with
ribose in the presence of inorganic salts, providing complex mixtures of purine ribosides [47]. However,
regioselectivity problems were encountered owing to the reactivity of all N atoms of the purine skeleton.
To overcome this regiospecificity limitation, Becker et al. showed that N-formamidopyrimidines could
be used to generate purine nucleosides with absolute nucleobase regioselectivity [48]. Recently, they
reported a plausible prebiotic synthesis of formamidopyrimidines, which can be generated from
5-nitroso-pyrimidine in the presence of formic acid and elementary metals (Ni or Fe). When combined
with ribose, formamidopyrimidines can react and lead to efficient production of canonical and
non-canonical purine bases in parallel [49].

In addition, adenine nucleoside phosphate has been formed from the direct coupling reaction
of cyclic carbohydrate phosphate with the free nucleobase. The reaction is stereoselective and
regioselective, giving the N-9 nucleotide as a major product [50]. It is unknown if pyrimidine
nucleosides that could be formed with the same strategy as pyrimidines are more resistant to
ribosylation [46]. Moreover, a feasible prebiotic pathway to synthesize both purine and pyrimidine
simultaneously under the same conditions in an aqueous microdroplet containing ribose, phosphoric
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acid, nucleobases, and small amounts of magnesium ion has been reported [51]. Indeed, microdroplets
allow organization of the molecules at the air–water interface of their surfaces, which possess a strong
electrical field [52], diminishing the thermodynamic barrier for chemical reactions [53].

Even though important efforts are made to determine the possible prebiotic conditions for the
nucleoside formation from sugars and nucleobases, this strategy leads to significant problems and an
alternative approach has been suggested to form nucleosides [54].

3. The Revisited Approach for the Synthesis of Nucleosides

The alternative approach for the synthesis of nucleosides is based on the hypothesis that
nucleobases and sugars emerged from a common precursor. This would mean that both the sugar and
the nucleobase are formed during the same process (Figure 1B).

3.1. Pyrimidine Nucleoside Synthesis

Many years ago, Orgel et al. reported the synthesis of α-cytidine from ribose, cyanamide,
and cyanoacetylene in aqueous solution. They showed that the replacement of the ribose by a
ribose-5-phosphate allows the obtention of α-cytidine-5′-phosphate, which can be photoanomerized
into β-cytidine-5′-phosphate required for RNA synthesis [55]. However, during this process, the
yields were low (5%) and too many side products were formed to consider this route as prebiotic.
Moreover, the photoanomerization destroyed most of the nucleosides [56,57]. Therefore, the formation
of pyrimidines under plausible prebiotic conditions had to be further investigated.

Remarkably, one nucleotide, β-cytidine-2′-3′-cyclic phosphate, showed great stability under
irradiation; only partial conversion to the corresponding uridine was observed [58]. Irradiation could
thus provide a mechanism to destroy undesired products and partially convert cytidine into uridine.
Therefore, the synthesis of this nucleotide raised a lot of interest. However, the determination of the
pathway to obtain this cyclic phosphate under prebiotic conditions was a challenge.

Inspired by previously reported work of Navigary et al., who demonstrated that β-cytidine-
2′-3′-cyclic phosphate can be obtained from the 3′-phosphate of the anhydronucleoside arabinose
(which was prepared by conventional synthesis) [59], Sutherland et al. showed that it is possible
to prebiotically obtain the desired 3′-phosphate of the anhydronucleoside arabinose from the
corresponding arabinose in the presence of urea melts and formamide (Figure 4) [58].

The latter intermediate can be formed from the aminooxazoline arabinose and cyanoacetylene [55].
The presence of a phosphate during the reaction is essential to induce the right reactivity and to allow
pH buffering, making the conversion of the aminooxazoline arabinose into the anhydronucleoside
arabinose clean and with good yield (>90%).

Aminooxazoline arabinose could be formed by the reaction of 2-aminooxazole and glyceraldehyde
in excellent yields [60]. This reaction supports construction of a five-carbon pentose backbone with
complete furanosyl selectivity and regiospecific glycosylation in one step. The differential solubilities
of pentose aminooxazolines facilitated a direct crystallization of pure compounds from the reaction
mixture [60,61].

Synthesis of 2-aminooxazole by reaction of glycolaldehyde with cyanamide was achieved [62].
Once again, the presence of a phosphate during this step was crucial to obtain good yields (~90%).
The phosphate mediated a neutral pH and first catalyzed the production of 2-aminooxazole. It also
permitted the hydration of the excess cyanamide to urea, which in turn catalyzed the formation of
2-aminooxazole [63]. This synthetic route can be truly considered as prebiotic as the pyrimidines were
formed from glycolaldehyde and cyanamide.
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Figure 4. Possible prebiotic route for the synthesis of pyrimidine nucleotides. U = uridine; C = cytidine;
Pi = inorganic phosphate.

Another route to obtain β-cytidine-2′-3′-cyclic phosphate by photoanomerization from ribose
aminooxazoline instead of arabinose aminooxazoline was investigated (Figure 5). In fact, ribose
aminooxazoline has a greater propensity to crystallize than its stereoisomers, making it extremely attractive
in prebiotic chemistry. As mentioned previously, Orgel et al. reported that the photoanomerization
of α-cytidine into β-cytidine results in a low yield (about 5%) [55]. Indeed, the low yield can be
partially explained by a combination of nucleobase loss and oxazolidinone formation [56]. To improve
this process, it has been suggested to incorporate a 2′-phosphate, leading to a 10-fold improvement
of the photoanomerization [64]. However, a prebiotic synthesis of α-cytidine-2′-phosphate has not
yet been demonstrated. Moreover, acetylation of α-cytidine-5’-phosphate was investigated to
block oxazolidinone formation and a four-fold improvement of photoanomerization to produce
β-cytidine-5′-phosphate has been observed [65]. Another solution to the inefficient photoisomerization
has been found, and consisted of reacting anhydronucleoside ribose with hydrosulfide to form
α-2-thiocytidine. Irradiation of the latter compounds led to the β stereochemistry. In addition,
phosphorylation in the presence of urea produced the 2′-3′-cyclic phosphate nucleotide and converted
the nucleobase thiocarbonyl to a carbonyl in one step to form β-cytidine-2′-3′-cyclic phosphate [66].

These two routes, exploring both ribose and arabinose variants, are key working examples for
understanding pyrimidine formation under prebiotic conditions.
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Figure 5. Alternatives to improve photoanomerization α→β for the formation of pyrimidine nucleotides.
Pi = inorganic phosphate; Ac = acetyl.

3.2. Purine Nucleoside Synthesis

Possible routes for purine formation still have to be investigated. However, preliminary
studies provide potential leads. Indeed, a purine precursor has been successfully assembled from
4-amino-5-cyanoimidazole or 5-aminoimidazole-4-carboxamide, 2-aminooxazole, and glyceraldehyde
(Figure 6A). This Mannich-type reactivity results in N9-glycolysation with absolute regiospecificity [67].
This route is particularly interesting because it provides the opportunity to produce both purine
and pyrimidine precursors from the same environment. Moreover, the preference between purine
or pyrimidine precursor formation can be controlled by pH. At pH 7, pentoses aminooxazolines
(pyrimidine precursors) are predominant, whereas at pH 4–5, purine precursors are dominant. At a
pH between 5 and 7, a mixture of both precursors are observed.

Another prebiotically plausible reaction for the synthesis of both pyrimidine and purine
nucleotides from an oxazoline scaffold has been reported (Figure 6B). An oxazolidinone thione
provided the chemical differentiation required for divergent pyrimidine and 8-oxo-purine nucleotide
synthesis from one common precursor, the 2-thiooxazole [68]. Even though the transformation of the
oxo-purine 2′,3′-cyclic phosphate nucleotides to the canonical nucleotides remains to be determined, it
is possible that oxo-purine nucleotides were tolerated during template-directed RNA synthesis [69].

While promising, these proposed synthetic pathways demand further investigation.
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Figure 6. Possible prebiotic formation of both pyrimidine and purine precursors from a common
environment. (A) Possible purine precursor from 4-amino-5-cyanoimidazole or 5-aminoimidazole-
4-carboxamide, 2-aminooxazole, and glyceraldehyde. (B) Possible pyrimidine and oxo-purine from
2-thiooxazole. Pi = inorganic phosphate.

4. Conclusions and Outlook

The role of RNA in the origin of life is well established, and understanding how RNA emerged
on the early Earth is one of the first steps in understanding the origins of life. Despite great efforts and
impressive advancements in the study of nucleoside and nucleotide abiogenesis, further investigation
is necessary to explain the gaps in our understanding of the origin of RNA.

The comprehension of nucleotide formation under prebiotic conditions is only one of the steps to
understand the complex production of RNA as nucleotides must be oligomerized to generate RNA.
Assuming that RNA must be 5′-3′-linked, regioselectivity issues have to be overcome. Polymerization
of activated nucleotides has been studied intensely as a model for non-enzymatic oligomerization
of RNA and has been considered a plausible scenario for the emergence of RNA during the origin
of life [70–75]. Furthermore, for its genetic role to be realized, RNA must be able to evolve and
replicate [6,76]. Unfortunately, the chemical processes that sustain RNA oligomerization and replication
remain unclear [77].

Other than RNA, cells require various chemical subsystems, including peptides for functional
support and lipids for compartmentalization. The assumption that one subsystem came first and then
generated the others is debated [78–80]. Consequently, a search for a chemistry that can concurrently
deliver nucleotides, peptides, and lipids or for chemistries that can be compatible with each other
within the same geochemical environment could provide the most compelling explanation for the
origins of life.
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Abstract: Information is the currency of life, but the origin of prebiotic information remains a mystery.
We propose transitional pathways from the cosmic building blocks of life to the complex prebiotic
organic chemistry that led to the origin of information systems. The prebiotic information system,
specifically the genetic code, is segregated, linear, and digital, and it appeared before the emergence
of DNA. In the peptide/RNA world, lipid membranes randomly encapsulated amino acids, RNA,
and peptide molecules, which are drawn from the prebiotic soup, to initiate a molecular symbiosis
inside the protocells. This endosymbiosis led to the hierarchical emergence of several requisite
components of the translation machine: transfer RNAs (tRNAs), aminoacyl-tRNA synthetase (aaRS),
messenger RNAs (mRNAs), ribosomes, and various enzymes. When assembled in the right order,
the translation machine created proteins, a process that transferred information from mRNAs to
assemble amino acids into polypeptide chains. This was the beginning of the prebiotic information
age. The origin of the genetic code is enigmatic; herein, we propose an evolutionary explanation:
the demand for a wide range of protein enzymes over peptides in the prebiotic reactions was the main
selective pressure for the origin of information-directed protein synthesis. The molecular basis of the
genetic code manifests itself in the interaction of aaRS and their cognate tRNAs. In the beginning,
aminoacylated ribozymes used amino acids as a cofactor with the help of bridge peptides as a process
for selection between amino acids and their cognate codons/anticodons. This process selects amino
acids and RNA species for the next steps. The ribozymes would give rise to pre-tRNA and the bridge
peptides to pre-aaRS. Later, variants would appear and evolution would produce different but specific
aaRS-tRNA-amino acid combinations. Pre-tRNA designed and built pre-mRNA for the storage of
information regarding its cognate amino acid. Each pre-mRNA strand became the storage device for
the genetic information that encoded the amino acid sequences in triplet nucleotides. As information
appeared in the digital languages of the codon within pre-mRNA and mRNA, and the genetic code
for protein synthesis evolved, the prebiotic chemistry then became more organized and directional
with the emergence of the translation and genetic code. The genetic code developed in three stages
that are coincident with the refinement of the translation machines: the GNC code that was developed
by the pre-tRNA/pre-aaRS/pre-mRNA machine, SNS code by the tRNA/aaRS/mRNA machine,
and finally the universal genetic code by the tRNA/aaRS/mRNA/ribosome machine. We suggest
the coevolution of translation machines and the genetic code. The emergence of the translation
machines was the beginning of the Darwinian evolution, an interplay between information and its
supporting structure. Our hypothesis provides the logical and incremental steps for the origin of
the programmed protein synthesis. In order to better understand the prebiotic information system,
we converted letter codons into numerical codons in the Universal Genetic Code Table. We have
developed a software, called CATI (Codon-Amino Acid-Translator-Imitator), to translate randomly
chosen numerical codons into corresponding amino acids and vice versa. This conversion has
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granted us insight into how the genetic code might have evolved in the peptide/RNA world. There is
great potential in the application of numerical codons to bioinformatics, such as barcoding, DNA
mining, or DNA fingerprinting. We constructed the likely biochemical pathways for the origin
of translation and the genetic code using the Model-View-Controller (MVC) software framework,
and the translation machinery step-by-step. While using AnyLogic software, we were able to simulate
and visualize the entire evolution of the translation machines, amino acids, and the genetic code.

Keywords: peptide/RNA world; prebiotic information system; translation and the genetic code;
bridge peptide and aaRS; ribozyme and tRNA; tRNA and mRNA; coevolution of translation machine
and the genetic code; MVC architecture pattern and biological information; numerical codons;
AnyLogic software for computer simulation of translation machine

1. Introduction

The origin of life on early Earth remains one of the deepest mysteries in modern science. Recent
evidence suggests that life may have emerged about four billion years ago through the spontaneous
interaction of biomolecules in steaming hydrothermal environments, but the actual pathways of
biogenesis are still shrouded in mystery [1]. Life’s first building blocks had their origin in the tiny
ice granules of interstellar space and they can be found on carbonaceous chondrites, comets, and the
Murchison meteorite [2–4]. Asteroids were continuously battering the Hadean Earth [5]. As a result,
thousands of craters probably pocked the surface of the Eoarchean crust, like the surface of the
Moon and Mercury. Unlike our planetary neighbors, however, the crater basins of Eoarchean Earth
filled with water and biomolecules, and developed a complex network of hydrothermal systems [6].
Carbonaceous chondrites delivered both water and the building blocks of life to the planetary surface,
thus creating innumerable crater basins [7]. The meteorite collisions that created hydrothermal crater
lakes in the Eoarchean crust filled with water, organic molecules, and various hydrothermal fluids,
gases, and energy; inadvertently, these became the perfect crucibles for prebiotic chemistry [6–13].
There is now evidence that the Late Heavy Bombardment impact spike (4.1–3.8 Ga) during the
Hadean–Eoarchean interval may not have happened; most likely, there was a continuous decrease of
the bolide flux during this interval [14]. Minerals, such as zircons, and water-lain sediments in the
ancient Hadean/Archean crust indicate that liquid water was prevalent as early as four billion years
ago. Earth was no longer an alien inhospitable world, but it was transforming into a life-supporting
environment [15].

The early atmosphere of Eoarchean Earth was dominated by CO2 and N2, not by CH4 and NH3.
Moreover, the main source of carbon on the primitive Earth was atmospheric CO2, which might have
contributed to the formation of many organic compounds [16]. In the hydrothermal crater lake, cosmic
and terrestrial chemicals were mixed, concentrated, and linked together by convective currents in these
sequestered crater lakes, which were powered by hydrothermal, solar, tidal, and chemical energies; here,
life began to brew [6–13]. Both the chemicals and the energy that were found in these hydrothermal crater
lakes fueled most of the chemical reactions that are necessary for prebiotic synthesis and the resulting
emergence of life [13]. Monomers, such as nucleotides and amino acids, were selected from random
assemblies of molecular pools and then polymerized on the pores and pockets of the mineral substrate to
create RNAs and peptides, heralding the peptide/RNA world [9,17–26]. Most likely, pores and crevices
of the mineral substrate of the crater floor acted as receptacles for concentrations of simple RNA and
peptide molecules [21,22]. The establishment of a symbiotic relationship between peptides and RNA
was a landmark threshold in the evolution of life. These two biopolymers, with distinct structures
and functions, became codependent and partner. The prebiotic peptides functioned as stabilizing and
catalytic agents in the chemical reactions and they adapted to the high temperature vent environment.
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The ability of the lipid membranes to encapsulate various monomers and biopolymers was
crucial in terms of efficiency, stability, and molecular symbiosis. Encapsulation further ensured
the concentration and protection of life-encouraging ingredients from the vent environment,
thus enhancing further biosynthesis [1,9,22]. Molecular symbiosis among membranes, RNAs, amino
acids, and peptides was the driving force for the origin of complex cellular components. Lipid
membranes were randomly encapsulated RNA and peptide molecules from the mineral substrates
of the crater floor to initiate a molecular symbiosis inside the protocells that led to the hierarchical
emergence of several cell components and their functionalities: first plasma membranes, then peptides
and RNAs, then transfer RNAs, messenger RNAs, and then ribosomes; these cooperative molecules
created the prebiotic information system step-by-step for programmed protein synthesis [9].

Three classes of RNA molecules, messenger RNAs (mRNA), transfer RNAs (tRNA), and rRNA
were the prime players in the expression of genetic information: mRNA was the initial storage molecule
of genetic information, tRNA was the carrier of specific amino acids, and rRNA was the essential
constituent of the protein producing ribosomes. The interactions between diverse RNA molecules
and the myriad of amino acids and enzymes led to the gradual evolution of translation and the
genetic code [27]. The peptide/RNA partnership performed two major functions during the origin
of translation: storing information and stabilizing and catalyzing chemical reaction. As these two
molecules began to develop in concert, the mRNA specified, in triplet code, the amino acid sequence of
proteins. RNA molecules and amino acids began to communicate in different languages via bilingual
enzymes that allowed for biomolecules to cooperate with each other, leading to information systems
and translation. The key processes of the information flow from mRNA to proteins emerged during
this stage. As information was stored in the symbolic languages of nucleotides and amino acids,
biosynthesis became less random and more organized and directional. With the advent of DNA,
genetic information began to flow from DNA, to mRNA, to protein by a two-step process: transcription
and translation [27,28].

Recently, it has been argued that the genetic software provides a singular definition regarding
what life is [29]. In this view, life emerged in that instant when information gained control over the
biomolecules. The information-directed protein synthesis is a unique signature of life. Biological
information separates life from nonlife. Although it is difficult to define what makes life so
distinctive and remarkable, there is a general agreement that its informational aspect is a key property,
perhaps being the key property [30].

We agree with the view of an algorithmic origin of life that indicates a complex system that is
comprised of informational networks [31]. However, we suggest that life is more sophisticated than
any man-made computer system where the software/hardware dichotomy is blurred and integrated.
We find that this computer analogy too simplistic. Both the informational and functional biopolymers
in the translational machinery can be viewed as highly mobile molecular nanobots, which are fully
equipped with both the information and the material that are needed to accomplish their tasks.
These nanobots ‘know’ how to put themselves together by self-assembly or by cooperation with
other molecules. It is our proposition that these complex molecular characteristics of life actually
appeared before first life. These molecular nanobots are complex, self-replicating, and self-managing
information systems in themselves, being analogous to the ‘Universal Constructor’ (UC) conceived by
von Neumann [32].

To begin to understand how nature invented highly complex and specialized information systems
from the vast array of disparate possibilities, we began this quest by running computer simulations
of the major biosynthetic steps that might help to explain the emergence of the system. In this paper,
we use the Model-View-Controller (MVC) architecture [33] to reconstruct the molecular translation
machinery; we built our model from the components that are known to have existed in the prebiotic
environment, such as amino acids, nucleotides, and various peptides. In information systems, the MVC
architectural pattern has been used for consolidating information together, processing it into a model,
isolating it from its manipulation (controller), and then presenting the component (the view) that
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determines the output form of the product (the artifact). The major premise of the pattern is the
modularity and distribution of processing. MVC separates the three different aspects of information
processing: the data (the model), the visual representation of the data (the view), and the interface
between the view and the model (the controller). The purpose of this article is to review the latest
views on the origin of an information system in the prebiotic world during the emergence of translation
and the genetic code.

2. Peptide/RNA World

Among several competing hypotheses regarding how life arose on early Earth, the ‘RNA
world’ model is widely accepted [27,28,34–39]. The RNA world has become the main paradigm
in the current origin of life research in which RNA assumed informational and functional roles.
RNA molecules, such as ribozymes, can act as catalysts for chemical reactions between other RNA
molecules. The discovery of catalytic RNAs and the revelation that the ribosome is, in fact, a ribozyme,
together added strong circumstantial evidence for the RNA world theory [39].

Despite the conceptual elegance of the RNA world, this hypothesis faces formidable difficulties,
primarily the immense challenge of RNA synthesis under plausible prebiotic conditions [22,40,41].
Various building blocks of RNA molecules, such as sugar, phosphorous, and the purine and pyrimidine
nucleobases have been identified in carbonaceous chondrites, comets, and interplanetary dust
particles [2,3]. During the polymerization of activated nucleotides on the surface of the clay substrates
to from primitive RNA molecules, a steady input of peptides was essential [22]. Conversely, amino
acids could be easily polymerized on the mineral surface to form peptide molecules [42]. The RNA
molecule is inherently fragile in the natural environment and constantly degrades into smaller
fragments through hydrolysis, preventing the faithful reproduction. Peptides provided stability
to RNA molecules.

The RNA world might have existed, but the exclusivity of RNA and the neglect of peptide and
lipid membrane could have been overstated. Vent environments that could support RNA synthesis no
doubt also spawned many other organic compounds. It is irrational to think that vent environments
exclusively created a load of nucleotides or RNA. Amino acids are easier to synthesize than RNA, as the
Miller-type experiment suggests. The versatility of RNA molecules does not prevent the formation of
peptides concurrently in the vent environments, especially when peptides were the likely outcome in
prebiotic synthesis [9]. Peptides were easy to synthesize than RNAs in the primordial environment.
Moreover, amino acids were probably among the most abundant biogenetic building blocks available
on both the prebiotic Earth and meteorites [2,4]. There is a growing consensus that RNAs and
peptides simultaneously appeared during prebiotic synthesis. The primordial vent environment that
could support RNA synthesis no doubt also created many other organic compounds—for example,
peptides—and lipid-like membranes, which are much less chemically challenging to generate [43].
In recent times, the RNA world paradigm is shifting to a peptide/RNA world paradigm [9,17–26].

There is increasing evidence that RNA and peptide molecules interacted very early on in the origin
of the genetic code (rather than RNA and RNA worlds giving rise to proteins), even short peptides
had significant catalytic capabilities. Recent experiment suggests that ribozyme recruits an assortment
of proteins to the RNA world as it evolves [44]. Ribozyme, such as RNase P, recognizes pre-tRNA and
processes to generate mature tRNAs in collaboration with an assemblage of proteins, thus favoring
peptide/RNA world in the early stage of RNA evolution. RNA and protein, two complementary
molecules that exist in the prebiotic environment, mingled and interacted to form a dynamic system;
one cannot exist without the other. Given that life depends on a diversity of molecule types in a
symbiotic effort, each interacting with the other in complicated ways, it is hard to imagine that it
would have started with just a single type of molecule.

The duality of replication and metabolism is the intrinsic property of life and it must have
simultaneously appeared before the origin of the DNA [45]. RNAs provide instructions to build
proteins with the help of various enzymes. The establishment of symbiotic relationships between
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peptides and RNAs was a fundamental threshold in the evolution of life. These two biopolymers,
with distinct structures and functions, became codependent. RNA and peptides worked in tandem
to expand their informational, structural, and functional repertoires. The fundamental property of
life, replication, and metabolism is believed to have evolved in the peptide/RNA world, where RNA
stores genetic information and peptide enzymes function as catalysts [45]. The direct evolution of
inherited genetic information coupled to encoded functional proteins, as is observed in real-world
molecular biology, is far more plausible than any scenario in which there was, as initial RNA, a world
of ribozymes sophisticated enough to operate a genetic code [19].

3. The Age of Information

The age of information arose as an emergent property in the peptide/RNA world before the
origin of DNA. The informational and functional molecules, such as RNAs and peptides, have a
high degree of specific complexity. The age of information introduces molecular communication and
complementarity—the lock-and-key relationship—between RNA and peptides. The base pairing of
RNA and its replication played a crucial role in building the information system. Different species of
RNA would evolve to specify different functions in the information system.

The genetic information is essentially a digital data, plus meaning [46]. The base sequences
of mRNA provide the data and the meaning is the translation of the data into a functional protein.
Translation is transferring information from the language of mRNA to the language of proteins [27,28].
During translation, mRNAs serve as a data-storage system, transmitting digital instruction to molecular
machines, the ribosomes, which manufacture protein molecules. RNAs are essential in encoding
information. Three kinds of RNA molecules play major roles in translation: The messenger RNAs
(mRNAs) carry genetic information to the ribosomes where the proteins are synthesized. The transfer
RNAs (tRNAs) function as adaptors between amino acids and the codons in mRNA during translation.
The tRNAs also carry the specific amino acids to the ribosome during protein synthesis; they are the
handler by which the mRNA is pulled through the ribosome via-codon anticodon interactions in the
course of translocation. The ribosomal RNAs (rRNAs) are the structural and catalytic components
of the ribosomes. Arguably, the ribosomes are the most intricate and sophisticated nanomachines in
nature that translate the nucleotide sequences of mRNAs into amino acid-sequences of proteins.

The RNA-based information system mostly depends on enzymic peptides for the replication and
translation of the nucleic acids. However, the specificity of the enzyme depends on their amino acid
sequences, which are determined by the sequences of nucleotides in RNAs. In the beginning, the amino
acids were utilized by ribozymes as cofactors, developing complex interactions between different RNAs
and amino acids that led to the origin of translation and genetic code. Several enzymes were essential
for protein synthesis, including ribozymes, peptides, peptidyl transferase, and aminoacyl-tRNA
synthetase (aaRS).

4. The Use of Information Theory in Biology

The discovery of genetic encoding of the DNA molecule, and its mode of translation into protein
structures, secured the modern view of biology as an information science [30–32]. Biological systems
have embedded information structure for supporting their functions [47–50]. An information system
can be defined as a set of related components that work together for storing and processing data and
for providing information [51]. This definition of an information system views it as an open system.
Like an open system, an information system has a purpose and it interacts with its environment.
It differentiates and elaborates itself in dealing with the changing environmental conditions just like
biological systems. Terms, such as ‘automata’ and ‘machine’, refer to a form of an information system.

Even though the ideas of artificial automata came from the observation and study of natural
automata, such as biological systems, we tend to use man-made machines and other artifacts as
a metaphor to better understand the biological systems. Various metaphors, such as nanobot,
bio-nanobot, etc. have been used in the literature to refer to different types of information system.
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Metaphors are useful because they are efficient: they transfer a complex meaning in a few words.
Some of the popular metaphors, including robot and nanomachine, are deeply entrenched in our social
life, news, and literature. Figure 1 relates these terms to the biological information system. Biological
systems exhibit characteristics that relate to processing and using messages that convey information.

Figure 1. A hierarchy of Information Systems and Nanobots. This diagram shows a unified definition
of various terms used for molecular systems. It related the idea of an information system with terms
like ‘nanomachines’, etc.

We use metaphors, such as nanobots and computers, for information systems in cells. This practice
may be fine as long as we understand the limitations of these metaphors. It’s obvious that a cell is
more complex than a computer system. The metaphors and analogies only explain a portion of
the activities of the biological systems. We believe that, in most cases, a basic-level metaphor is
more useful and discriminatory in explaining difficult concepts by association than a higher-level
or system-level metaphor. For example, to say ‘a cell is a nanobot’ is not very revealing about the
complexity of a cell. However, it is more meaningful if we say that a cell is a combination of assembler,
transcriptor, translator, adapter, pattern-recognizer, pattern-copier, builder, inventory of materials,
etc. Metaphors, like assembler, translator, adapter, etc., can be called as the basic-level metaphors.
Taken together, they reveal closely the functions and structure of a cell. Another example, a ribosome
can be metaphorically described as an assembler that assembles a protein with the help of charged
tRNAs. This also points out the fact that a ribosome is part of a cell. It also illustrates the hierarchical
nature of relationships between biological systems and between metaphors. To our knowledge, there is
no higher-level metaphor that adequately describes a cell or, for that matter, any other biological system.
A basic-level metaphor or a combination of basic-level metaphors can better describe a biological
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system. It is important to note that any of these basic-level metaphors can be viewed (modeled) as an
information system.

Many fundamental biological processes involve the flow of information. The potential for
new biological knowledge arises from investigating the complex interaction of many different
levels of biological information from DNA to mRNA to protein to cells to organs to individuals.
All macromolecules, organelles and cells, no matter how rudimentary, use information and material
to conduct their tasks. Information that is used by them is in various forms such as attractiveness,
proximity, pattern, match, symmetry, sequence, rule, and feedback, etc. These informational terms
have the usual meanings. Attractiveness between modules relate to various chemical bonds that form
easily between them. Proximity refers to the closeness between molecules. A pattern is a configuration
of things in a certain way. Match involves the similarity and complementarity between molecular
elements and surfaces. Symmetry relates to the shape of molecules and organisms. A sequence
is a specific order in which related things follow each other. A biological sequence is a molecule
that includes smaller molecules, such as nucleotides in RNA or amino acids in proteins. Rules
specify conditional information. Feedbacks are information in the form of signals. By the time of
DNA-mRNA-Protein synthesis, the cells had developed a very advanced, stable, and streamlined
biological information system to help carry out the translation. Our discussion here is limited to the
emergence of the information system in the peptide/RNA world, before the appearance of DNA and
the first cells.

The characteristics of biological systems were identified and recognized by early pioneers in
information systems. They have made tremendous contributions to our understanding of the biological
processes by envisioning and proposing the concepts, frameworks, and models that help to imitate
the biological processes. Von Neumann [32] proposed the idea of natural and artificial automata and
developed detailed models to emulate the behavior and actions of natural automata. Turing [52,53]
was instrumental in recognizing organized shapes, patterns, forms, and decision making in biological
organisms. Shannon [54] formalized the concepts of information as a message, the transmission
of message, and the semantic aspect of communication and information. The Shannon equation
is practical for characterizing a signal (or message) and estimating the physical space that it may
occupy; most random sequences give the highest possible entropy value (bits). Shannon’s information
entropy (H) is often confused with the physical entropy (S), because both concepts have a very
similar mathematical formulation, but different meanings. Thermodynamic entropy characterizes a
statistical ensemble of molecular states, while Shannon’s entropy characterizes a statistical ensemble
of messages [55,56]. For Shannon, information can be defined through entropy as a discrete set of
probabilities to a receiver that reduces uncertainties. In biology, there is another dimensional aspect:
information has both a probabilistic and linguistic context over an observable data set. Information
in a biological context must exist within ‘meaning’ [46]. Genetically encoded biological information
appears to be somewhat different from Shannon entropy.

Wiener [57] enunciated the concepts of control and feedback in systems. Bertlanffy’s general
systems theory [58] suggests that all the systems share some common organizing principles. All of
these pioneering works in the form of theory, framework, and model have given rise to many advances
in technology and biological knowledge. These advances have allowed us to develop better methods
to design information systems for the simulation and visualization of biological information systems.

Evolution of Biological Information System

Life may be defined operationally as an information processing system—a structural hierarchy
of various functional units—that has acquired through evolution, the ability to store and process the
information that is necessary for its own accurate reproduction. Here, it is very useful to take a wider
meaning of the word ‘information’ as opposed to just the classical definition of information based
upon the information theory [31,52]. There are various definitions of the word information over the
years. Historically, the word information has represented three different types of meanings [59]:
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(1) information as the process of being informed,
(2) information as a state of an object, and
(3) information as the disposition to inform.

Information as a process includes the ideas of message communication, meaning, and error due to
a noisy channel [54]; information as a state of an object covers the idea of knowledge; and, information
as the disposition to inform includes the ideas regarding the capacity of an object to inform another
object and information as a specific thing [60].

Information can be signals, natural patterns (including shape, space, size, etc.), match, proximity,
attractiveness (i.e., hydrophobicity and hydrophilicity), symmetry, sequence, rules, feedback,
instructions, algorithms, content, and knowledge, etc. [60–63]. Biological information involves all of
the above types of information.

In this paper, we first reconstruct the plausible biochemical pathways in the prebiotic world for the
origin of the translation machines and the genetic code. Later, we apply a biological information system
to simulate the origin of translation and the genetic code using different stages of translation machines.

5. Temporal Order of Emergence of the Translation Machines

The molecular translation machine consists of various parts and accessories, such as ribozymes,
amino acids, tRNAs, aaRS, mRNAs, ribozymes, peptides, and various enzymes. In the modern
translation machine, mRNA is decoded in a ribosome to produce a specific amino acid chain or
polypeptide. The polypeptide then folds into an active protein and performs its function in the cell.
The list of parts of translation machine is not sufficient condition for understanding its biologic function,
such as programmed protein synthesis. Understanding how the parts work in unison is also important.
However, it is not enough. We have to do reverse engineering to reconstruct how these parts might
have evolved and interacted in the prebiotic environment. The origin and evolution of the translation
machine may shed new light on how the information system emerged in the peptide/RNA world.

We have now some idea about the molecular milieu in the prebiotic environment in which
the genetic code originated in the peptide/RNA world. The prebiotic soup was a rich collection
of biomolecules in a highly reactive environment, owing to the constant input of hydrothermal
energy. Some of these biomolecules were selected and encapsulated in protocells. The origin of
the translation system is the central and the most difficult problem in the study of the origin of
life [27,28,64–68]. All of the hypotheses for the origin of the genetic code incorporate peptides as the
stabilizing factor in prebiotic reaction [17–21,23,24]. We propose that the transition from peptide to
protein in the peptide/RNA world might have given rise to the translation system and the genetic
code. This remarkable development could have incrementally occurred by natural selection as the
demand for more and more efficient and specific protein enzymes became greater than the supply for
protocellular functions. The solution that arose was the translation system—the recipe for making
custom-made proteins.

In the peptide/RNA world, peptides played significant roles in accelerating the chemical reactions,
by lowering activation energy. Some long peptides are good catalysts and show some enzymic
activity. Most likely, ten proteinogenic amino acids were abiotically synthesized [67]. These ancestral
amino acids gave rise to a limited variety of random peptides and polypeptides; most were useless,
without much specificity, but a few were specifically selected for their catalytic activity. The need for
both specific and a wide range of protein enzymes became essential in the peptide/RNA world for
biogenesis. Peptides are distinguished from proteins on the basis of size and origin. The peptide is
short (only few amino acids long), the protein is long (more than ~40 amino acids), folded, and it forms
the catalytic center with a fixed start and end. As a result, the protein enzyme is much more versatile
for catalytic reaction than the primitive peptide. Peptides and polypeptides could abiotically form
in the prebiotic environment, but the proteins could not arise by chance but are coded, because it is
achieved after a long evolutionary process. The evolution of peptides to proteins occurred from a small
motif of short peptides to longer folded peptides, and finally to proteins that form complex catalytic
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centers with almost unlimited possible functions [24]. Darwinian selection provided the driving force
for the evolution of specific protein over peptide, so that protein synthesis became essential to the
protocell function. These coded proteins were custom-made by translation machines consisting of a
repertoire of RNA and protein molecules, and they were highly specified for protocellular functions.
The evolution of protein was a long evolutionary process that was driven by incremental advances of
the translation machinery, which facilitated the transition from random, simple, peptide produced
through an abiotic process, to the eventual production of specific, complex, proteins by RNA-directed
protein synthesis.

One of the early manifestations of the transition from peptide to protein is the emergence of
the ‘bridge peptide’ that facilitated the aminoacylation of RNA to specific amino acid. The bridge
peptide is a short peptide and stereochemical interactions mediate its property to bind a specific RNA
with a specific amino acid. Hybridization-induced proximity of short aminoacylated RNAs led to
the emergence of bridge peptides, which were capable of stimulating the interaction between specific
RNAs and specific amino acids [24]. Eventually, bridge peptides would give rise to protozymes,
urzymes, pre-aaRS, and aaRS. The proposed transition mechanism from peptide to proteins, aided by
the translation machines, provided a continuity of functions so that each subsequent step was
an improvement.

The evolution of complex information system must consist of plausible, elementary steps,
with each conferring a distinct advantage on the evolving ensemble of genetic elements. Here,
we map the emergence of potential informational and catalytic oligomers, derived from the assembly
of building blocks, and reconstruct the probable steps that lead to the translation machinery and
the genetic code. It is well-known that modern protein synthesis proceeds with the participation of
20 amino acids, ribozymes, tRNA, various enzymes, including aminoacyl tRNA synthetase (aaRS),
mRNA, ribosomal RNA, ribosomal proteins, ribosome, a considerable number of proteinous factors,
ATP, GTP, etc. More than 120 species of RNAs and proteins are involved in the process of protein
synthesis [65]. The most important steps include: base pair complementarity, the origin of ribozyme,
the origin of tRNA, the origin of aminoacyl-tRNA synthetase, the origin of mRNA, the origin of
ribosome, the synthesis of protein, and the origin of the genetic code and translation.

The translation system is ancient and highly conserved, and it must have started with
protobiopolymers [41,64–67]. It is most likely that the translation system employed by the cell today
has undergone the most extensive and involved evolution; but we do not know this process because
the transitional stages have been lost in time. Modern translation requires at least five kinds of
macromolecules and amino acids: the set of tRNAs, the set of activating enzymes, the set of amino
acids, mRNAs, and ribosomes. Most likely, the evolutionary beginnings of translation could not have
involved the interaction of all these components. Thus, the first assumption that we need to make
is that the beginning of translation involved, plausibly, a small number of ancestral macromolecules
with similar functional capabilities [66]. In our view, the ancestral forms of tRNAs, mRNAs, and aaRS,
along with amino acids, were used in the initial stage of translation. Most likely, the ribosome was the
last molecular component to appear in the translation machine assembly.

Perhaps, aminoacylated ribozymes, as discussed later (Section 5.3), was the first crude
translation machine. Eventually, the ribozyme would give rise to pre-tRNA, and the bridge
peptide to pre-aaRS [24]. Later, variants would appear and evolution would produce different
by specific aaRS-tRNA-amino acid combinations. Here we start the translation system with two
distinct evolutionary precursor macromolecules: pre-tRNA and pre-aaRS that would design and
tailor small pre-mRNA molecules for storage information and initiate translation. Eventually,
these macromolecules would evolve into tRNA, mRNA, and aaRS. Finally, as the fidelity of translation
was refined, ribosomes appeared on the scene, making protein synthesis more efficient.

We identify nine major stages for the origin and evolution of the translation machinery complex
and the genetic code leading to the protein synthesis. These possible biochemical pathways are: (1) the
selection of amino acids; (2) the origin of RNA; (3) the origin of ribozyme; (4) the origin of transfer
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RNA; (5) the origin of metabolism; (6) the origin of aminoacyl-tRNA synthetase; (7) the origin of
messenger RNA and translation; (8) the origin of ribosome; and finally, (9) protein synthesis. During
the emergence of these biochemical pathways, the genetic code and the translation system coevolved
with the translation machine.

5.1. Selection of Amino Acids

Carbonaceous chondrites carry a large number of amino acids and they were probably the
major source of naturally occurring amino acids in the prebiotic cradle. A large pool of amino
acids was available in the prebiotic environment. 70 amino acids have been identified in Murchison
meteorite [1,4]. It is likely that similar numbers of amino acids were present in the prebiotic
environment. Similarly, Miller’s experiments have produced more than 40 different amino acids [69].
Out of 70 amino acids that were likely present in the prebiotic environment, only four L-amino
acids, which were most easily formed in the primordial soup (such as alanine, glycine, aspartic
acid, and valine), were selected and recruited through molecular recognition, by pre-tRNA and its
corresponding pre-aminoacyl-tRNA synthetase. Later, six more amino acids were recruited from
the prebiotic environment (such as glutamic acid, leucine, proline, histidine, arginine, and glutamic
acid) for tRNA-mRNA-aaRS interactions. These ten amino acids were precursors for the formation of
other ten amino acids along prebiotic pathways [69]. The choice of ten primordial amino acids from
prebiotic soup for the synthesis of peptides may have been the first product of molecular selection in
the information age.

5.2. The Origin of RNA

The basic constituents of RNA molecules, such as D-ribose, phosphate, and the four
bases—adenine (A), guanine (G), cytosine (C), and uracil (U), along with unused nucleotides,
were delivered to the hydrothermal crater lake by meteorites [2–4]. The polymerization of RNA
molecules occurred by mineral catalysis in the prebiotic environment. Nucleotide monomers were
linked on the montmorillonite clay substrates of the crater floor in an ATP-rich environment [1,9,22].
The accumulation of phosphates in the vent environment was an important requirement in making
the sugar-phosphate backbone of RNA. Nucleotides underwent spontaneous polymerization on the
mineral substrate with the loss of water. The resulting product was a mixture of polynucleotides that
were random in length and sequence.

Six hypothetical stages for the formation of the RNA molecules in the prebiotic environment is
shown in Figure 2. It seems unlikely that the prebiotic soup in the prebiotic environment produced
only the four bases that were found in RNA—A, U, G, and C—which formed the polynucleotide
chain. Certainly, there were other nucleotides (including hypothetical F and N bases in Figure 2),
which were incapable of Watson–Crick base pairing. Initially, all of these mononucleotides were
randomly polymerized into short oligonucleotides of different lengths by peptide bonding [40].
The process was mediated by natural selection and RNA replication. Natural selection led to the
elimination of useless random oligonucleotide sequences during base pairing. From these chaotic
assemblages of oligonucleotides, only four bases, such as A, U, C, and G, were selected by exploiting
the properties of the Watson–Crick base pairing, whereas hypothetical F and N bases were eliminated.
The four standard bases are better than 2 or 6 based on estimates of arbitrary catalysis and the actual
pairing energy of standard bases [45]. The four nucleotides were strung together to produce short
pieces of oligonucleotide and RNA molecules, which could replicate with the aid of the peptide
enzyme. Replication selected prebiotic RNA molecular bases from overwhelmingly large assortment
of mononucleotides. These RNA molecules were random and noncoded, being a jumble assortment of
nucleotide bases.

184



Life 2019, 9, 25

Figure 2. Six main steps represent the early evolution of non-coding RNA in the hydrothermal crater
vent environment. In the first stage, there is an assortment of different nucleotides (including some
not found in RNA). In the second stage, these nucleotides randomly assemble into polynucleotides
by polymerization with the removal of water molecules. In the third stage, four nucleotides, A, U,
G, and C were selected out during replication by the Watson–Crick base pairing. In the fourth stage,
the nucleotides undergo polymerization to create a mixture of polynucleotides that are random in
length and sequence. In the fifth stage, a variety of biomolecules from the vent environment, such as
amino acids, mononucleotides, oligonucleotides, and peptides, are randomly encapsulated, creating
molecular crowding. Because of crowding, the single-stranded RNA begins to fold, forming the
double-stranded stem and single stranded loop that make the hairpin. In the sixth stage, this secondary
structure of RNA is shown separately: it forms a ribozyme and begins to act as an enzyme. Stems are
created by hydrogen bonding between complementary base pairs. The ribozyme acquires amino acids,
at the CCA sequence of the stem, as “cofactors” increasing its catalytic efficiency. The opposite end of
the loop consists of three, unpaired bases facing outward, forming a binding site for the attaching of
three corresponding mononucleotides. This is the beginning of the emergence of the proto-tRNA.
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Once some rudimentary template-dependent synthetic mechanism allowing for base-pairing
was in place, molecules rich in A, U, C, and G were then progressively selected and amplified. These
bases joined to form primordial RNA strands of different lengths, which began to self-replicate
through a process of base pairing. Short sequences of nucleotides are normally better replicators
than long sequences. Longer sequences suffer from an important evolutionary disadvantage; it takes
longer to replicate a long sequence than a short once. If a pool of nucleotide sequences containing a
range of length is left to code and replicate, then short sequences will dominate and long ones will
become extinct [70]. The base pairing principle would later give rise to codon-anticodon hybridization,
the origin of messenger RNA, transcription, and replication.

RNA is generally single-stranded and an informational molecule. The self-replication of RNA
molecules occurs through a process of base pairing and dissociation. When one RNA strand is made in
the vent environment, a second strand would automatically form through base pairing in such a way
that cytosine always pairs with guanine, while adenine always pairs with uracil. Consequently, pairing
is always between purine and pyrimidine. Because the hydrothermal vents in the crater basins were
hot, double-stranded RNA, which formed by base-pairing, came apart through the dissociation of the
two chains. When the strands separate, the cycle repeats with another round of base pairing, leading
to two more double-stranded RNA molecules, one of which contains the original strand, containing its
exact copy. By exploiting the properties of nucleotide base-pairing, coupled with the high temperatures
of hydrothermal vent in the crater basin, short pieces of RNA replicated without the aid of any other
molecules. Such complementary templating mechanisms lie at the heart of RNA replication, producing
a large, more diverse population of RNA molecules (Figure 2).

Because RNA contains a sequence of bases that is analogous to the letters in a word, it can
function as an information containing molecule. Moreover, RNA, being a single chain, is free to take
any kind of shape; the structure that it can achieve by morphing its shape is wide-ranging, similar to
protein. From this basic architecture of a single-stranded RNA molecule, different species of RNAs,
such as ribozymes, tRNA, mRNA, and rRNA evolved inside protocells, with a supply of information,
distinct in attribute and configuration in response to amino acids. There was a molecular choreography
of different RNAs in the prebiotic world that led to the rudimentary translation. The advent and
multifunction of different species of RNA molecules signal the transition from the age of chemistry to
the age of information.

5.3. The Origin of Ribozyme

The RNA molecule has a secondary structure. It can form a localized double-stranded RNA stem
by base pairing and a terminal loop to form a hairpin structure. In the stem, adenine forms a bond with
uracil and cytosine pairs with guanine to form double-stranded RNA. The resulting hairpin structure
is a key building block of many RNA secondary structures, such as ribozyme and tRNA (Figure 3).
As an important secondary structure of RNA, an RNA hairpin can direct RNA folding, determine
interactions in a ribozyme, protect structural stability for mRNA, provide recognition sites for RNA
binding proteins, and serve as a substrate for enzymatic reaction [71]. Structurally, RNA hairpins
can occur in different positions within different types of RNAs; they differ in the length of the stem,
the size of the loop, the number and size of the bulges, and in the actual nucleotide sequence.

Ribozymes are RNA molecules that are capable of catalyzing specific biochemical reaction, similar
to the action of protein enzymes. There are different classes of ribozymes, but they all appear to be
associated with metal ions, such as potassium or magnesium. Different ribozymes catalyze different
reactions, but almost all ribozymes are involved in catalyzing the cleavage of RNA chains in the
formation of bonds between the RNA strands.

Most likely, the chemical bonding of a particular amino acid to a small RNA hairpin structure
led to the origin of ribozyme. We assume that different kinds of RNA, protein enzymes, nucleotides,
oligonucleotides, and amino acids were available in the prebiotic soup. The single-stranded nature of
RNA molecule can be bent back on itself, in a hairpin loop, where the stems of the loops are maintained
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by base pairing to form a three-dimensional structure, just like a protein molecule to act as an enzyme.
In some stem-loop configurations, two ends of the stem might remain free, containing the 3′ and 5′

ends. This 3′ end might function as an acceptor stem to form a covalent attachment to a specific amino
acid (Figure 3). This small hairpin RNA molecule with specific terminal base sequences acquired the
corresponding amino acid as a ‘cofactor’ to improve the catalytic range and efficiency to become initial
ribozymes [46]. Many enzymes act with the help of one or more cofactors. The binding of amino acids
to a ribozyme resulted in an enhancement of catalytic activity.

Figure 3. The origin of hairpin ribozyme and its chemical bonding with appropriate amino acid.
A single-stranded RNA can develop secondary structure by infolding with double-stranded stem and
single-stranded loop forming a hairpin ribozyme. The ribozyme acquired amino acid as cofactor to
form a more efficient catalyst [46]. The amino acid is bound to an oligonucleotide (RNA molecule
containing only three nucleotides) by an activation enzyme such as ‘bridge peptide’ [24], and the
oligonucleotide is bound to the surface of the ribozyme by base pairing (ribozyme 1). The activating
enzyme 2 would bind the next batch of amino acid and oligonucleotide is attached to ribozyme 2,
forming the peptide bond.

Any specific binding between two molecules involves information, as if two molecules ‘recognize’
each other. An amino acid can be linked to an oligonucleotide with three bases by an activating
enzyme; the charged oligonucleotide is then bound on the surface of a ribozyme by base pairing
and delivers the appropriate amino acid (Figure 2). In this way, ribozymes are capable of producing
short peptide chain. This de-novo peptide would play a role in stabilization, in order to become
coded. Overtime, the original peptide forming ribozymes will specialize as amino acid specific
adaptors. In the peptide/RNA world, different kinds of peptides were synthesized. Aminoacylation
of ribozymes would be governed by the availability of amino acids. Most primordial amino acids
in the prebiotic environment were alanine, glycine, valine, and aspartic acid. Initially, one kind
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of an amino acid and one kind of hairpin would be catalyzed by an activating enzyme, perhaps a
precursor to the aminoacyl transfer tRNA synthetase, such as bridge peptide, which is a very short
peptide that facilitated the emergence of self-sustained RNA-peptide complex supporting a primitive
translation [24]. The BP was initially synthesized by chance as a result of the physical proximity
of hybridized short, random aminoacylated ribozyme. Each BP is somewhat specific for an amino
acid and for its corresponding ribozyme, but the specificity is low. Aminoacylated ribozyme would
be involved in complex formation, bringing some of the aminoacylated ribozyme 3’-ends in close
proximity. This would promote peptide bond formation between two adjacent amino acids (Figure 3).
There was a feedback between ribozymes and bridge peptides. Later, a second amino acid, which is
attached to a different hairpin by a different ribozyme, would be added, and so on to create a chain of
polypeptide, supporting a primitive proto-translation. It is our contention that the interacting union
of a hairpin ribozyme with a specific amino acid is cornerstone in the origin of information, transfer
RNA, translation, genetic code, and protein synthesis. The ribozyme would give rise to tRNA and
bridge peptide to pre-aaRS to aaRS. This is a combination of model between the one Koonin-developed
model [72] describing a polymer transition out of the RNA world and the model of Carter [17] for the
role of aaRS in the initial stages of code formation and translation.

A ribozyme has a well-defined tertiary structure that enables it to act like a protein enzyme in
catalyzing biochemical and metabolic reactions. The relevance of ribozyme for the origin of tRNA is
enormous. Ribozymes, being assembled in the prebiotic vent environment, could not only replicate
themselves but would catalyze the formation of specific proteins. The adaptor ribozymes are the
precursors of tRNA molecules and they play critical roles in the building of ribosomes. Ribosomal
RNA functions as a peptidyl transferase in ribosomes to link the amino acids in protein synthesis,
but the framework of transferase is provided by the ribosomal proteins.

5.4. The Origin of Transfer RNA

Any model for the development of protein synthesis must necessarily start with direct interactions
between RNAs and amino acids. Chemical considerations suggested that direct interactions between
the amino acids and the codons in mRNA were unlikely. The protein and mRNA languages seem to be
unrelated. Amino acids do not read their codons. Some kind of an adaptor molecule must mediate the
specification of amino acids by codons in mRNAs during protein synthesis [27]. The adaptor molecules
were soon identified by other researchers as transfer RNAs (tRNAs), which serve as a reading device
of mRNA through base pairing. The tRNA molecule binds to amino acids, associates with mRNA
molecules, and also interacts with ribosomes to decipher and translate the code of mRNA.

It is generally believed that the first RNA gene, the Ur-Gen, was a precursor of modern tRNA [73].
tRNA is the ancestor of all RNAs. It is an ancient molecule that has evolved very little over time.
The phylogeny of ribosomes suggests that tRNA is an ancient component of ribosomes that arose in
the early prebiotic world [20].

A tRNA molecule is short, typically being 76 to 90 nucleotides in length, which serves as the
physical link, a cipher, between the messenger RNA (mRNA) and the amino acid sequences of
proteins [30]. Although the tRNA molecule is short, both its primary structure and its overall geometry
are undoubtedly more complex than those of any other RNA species [74]. The translation of a message
carried in mRNA into the amino acid language of proteins requires an interpreter. The amino acids
themselves cannot recognize the codons in mRNA. The tRNA matches appropriate amino acids to
the appropriate codons. To convert the three-letters words (codons) of nucleic acids to the one-letter,
amino acids of proteins, tRNA molecules serves as the interpreters during translation. Each amino
acid is joined to the correct tRNA by a special enzyme, aminoacyl-tRNA synthetase (aaRS).

tRNA participates in two clearly distinct steps in the translation process. The first step comprises
the reactions that lead to the charging of the tRNA molecule with an amino acid. The second step
comprises the complex reactions in which tRNA transfers its amino acids into a growing protein
chain, in response to a specific codon. The chemical reaction catalyzed by the tRNA is simple—the
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joining of amino acids through peptide linkages. It performs the remarkable task of choosing the
appropriate amino acid to be added to the growing protein chain by reading successive mRNA codons.
The actual step of translation from mRNA into protein language occurs when amino acids and tRNAs
are matched and joined. The translators that do this job are the aminoacyl-tRNA synthetases (aaRS).
These enzymes are the only bilingual elements in the cell: they can recognize both the amino acid and
the corresponding tRNAs. They are the key element of translation, being the links between the worlds
of proteins and nucleic acids. The activation of tRNA occurs when a synthetase uses energy from ATP
hydrolysis to attach an amino acid to a specific tRNA. There are twenty such synthetases, one for each
amino acid. Together, they make up the complete dictionary for protein synthesis in a cryptic form that
relies on tRNAs for decoding into the anticodon language. Each type of amino acid can be attached to
only one type of tRNA, so each type of organism has many types of tRNA and more than 20 amino
acids. There might be a coevolutionary process in which the anticodons and the corresponding amino
acids were progressively mediated by natural selection. As ribosomes appear, tRNAs transport amino
acids to ribosomes, where the amino acids are assembled into proteins.

Because of its molecular complexity, the origin of tRNA is controversial. The modern tRNA
structure, with its complex configuration and multiple functions, might have originated from a simpler
form, such as pre-tRNA molecules to select specific abiotic amino acids in the vent environment
(Figure 4A–D). The pre-tRNA molecules with hairpin structures (stem and loop) might have evolved in
some evolutionary stages of protein synthesis, originating from a linear chain of RNA [75]. The tRNA
has a secondary and tertiary structure. In solution, the secondary structure of tRNA resembles a
cloverleaf with three hairpin loops (Figure 4E,F). One of these hairpin loops contains a sequence of
three nucleotides, called the anticodon, which forms base pairs with the mRNA codon. The other
two loops of the cloverleaf form a D-arm and a T-arm. The unlooped stem contains the free 3´
and 5´ ends of the chain. The CCA sequence at the 3´ end of the acceptor stem forms a covalent
attachment to the amino acid that corresponds to the anticodon sequence. The CCA sequence of
the acceptor stem offered a binding site for the amino acid. The 5´ terminal contains a phosphate
group. Both the anticodon and the acceptor stem sequence correlate with the role of amino acids in
folded proteins [76]. The secondary structure tRNA molecule may provide some clue as to its ancestral
molecular configuration. The cloverleaf-configuration of tRNA can be derived from a folded ribozyme
with a single loop and an attachment site for the amino acid at the end of a stem (Figure 4E).

The most plausible scenario of the origin of the tRNA molecule is based on ribozymes.
The chemical bonding of particular amino acids to small RNA molecules with specific base sequences
was the crucial step. Perhaps the precursor of tRNA started as a simple ribozyme with a hairpin
structure (Figure 4A,B). This ribozyme acquired amino acids at its 3’ end as a ‘cofactor’ (Figure 3):
that is, an amino acid was attached to a ribozyme and made it a more efficient catalyst [77]. By using
cofactors, the range of specificity of catalytic activity could be increased. One way of attaching an
amino acid to a particular point on the surface of the ribozyme is at the end of a single-stranded
unlooped stem of the hairpin, which is charged and begins to bind amino acid, which enhances the
catalytic function of the ribozyme. With the stabilization of the catalytic reactions, these ribozymes
began to participate in the first catalytic cycles. This configuration of a ribozyme linking an amino acid
at the end may be the starting point for the origin of tRNA, where the unlooped stems contain the free
3´ and 5´ ends of the chain. This amino acid attachment to ribozymes by a specific assignment enzyme
first occurred to make cofactors more efficient catalysts [46].

Aminoacylation of tRNA is an essential event in the translation system. Although, in the modern
system, protein enzymes play the sole role in tRNA aminoacylation; in the primitive translation system,
ribozymes could have catalyzed aminoacylation to tRNA or ancestral tRNA-like molecules. What was
the catalytic function of ribozyme? If it was attaching an amino acid to its own end, it would not
be logical that the substrate amino acid is the cofactor at the same time. It has been suggested that
this attachment first occurred to make cofactors and it was carried by ribozymes. The RNA world
hypothesis implies that the ribozyme functioned as an assignment enzyme to attach a particular amino
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acid to an ancestral tRNA for aminoacylation before the emergence of aaRS [77]. In the peptide/RNA
world, we suggest that the ribozyme was not an aminoacylation catalyst; another molecule, such as
bridge peptide, performed this function for the ligation of amino acid with ancestral tRNA [24]. In the
early stage of aminoacylation, pre-aaRS, originally a protein enzyme, emerged as an assignment
enzyme for charging ancestral tRNA [17–19]. In that case, the ribozyme should have another activity
that is so advantageous as to help the molecule to survive. In our view, the cofactor function of
ribozyme was utilized to form peptide bonds between adjacent amino acids before the emergence
of the ribosome. This enzymatic activity may be precursor to that of the Peptidyl Transferase Center
of the ribosome that is responsible for peptide bond formation. Another phenomenon in which the
intervention of a ribozyme could have been of critical importance is RNA replication [68].

Many studies have suggested that the modern cloverleaf structure of tRNA may have arisen
from a single ancestral gene by the duplication of half-sized hairpin-like RNAs by passing through
some intermediate structures [76–83]. The linkage of an amino acid with a ribozyme at the end with a
hairpin loop might be the starting point for the origin of tRNA, which is a quarter size of the modern
tRNA molecule [47]. The relevance of ribozymes in the origin of tRNA is enormous. The equivalent
effect of gene duplication might be accomplished by a simple ligation of two identical hairpins of
folded ribozymes to create double hairpins, a D-hairpin and a T-hairpin, with an anticodon at the
stem bases [82]. RNA ligation is a powerful driving force for the emergence of tRNA, joining two
hairpin loops of ribozyme (Figure 4C). During the evolutionary transitions of the pre-tRNA molecule,
the double hairpin structure with the D-hairpin and the T-hairpin formed in the ancient prebiotic world,
with both the anticodon and the terminal CCA sequence adjacent to the D-hairpin (Figure 4D) [80].

The function of tRNA molecules depends on their precise three-dimensional structure.
The cloverleaf tRNA folds into a more compact L-shaped tertiary structure, but each has a distinct
anticodon and an attached amino acid (Figure 4H). One arm of the L-shaped tRNA structure has a
minihelix with a single-stranded CCA end that is used for attaching a single amino acid; the other arm
forms an anticodon loop, with three unpaired bases that may bind with the complementary codon of
mRNA. Each tRNA molecule can carry one of the 20 different amino acids at its CCA minihelix end.
Each type of amino acid has its own type of tRNA, which binds it and carries it to the growing end of
a protein chain during the decoding of mRNA. The CCA end of the minihelix interacts with the large
ribosomal subunit to form a peptide bond and the loop end interacts with the small ribosomal subunit
for decoding mRNA triplets through codon-anticodon interactions [76].

We suggest that this half-sized hairpin structure of the pre-tRNA molecule acquired some
functional capacity for translation before the emergence of tRNA (Figure 4C,D). The pre-tRNA
molecule is the evolutionary precursor of the tRNA molecule. Direct duplication or the ligation
of half-sized, hairpin-like structures—the pre-tRNA molecule—could have formed the contemporary
full-length tRNA molecules, (Figure 4E). The acceptor stem bases and the anticodon stem/loop bases
in tRNA in tRNA 5´-half and 3´-half fit together with the double-hairpin folding; this suggests that the
primordial double-hairpin RNA molecules could have evolved to the structure of modern tRNA by
gene duplication, with subsequent mutations to form the familiar overleaf structure [76,80]. In other
words, two pre-tRNA molecules somehow fused together to form a tRNA molecule.

The half-sized pre-tRNA molecule with two loops (D-hairpin and T-hairpin) on one side,
and anticodon and acceptor stem region of CCA end on the other side, is structurally and functionally
independent and is more ancient than the other-half of the tRNA molecule [81]. This short,
self-structured strand of the pre-tRNA molecule possesses a template domain, which is chargeable
through interaction with specific amino acids, is probably the predecessor of tRNA (Figure 4C).
This pre-tRNA molecule binds, with high specificity, to the amino acid corresponding to its anticodon;
this reaction is catalyzed by a specific pre-aminoacyl-tRNA synthetase (pre-aaRS). tRNA evolution
is closely linked to aminoacylation. There is a separate tRNA for each amino acid that carries a
triplet sequences of nucleotides for anticodon. Later, the anticodon of pre-tRNA will guide the codon
formation of the pre-mRNA.
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Figure 4. The double-hairpin model of the transfer RNAs (tRNA) formation, showing its evolutionary
transitions [76,78,81]. (A,B), shows a secondary hairpin structure of two RNA molecules (such as
ribozymes), each with a stem and a loop: the CCA sequence at the 3’ end of the stem offers a binding
site for an amino acid, whereas the 5’ end offers a binding site for phosphorous; (C), the direct
duplication or ligation of the hairpin structure may have generated a double hairpin structure,
creating a D-hairpin and a T-hairpin. An anticodon (ANT) site forms between the two stems. In this
newly conFigured pre-tRNA molecule, the acceptor site and anticodon site are now closer together,
enabling it to decode a pre-messenger RNA (mRNA) molecule for protein synthesis (see Figure 20);
(D), a schematic diagram showing the salient features of the pre-tRNA molecule, with the anticodon
site; (E), the contemporary full-length tRNA molecule could have been formed by the ligation of two
half-sized pre-tRNA structures. Its acceptor stem bases and anticodon stem/loop bases, at the tRNA
5’-half and the 3’-half, fit the double–hairpin folding. This suggests that the primordial double–hairpin
RNA molecules could have evolved to modern tRNA. This new secondary structure of tRNA resembles
a cloverleaf, its anticodon end forms a complementary base pair with the mRNA codon; (F), a cloverleaf
from nature illustrates the structural similarity with the new tRNA molecule; (G), a schematic diagram
showing the salient features of the tRNA molecule, emphasizing the anticodon. The tRNA serves a
crucial role in matching an amino acid with a specific codon. When tRNA is bound to an amino acid
it is called an aminoacyl tRNA. There is now a corresponding tRNA, with an appropriate anticodon,
for each amino acid.; (H), the cloverleaf secondary structure of tRNA then folds to the L-shaped tertiary
structure. At the CCA minihelix end, the aminoacylation site interacts with a large ribosomal unit for
a peptide bond formation. The opposite end interacts with the small ribosomal subunit, to decode
mRNA triplets through codon-anticodon interactions.
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It should be apparent that tRNA molecules must contain a great deal of specificity, despite their
small size. Not only do they (1) have the correct anticodon sequences, so as to respond to the right
codons, but they must also (2) be recognized by the correct aaRS, to be activated by the correct amino
acids, and (3) bind to the appropriate sites on the ribosomes to carry out their adaptor functions.

An important aspect of the specificity between amino acids and pre-tRNA is that, once this
specificity is established, a mechanism for ‘memorizing’ or encoding variations in the sequence
of pre-tRNA molecules becomes possible [73]. These pre-selected biomolecules of amino acids
emerged from the existing prebiotic soup of the crater vent environments. Among the many essential
components of the translation process, assignment enzymes, such as pre-aaRS, evolved to bind a
specific amino acid to a pre-tRNA molecule (Figure 4).

5.5. The Origin of Metabolism

A prebiotic origin of metabolism is not fully understood. The core structure of the metabolic
pathway is very similar across all organisms, which suggests the early origin of protometabolism
in the prebiotic world [37]. Catalysts may have played an important role in establishing the early
metabolism that ultimately led to the biosynthesis of protein. An intriguing possibility is that modern
metabolic pathways emerged through a stepwise process of recruitment of ever more-effective catalysts
to catalyze steps in primordial chemical-reaction networks. Metal ions of Fe, Mn, Zn, and Cu were
also available in the vent environment, which help to mediate catalysis [10,11,13]. The synthesis of
small organic molecules from inorganic precursors, including mineral-mediated synthesis, is probably
the stimulus for the origin of metabolism. Large Hadean impacts may have made the atmosphere
transiently rich in CO, which may have played a role in the origin of life and in fueling early biological
metabolism. CO was an important trace gas on the prebiotic Earth, because it has high free energy and
catalyzed the key reactions of prebiotic synthesis and in fueling early biological metabolisms [16].

Crystalline surfaces of common rock-forming minerals, such as pyrite and montmorillonite,
are likely to have played several important roles in protometabolism [21]. Mineral surfaces with
well-known catalytic properties might have promoted the polymerization of monomers, such as amino
acids and nucleic acids. Many of life’s essential macromolecules in the prebiotic world, including
enzymes, carbohydrates, and RNA, form from water-soluble monomeric units—amino acids, sugars,
and nucleic acid, respectively. Minerals surfaces provide a means to concentrate and assemble these
bio-monomers. The polymerization of proteins from amino acids requires the dehydration and
condensation mechanism that is precisely found in the fluctuating hydrothermal crater basins. It is
well-known that amino acids concentrate and polymerize on clay minerals to form small, protein-like
molecules [84]. Such reactions occur when a solution containing amino acids evaporate in the presence
of clays. Subsequent studies have shown the adsorption and polymerization of amino acids on varied
crystalline surfaces [23].

The problem of the origin of the evolution of metabolism has been recently advanced by the
behavior of ZnS, which is capable of harvesting sunlight energy and converting this energy into
the formation of chemical bonds of dicarboxylic acid from CO2, thus providing the core reactions
of universal metabolism before the existence of enzymes [85]. This paper has related how prebiotic
metabolites available from simple sunlight promoted reactions can catalyze the synthesis of clay
minerals (i.e., a zinc clay called sauconite). The work presents an excellent example of reproductive
power of clay minerals and the mechanism by which prebiotic metabolites catalyze their formation.
Clay minerals that act as sponges can retain water and polar organic molecules, and they might have
played a key role in concentrating and catalyzing the polymerization of key organic molecules such as
RNA and protein.

Small molecules—such as amino acids, short peptides, and cofactors—may have catalyzed
reactions that are required to produce more complicated organic compounds. Although their catalytic
abilities are known to be limited in both acceleration and specificity as compared with later molecular
RNA or protein catalysts, some small molecules are remarkably effective catalysts.
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The second stage, or metabolism, defined as the first set of reactions that are catalyzed by protein
enzymes (and perhaps, ribozymes) prefiguring present-day metabolism, and perhaps already including
certain central systems, such as the glycolytic chain and the Krebs cycle [68]. Centrally located within
this network are the sugar phosphate reactions of glycolysis and the pentose pathway. This stage of
metabolism appeared in the peptide/RNA world and it was modified and refined continuously during
the origin of the first cells. As more enzymes were added and started to build their own network, new
pathways could have developed.

5.6. The Origin of Aminoacyl-tRNA Synthetase

Aminoacyl-tRNA synthetases (aaRSs) are a superfamily of enzymes that are responsible for
creating the pool of correctly charged aminoacyl-tRNAs, which are necessary for the translation of
the genetic information (mRNA) through the ribosome. aaRSs are very ancient enzymes that are
present in all organisms, and are one of the pioneer molecules that are formed by the polymerization
of amino acids in incremental steps. Each enzyme catalyzes the activation of a specific amino acid and
recognizes a specific tRNA for binding.

The unavailability of activated amino acids was the most critical barrier of protein synthesis.
Aminoacylated ribozyme was the pioneer molecule to use the amino acid as cofactor and employed
bridge peptide for activation. Later, with the development of tRNA, the activation reaction is catalyzed
by specific aaRS, a derived product of bridge peptide. The first step is the formation of an aminoacyl
adenylate with an amino acid and an ATP. The next step is the transfer of the aminoacyl group to
a particular tRNA molecule to form aminoacyl-tRNA, or a charged tRNA. The mechanism of aaRS
formation is well-known [77]. It reveals insight into how and why the tRNA molecule creates its
own bilingual enzyme aaRS that can then connect it with the appropriate amino acid. It enhances
the selection and sorting of the appropriate amino acids from the prebiotic soup for protein synthesis.
Each aaRS is highly specific for a given amino acid. It has a highly discriminating amino acid activation
site. Both amino acids and ATP were available in the hydrothermal vent, facilitating a reaction with
tRNA to form aminoacyl-tRNA synthetase. Moreover, the proofreading ability by aaRS increases the
fidelity of protein synthesis.

How do aaRS choose their tRNA partners? The aaRS recognize, on the one hand, individual
amino acids, which they activate via conjunction with ATP; or, aaRS activate amino acids to generate
its conjugate with AMP [77]. The synthetase first binds ATP and the corresponding amino acid to
form an aminoacyl-adenylate, releasing inorganic pyrophosphate (PP1). The next step is the transfer
of the aminoacyl group of aminoacyl-AMP to a particular tRNA molecule to form aminoacyl-tRNA.
The mechanism can be summarized in the following reaction series:

1. Amino acid + ATP → Aminoacyl-AMP + PP1

2. Aminoacyl-AMP + tRNA → Aminoacyl-tRNA + AMP

Thus, the equivalent of two molecules of ATP are consumed in the synthesis of each
aminoacyl-tRNA. One of them is consumed in the formation of the ester linkage of aminoacyl-tRNA,
whereas the other is consumed in driving the reaction forward. The activation and transfer
steps for a particular amino acid are catalyzed by the same aminoacyl-tRNA synthetase. Indeed,
the aminoacyl-AMP intermediate does not dissociate from the synthetase. Aminoacyl-AMP is normally
a transient intermediate in the synthesis of aminoacyl-tRNA. Synthetases can recognize the anticodon
loops and acceptor stems of tRNA molecules. Their precise recognition of tRNAs is as important for
high-fidelity protein synthesis, as is the accurate selection of amino acids.

aaRSs come in twenty flavors, with each one being specific to an amino acid and tRNA.
These twenty enzymes are widely different, each being optimized to function with its own particular
amino acid and the set tRNA molecules that are appropriate to that amino acid. They can be divided
into two classes, termed class I and class II. The two aaRS superfamilies evenly divide translation
into ten amino acids each. The initial activating enzyme was a bridge peptide that facilitated
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the aminoacylation of ribozyme (Figure 3). From bridge peptide, protozymes and then urzymes,
and finally pre-aaRS and aaRS probably evolved [17–19,24]. We speculate that the precursor of aaRS
was pre-aaRS, a hypothetical primordial ancestor that gave rise to two classes of aaRS, which are
both multidomain proteins. Each aaRS uses different mechanisms of aminoacylation. In our model,
the original aminoacylation enzymes were pre-aaRS, a simpler version of aaRS, which must have
featured a strong linkage to the anticodon of a pre-tRNA molecule. This linkage must have featured
a codon-like, trinucleotide binding site for the adaptor’s anticodon, on the pre-aaRS. We propose
that pre-aaRS is an enzyme, including an anticodon, plus a domain that is capable of binding and
activating an amino acid and transferring to the pre-tRNA. Pre-aaRS is analogous to ‘protozymes’
and ‘urzymes’ [18,19], but is somewhat more advanced, because it would allow for tRNA/anticodon
recognition. Protozymes retain about 40 percent of activity of the full-length of aaRS, even though they
contain only about 10 percent as many amino acids. Next came ‘urzymes’, which retain about sixty
percent of activity and have the same functional repertoire as the full-length enzymes. We speculate
that pre-aaRS would be as long as the urzyme, but it has acquired additional anticodon binding
function. The proposed evolutionary path from bridge peptide to protozyme to urzyme to pre-aaRS to
aaRS documents increases the complexity of functions and would satisfy the rule of continuity [24].

5.7. The Origin of Messenger RNA and Translation

There are two haunting questions regarding the genesis of mRNA: (1) how mRNAs first appeared
in the prebiotic environment, before the emergence of DNA and (2) how they evolved in the sequence of
nucleotides, with the function of specifying amino acids as the fundamental components for the origin
of the genetic code. The primordial mRNA was lost long ago in the information stage of biogenesis,
leaving no trace of its origin. While existing evidence suggests that the genetic code was influenced
by physico-chemical interactions between individual amino acids and strings of nucleic acids [69,86],
researchers have yet to piece together the stepwise mechanisms by which it evolved over time.

In the prebiotic world, different species of RNA evolved through cooperation, each with a different
function. Although random RNA strands grew during prebiotic synthesis by base pairing, in which
some portions of the strand might show codon-like arrangement of nucleobases, they did not contain
any genetic information (Figure 2). Moreover, the strings of nucleotide may be haphazardly interrupted
by stop and start signals. A fundamental property of protein synthesis is that the amino acids are
not added in a haphazard fashion. Their sequence is rigorously imposed by mRNA, which is itself
is incrementally formed by tRNA. Each mRNA must be specially made allowing hybridization with
tRNA, and specific to each protein.

Here, we propose a new model for the synthesis of custom-made mRNA by tRNA. The evolution
of non-random coding mRNA served as the first medium for genetic information that coincided with
the development of the genetic code and protein synthesis. As the tRNA molecules began to recognize
and react with certain amino acids, they need a separate storage device for safe keeping the information
of amino acid assignment. Because the selection of mRNA exclusively depends on codon-anticodon
interaction, tRNA begins to make a specific strand of mRNA for the storage of amino acid information
(otherwise, it is difficult to see how else mRNA molecules could have become involved with coding
the strings of amino acids in a specific manner). We suggest the origin of a new generation of ancestral
mRNAs—pre-mRNAs, were created by pre-tRNAs step-by-step. These newly synthesized pre-mRNAs
have direct preferences for the amino acids that they tend to encode.

In our model, pre-tRNA molecules begin to select codons via base pairing with their anticodons;
these short codon segments are linked to create a longer strand of pre-mRNA step-by-step for storing
genetic information. In the pre-tRNA molecule, the site of attachment of the appropriate amino
acid is proximate to the anticodon, making the communication between two active sites easier
(Figure 5A,B). The physical proximity of the anticodon and the acceptor stem in ancestral pre-tRNA
molecules is relevant to a long-sought goal-deriving amino acid/codon pairing rules from an ancestral
nucleotide-based receptor-ligand recognition system [66]. A crucial aspect of the origin of pre-mRNA is
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that codon units are not just randomly added. Instead, the anticodon of pre-tRNA acts as a template to
select the matching codon of a pre-mRNA strand. Using the base pairing mechanism, each anticodon
of a charged pre-tRNA molecule begins to attract corresponding nucleotides from the prebiotic pool
by base pairing (Figure 5D). After hybridization with anticodons, these triplet nucleotides begin to
cluster and link together to form small chains of oligonucleotide with codon bases. Several small
oligonucleotide chains begin to link to form a longer strand of a pre-mRNA molecule that becomes
a database for storing the information of several amino acids (Figure 5E). This coded pre-mRNA
became the binding partners for pre-tRNA, enhancing mutual stability and instant cognition. This is a
turning point in the origin of translation when a pre-mRNA molecule becomes a digital strip for the
storage of genetic information in a separate device in the nucleotide language. Translation is easier
to evolve, logically as well as chemically, if there is already a triplet-amino acid assignment that is
present. Eventually, several strands of pre-mRNA are joined to form a longer strand of pre-mRNA.
These pre-mRNA genes are very short, no longer than 30 to 80 nucleotides. The main feature of
pre-mRNA is its heterogeneity for information content. A triplet code sequence with a random codon
assignment has very high information content in protein synthesis. With different combinations of
codons and varied lengths of pre-mRNA strand, a wide range of amino acid information could be
stored for the synthesis of longer protein chain (Figure 5F).

With the emergence of pre-mRNA, the information of anticodon assignment of large pre-tRNA
populations can be transferred and stored in a codon message, along the strand of a pre-mRNA
molecule. Along the linear strand of a pre-mRNA molecule, digital information for coding amino
acids symbiotically emerged with the help of the anticodon of pre-tRNA molecules. Biological
information was not only concentrated, but also specified along the strand of a pre-mRNA molecule.
Charged pre-tRNA becomes the carrier of a specific amino acid that attached to the matching codon
of pre-mRNA.

During the interaction of charged pre-tRNA with pre-mRNA, each aminoacyl pre-tRNA
(aa-pre-tRNA) molecule transported and selected specific amino acids for protein synthesis. This is how
information enters into the codon of the pre-mRNA molecule in a storage format for a specific amino
acid via the anticodon. The information is laid down in the sequences of pre-mRNA, whose quantity
is expressed by the lengths of those sequences. These base-pairing attachments between charged
pre-tRNA and pre-mRNA provided the structural basis for translation.

The aa-pre-tRNA brings this specific amino acid to this pre-mRNA site during translation,
where its anticodon binds to the complementary codon. Initially, four short oligonucleotides, each with
a specific codon, were formed and joined in different combinations, specifying four amino acids,
such as valine, alanine, aspartic acid, and glycine [88]. This is the first stage of the origin of translation
along with the genetic code, involving four amino acids, in which a small number of amino acids were
coded by a small number of triplets (Figure 5D). These four amino acids were readily available from
the prebiotic vent environment. These oligonucleotides with codons are linked together by random
combinations to form a pre-mRNA strand with a coded message (Figure 5E). Once the base sequence of
pre-mRNA is stored for a number of amino acids, a rudimentary translation begins to initiate between
pre-tRNA and pre-mRNA to synthesize the protein products that provide some modest catalytic,
structural, and binding features in the peptide/RNA world. Most likely, the code assignments and
the translation mechanism evolved together [75]. Pre-mRNA molecules, which were customized by
pre-tRNA, multiplied in the vent environment and linked into longer strands of pre-mRNA to become
a genetic reservoir, a digital recipe for proteins synthesis. However, at this stage, pre-mRNA can
contain limited genetic information for four amino acids or their multiplied combinations.
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Figure 5. Primitive translation process began with interaction between pre-mRNA and pre-tRNA
before the appearance of ribosomes. Pre-tRNA molecule serves as a crucial role in matching a prebiotic
amino acid to a specific codon. (A), a pre-tRNA molecule with two hairpin loops of 3’ and 5’ terminals
and an anticodon (ANT); the acceptor stem at the 3’ end forms a covalent attachment to a specific
amino acid that corresponds to the anticodon sequence; (B), schematic representation of pre-tRNA
emphasizing the 3’ end and corresponding anticodon; (C), encapsulated pre-tRNA and pre-mRNA
molecule with codon-anticodon interaction; the inner cell membrane acts as a substrate to hold the
pre-mRNA molecule in place. (D), the anticodon of a pre-tRNA molecule began to hybridize with
corresponding nucleotide by base pairing; the triplet nucleotides were kinked to form a codon; In the
abiotic stage, the primitive GNC code appeared, which codes four amino acids: valine, alanine, aspartic
acid, and glycine [87,88]; (E), codons thus produced by pre-tRNAs, began to link in a strand to form
a pre-mRNA with coding sequence; (F), pre-tRNA and pre-mRNA interactions to form rudimentary
translation; the 3’ acceptor end of pre-tRNA gathers appropriate amino acid from the pool and binds it
by activation enzyme; an aminoacetyl pre-tRNA with appropriate anticodon hybridizes with codon,
ejecting the pre-tRNA; the next aminoacyl pre-tRNA then moves down another codon and repeats the
process; amino acid released from the old pre-tRNA begins to join to form a protein chain.

During the initial translation process, each pre-tRNA carries its corresponding amino acid on
its end (Figure 5F). When a charged pre-tRNA recognizes and binds to its corresponding codon of
pre-mRNA, then the growing amino acid chain transfers to the single amino acid of the pre-tRNA.
The pre-tRNA molecule begins to translate the codon of the pre-mRNA molecule in the 5´ to 3´
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direction. The codon for the first amino acid in the chain (the amino end of the protein) is always at
the 5´-end of the pre-mRNA. Likewise, the codon for the last amino acid in the chain is at the 3´-end of
the pre-mRNA.

As the translation began along the strand of pre-mRNA, the triplet GUC coded for the amino acid
valine. An aminoacyl pre-tRNA entered the site, where it then hybridized the codon. Here, a ribozyme,
the precursor to peptidyl transferase of ribosome, performed two critical functions. First, it detached
the valine from its pre-tRNA, which was ready to make a growing amino acid chain and released the
pre-tRNA. Second, it catalyzed the formation of a peptide bond between that amino acid and the one
that was attached to the next codon site. The first pre-tRNA, carrying the amino acid glycine, paired
with the codon GCC. With the arrival of the second pre-tRNA, carrying valine, the first pre-tRNA,
like a runner in a relay race, passed its glycine to the next, linking with valine and it was ejected.
The third pre-tRNA with anticodon CUC hybridized with the next codon, GAC, bearing the aspartic
acid, and picked up the link of glycine and valine. The next step repeats when a new aminoacyl
pre-tRNA prepares to attach to the next codon site CGG for alanine. Here, it would receive the newly
formed polypeptide link of valine-glycine-aspartic acids. To this link, alanine would be added. This is
the way that a string of bases of pre-mRNA is translated into a sequence of amino acids. The released
amino acids chain of valine, glycine, aspartic acid, and alanine are joined together by a peptide bond
to form a newly synthesized protein (Figure 5F). Ribozymes functioned as a catalyst to break the acyl
bond holding the growing amino acid chain on the pre-tRNA, and link the new incoming amino acid
to the protein chain by a peptide bond. Those ribozymes that were involved in the protein synthesis
were the precursors for the peptidyl transferase of the larger unit of the ribosomes.

The association between amino acids and codons—for example, between GUC and valine—is
called the code. In this way, the genetic code begins to translate in a rudimentary form, as the short
chain of proteins is built according to the instruction from the linear order of codons on the pre-mRNA.
The process continues until the pre-tRNA molecule reaches the last codon in the pre-mRNA strand.
It stops because there are no more codons to match. The ribozyme is clipped off by the completed
protein chain. Once the complete protein is made, the pre-tRNA was discarded, and the pre-mRNA
was broken down and its nucleotides recycled. The newly synthesized proteins functioned as enzymes
for specific catalysis.

This initial code-programming and storage operation of the pre-mRNA by the pre-tRNA must
have occurred within the protective environment of the protocells (Figure 5C). By pairing with the
anticodons of the pre-tRNAs, the codons of the pre-mRNA not only selected the appropriate amino
acids, but they also help to immobilize the pre-tRNAs. To initiate primitive translation, the pre-mRNA
strand needed a substrate where pre-tRNA molecules would sequentially bind one codon after another.

How the primitive translation machinery maintains its proper reading frame is a question of
primary importance. In the absence of the ribosomes, the inner surface of the protocell membrane
would have served as a substrate for holding the pre-mRNA in position for pairing with the anticodon
(Figure 5C). The spherical curved surface of the membrane probably facilitates the movement of
pre-tRNA in downstream from 5´ to the 3´ ends of pre-mRNA during translation. This may be
the beginning of the origin of reading frame, which is crucial for the reproducibility of translation;
the codons of pre-mRNA should be read in a fixed direction with no gap between them.

The availability of several groups of new enzymes enlarged both the structural and the functional
capabilities of the pre-mRNA and pre-tRNA molecules, evolving into the more efficient mRNA
and tRNA. This evolutionary transformation was characterized by a progressive refinement of the
translation system and an increase of the genetic code. As more and more pre-tRNA guided pre-mRNA
molecules began to emerge, they were continuously replicated, increasing their population in the
prebiotic pool, linking together in various combinations to form longer strands of mRNA molecules.
tRNA and mRNA outnumber their precursors pre-tRNA and pre-mRNA through base pairing and
replication. These longer mRNA genes arose as replication increased in accuracy. Each mRNA
contained about 100 to 200 nucleotides (Figure 5E).
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5.8. The Origin of Ribosomes

Translation needs one more piece of the molecular machine to continuously make protein in an
assembly line—the ribosome. Ribosomes link amino acids together in the order that is specified by
mRNA molecules. They provide the environment for controlling the interaction between codons of
mRNA and anticodons of aminoacyl-tRNA in the creation of proteins. The translation of encoded
information of mRNA and the linking of amino acids that were selected by tRNAs are at the heart
of the protein production process. Ribosomes can link amino acids together at a rate of 200/min.
Therefore, small proteins can be made fairly quickly. Once a new protein chain is manufactured,
the ribosome is released from protein synthesis to enter a pool of free ribosomes that are in equilibrium
with separate small and large subunits [77].

The ribosome is composed of two-thirds of RNA and one-third protein. It is made of about
50 ribosomal proteins (r-protein) that are wrapped up with four ribosomal RNAs (rRNA) and it is
therefore a ribonucleoprotein (Figure 6). Although ribosomal proteins greatly outnumber ribosomal
RNA, the rRNAs account for more than half the mass of the ribosome. A bacterial cell may contain as
many as 20,000 ribosome complexes, which enable the continuous production of several thousand
different proteins, both to replace degraded proteins and to make new ones for daughter cells during
cell division. A ribosome physically moves along an mRNA strand, reads the codon sequences of
mRNA, and catalyzes the assembly of amino acids into protein chains using the genetic code. It uses
tRNAs to mediate the process of translation from the nucleotide language of mRNA into the amino
acid language of proteins with the help of various accessory molecules. Each ribosome can bind one
mRNA and up to three tRNAs. Central to the development of ribosomes are RNAs that spawn the
tRNAs, and a symmetrical region that is deep within the large ribosomal RNA, where the peptidyl
transferase reaction occurs [77,89,90].

Recent bacterial ribosomes shed light on the origin, evolution, morphology, and composition of
primitive ribosome that emerged in the peptide/RNA world. The bacteria have smaller ribosomes,
termed 70S ribosomes, which are composed of two major subunits of unequal size, which are called
the large (50S) and the small (30S) subunits; each consists of one or two RNA chains and scores of
proteins (Figure 6). The small subunit (SSU) is where mRNA and tRNA molecules interact to read
the genetic code, and the large subunit (LSU) is where the growing protein chain is synthesized from
the amino acids that are attached to tRNAs. Thus, the small subunit is mainly decoding mRNA,
but the large subunit mainly has a catalytic function. In the large subunit, rRNA performs the function
of an enzyme and it is termed as a ribozyme. In prokaryotic ribosomes, the small subunit, 30S,
is made of one ribosomal RNA and 21 ribosomal proteins, while the large subunit, 50S, is made of
two ribosomal RNAs and 31 ribosomal proteins. The two subunits fit snugly in a slot, through which
a strand of the mRNA molecule runs between them, after the fashion of a tape through a cassette
player. The ribosome glides through the mRNA tape, which then carries out its instructions bit by bit,
linking the amino acids together, one by one in a specified sequence, until an entire protein has been
synthesized. The ribosomal RNAs are programmed to recognize the codon as it appears on mRNA.
When the production of a specific protein is finished, the two subunits of ribosome drift apart [89,90].
Ribosomes only have a temporary existence. The large and small subunits of the ribosome undergo a
cycle of association and dissociation during each round of translation. Similarly, once the protein is
made, mRNA is broken down and the nucleotides are recycled.
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Figure 6. The origin of the ribosome. The ribosome consists of two subunits each with specific roles in
protein synthesis. The basic form of the ribosome has been conserved in evolution. Perhaps, the early
ribosome was similar to that of modern prokaryotes, which is a large ribonucleoprotein complex of
three rRNAs and 52 r-protein molecules. Although ribosomal proteins greatly outnumber ribosomal
RNAs, the rRNAs pervade both subunits. There is now evidence that rRNA interacts with mRNA
or tRNA at each stage of translation, and that ribosomal proteins are necessary to maintain rRNA in
a structure in which it can perform the catalytic functions. Most likely, the symbiotic interactions of
ribosomal RNAs and ribosomal proteins gave rise to ribosomes, which grew by accretion. However,
there is some controversy whether the small or large subunit appeared first. In our view, both units
coevolved by the accretion of ribosomal RNAs and ribosomal proteins.
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The ribosome evolved prior to the emergence of DNA and the cellular life in the peptide/RNA
world. Ribosome evolution is intricately linked to the prior evolution of mRNA, tRNA, and primitive
form of the genetic code and translation. The origins and evolution of ribosomes remain printed in the
biochemistry of extant life and in the structure of the ribosome. Most theories propose that the ribosome
was a functional takeover of a primitive RNA-based translation system in a coordinated series of
chemical reactions. RNA is thought to be responsible for the bulk of the ribosome’s work. Recent
structures of ribosomes have unambiguously shown that the essential functions of the ribosome,
such as decoding, peptidyl transfer, and translocation, all appear to be mediated by RNA [91].
Phylogeny of ribosome suggests that the origin of rRNA is linked to accretionary tRNA building
blocks that gave rise to functional rRNA [20]. The decoding center where mRNA is located in the
small subunit and it is primarily formed from 16S rRNA. The rRNAs are folded into highly compact
and precise three-dimensional structures that form the core of the ribosome. The rRNAs give the
ribosome its overall shape. Thus, the widely popular concept of ‘the ribosome is a ribozyme’ was born;
the ribozymes must have preceded coded protein synthesis [39].

In recent times, the role of proteins in the origin of ribosomes is gaining currency, implying that
the ribosome may have first originated in a peptide/RNA world, where both amino acids and a
variety of enzymes were available [9,13–22,92]. Ribosomal proteins are not passive contributors to
ribosome function. They are generally located on the surface, where they fill the gaps and crevices
of the folded rRNA. The main role of the ribosomal proteins seems to fold and stabilize the rRNA
core, while permitting the changes in rRNA conformation that are necessary for this RNA to catalyze
efficient protein synthesis. The ribosomal proteins provide the structural framework for the 23S rRNA,
which actually carries out the peptidyl transferase reaction. In the absence of ribosomal proteins, 23S
rRNA is unable to serve as a peptidyl transferase activity. The assembly of large and small subunits
that are dependent upon ribosomal proteins [17,92]. Several ribosomal proteins assist in the assembly
of the large subunit by providing unstructured, highly positively charged protein sequences that
bind amino RNA segments together and extend to the center of the subunit [92]. These extensions
cooperatively fold with ribosomal proteins to produce the small subunit.

Why would an RNA structure evolve to make proteins if the protein did not already exist that
would confer a selective advantage on the ribosomes capable of synthesizing them? The availability
of even simple proteins could have significantly enlarged the otherwise limited catalytic function of
RNA. Many prebiotic protein enzymes carried out several key functions in the primitive translation
system. Moreover, the production of simple proteins had already commenced through the interactions
of mRNA/tRNA/aaRS, before the origin of ribosome (Figure 5). Perhaps ribosomal proteins were
synthesized during the primitive translation system, which were then recruited to build the ribosome
step-by-step. RNAs and proteins developed a symbiotic relationship to create ribosomes in the
peptide/RNA world [17–19]. These r-proteins took an active part in stabilizing the evolving ribosomes
and in interacting with many rRNA sequences. Because the number of proteins greatly exceeded the
number of RNA domains, it can hardly come as a surprise that every rRNA domain interacted with
multiple proteins in ribosomes [91]. Ribosomes are not entirely ribozymes, but are more accurately
ribonucleoprotein (RNP), a complex that can have as many as 62 r-proteins, with only three rRNA
molecules (Figure 6). Virtually all r-proteins are in contact with the rRNA. Accordingly, it makes
sense that this assemblage is a result of a long and complicated process of gradual coevolution of
rRNAs and r-proteins. Both the assembly and synthesis of the ribosomal components must occur in a
highly coordinated fashion [20]. Their phylogenetic analysis reveals that the ribosomal protein/rRNA
coevolution manifested throughout the prebiotic synthesis process, but the oldest protein (S12, S17, S9,
L3) appeared together with the oldest rRNA substructures that were responsible for both the decoding
and ribosomal dynamics 3.3-3.4 Ga. Although protein synthesis is largely carried out by different
kinds of RNA molecules within the ribosome, such as mRNA, tRNA, rRNA, and peptidyl transferase,
aminoacyl synthetase (aaRS) played a crucial role as a protein enzyme that attached the appropriate
amino acid onto its tRNA during protein synthesis. The synthetase, in terms of importance, is equal to
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the tRNAs in the decoding process, because it is the combined action of synthetases and tRNAs that
allows each codon in the mRNA molecule to associate with its proper amino acid. Similarly, both rRNA
and the 50S subunit proteins are necessary for the peptidyl transferase activity during peptide bond
formation, but the actual act of catalysis is a property of the ribosomal RNA of the larger subunit
(Figure 6). The cumulative conclusion that seems to be most in accord with biochemical evidence is
that the peptide/RNA world preceded ribosome.

The accretion model describes the origin and evolution of ribosomes [20]. Given that the ribosome
is quite ancient, it is likely that rRNAs and r-proteins coevolved to build this complex nanomachine.
Ribosomes, like the rings of a tree, contain the record of their history, spanning four billion years.
Like rings in the trunk of a tree, the ribosome contains components that functioned on in its early
history. It accreted to grow bigger and bigger over time. However, the older parts froze after they
accreted, like the rings of a tree (Figure 6). Recent phylogenetic work on ribosomal history suggests
that both RNAs and proteins contributed to the formation of the ribosome core through accretion,
recursively adding expanding segments [20,21]. Ribosomes contains life’s most ancient and abundant
polymers, the oldest fragments of RNA and protein molecules. It most likely a molecular relic of the
peptide/RNA world [9].

Both ribosomal subunits have separate functions. Peptide bond formation occurs at the peptidyl
transferase center (PTC) of the large subunit, whereas the mRNA sequences are decoded on the
small subunit. mRNA decoding contributes to the specificity of protein synthesis on the ribosome.
In isolation, both of the subunits can perform their respective functions (Figure 6). By itself, the large
subunit will catalyze the formation of peptide bonds between aminoacyl-tRNA-like substrates. By itself,
the small subunit binds mRNA, and when mRNA is bound, it will bind tRNAs in a codon-specific
manner. In an RNA world scenario, the ribosome originated in the peptidyl transferase center of the
large ribosomal subunit [93,94]. There are no r-proteins that are close to the reaction site for protein
synthesis. This suggests that the protein components of the ribosome do not directly participate
in the peptide bond formation catalysis, but rather the proteins act as a scaffold that may enhance
the ability of rRNA to synthesize protein. Ribosomes themselves, although being fundamentally
ribozymes in nature, still require r-proteins to fold their rRNAs into biologically active conformations
and to optimize the speed and accuracy of their functions [85]. The ribosomal surface is an integrated
patchwork of rRNAs and r-proteins.

Currently, there is a debate regarding the origin of the ribosomal subunits: which unit came
first, the small or the large subunit? It is likely that the PTC of large ribosomal subunit evolved from
pre-tRNA molecules by duplication of the minihelix [81]. In this view, the simple function of peptide
bond formation at the PTC site came first, and the specifications that were based on the codon sequence
came later. In other words, the large subunit of the ribosome came first, followed by the addition of
the small unit. However, these proposals do not link the protein synthesis to RNA recognition and do
not use a phylogenetic comparative framework to study ribosomal evolution.

Other authors who favor the small unit of ribosome as the first, deduced from the phylogeny of
ribosome, offer a contrasting view of the origin of ribosomal subunits [20]. The study suggests that the
components of the small ribosomal subunit evolved earlier than the catalytic peptidyl transferase center
of the large ribosomal subunit. In this view, the ribosomal RNA and proteins coevolved tightly, starting
with the oldest proteins (S12 and S17) and the oldest rRNA helix in the small subunit (the ribosomal
ratchet responsible for ribosomal dynamics), ending with the modern multi-subunit ribosome. A major
transition in the evolution of ribosomes at around 4 Ga brought independently evolving subunits
together by infolding the inter-subunit contacts and interaction with full cloverleaf tRNA structures.

In our view, both the small subunit and the large subunit of the ribosome simultaneously appeared
and worked together, because the decoding of mRNA and the peptide bond formation were both
essential components during protein synthesis. These two subunits might have coevolved to join
during translation and separate after protein synthesis. The rRNAs are folded into highly compact,
precise three-dimensional structures to form the core of the ribosome, whereas the r-proteins are
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generally located on the surface, where they fill the gaps and crevices of the folded RNA and act to
fold and stabilize the core [95]. As these two subunits expanded through accretion, eventually arriving
at the size of the bacterial ribosome, the accretion stopped, they then bound together during protein
synthesis, and finally spilt apart when the ribosome finished reading its mRNA molecule (Figure 6).

If the fundamental functions of the ribosome are based on rRNA, then why are there so many
ribosomal proteins, some of which are highly conserved? One explanation is the rRNA does not fold
into its functional state in the absence of r-proteins. Another reason for the presence of proteins in
ribosomes is that they improve the efficiency and accuracy of the translation [93]. Both rRNAs and
r-proteins work cooperatively in ribosomes to perform the multitask procedure of protein synthesis.
Harish and Caetano-Anolles suggested that functionally important and conserved regions of the
ribosome were recruited and could be relics of an ancient peptide/RNA world [20]. The corollary is
that a fully functional biosynthetic mechanism that is responsible for primordial peptides and ancient
r-proteins must have existed that in time was superseded by the ribosome.

According to this accretionary model, very early in ribosomal evolution, rRNA helices interacted
with r-proteins to progressively form a core that mediated nucleotide interactions, which later served
as the center for the coordinated and balanced RNP (ribonucleoprotein) accretion that evolved into
our modern ribosomal function [20]. The early existence of smaller functional units of ribosome,
which are capable of carrying out different translational steps, such as peptidyl transferase, decoding,
and aminoacylation, along with the development of A, P, and E sites for the positioning of tRNA
molecules, can be inferred from the phylogeny. These small functional RNA/protein units were
incrementally accreted and then refined by the incorporation of additional rRNA and r-protein
molecules. Similarly, the first atomic resolution of the larger of the two subunits of the ribosome
suggests that the RNA components of the large subunit accomplish the key peptidyl transferase
reaction [96]. Thus, rRNA does not exist as the framework to organize catalytic proteins. Instead, the
proteins are the structural units and they help to organize the key ribozyme. A ‘pure’ RNA world is
incompatible with the existence of the coevolutionary pattern that is proposed for ribosomal molecules.

Perhaps rRNA, such as noncoding ribozymes, acquired amino acids as cofactors, making them
more efficient catalysts. By using cofactors, the range and specificity of catalytic activity can be
increased. Ribozymes would have been in greater need of cofactors than protein enzymes, because,
without them, the range of reactions that they can catalyze is much smaller [46].

In our endosymbiotic model, rRNAs and r-proteins were brought into close proximity within the
plasma membrane to form the building block of the primordial ribosome. The origin of the ribosome
precursor through fusion and the accretion of the key components of these ribosomal RNA and protein
molecules is the likely scenario. The rRNA and r-protein molecules began to fuse because of a chiral
preference and then formed the rudimentary ribosomes. Once the core of the ribosome formed,
the mRNA and tRNA molecules were recruited to help in translation through a trial and error method.
Once a true mRNA and the core small subunit of ribosome were in place, the ribosome would become
increasingly complex by adding early conserved rRNA and r-proteins. Ribosomal proteins played an
important role in supporting the ribosome structure and in promoting translation. With the onset of
operational coding, tRNA began to assemble amino acids into long chains of proteins. Here, we suggest
that a ribosome-like entity was one of the key intermediates between prebiotic and cellular evolution,
which formed by endosymbiosis and the fusion of rRNA and r-protein molecules. Once ribosomes
were installed inside the protocell membranes, the translation system was greatly improved.

In vitro constructions of ribosomes can shed new light on the mechanism of protein synthesis and
provide deeper insights into the way that nature has assembled this complex machine. Working
with E. coli cells, natural ribosomal proteins were combined with synthetically made rRNA,
which self-assembled in vitro to create semi-synthetic, functional ribosomes [96–98]. Comprising
57 parts—three strands of rRNAs and 54 proteins—an artificial ribosome (termed Ribo-T), in which
two subunits are tethered together by a short length of RNA, is able to carry out normal translation
and pump out custom-made proteins. The ability to make ribosomes in vitro is a process that mimics
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nature and opens up new avenues for the study of ribosome synthesis, suggesting the coevolution of
ribosomal RNAs and proteins.

5.9. Protein Synthesis

We have now reviewed the emergence of all major components of the translation machinery for
protein synthesis. Translation of the mRNA template converts nucleotide-based genetic information
into the ‘language’ of amino acids to create a protein product. Translation requires the input of an
mRNA template, tRNAs, aminoacyl-tRNA synthetases, ribosomes, and various enzymatic factors.
The tRNAs function as the adaptor molecules that transport amino acids to ribosomes in response to
codons in mRNAs, where peptidyl transferase catalyzes the addition of amino acid residues to the
growing protein chain in protein synthesis by means of peptide bonds. The ribosomes serve as the sites
for protein synthesis and they link amino acids together in the order specified by mRNA. They always
translate the mRNA from the 5’ to the 3’ direction, like a sliding machine.

Proteins have a modular chemical structure that allows for the construction of widely different
molecular machines using the same basic set of amino acids, each with a different size and chemical
character. Protein synthesis requires the concerted effort of dozens of different enzymes. 20 tRNA
molecules, each with their own dedicated synthetase enzyme, are built for 20 amino acids. Modern
protein synthesis proceeds with the participation of 20 amino acids, tRNA, mRNA, ribosomes, various
enzymes, including aminoacyl-tRNA synthetase, ribozymes, peptidyl transferase, and a considerable
number of proteinous factors, ATP, GTP, etc. More than 120 species of RNAs and proteins are involved
in the process of protein synthesis [65]. These biomolecules were related, encapsulated, and interacted
with each other in complex ways, like an autopoietic machine. Yet, the whole series of molecules in
the translation process functioned with astounding precision, in a kind of molecular choreography,
which gave birth to the universal genetic code.

The structure and function of the modern ribosome during translation are well-known in the
literature and they will not be repeated here [77,99]. In the ribosome, there are three stages and
three operational sites that are involved in the protein production line and all work in harmony.
During the initiation stage, a small ribosome subunit links onto the ‘start end’ of an mRNA strand.
Aminoacyl-tRNA also enters site A of the ribosome. The production of the protein has now been
initiated. The second stage, elongation, consists of joining amino acids to the growing protein chain,
according to the sequence that was specified by the message. The incorporation of each amino acid
occurs by the same mechanism. In the termination stage, the ribosome reaches the end of the mRNA
strand, a terminal, or ‘end of the protein code’ message. This registers the end of production for the
particular protein that was coded by this strand of mRNA (Figure 7).

Translation is not the end of the protein synthesis process. Once released from the ribosome,
the long chain of amino acids will spontaneously fold in intricate contortions into a unique
three-dimensional configuration and proper characteristic shape: some parts form sheets, while others
stack, curl, and twist into spirals. The sequence of amino acids determines the shape and conformation
of a protein and, thereby, all of its physical and chemical properties. A protein molecule spontaneously
folds during or after biosynthesis, but the folding process depends on the solvent, the concentration of
salts, the temperature, the possible presence of cofactors, and the molecular chaperons [99]. Proteins
must fold in specific ways to function properly.
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Figure 7. The translation machinery of the ribosome, where the mRNA message is decoded.
The ribosome provides the substrate for controlling the interaction between mRNA and
aminoacyl-tRNA. (A), an aminoacyl tRNA, with appropriate anticodon. (B), each ribosome has a
binding site for mRNA, and three binding sites for tRNA. The tRNA binding sites are designated E-,
P-, and A-sites (for exit, peptidyl-tRNA, aminoacyl-tRNA, respectively). The small subunit contains
the binding site for mRNA. Translation takes place in a four-step cycle (C–F) that is repeated over and
over during the synthesis of protein. (C), in step 1, an aminoacyl-tRNA, with appropriate anticodon,
enters the vacant A-site on the ribosome where it hybridizes with a codon. (D), in step 2, the carboxyl
end of the protein chain is uncoupled from the tRNA at the P-site, then joined by a peptide bond to
the free amino group of the amino acid linked to the tRNA at the A-site. This reaction is catalyzed
by an enzymatic site in the large subunit, called peptidyl transferase (PT). (E), in step 3, a shift in
the large subunit (shown by arrow) relative to the small subunit in the 3’ direction, moves the two
tRNAs into the E- and P-sites of the large unit, and then ejects the empty tRNA from E-site. (F), in step
4, the small subunit moves exactly three nucleotides along the mRNA molecule, bringing it back to
its original position relative to the large subunit. This movement resets the ribosome with an empty
A-site so that the next aminoacyl-tRNA molecule can bind. The cycle repeats when the incoming
aminoacyl-tRNA binds to the codon of the A-site; (G), summarizes the life cycle of the ribosome during
its translation [77,99]. 204
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6. The Origin and Evolution of the Genetic Code

A code is a set of rules that establish a correspondence between the objects of two independent
entities. The genetic code is a correspondence between codons and amino acids. It is the universal
language of life. It defines the rules by which information that is stored in mRNA sequences is
translated into the corresponding amino acids sequences to proteins. The genetic code is universal;
it is the same for all organisms, from simple bacteria to eukaryotes to animals to humans. The genetic
code maps the three-letter words, in a four-letter alphabet, of the mRNA language (43 = 64 codons)
to the protein language alphabet of 20 amino acids. Before focusing on the origin of the code, let us
consider its most important properties. The universal genetic code consists of 64 codons that specify
20 amino acids, and the start and stop sites. The large number of codons is due to redundancy in
the code; that is, several codons may specify the same amino acids. All but two of the amino acids
(methionine and tryptophan) have more than one codon, many have two, one has three, several have
four, and two of them have six codons (Table 1). The amino acids that are more often used in proteins
are specified by a greater number of different codons. No codon goes unused. The genetic code has
redundancy, but no ambiguity. For example, although codons GAU and GAC both specify aspartic
acid (redundancy), neither of them specifies any other amino acid (ambiguity). The genetic code is
nonoverlapping, meaning that the ‘words’ follow each other without gaps or overlaps. Each codon in
mRNA specifies one amino acid in the protein product. The code is also comma-free. There are no
commas or other forms of punctuation within the coding regions of mRNA molecules. During the
translation, the codons are consecutively read. The code is ordered. Multiple codons for a given amino
acid and codons for amino acids with similar chemical properties are closely related, which usually
differ by a single nucleotide [65,66]. The arrangement of the genetic code is distinctly non-random and
is such that neighboring codons are assigned to amino acids, with similar physical properties. Hence,
the effects of translation error are minimized with respect to reshuffled codes. The digital information
in the linear sequence of nucleotides in mRNA is translated into analog sequences of amino acids in
proteins according to the genetic code [61]. The vast majority of living organisms follow the same
universal genetic code. The most important exceptions to the universality of the code occur in the
mitochondria of mammals, yeast, and several other species.

The table of universal (or standard) genetic code, showing the association of each three-letter
code to its respective amino acid, is a little dictionary, a Rosetta stone, just as Morse code relates the
language of dots and dashes to the twenty-six letters of the alphabet (Table 1). The very existence
of two languages (with the code being a translational intermediary) implies a directional course of
evolution. The table is not a random accident, but rather it is the result of very specific selection.
The mRNA is a linear polymer of four different nucleotides and it is consecutively read in groups of
three nucleotides (codons) to form the ‘words’ of the message without any comma. This is known as
an ‘open reading frame’. Every sequence in mRNA can be read in its 5’ → 3’ direction in three reading
frames. Each three-base codon stands for a single amino acid, so there are 64 possible combinations of
three nucleotides. The arrangement of the codons in the universal code is highly nonrandom. The code
has been confirmed by several experimental methods [77,99].

The origin of the genetic code remains elusive, even though the full codon catalog was deciphered
over 50 years ago [100]. It is still not clear why the genetic code might have originated in the prebiotic
world leading to the information age. Perhaps some critical biomolecules in the prebiotic environment
were cooperative and they began to attract each other. A stereochemical relation between some amino
acids and cognate anticodons/codons is likely to have been an important factor in the origin of the
genetic code. The biosynthetic relationships between amino acids and RNAs are closely linked to
the organization of the genetic code. Different species of RNAs and proteins were manufactured by
molecular machines during this stage, and all of the manufacturing processes require not only physical
quantities, but also additional entities, like sequences and coding rules [101].
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Table 1. The evolution of the Universal Genetic Code is seen in three distinct stages. The nucleotide
sequence of an mRNA (in a digital format) is translated into the amino acid sequence of a protein
(in an analog format) via the genetic code. Genetic information is encoded in mRNA using codons,
comprised of four bases: uracil (U), cytosine (C), adenine (A), and guanine (G). The Figure shows the
evolutionary pathway going from a GNC code (four codons) through a SNS code (16 codons), to the
Universal Genetic Code. To decode a codon, the first letter is matched in the left column, the second
letter on the top row, and the third letter on the right column. The 64 codons, along with the amino acid
or stop signal that they specify, are shown in the boxes. All but two of the amino acids (methionine
and tryptophan) have more than one codon. Note that in the mRNA, uracil replaces the thymine
found in DNA. A (after [87]), B (after [88]); C, the Universal Genetic Code. Instead of a conventional
representation, the modern genetic code is shown reflecting the order of codon occurrence from GNC,
to SNS, to a modern code (columns G and U inverted).Table 2. Universal Genetic code showing
numerical codons. Table 3. Universal Genetic code showing numerical codons Table 4. 20 Primary
Amino Acids in the Genetic Code and their corresponding numerical codons.
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The accuracy of the genetic code translated depends on two-steps in protein synthesis: precise
decoding of mRNAs and accurate synthesis of aminoacyl-tRNAs. aa-tRNAs are made by aaRSs,
which match specific amino acids with the corresponding tRNAs, as defined by the genetic code.
Thus, the crucial feature of the genetic code is the attachment of particular amino acids to tRNA
molecules, a step that is carried out by assignment enzymes, such as aminoacyl-tRNA synthetase.
We are suggesting this attachment first occurred between pre-tRNA and specific amino acid and it was
carried out by pre-aaRS enzyme. Since various enzymes were available in the Peptide/RNA world,
we propose that the functional enzyme for binding an amino acid to its corresponding tRNA was
pre-aaRS from the beginning, not ribozyme, as previously suggested by other workers [46].

Although we know which codon encodes which amino acid, we do not know why the specific
codon assignments take their actual form. Why are there exactly four nucleobases in mRNA? Why
does life use 20 amino acids for making proteins, when 70 amino acids were available in the prebiotic
environment from the cosmic source [4]? If the code evolved at a very early stage in the history of
biosynthesis, perhaps during its prebiotic phase, the four nucleotides in mRNA and 20 amino acids in
proteins may have been the most promising case for optimization by natural selection for chemical
reactions that are relevant at that stage. Perhaps it is simply a ‘frozen accident’, a random choice
that just locked itself in, and remained, mostly, unchanged once the optimal design was reached [27].
Any change of codon reassignment may be lethal, because it would trigger mutation, which would be
dispersed throughout all proteins in the cell. This accounts for the fact that the code is universal in
all organisms from bacteria to humans. To account for the uniform code in all organisms, one must
assume that all life evolved from the last universal common ancestor (LUCA). Since then, the universal
code remains unchanged for the last four billion years.

6.1. The Origin of the Genetic Code

Although multiple hypotheses have been proposed to explain why codons are selectively assigned
to specific amino acids, empirical data is extremely rare and difficult to obtain, leaving many theories
in the realm of conjecture. Three main concepts on the origin and evolution of the genetic code are:

(1) stereochemical theory, according to which codon assignments are dictated by physico-chemical
affinity between amino acids and the cognate anticodons or codons; perhaps, tRNA molecules
matched their corresponding amino acids by their stereochemical affinity [72,73,100,102–104].
Simply put, the hypothesis proposes that symbols in the genetic code (anticodons or codons) may
directly bind to the objects (amino acids) that they stand for.

(2) Coevolutionary theory, which suggests that the code structure coevolved with the amino acid
biosynthesis pathways [68,86,105]. This theory suggests that the genetic code is primarily
an imprint of the biosynthetic pathways forming amino acids. There are two generations of
amino acids: the ten primary or primitive amino acids were formed under prebiotic conditions;
they serve as a starting point for the synthesis of the remaining ten amino acids that derived from
the first set. What happened afterwards, is that some primitive systems evolved the ability to
manufacture the secondary amino acids, and also eventually the primary amino acids.

(3) Adaptive theory, which postulates that the structure of the code was shaped under selective
forces that made the code maximally robust, usually some kind of error minimization [76].

Many other models have emerged as addendums to one of the main models or as some form of
hybrid. We believe that these three theories are not mutually exclusive and are compatible with the
peptide/RNA world, because aaRS play a crucial role in translation. Without aaRS, however, tRNA
molecules could not be matched with their corresponding amino acids.

It has long been conjectured that the universal genetic code (Table 1) evolved from a simpler
primordial form that encoded fewer amino acids [27]. The earliest peptides started with 10 amino acids,
which have been produced in prebiotic chemistry experiments [69,84]. Any model for the evolution of
an early code and translation apparatus in the pre-DNA stage will have to provide conditions that
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allow for tRNA and mRNA of various enzyme factors not only to coexist, but also to coherently grow
and to evolve optimal function. We have suggested that the first amino acid was incorporated as
a cofactor by aminoacylated ribozyme via bridge peptide, thus initiating proto-translation and the
genetic code. The ribozyme would give rise to tRNA and bridge peptide to aaRS [24]. Our proposed
biochemical pathways for the origin of the translation favor three distinct phases for the origin of
the genetic code. The early stage of coding might have been initiated in a peptide/RNA world by
stereochemical interactions between pre-tRNA and amino acids, leading to the birth of pre-mRNA
molecules for storing genetic information. The activating enzymes were pre-aaRS, precursors to
modern aminoacyl-tRNA synthetases, which bound specific amino acid to corresponding pre-tRNA
molecules. Subsequently, the code expanded with the involvement of more amino acid-tRNA ligations
by aaRS and the progressive elongation of the mRNA strand for accommodating increasing genetic
information. Finally, the code further expanded for redundancy and was optimized through codon
reassignment with the emergence of ribosomes, which bound mRNA and tRNA to synthesize proteins
(Table 1).

The stereochemical hypothesis postulates that a physico-chemical affinity between amino acids
and cognate anticodons or codons is determined by the structure of the code [75,102–106]. The close
linkage between the physical properties of amino acids and tRNA molecules was likely an essential
step for the origin of code. A stereochemical relation between some amino acids and cognate
anticodons/codons is likely to have been a significant influence in the earliest assignments [107].
It is possible that the chiral d-sugars in RNA attracted the chiral L-amino acids as a stereo pair.
An exhaustive analysis of the stereochemical concept suggested that the genetic code originated before
translation [108]. The stereochemical theory is supported by RNA aptamer experiments, in which
RNA molecules evolved to bind specific amino acids [96]. Such experiments have provided critical
empirical data, demonstrating the association of codon triplets with amino acids.

It is generally believed that specificities for some amino acids come from stereochemical
interactions. However, the stereochemical hypothesis possesses its own set of problems. First of all, it
is not preserved as a way of recognition today. If it was a factor for codon/amino acid recognition at
the beginning, then it would be extremely important to be replaced later by protein type of recognition.
Second, as demonstrated in experiments [104], for aptamer-amino acid interactions, five out of
eight amino acids have close to random specificities, with just one exception—arginine—showing a
significant specificity to recognize its own codon. However, arginine is not even in the list of initial
codon formation (Table 1). As discussed earlier, bridge peptide is capable of stimulating interaction
between specific RNAs and specific amino acids [24]. Bridge peptide seems to be an alternative to
stereochemical way of recognition in the beginning.

Other experiments suggest that anticodons are selectively enriched near their respective amino
acids in the ribosomal structure and such enrichment is correlated with the universal genetic code [109].
Ribosomal anticodon-amino acid enrichment reveals that specific codons were reassigned during code
evolution. These authors concluded that anticodon-amino acid interactions shaped the evolution of
the genetic code.

tRNA serves as the physical link between the mRNA and the amino acid, because mRNA could
not make direct bond with an amino acid. It is a decoding device that reads the triplet genetic code of
mRNA and it causes the insertion of codon specific amino acids in a growing protein chain during the
process of translation. The specific coding between codon and amino acids takes place in a two-step
process via tRNA. For each amino acid, there is a corresponding tRNA molecule for which it has the
intrinsic affinity. tRNA molecules function as adaptors by mediating the incorporation of proper amino
acids into proteins in response to specific nucleotide sequences in mRNA. The amino acids are attached
to the correct tRNA molecules by a set of activating enzymes, aminoacyl-tRNA synthetases [110].

Since all tRNAs have similar structures, the identification must take place on a sequence level in
combination with subtle structural variations. In most known cases, the anticodon bases are part of this
set of identity elements. In E. coli, the tRNA species for 17 out of 20 amino acids are recognized by their
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anticodons [111]. Its matching codon is also recognized as data, the information of a specific amino
acid. tRNA-codon recognition has always been assumed to be result of base-pairing. Anticodon-codon
pairing might have initiated the first primitive translation.

It is generally believed that the linking of amino acids to tRNAs played a crucial role in the origin of
coding and translation. The original amino acid-binding motifs could have been the actual anticodons
of tRNAs. Several authors have proposed that abiotic tRNA molecules could have bound some abiotic
amino acids to either improve stability or expand their functional capabilities, or both [89,107,112].
Without this initial amino acid binding site, it is difficult to see how else the tRNA molecules could
have become involved with coding specific amino acids. tRNA-amino acid pairing interactions were a
prelude to the code. Thus, our first clue to the origin of the code is to decipher how primordial tRNAs
and amino acids were related by molecular recognition and chemical principles [113].

In contrast to stereochemical hypothesis, the coevolution theory suggests that the original genetic
code specified a small number of abiotic simple amino acids, and that, as more complex amino acids
were synthesized from these precursors, some codons that encoded a precursor were ceded to its more
complex products. Wong [69,86,105,114] championed the coevolution theory, and further expanded
by Di Giulio [87]. It proposes that primordial proteins consisted only of those amino acids that were
readily obtainable from the prebiotic environment, representing about half of the twenty amino acids
of today, and the missing amino acids entered the system as the code expanded along the pathways of
amino acid biosynthesis. The coevolution theory postulates that prebiotic synthesis could not produce
20 modern amino acids, so a subset of the amino acids had to be produced through biosynthetic
pathways before they could be opted for expanded genetic code and translation [75,87]. There are two
types of amino acids, depending on whether they were supplied by the prebiotic environment (Phase 1)
or were biosynthetically produced (Phase 2) [68,105]. The first phase of amino acids consists of glycine,
alanine, serine, aspartic acid, glutamic acid, valine, leucine, isoleucine, proline, and threonine. Phase 2
amino acids include phenylalanine, tyrosine, arginine, histidine, tryptophan, asparagine, glutamine,
lysine, cysteine, and methionine. The first phase of amino acids naturally emerged through prebiotic
synthesis in the vent environment, before the emergence of ribosomes. They have been identified in
meteorites. The ranks of amino acids in this list strongly correlate with the free energy that is available
in the vent environment for their syntheses: the most thermodynamically efficient are on the top of
the list. These 10 amino acids are considered as old and they were represented in the first stage of
protein synthesis [69]. They would play important roles in the primitive GNC-SNS code (Figure 8).
Phase 2, the amino acids entered the code by means of biosynthesis from the Phase 1 amino acids with
the emergence of tRNA molecules, aminoacyl transferase enzyme, and ribosomes [68,82,105,108].
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Figure 8. The inferred biochemical pathways for the origin of translation and the genetic code in
the RNA/peptide world. The hydrothermal crater vent was crowded with several monomers such
as amino acids and nucleotides, which were polymerized on the mineral substrate to form various
peptides and RNAs. As ribozymes evolved into pre-tRNAs, each pre-tRNA molecule captures specific
amino acid, assisted by pre-aaRS enzyme. Eventually, anticodons of pre-tRNAs created custom-made
pre-mRNAs for the storage of genetic information. The interaction between pre-tRNA and pre-mRNA
generated small protein chain by rudimentary translation and GNC primitive code with four codon
and four amino acids. With the refinement of translation, pre-tRNA evolved in tRNA and pre-mRNA
to mRNA with the expansion SNS code with 16 codons, and 10 amino acids. Finally, as ribosome
appeared by fusion of ribosomal proteins and RNA, it facilitates high-fidelity translation, leading to
universal genetic code with 64 codons and 20 amino acids.

6.2. Early Stage of Code Evolution: GNC Code

The early phase of the evolution of the genetic code is characterized by low fidelities of
replication and translation, as well as by an initially low abundance of efficiently replicating units [115].
Hypercyclic organization offers multiple advantages over any other kind of structural organization.
This hypercycle model can be built to provide realistic precursors, such as pre-tRNA and pre-mRNA.
The interaction between pre-mRNA and pre-tRNA molecules is the beginning of the first stage of
the biosynthesis of the templated protein chain, encoded in pre-mRNA. These new generations of
amino acids are not only template directed but also sequence-directed [116]. Here, we propose that the
interaction between pre-tRNA and amino acids led to the development of the pre-mRNA strand and
the primitive GNC genetic code [88,116].
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A primordial code must have a certain frame structure, a grammar of rules, otherwise message
cannot be consistently read. The GNC hypothesis refers to the origin of genes. It suggests that the
universal genetic code originated from a primitive four-amino acid system encoding primitive amino
acids (glycine, alanine, valine, and aspartic acid) to create sequence-specific peptide chain [85,88].
The GNC codons include four codons (GGC, GCC, GAC, GUC), which code four primitive amino
acids Each letter of GNC represents the following nucleotides: G = G; N = A, U, C, G; and, C = C.
The GNC code defines the very earliest phases of the genetic code origin, reflecting the biosynthetic
relationships between four amino acids and four codons (Table 1). Perhaps GNC code was promoted
by the pre-tRNA/pre-mRNA interaction and coevolution [116,117] (Figure 5A). As amino acids
overtook more and more catalytic duties, the genetic information that has been established so far had
to be rewritten, a translation into the language of amino acids by specific interaction was inevitable.
The translation required a mini dictionary of nucleotide-to-amino acid equivalence; hence, this was
the inevitable moment for the genetic code to emerge. To perform protein translation an elaborate
machinery of specialized enzymes is necessary. This machinery must be produced step-by-step before
translation can take place at all (Figure 5D). It seems reasonable to start this process in simplified form
while only using a restricted set of amino acids, such as glycine, alanine, aspartic acid, and valine,
which were of prebiotic origin [71].

6.3. Transitional Stage of Code Evolution: SNS Code

GNC code evolved into the second generation of the genetic code, called an SNS type, where N
arbitrarily denotes any four RNA bases and S denotes guanine (G) and cytosine (S) [80,108]. SNS is
composed of 10 amino acids (glycine, alanine, aspartic acid, valine, glutamic acid, leucine, proline,
histidine, glutamine, and arginine) and 16 codons (GGC, GGG, GCC, GCG, GAC, GAG, GUC, GUG,
CUC, GUG, CCC, CGC, CAC, CAG, CGC, and CGG) [87,88]. The SNS type code shares similarity with
the Phase 1 amino acids that were generated in prebiotic synthesis [64]. The remaining ten amino acids
are derivatives of the first ten primitive amino acids. Support for the GNC-SNS primitive genetic code
hypothesis comes from the following six indices: hydropathy, -helix, ß-sheet and ß-turn formabilities,
acidic amino acid content, and basic amino acid content (Table 1). This early genetic code continued to
evolve, maximizing its efficiency, until it arrived at its current state, the universal code. This universal
code had the edge over the GNC-SNS primitive code, reliability wise, so natural selection would favor
it and, through the process of successive refinement, an optimal code would be reached. The universal
code is the optimization of functional efficiency to minimize error during translation.

6.4. Final Stage of Code Evolution: Universal Genetic Code

The present genetic code is most probably the outcome of a long selective process, in which
many different codes were tested against each other. As more and more biotic amino acids were
synthesized and are available in the vent environments, more complex molecules, such as tRNA,
mRNA, and ribosomes emerged and produced Phase 2 amino acids. At this stage, the universal
code began to appear (Table 1). A direct correlation has been found between the hydrophobicity
ranking of most amino acids and their anticodons. In this stage, ribosomes emerged to facilitate
high-fidelity translation. tRNA assigned more codons to mRNA and this led to the emergence of the
universal genetic code with 64 codons specifying 20 amino acids [100]. The driving force during this
process is not only to minimize translation error, but also positive selection for the increased diversity
and functionality of proteins, which are made with a larger amino acid alphabet. With 64 codons,
the strand of mRNA became longer, forming a continuous sequence with the start and stop sites for
protein synthesis. In the ‘codon capture theory’, the number of encoded amino acids is kept constant
and is equal to 20, and the coding codons change in the evolution, a key role that is played by the
anticodon [104,113].

It has been suggested that the universal genetic code with 64 codons originated from the SNS
code, which allowed redundancy [85]. Four codon assignments, corresponding to tyrosine, tryptophan,
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serine, and isoleucine, were newcomers from the SNS code, suggesting that these amino acids are
later additions to the code [84]. This idea is consistent with the view that these four amino acids are
later additions of code. Undoubtedly, there were many experiments with a variety of coding methods
before adopting the current system, in which 61 codons specify 20 amino acids and three additional
codons for the start and stop sites.

The code is obviously not the result of a random assignment of codons to amino acids. It has
a structure. Synonyms are grouped. The large number of codons is due to redundancy in the code;
that is, several codons may specify the same amino acids (Table 1). Some generalizations can be
made regarding the redundancy of the code. For example, similar codons specify the same amino
acids to reduce the harmful effects of mutation. For example, GUU, GUC, GUA, and GUG all specify
valine. Similarly, amino acids that are used more often in proteins are specified by a greater number of
different codons. For example, the most common amino acid, leucine, is coded by six codons (UUA,
UUG, CUU, CUC, CUA, and CUG), and the relatively rare tryptophan by one codon (UGG) [46]
(Table 1). The expanded genetic code is so universal that there is strong evidence that all life on Earth
had a single origin in the universal code before the last universal common ancestor (LUCA) evolved.

Between the codon and anticodon, there is a paradox in the expanded genetic code. The 20
amino acids that were found in proteins are specified by 61 different mRNA codons. Instead of
containing 61 different tRNAs with 61 different codons, though, most bacterial cells contain some
30-40 different tRNAs. Consequently, many amino acids have more than one tRNA to which they can
attach; in addition, many tRNAs can pair with more than one codon [75].

Although some features of the expanded code may reflect the early version, there are others that
appear to be adaptive. The genetic code has certain regularities and structures [115]. There is a strong
correlation between the first bases of codons and the biosynthetic pathways of the amino acid that
they encode. The first letter of the codon is allied to the precursor of the amino acid. The second letter
signifies whether an amino acid is soluble or insoluble in water, its hydrophobicity. Amino acids that
have U at the second position of the codon are hydrophobic, whereas those that have A at the second
position are hydrophilic. Codons for the same amino acid typically only vary at the third position.
The third letter is where redundancy lies with eight amino acids with a fourfold degeneracy, where all
four bases are interchangeable. In all cases, U and C are interchangeable in the third position. In other
words, the third position of the codon is information-free with much flexibility. Many amino acids are
specified by more than one codon. Codons for the same amino acid tend to have same nucleotides
at the first and second positions, but a different nucleotide in the third position. The relative lack of
criticality is related to the fact that the pairing between the anticodons and codons often enjoy a certain
flexibility, so those same anticodons can pair with more than one codon, a phenomenon that is known
as wobble [118]. This is why the number of tRNAs and, therefore, of anticodons is smaller than the
number of 64 codons, usually ranging between 35 to 45 [76]. Once the code was born, the need to
minimize errors might have refined it. The code has been optimized over the eons and is not simply
the product of chance, but of natural selection.

A key role of the universal genetic code is to maintain integrity and verify the specificity of each
mRNA codon to a particular amino acid. There must be an accuracy strategy of cross checking that
could reveal that the mRNA codons and amino acids will directly interact. Various authors have
suggested that the original amino acid-binding motifs could have been the actual codons rather than
anticodons [117,119]. However, contrawise, we believe the codon-amino acid pairing system might
have evolved for code verification at a later stage of code evolution. Initially, anticodons developed
between the interactions of pre-tRNA and pre-aaRS [111]. The anticodons selected the codons of
pre-mRNA by base-pairing (Figure 5). As the genetic code was refined and optimized, verification
on the strings of codon on the mRNA strand began, through quality control, to ensure that each
tRNA successfully interprets the amino acid information for protein synthesis with a low error rate.
Most likely, the amino acid-codon interaction, which is mediated by aptamers, evolved later for
keeping the code error free.
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7. Coevolution of Translation Machines and the Genetic Code

The contemporary genetic code of protein biosynthesis most likely evolved from a simpler code
and process. It has been suggested that the present code is a random accident that is forever frozen in
time [27,28], while others have argued that the code, like all other features of organisms, was shaped
by natural selection. Both the stereochemical and the coevolutionary hypotheses provide possible
mechanisms for the selection of amino acids by RNAs from a large pool of prebiotic soup, which are
recruited for protein synthesis. During these processes of selection and recruitment of amino acids,
the translation machine and the genetic code evolved. Natural selection has led to codon assignments
of the genetic code that minimize the effects of translation errors and mutations during the evolution
of the code. The adaptive hypothesis posits that the genetic code continued to evolve after its initial
creation, so that the current code maximizes some of the functions.

We accept all three well-known hypotheses—the stereochemical, the coevolutionary, and the
adaptive—for the origin and evolution of the genetic code at different stages. We concur with previous
researchers that multi-generations of amino acids were sequentially produced [75,88,104,113] as the
code expanded, along with the pathways of amino acid biosynthesis. The biosynthetic relationships
between different generations of amino acids are closely linked to the evolution of the genetic code.
We contend that information evolved along with the translation machines, and it played a vital role in
the perfection of the translation process and genetic code. We concur with the view that the genetic
code and the translation mechanism evolved together in the prebiotic world [64]. Here, we elaborate
this concept of information-based coevolution of the translation machine and the genetic code that
may provide a new window into the origins of translation and the genetic code.

The translation machines are an extremely complicated hierarchy of complex macromolecules
that are symbiotically related to one another. Yet, the whole functions with remarkable precision.
Once the translation machinery complex for protein synthesis is installed step-by-step, information
enters into the system via symbiotic interactions of mRNA, tRNA, aaRS, and ribosome. This machinery
implements the genetic code. Here, we summarize how such a complex translation machinery would
evolve step-by-step into today’s protein-synthesizing machinery, starting from the cosmic building
blocks in hydrothermal crater-lake environment (Figure 8).

The origin of biomolecular machinery likely centered around the tRNA-amino acid alliance,
both being ancient molecules in the prebiotic environment [74,117]. Various ‘spare parts’ of
biomolecules for building translation machinery were available in the prebiotic soup during the chemical
stage, from which some few were selected, based upon the chemical affinity between macromolecules.
tRNA is the oldest and most central nucleic acid molecule. Its coevolutionary interactions with aaRSs
define the specificities of the genetic code. The biochemical pathway that is outlined here for the
emergence of the genetic code is the simplest and the most straightforward account of the development
of RNA-dependent protein synthesis.

The information age emerged from a reciprocal partnership between small ancestral oligopeptides
and oligonucleotides. They initially contributed to rudimentary information coding as well as catalytic
rate accelerations. It begins with the molecular recognition, attraction, and communication between
pre-tRNAs and amino acids, mediated by pre-aaRS. The role of tRNA synthetases in the origin of
the genetic code is pivotal. It helps the anticodon of tRNA to pair with the right amino acid. It is
the matchmaker between tRNA and its corresponding amino acid. Coevolution, the coordinated
succession of structural changes that are mutually induced by the increasingly interacting and growing
protein and nucleic acid molecules, played an important role during the origin of translation machinery
and genetic code. aaRS coevolved with tRNA and tRNA coevolved with mRNA during the rise of
the genetic code specificities. A novel mechanism of how tRNAs are recognized by certain aaRS has
been suggested [19]. In this view, tRNAs carry two codes: the well-known anticodon and a second one
in the acceptor stem (Figure 4E). These two codes are not arbitrary: the nucleic acid sequence of the
acceptor stem and the anticodon code for distinct physical properties of amino acids. In other words,
the codon/amino acid pairing reflects the different physical roles the different amino acids play in
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the structure of full, folded proteins. The genetic coding of three-dimensional (3D) protein structures
evolved in distinct stages, initially based on the size of the amino acid and later on its compatibility
with globular folding in water.

The genetic code and the translation mechanism evolved together in the prebiotic world [64].
Here, we discuss a simple but effective biological information system that works as a translation
system. In Figure 8, we show the proposed biochemical pathways and coevolution of translation
machinery and the genetic code in three stages. We outline how early RNAs and protein catalysts
developed into the universal coding system that we have today. Our outline is necessarily speculative,
but it suggests a series of transitional stages of symbiotic relationships between tRNAs and proteins
that may have led to the origin and evolution of the genetic code. Since molecular evolution did not
leave any fossil record, some of the transitional stages of the translation machinery are now erased by
evolution as the final stage appeared. Thus, no record of code evolution has been detected so far.

Among different species of RNAs, tRNA has a very ancient history and it is more closely associated
with protein during synthesis. Pre-tRNA, the tRNA’s ancestor, likely played a central role of primitive
translation early on. A stereochemical relation between some amino acids and cognate anticodons
of pre-tRNA must have played an important informational role in the earliest assignments [67,104].
Bridge peptides also help in the aminoacylation of ribozymes with specific amino acids [24].

The origin of the code follows closely the biosynthetic pathways of refining the translation
machinery complex in three successive stages in the peptide/RNA world (Figure 9):

• pre-tRNA/ pre-aaRS/pre-mRNA machine;
• tRNA/ aaRS/mRNA machine; and finally,
• tRNA/aaRS/mRNA/ribosome machine.

Here, we hypothesize that the genetic code evolved as pathways for synthesis of new amino
acids became available with the progressive refinement of the translation machine. In the primitive
translation machine, a symbiotic relationship is established among three components: pre-tRNA,
pre-aaRS, and pre-mRNA, to create a short chain of amino acids, which form the biosynthetic protein.
The protein chain grew through the addition of further residues of amino acids in the same manner.
The result was a synthesis of the first protein, through the linking of the amino acids that were carried
by the pre-tRNAs. At this stage of the GNC code, the translation machine began to form (Table 1,
Figure 9). There are four codons in the GNC code that are assigned to four amino acids: valine, alanine,
aspartic acid, and glycine, from which the first simple protein chain was created (Figure 9A, Figure 10).

In the next stage of translation, pre-tRNA evolved into tRNA through gene duplication.
Pre-mRNA evolved into mRNA by linking several strands of pre-mRNA to increase the storage
capacity. Pre-aaRS became aaRS through ligation to specific tRNA. These three modifications gave
rise to the SNS code (Figure 9B). The superior information bearing qualities of mRNA, the superior
catalytic potential of aaRS, and the better adaptor capacities of tRNA emerged from such complexes
with gradual expansion of the genetic code. At this stage, tRNAs selected and recruited six more amino
acids (glutamic acid, leucine, proline, histidine, glutamine, and arginine), in addition to primordial
amino acids (valine, alanine, aspartic acid, and glycine) (Figure 11). These charged tRNAs then
create 12 additional codons through base pairing and linking pre-mRNA strands, so that the newly
synthesized mRNA strands were more information-rich for storage. mRNAs now possessed at
least 16 (4 +12) codons, or combinations of these codons. The mechanisms of creating new strands
of pre-mRNA are similar, as shown in Figure 5. Now, two sets of pre-RNA molecules are joined
to form a new generation of mRNA. At this stage, the mRNA strands became longer, containing
the digital information of 16 codons representing 10 amino acids, or combination thereof allowing
for redundancy. The expanded SNS code was refined through the symbiotic interactions of the
tRNA/mRNA/aaRS complex. The translation system was considerably improved from the GNC
to the SNS stage, but the code remains only moderately robust and susceptible to errors because
of the limitation of redundancy. The primitive GNC code expanded to an SNS code composed of
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16 codons (GGC, GGG, GCC, GCG, GAC, GAG, GUC, GUG, CUC, GUG, CCC, CGC, CAC, CAG,
CGC, and CGG) and 10 amino acids (glycine, alanine, aspartic acid, valine, glutamic acid, leucine,
proline, histidine, glutamine, and arginine) [66,80]. The first 10 amino acids, found in the prebiotic
environment, have been identified in carbonaceous chondrites [4]. The SNS genetic code is an imprint
of the biosynthetic relationships between amino acids (Table 1). As the code expanded, aaRS began to
evolve from the earlier pre-aaRS enzyme, and then displaced their less efficient precursors. Primordial
class I and class II syntheses evolved from ancestral pre-aaRS. At this point, encoded proteins are longer
and they possess enough amino acid diversity to take on some of the general features of contemporary
proteins. The mRNA template provides the specifications for the amino acid sequences of the protein
gene products. The recipe for the biogenic protein synthesis was inscribed in the codon sequences of
mRNA (Figure 9B).

Figure 9. The inferred temporal order of evolution of translation machinery systems showing
coevolution of translation machines and the genetic code. In our model, there are three stages of
translation machinery systems: (A) pre-tRNA/pre-aaRS/pre-mRNA stage when GNC code evolved
with the beginning of translation system; (B) tRNA/aaRS/mRNA stage when SNS code appeared;
and finally, (C) tRNA/aaRS/mRNA/ ribosome stage when universal code evolved.
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Figure 10. Three stages of the evolution of the genetic code corresponding to the evolution of the
translation machines and the progressive addition of amino acids. Pre-tRNA molecule creates its
custom-made pre-mRNA for storage of limited amino acid information in the beginning. Primitive
translation process began with interaction between pre-mRNA and pre-tRNA. Pre-tRNA molecule
in collaboration with pre-aaRS enzyme serve as crucial role in selecting and matching prebiotic
amino acids from the prebiotic soup. At this stage, translation machine is simple, consisting of
pre-tRNA/pre-aaRS/pre-mRNA. In the abiotic stage, the primitive GNC code appeared, which code
four amino acids: valine, alanine, aspartic acid, and glycine [87,88]]. In the next stage, translation
machine becomes modified and efficient with the evolution of the tRNA/aaRS/mRNA translation
machine, when six new amino acids–glutamic acid, leucine, proline, and histidine were created. mRNA
strand becomes more elongated and containing 16 codons and combination thereof with assignments
of 10 amino acids with the emergence of the SNS code [87,88]. These 10 amino acids were readily
available from the prebiotic environment [93]. Here, we see the beginning of degeneracy, where some
the amino acids have more than one codon assignment. With the appearance of ribosome, the SNS
code is modified to universal genetic code with 64 codons and 20 amino acids. The translation machine
containing tRNA/aaRS/mRNA/ribosome becomes more robust with extensive degeneracy minimizing
translation errors and mutation. Furthermore, amino acids with similar chemical properties seem to
share similar codons. Ten more new amino acids were recruited at this stage from SNS stage: isoleucine,
methionine, threonine, asparagine, lysine, serine, tryptophan, phenylalanine, tyrosine, and cysteine,
totaling 20 amino acids. These new amino acids are derivatives of the first set of 10 primitive amino
acids [86]. mRNA becomes independent storage device, and it can create its own strand by replication
without the assistance of tRNA. mRNA strand becomes more elongated, containing information of 20
amino acids using 64 codons or combination thereof.
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Figure 11. Evolution of Biological Information Systems. The basic biological system during the
inception of the GNC code mainly processes the stereochemical properties of tRNA anticodons and
primitive amino acids (alanine, aspartic acid, glycine, valine). The intermediate biological system
during the origin of SNS code is able to process matching signals and signals etc. The advanced
biological system during the origin of the universal genetic code is able to process rules, feedback,
and instructions.

The final component of the translation machine, ribosome, is enormous, a hybrid of rRNAs and
r-proteins. With the participation of the ribosome, the translation machinery became more elaborate
with tRNA/aaRS/mRNA/ribosome complexes; this addition enabled higher specificity in the genetic
coding. The ribosome was created through the symbiosis of the rRNA and r-protein, which increased
the efficiency of translation, leading to the universal genetic code with its 20 amino acids and 64 codons.
(Figure 9C) (Table 1). At this stage, tRNAs selected 10 additional amino acids (isoleucine, methionine,
threonine, asparagine, lysine, serine, phenylalanine, tyrosine, cysteine, and tryptophan) (Figure 11).
A variety of charged tRNAs then created the corresponding codons through base pairing, forming
longer strands of mRNAs. Each mRNA at this stage has the potential of accommodating 64 codons or
any combination thereof. The expanded universal code was stabilized with the symbiotic interactions
of the tRNA/mRNA/aaRS complex. Once the ribosome appears in the scene, the translation is
considerably refined to more efficiently facilitate protein synthesis. The key chemical step of protein
synthesis on ribosomes is peptidyl transfer, in which the growing nascent peptide is transferred from
one tRNA molecule to the amino acid and then bound to another tRNA. Amino acids are incorporated
into the growing protein on the ribosome according to the sequence of the codons of the mRNA.
When a ribosome finishes reading an mRNA molecule, the two subunits split apart. The structure of
the universal code is highly robust against mutational and translational errors, because of its large
allowance of redundancy. Although many deviations from the universal code exist, they are limited
in scope and obviously secondary, and they would be introduced later in the evolutionary process.
Viruses, bacteria, fungi, plants, animals, primates, and humans all use the same code.

217



Life 2019, 9, 25

7.1. Origin of the Prebiotic Information System

The prebiotic information system evolved along with the translational machines and the genetic
code. The embedded prebiotic information system became more elaborated and advanced as the
translation machines became increasingly complex. The information system evolved to process
different kinds of information as it coped with the changing environment. The evolution of prebiotic
information system can be broadly categorized as GNC (basic), SNS (intermediate), and Universal
Genetic Code (advanced) levels of information. A GNC level of biological information has more
of a physical nature and it includes things like attractiveness, proximity, and pattern. An SNS
level of biological information includes match, symmetry, sequence, and signal, in addition to the
information at the basic level. A Universal Genetic Code level of biological information adds rules,
instruction, feedback, and algorithm to its repertoire (Figure 11). As implied above, these levels of
biological information are cumulative. In other words, an advanced level of biological information also
includes the basic and the intermediate levels of biological information. As protocells evolved their
patterns (structures), by way of environmental necessities, the structure changed to handle specialized
functions. Their structural components differentiated and elaborated to handle specific roles and
functions. Protocells started to have a more modular structure, where each module played a specialized
role(s). Several authors have found evidence of modular structures in organelles and cells [120,121].
A module is composed of one or many types of molecules. A modular structure requires a noise-free
communication among its modules, in addition to the communication within a module. This scenario
uses more information than a simple non-modular structure. The information system that is used by
a protocell has to coevolve to handle a greater information demand as the modular structure of the
protocell becomes increasingly elaborate and specialized.

The prebiotic information systems became increasingly sophisticated in order to process more
and more advanced levels of biological information. Figure 11 shows the proposed co-evolution of the
biological information systems in three stages. The GNC biological information system mainly dealt
with physical, structural, and spatial type of information, whereas the UGC biological information
system was a sophisticated system that was capable of handling rules, feedback, and instructions, etc.,
in order to support the various functions of a translation process.

It is instructive to view information systems at three levels—basic (GNC), intermediate (SNS),
and advanced (UGC) level, as shown in Figure 11. The basic biological information system can
be compared with early man-made information systems, such as the Turing machine and the
computer systems of early 1950s. The intermediate biological information system can be compared
to a system that has more elaborate parts, such as memory, data storage, processor, and logic.
The computer systems of the 60s and 70’s can be used as an illustration of the intermediate
biological information systems. The advanced biological information system is very modular,
distributed, and has a sophisticated memory structure and communication mechanism seen today
in our man-made information systems that are based on embedded and distributed architectures.
The pre-tRNA/pre-aaRS/pre-mRNA stage used a basic information system to process basic types
of information. The tRNA/aaRS/mRNA stage used an intermediate information system to process
intermediate levels information. The aaRS/tRNA/mRNA/ribosome stage used a more advanced
information system that was able to process advanced types of information.

All of the signal processing devices, both analog and digital, have traits that make them susceptible
to noise. Noise reduction is a goal of all communication systems. Biological information systems are of
no exception. Biological processes, such as protein synthesis, undergo random fluctuations—‘noise’
or errors that are often detrimental to reliable information transfer. With the evolution of the code,
denoising methods were implemented through the redundancy of codons. A practical consequence
of redundancy is that errors in the third positions of the triplet codon only caused silent mutations
or an error that would not affect the protein, because the hydrophilicity or hydrophobicity was
maintained by the equivalent substitution of amino acids [69]. The biological information system
model includes the process of translating the genetic code into corresponding amino acids as an
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error-prone information channel [63]. In this scenario, evolution drives the emergence of a genetic code
as amino acids map that minimizes the impact of error. The codon to amino acid assignment is treated
as a noisy information channel, when the mapping of codons to amino acids becomes nonrandom.
The inherent noise (i.e., error in translation) in the channel poses a problem: how can a genetic code be
constructed to withstand noises while accurately and efficiently translating information? The answer is
redundancy: several codons can specify a single amino acid. This redundancy either implies that there
is more than one tRNA for many of the amino acids or that some tRNA molecules can base pair with
more than one codon. In fact, both situations occur. Redundancy explains why so many alternative
codons for an amino acid differ only in their third nucleotide (Table 2). In an RNA genome, the genes
and messenger are one and the same molecule, usually present in numbers of copies [68]. In such a
system, innumerable mutations may take place without lethal effects. If one gene molecule and its
translation product are disabled, many other unharmed molecules remain to carry on the function
involved. Redundancy has been considerably increased from GNC code to SNS code and it has become
extreme in the universal code for optimization, perhaps to minimize the noise or translation errors.
We show a plausible correlation between stepwise modifications in the translation machinery and the
evolution of the genetic code.

Table 2. Universal Genetic code showing numerical codons.
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7.2. The Beginnings of the Darwinian Evolution

A key question for the origin of life is how the Darwinian evolution comes to be in the peptide/RNA
world. Several mechanisms establishing the correspondence between codons/anticodons and their
cognate amino acids have been suggested, either directly or via tRNAs. All of the hypotheses for the
origin of life incorporate peptides as stabilizing factor, including the differences in the role that they
played in code formation. In the peptide/RNA world, the peptides should have been part of the very first
steps in the establishment of the genetic code [19,21,23]. Recently, Kunnev and Gospodinov [24] proposed
that hybridization-induced proximity of short aminoacylated RNAs (ribozymes) led to the synthesis of
peptides of random sequence. Among these, emerged a type of peptide (named bridge peptide) that was
capable of interaction between specific RNAs and specific amino acids. Most likely, the ribozyme-amino
acid complex would improve/stabilize a particular pair of specific mRNAs.

Here, we accept the concept of ‘bridge peptide’ [24] in the context of the evolution of the
translation machine and propose a hypothesis that could have led to the RNA-encoded protein
synthesis. We suggest that aminoacylated ribozymes use amino acid as cofactor in the process of
selection after stereochemical interactions between amino acids and their cognate codons/anticodons.
A three-nucleotide long RNAs could be charged with a proper amino acid by an enzyme (bridge
peptide) and this RNA will interact with the selected ribozyme by Watson–Crick base pairing and
subsequently participate in the formation of short peptides. The selection would favor one amino
acid in combination with one ribozyme and one bridge peptide that would become specific to each
other. Most likely, a feedback loop from the information source (ribozyme interacting with three bases
of RNA) and the stabilizing factor (bridge peptide) was established, perhaps by chance. As a result,
interplay between information and its supporting structures/functions emerged. These events led
to the coevolution of translation and the genetic code and also triggered the Darwinian evolution.
The ribozyme would give rise to tRNA, and bridge peptide to aaRS. This transformation would result
the emergence of the translation machine.

The three major events of the code evolution by translation machine—GNC, SNS,
and UGC—appeared to be sequential, happening one after the other. This was the beginning of
Darwinian evolution, when gradual complexity occurred and more advanced structures/functions
emerged. The selection would give rise from pre-mRNA to mRNA, pre-tRNA to tRNA, pre-aaRS to aaRS,
and finally the emergence of ribosome. In this evolutionary scenario, the genome size proportionally
increased, covering the information for all proteins and ribozymes.

8. Design of Translation Machines and the Genetic Code

Life is characterized and sustained by a number of information rich biological processes that
govern cellular functions and greatly contribute to its overall complexity. A biological process may
involve the use of one or more modules within a cell. This involves the communication of different
types of information, such as signals and connectivity etc., between and within a module [122].

8.1. Simulation of Translation Machines and Cells

The interest of computer scientists regarding the question of origin of life dates back to the origins
of computer science. Several attempts have been made to simulate the functions of a molecular
translation machine. Von Neumann pioneered the field of bio-inspired digital software/hardware [32].
His self-reproducing automata is now regarded as one of the greatest theoretical achievements in the
early stages of artificial life research. He found striking parallel between artificial automata (such as a
computer) and natural automata, such as various nanobots in the cells. He introduced the concept
of Universal Constructor (UC), a self-constructing machine, which is capable of building any other
machine, provided that it can access its description or information tape. This approach was maintained
in the design of his cellular automata, which is much more than a self-replicating machine. The UC is
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more like a Turing machine with a tape control that could store and execute instructions. There are
three components of von Neumann’s UC machine:

• a memory tape, containing the description (a one-dimensional string of elements;
• the constructor itself, a machine that is capable of reading the memory tape and interpreting its

contents; and,
• a constructing arm, directed by the constructor used to build the offspring (the machine described

in the memory tape).

A universal constructor with its own description could build a machine like itself. To complete
the task, the universal constructor needs to copy its description and insert the copy into an offspring
machine. Von Neumann noted that, if the copying machine made errors, these mutations would
provide inheritable changes in the property, like the evolutionary process. He realized that the
biological machine is much more sophisticated than his UC. Unlike mindless automata, which must
be told exactly what to do in order to build the correct objects, a biological machine plays a dual role:
it contains instructions—an algorithm—to make a certain kind of translation machine and related
enzymes (e.g., mRNA, tRNA, ribosome, aaRS, and other enzymes), but additionally it can be blindly
copied as a merely physical structure without reference to the instructions. Another major difference
between UC and evolving natural organisms is the lack of feedback in the fitness channel of the
former. Cellular automata have been useful artificial models for exploring how relatively simple
rules, when combined with spatial memory, can give rise to complex emergent patterns; it may be
relevant for understanding new questions regarding the cell division and its relation to information.
Subsequently, Von Neumann’s UC has been modified by several workers to create Artificial life.
However, von Neumann’s UC has the information system outside the machine. Accordingly, when UC
reproduces its offspring, it lacks the information tape. It has to be added each time during reproduction.
It is analogous to vesicle division—a mechanical division of an empty protocell, devoid of instruction.

8.2. Genetic Code Vs. Binary Code

Genetic code is often compared with the binary code that is used by the computers. Significant
similarities and differences exist between the two types of the code. Each system has its advantages and
limitations. The primary or source alphabet that is used in computers and electronic communication
is the binary digit (0, 1), or a bit, a contraction for ‘binary digit’. [56]. The bit is the smallest unit of
information on a computer. Binary information is grouped into sets of eight bits, which are called
bytes; each byte thus has one of 28 or 256 possible configurations of zeroes and ones. A byte is just
eight bits and it is the smallest unit of memory that can be addressed in many computer systems.

A binary source alphabet could be extended by forming ordered pairs, ordered triplets, ordered
quadruplets, and so forth to form receiving alphabets that are larger than two [56]. In molecular
biology, these extensions are called codons. The simplest unit of mRNA, on the other hand, is the
nucleotide, which can have one of four bases—A, U, C, and G, the quaternary ‘bit’ [123]. However,
we think that the use of the word bit in a quaternary system of mRNA is a misnomer. Here, we choose a
new name in the genetic code, called qit, or quaternary digit instead of bit. The quits are A, U, C, and G.
This increased variation means that each nucleotide of mRNA can hold twice as much information as
each digit of a binary program. The qit creates more algorithmic randomness than bit and it is more
information rich. Shannon’s great insight in information theory is entropy. Entropy measures the
degree of uncertainty or randomness in a system. Entropy is the opposite of information. It destroys
information. We can reduce the entropy to the point where the stored information becomes maximal
and transmission is highly reliable. Genetic information is low in entropy and high in information
content. Entropy measures the degree of randomness that is introduced by errors. This is why the
genetic codes is evolved in three stages to incrementally minimize the errors during the translation.

In mRNA, the genetic information comes in triplets of nucleotides or codons, which represent
different amino acids, meaning that each codon in mRNA has only 43, or 64, possibilities. Each codon
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is thus an extension, or ‘byte’, and it has exactly as much information as a six-bit byte, or in computer
terminology a code word, since 26 is 64 possible sequences for codons. Here, we use a new terminology
for representing genetic information, called ‘qyte’ instead of ‘byte’. In our terminology, each qyte is
three-qit long, giving 43 possibilities.

Both binary and genetic codes contain signals that indicate where to begin and end the reading of
their messages. Computers use start and stop bits for this purpose, while the genetic code contains
one start codon and three stop codons. In a binary code, a single inaccurate bit causes its byte to have
a different value, which can cause significant errors. However, mRNA exhibits greater flexibility and it
is more resilient in comparison, as many nucleotide changes do not result in changes to the value of
the amino acids that are coded by a codon.

However, information that is contained in life exists in two forms, digital (genetic) and analog
(metabolism), and both appeared concurrently in the peptide/RNA world [48]. Digital information is
encoded in linear polymers, such as DNA and RNA in discrete codons, analog information is manifest
in the differing concentrations of biomolecules, especially proteins that get passed from generation to
generation. Analog information systems dominate in the early prebiotic stages, but digital information
systems dominate the information age [6]. Recognizing that there are two sequential events, first the
origin of an analog chemical system that is capable of adaptive evolution and then a digital revolution,
the origin of life problem becomes much more tractable [124]. Acceptance of this dichotomy and
this progression helps to resolve the question of dual roles of RNA and peptides in generating
information systems.

8.3. Conversion of Three Letter Codons into Numerical Codons

The genetic code is obviously not the result of a random assignment of codons to amino acids.
It has a structure; the synonyms are grouped. The language-based terminology of the genetic code
reflects the fact that both genes and proteins are essentially one-dimensional arrays of chemical letters.
The nucleic acid alphabet comprises of four chemical letters, A, U, C, and G, whereas proteins are
built from twenty different amino acids, represented by 20 abbreviated letters. In order to better
visualize the codon distribution in the universal genetic code table, we substitute nucleobase alphabets
of mRNA with numbers, as follows: 1 for U, 2 for C, 3 for A, and 4 for G. [In case of DNA codons,
1 represents thymine (T).] We have now created a universal numerical codon matrix in a structural
format consisting of 64 numerical codons that specify 20 amino acids, and the start and stop codons
(Table 2).

In Table 3, the abbreviation of the universal genetic code table is shown in numerical codons with
redundancy. Each matrix cell displays information in numerical codon and its corresponding amino
acid. Because of numerical distribution of codons in rows and columns, one can easily visualize the
distribution of codons and their redundancy in the matrix cells; it was less obvious in standard genetic
code using combinations of four letters. Looking at Table 3, we can say that codons beginning with 4
formed first, followed by codons with 2. Codons with prefix 1 and 3 were added last at the genetic
code table.
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Table 3. Universal Genetic code showing numerical codons.

In Table 4, we have shown a one-letter abbreviation of 20 amino acids, and its corresponding
numerical codons. We have used three additional letters, J, X, and Z (shown in bold font) to signify
three stop codons, namely opal, ochre, and amber, respectively.
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Table 4. 20 Primary Amino Acids in the Genetic Code and their corresponding numerical codons.

1-Letter Abbreviation 3-Letter Abbreviation Amino Acid Numerical Codons

A Ala Alanine 421, 422, 423, 424
B — — —
C Cys Cysteine 141, 142
D Asp Aspartic acid 431, 432
E Glu Glutamic acid 433, 434
F Phe Phenylalanine 111,112
G Gly Glycine 441, 442, 443, 444
H His Histidine 231, 232
I Ile Isoleucine 311, 312, 313
J Stop Opal 143
K Lys Lysine 333, 334
L Leu Leucine 113, 114, 211, 212, 213, 214
M Met (Start) Methionine 314
N Asn Asparagine 331, 332
O — — —
P Pro Proline 221, 222, 223, 224
Q Gln Glutamine 233, 234
R Arg Arginine 241, 242, 243, 244, 343, 344
S Ser Serine 121, 122, 123, 124, 341, 342
T Thr Threonine 321, 322, 323, 324
U — — —
V Val Valine 411, 412, 413, 414
W Trp Tryotophan 144
X Stop Ochre 133
Y Tyr Tyrosine 131, 132
Z Stop Amber 134

Using these three tables as guides, we have developed software to simulate the translation of the
numerical codon sequence of mRNAs to produce its corresponding amino acid sequence. We name
this software ‘Codon-Amino Acid-Translator-Imitator’ or (CATI) that mimics the process of reading a
sequence of codons and translating it into a sequence of the corresponding amino acids and vice versa.
The CATI software can also handle the reverse process, where a sequence of amino acids is translated
into a sequence of corresponding codons.

Table 5 shows some sample outputs of CATI. Table 5 is made up of several sections. In the
first section, column one shows a given set of numerical codon sequences (read from a spreadsheet).
Column 2 shows the corresponding amino acid sequences. Table 5 also shows the translation of
randomly generated numerical codons. The second section of Table 5 shows the translation of randomly
generated numerical codons. Table 5 also shows the output of the reverse process—translating a given
sequence of amino acids into the corresponding sequence of numerical codons. The third, fourth,
and fifth sections of Table 5 show the translation of given amino sequences into the corresponding
numerical codon sequences. Since several possible codon sequences can form a given amino-sequence,
we show the count of all possible codon sequences and just a few actual codon sequences in the table.
The last section in Table 5 shows the conversion of DNA codon sequences into the corresponding
numerical codon sequences. While using the distribution of numerical codons, we can visualize at
least some of the steps by which nature might have invented the code.
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CATI accepts inputs two ways—from an excel spreadsheet and from a set of randomly generated
sequences. A user can create a set of numerical codon sequences while using a spreadsheet. CATI can
also generate a random sequence of numerical codons of an arbitrary length for translation.

Application potential carries great potential for numerical codons in bioinformatics. For example,
it can be used in translating codon sequences in DNA sequencing in numerical forms, which is the
process of determining the precise order of nucleotide bases within a DNA molecule. The simultaneous
quantification of mRNA and protein in a single translation process highlights the increasing importance
of numerical codons in various analysis tools. During protein synthesis, we do not have to translate
nucleotide language to amino acid languages. Both nucleotides and amino acids can be expressed in
numerical formats. The advent of rapid DNA sequencing methods has greatly accelerated biological
and medical research and discovery. The use of numbers rather than letters may expedite similarity
searches between two strands of DNA. Thus, numerical codons can be used for the DNA barcoding of
a species, or DNA profiling of a person as a parallel system. The Genome Sequence Data Base (GSBD),
operated by the National Center for Genome Resources (NCGR), is a national database of publicly
available nucleotide sequences and associated biological and bibliographic annotation. As a pilot
study, the data of a small gene can be converted to numerical codon sequences by our CATI software,
for a feasibility study to see whether it affords better DNA mining, alignment of two DNA sequences,
and for searching methods, storage, and data retrieval systems in the future.

CATI uses numerical codes to represent and manipulate codon sequences. This enables CATI
to provide better performance in terms of speed and memory when compared to most of the other
software when it comes to processing large sequences of codons and amino acids. This allows for us to
undertake faster translation and sequence alignments. The randomly generated numerical codons
can also be subjected to some constraints during the sequence generation in order to have a desirable
amino acid content.

CATI, when fully developed and implemented, can help to perform various types of analysis
of codon and amino acid sequences. It can also help to identify similarity between two or more
sequences of DNA. We envision CATI as an effective tool in analyzing and synthesizing non-coding as
well as coding mRNAs under different constraints and conditions and performing various types of
sequence alignments. In the computer, manipulation numbers have advantages over the manipulation
of letters. For example, with an appropriate internal representation of numbers, bit operations can be
performed giving a higher speed of computation. We believe that CATI is advantageous over many
multiple DNA-protein or RNA-protein translation tools that are available online, which are based
on the manipulation of letters. DNA has the potential to provide large-capacity information storage.
CATI may provide new insight for developing the storage and retrieval of large data sets in DNA in
the future. We have not developed this idea in this paper, and but in a subsequent paper, we want to
explore the application of CATI in various translation algorithms.

The CATI software is based on the Model View Controller (MVC) design pattern [33,125].
The MVC facilitates the design idea by segregating functional/task responsibilities and assigning them
to different components/modules of software. This leads to an architecture with components that are
relatively independent of each other. The three major components are (Figure 12A):

• The Model is the central component of the pattern. It manages the data (information), its associated
logic, and the rules of application.

• The View is a (visual) representation of the model, the user interface. It relates to the logic (code)
that produces the output. A view can be a form of any output representation of information.

• The Controller accepts input and acts a monitor to mediate (i.e., coordinate) between the tasks
of view and model. It handles events that are generated by the user and communicates those
changes to the Model, which updates its state accordingly and communicates any changes back
to the Controller. The Controller then updates the view to reflect those changes.
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Figure 12. (A), a Model-View-Controller (MVC) Architecture pattern, and (B), an implementation
Architecture of von Neumann’s Universal Constructor (UC). The solid arrows in the Figure show the
flow of control among the components. For example, the solid arrow between the controller and model
implies that the controller directs the actions of the model. A dotted arrow indicates a flow of data
(information).

These three architectural components of the system enable us to imitate the biological information
process in a flexible and modular way. It is important to point out that the MVC design pattern is
very similar to the implementation architecture of John von Neumann’s Universal Constructor of the
self-reproducing automata. Given a description, the Universal Constructor theoretically produces any
automata from available parts. The universal constructor has not yet been manufactured physically.
However, several attempts have been made to computationally implement the universal constructor.
A very good implementation of John von Neumann’s self-reproducing UC machine has been recently
developed [126]. The overall architecture of this implementation is shown in Figure 12B. It has four
components—the State Control Area, the Reading Loop Area, the Memory Area, and the Writing Loop
Area. The State Control Area is the overall coordinator of all the other components. The Reading Loop
Area reads the tape information and temporarily stores them in the memory area. The information in
the memory area is used by the Writing Loop Area to produce the output. We suggest that there is a
very close similarity between the Universal Constructor’s architecture, as shown in Figure 12B and the
MVC Design Pattern. The Controller of the MVC design pattern corresponds to the State Control Area,
the Model corresponds to the combination of the Reading Loop Area and the Memory Area, and the
View corresponds to the Wring Loop Area. In fact, the MVC design pattern can be interpreted as a
more modern operationalization of John von Neumann’s Universal Constructor.
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We have found that the MVC design pattern is very good at abstracting the natural protein
translation machine into an architecture that is modular and neatly separates the various aspects of
information processing into three roles—model, view, and controller.

8.4. Algorithmic Design of CATI

We now present the algorithm that is used by CATI. For simplicity, the algorithm shows the overall
logic without dividing it into the MVC components that are shown in Figure 13. CATI uses a codon
chart in the form of a codon-amino mapping shown in Table 5. CATI is given a sequence of numerical
codons. CATI can also generate a random sequence numerical codon on its own. This sequence of
numerical codons is then translated into the corresponding sequence of amino acids.

Figure 13. An overall architecture of CATI based on the MVC pattern. It shows the controller, model,
and view aspects of the logic.

Figure 14 shows the algorithm. The main step of the algorithm in Figure 14 is the third step of
CATI. It uses the ideas of a pattern recognizer (step 3.a), an adapter (step 3.b), and a sequence builder
(step 3.c). CATI, in essence, plays the combined role of ribosome, aaRS, and tRNA taken together.

Figure 14. The overall Logic (Algorithm) of CATI. The logic combines the role of ribosomes, aaRS,
tRNA, and mRNA into a single overall process.
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9. Simulation and Visualization of the Translation Pathways

Computer simulations are useful in evolutionary biology for hypothesis testing, for verifying
analytical methods, for analyzing interactions among evolutionary processes, and they are widely
used in different disciplines. In general, computer simulations allow for the study of complex systems,
including those analytically intractable [127]. Here, we use forward simulation models from primitive
machines to advance translation machines, mimicking the biosynthetic processes for the origin of the
genetic code, and for testing our hypothesis of the coevolution of the translation machines and the
genetic code.

In this section, we visualize the early stages of translation machine evolution in three stages.
We use a simulation and modeling software, called AnyLogic, which is commercially available (www.
anylogic.com), to simulate and visualize the translation machines. We simulate translation machines
at three levels of evolution:

• pre-tRNA/pre-aaRS/pre-mRNA
• tRNA/aaRS/mRNA
• tRNA/aaRS/mRNA/ribosome

Although the molecular organization of the genetic code is now known in detail, how the code
came into being has not been satisfactorily addressed. We have already discussed the coevolution
of translation machines and the genetic code in chapter 7; this offers a simple relation between the
codon reading efficiency and the accuracy of the codon translation machine. Here, we highlight some
of the features of this coevolution for visualization. The rapid and accurate translation of genetic code
into proteins is the hallmark of the information stage; it evolved in three distinct stages through the
availability of amino acids and the improvement of the translation machine. It is now widely accepted
that the earliest genetic code did not encode all 20 amino acids that were found in the universal genetic
code, as some amino acids have complex biochemical pathways and were probably not available in
the prebiotic environment. Therefore, the genetic code evolved as pathways for the synthesis of new
amino acids became available [73,92,102]. In our view, the code evolved in step with the amino acid
biochemistry and the refinement of the translation machine (Figure 11).

Currently, the simulation simply visualizes the translation process without any provision for
parameter changes. In the future, we plan to parameterize the simulation of the translation processes
and its visualization.

9.1. Stage I. Visualization—pre-aaRS-pre-tRNA-pre-mRNA Machinery

The first information system emerged in the prebiotic world as a primordial version of the
translation machine and the genetic code. The most primitive translation machine consists of
pre-aaRS/pre-tRNA/Pre-mRNA molecules. Four primordial amino acids were specific to four
pre-tRNAs, and four pre-aaRS enzymes began to translate the genetic information from pre-mRNA,
and to synthesize short polymer chains of protein (Figure 15). The code that evolved at this stage was
the primitive GNC code [88,115], involving four codons (GGC, GCC, GAC, and GUC), which created
four primordial amino acids (glycine, alanine, aspartic acid, and valine). Since there was no redundancy
at this stage, the translation errors are high.

The informational associations among these biomolecules are shown in the form of an information
structure. This information structure showing macromolecules and their association with each other
can be captured in the form of a class diagram (Figure 16). In a class diagram, a rectangular shape
represents an informational object. The solid lines connecting these objects reflect an associative
relationship between the objects. It is important to note that only a few attributes of each object are
shown in the class diagrams. This is for illustration purposes only. Here, our main focus is on the
interaction among the objects and not on providing a comprehensive list of attributes for each object.
Figure 16 shows the information structure during the first stage of the genetic code, the GNC code.
Pre-tRNA, pre-AARS, pre-mRNA, amino acid, codon, anticodon, as well as protein, and nucleotide
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are shown as objects in this Figure. The relationships that are shown in a class diagram are static,
structural, and associative. A class diagram does not show any dynamic or temporal relationship.

A pre-AARS attaches the appropriate amino acid to its pre-RNA with the correct anticodon.
A pre-mRNA has a sequence of codons. These are generally short-length sequences that deal with
the GNC genetic codes. An amino acid carrying pre-RNA was able to base pair with codons in a
pre-mRNA and helped to produce a protein as per the information in the pre-mRNA. At this stage,
the types of information used are generally in the form of attractiveness, proximity, and pattern.
The right combination of a catalyst, information, and the material acts as a translation machine to
produce a new biological artifact. A pre-aaRS/pre-tRNA/pre-mRNA machine’s MVC architecture
shows a collaboration among these three machine parts that control the formation of a biosynthetic
protein chain (Figure 17). The controller uses pre-mRNA, amino acid, anticodon, and other parts of
the translation machine as information to translate (convert) a codon into the corresponding amino
acid with the help of a charged pre-tRNA that acts as an adaptor. The charged pre-tRNA is shown as a
view. It produces the amino acid, as an output, based upon its anticodon matching with the codon in
pre-mRNA. These amino acids become part of a sequence in the form of a protein chain.

A visualization of the stage I translation machine has been created using Anylogic software.
Appendix A provides instructions on how to run the visualization model in the AnyLogic cloud.
The visualization model shows the overall translation process regarding how various molecules
dynamically interact to produce a protein.

Figure 15. The pre-aaRS/pre-tRNA/pre-mRNA translation machine. Pre-aaRS is the matchmaker
between pre-tRNA and amino acid. Four primitive amino acids and their cognate four pre-tRNAs and
pre-aaRS molecules were selected from the prebiotic soup. Each amino acid with its specific pre-tRNA
molecules was catalyzed by pre-aaRS enzyme in the presence of ATP to create a charged pre-tRNA
molecule. In a similar way, four charged molecules were available to decode the short string mRNA one
at a time. During the hybridization of anticodon of pre-tRNA with codon of pre-mRNA, each pre-tRNA
delivers the appropriate amino acid, which is linked to form a chain of biosynthetic protein for the
first time, containing four amino acids. This is the first stage of translation, when primitive GNC
code evolves.
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Figure 16. A class diagram showing an information structure during the first stage of translation
system. This diagram shows relationships among various parts of the primitive translation machine.
Pre-tRNA attaches to a specific amino acid with help of pre-aaRS molecules. The charged pre-tRNA
molecule has an anticodon that hybridizes with the corresponding codon of pre-mRNA. As pre-tRNA
begins to decode pre-mRNA molecules, short chain of protein is synthesized for the first time in a
prebiotic environment. The linkage of an amino acid to a pre-tRNA established the primitive GNC
genetic code.

Figure 17. An MVC architecture of a pre-aaRS/pre-tRNA/pre-mRNA machine. Pre-aaRS and
pre-tRNA direct charged pre-tRNA that will decode pre-mRNA to a growing protein.

9.2. Stage II. Visualization—aaRS-tRNA-mRNA Machinery

The translation machine is refined to the second stage (Figure 18) with the development of the
aaRS/tRNA/mRNA machine, which increases the efficiency and decreases translation errors. At this
stage, the GNC code evolved into transitional SNS code with 16 codons (GGC, GGG, GCC, GCG,
GAC, GAG, GUC, GUG, CUC, GUG, CCC, CGC, CAC, CAG, CGC, and CGG), which code 10 amino
acids (glycine, alanine, aspartic acid, valine, glutamic acid, leucine, proline, histidine, glutamine,
and arginine) [88,115]. Because of the redundancy of codons, the translation error is minimized.
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Figure 18. The aaRS/tRNA/mRNA translation machine. Ten primitive amino acids joined with specific
tRNA molecules by aaRS enzymes to form a pool of 10 charged tRNA molecules. These charged tRNA
molecules begin to decode mRNA, creating a chain of longer, biosynthesized protein molecule. At this
stage, SNC code appears with 10 amino acids for 16 codons. The translation is moderately efficient
with the appearance of redundancy to minimize the translation errors.

Figure 19 shows the information structure of the aaRS/tRNA/mRNA translation machine during
the second stage of the universal genetic code. At this stage, additional information in the form of
match, symmetry, and sequence are also available. A tRNA is transformed into a charged tRNA by
the aaRS, as shown in Figure 19. The anticodon of the charged tRNA matches with the corresponding
codon in mRNA. A protein chain is formed by the decoding of mRNA by tRNA.

Using the MVC framework, we suggest that, in the case of an aaRS machine, proteins represent
the ‘output’, the corresponding charged tRNAs and amino acid ligation (aa-tRNA) as a ‘view’, and a
combination of aminoacyl tRNA and aaRS as a ‘controller’, and mRNA as a ‘model’ that holds codons
as information (Figure 20). The directional arrows represent the control and ‘communication’ between
the various parts of the machine. For example, an aaRS coordinates and facilitates the activities of
mRNA, tRNA, and amino acid ligation in the formation of protein chain. The aaRS acts as a facilitator
and helps to produce (select) the amino acid that matches with the codon in mRNA. Briefly, the overall
logic of the second stage machine is as follows: specific tRNA binds with a particular amino acid,
tRNA, and then incorporates the amino acid into a growing protein at a position is that determined by
the anticodon, the anticodon matches with a codon in mRNA, and the codon acts as an information
carrier that matches with the specific tRNA. The final result is the release of the linked amino acids,
which are the protein chain.
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Figure 19. A class diagram showing the interactions of aaRS/tRNA/mRNA translation machine
showing the information structure during the origin of the SNS code. At this stage, 10 primitive amino
acids are available to create 10 or more charged tRNAs for decoding mRNA. An amino acid in the
charged tRNA will be incorporated into a growing protein chain, at a position that is dictated by the
anticodon of the tRNA.

Figure 20. An MVC architecture of aaRS/tRNA/mRNA translation machine. aaRS and tRNA facilitate
the interaction between a charged tRNA and a mRNA. A charged tRNA is an adaptor that acts as a
view and helps to release the amino acid to form a chain of protein.
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In the Appendix A, we show the instructions on how to run the visualization model for the second
stage of translation machine.

9.3. Stage III. Visualization—aaRS-tRNA-mRNA-Ribosome Machine Complex

By the third stage, the translation machine has fully evolved, now consisting of the
aaRS/tRNA/mRNA/ribosome machine that brings forth the universal genetic code (Figure 21).
The translation of the universal genetic code into protein by ribosomes requires precise mRNA
decoding by tRNA. At this stage, ribosomes emerged to facilitate high-fidelity translation. About
31 tRNAs and 20 aaRS enzymes assigned 64 codons specifying 20 amino acids. Of these 64 codons,
61 represent amino acids and three are start and stop signals. Although each codon is specific to
only one amino acid, the code is degenerate, because a single amino acid may be coded for more
than one codon. The redundancy of the universal genetic code optimized translation errors and
mutations [108]. Codons for the same amino acids tended to bundle together. Perhaps the organization
of the amino acids with particular sequences of the code minimized the errors that crept into the
proteins. Among the 20 amino acids in the universal code, approximately half came from the prebiotic
soup; as we see in the SNS code, the remaining half of amino acids were derivatives of the first set of
10 primitive amino acids by biosynthesis [78].

Figure 21. The aaRS/tRNA/mRNA/ribosome translation machine. tRNA delivers amino acid to
ribosome that serves as the site of protein synthesis. Each ribosome has a large 50S subunit and a
small 30S subunit that join together at the beginning of decoding of mRNA to synthesize a protein
chain from amino acids carried by a tRNA. The correct tRNA enters the A site of the ribosome and
appropriate amino acid is incorporated into the growing peptide chain, which transfers from tRNA
in the P site to the tRNA of A site. As the ribosome moves, both tRNAs and mRNA then shit to the
E site. Each newly translated amino acid is then added to a growing protein chain until ribosome
completes the protein synthesis. At this stage, universal genetic code is optimized with 20 amino acids
for 64 codons, including start and stop codons. The translation is highly efficient with start and stop
codons; redundancy minimizes the translation errors and mutations.
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Figure 22 shows the information structure that was available during the third stage of the genetic
code. During this stage, a ribosome uses rules, and feedback types of information, in addition to the
other types of information during translation. A ribosome acts like a biological assembly machine in
the translation of mRNA into protein. A ribosome performs the protein synthesis with the assistance
of two other kinds of molecules—mRNA and tRNA.

Figure 22. Class diagram showing the interactions of aaRS/tRNA/mRNA/ribosome translation
machine. The diagram is similar to that of Figure 22. In addition, it shows the introduction of a
ribosome, which decodes mRNA with the help of charged tRNA.

Figure 23 shows an MVC model of the ribosome machine. A ribosome machine is sometimes
equated with a factory with several machines. It uses other machines, such as an aaRS machine,
to complete the translation process. A ribosome plays the role of the controller. mRNA is a model
containing the information in the form of a sequence of codons. An aa-tRNA machine plays the role of
a view that supplies an amino acid. Note that this machine is depicted in Figure 21. Here, the ribosome
machine uses the aa-tRNA machine as its submachine (sub part), signifying a functional hierarchy
among macromolecules. The ribosome produces the peptide chain (protein) by establishing the proper
match (fit) between an aa-tRNA and the corresponding codon in the mRNA.

237



Life 2019, 9, 25

Figure 23. An MVC structure of aaRS/tRNA/mRNA/ribosome translation machine. A ribosome
is a part of a bigger machine that uses the aaRS machine to decode the mRNA information into a
corresponding sequence of amino acids to link a protein chain.

In the translation process of the third stage, the translation machine, with the assistance of a
ribosome, is visualized using an AnyLogic model. We show the instructions in the Appendix A how
to run the third stage of the visualization model.

10. Discussion and Conclusions

Although the origin of the prebiotic information is not fully understood, the manufacturing
processes of different species of RNAs and proteins by molecular machines in the peptide/RNA world
require not only physical quantities, but also additional entities, like sequences and coding rules.
The demand for a wide range of specific enzymes to catalyze complex prebiotic chemistry was the
prime selective pressure for the origin of the information systems for creating programmed protein
synthesis. These coded proteins are specific and quite different from the random peptides that are
generated by linking amino acids in the vent environment. There is a great potential in the application
of numerical codons in bioinformatics, such as barcoding, DNA mining, or DNA fingerprinting.

We have reviewed the bottom-up pathways of prebiotic synthesis that address several hallmarks
in living systems, such as the encapsulation and protocell division, peptide/RNA world, origin of
mRNA, origin of aaRS, information processing, energy transduction, and adaptability. The scenarios
for the origin of the translation machinery and the genetic code that are outlined here are both sketchy
and speculative, but follow those biosynthetic pathways. It is the informational role of RNAs, aided by
a series of enzymes, which is key to transforming nonliving chemistry into translation machines and
the genetic code.

There are several novel ideas in the origin of prebiotic information that are presented in this paper:

1. The peptide/RNA world was more parsimonious in the vent environment than the popular
RNA world hypothesis. It is easier to make proteins than RNAs in the vent environment.
The duality of replication and metabolism is the intrinsic property of life and it must have
appeared simultaneously before the origin of the first cells. Both RNAs and proteins worked in
tandem to jumpstart the life assembly.

2. The Information stage is a crucial step in the origin of life prior to the origin of DNA and the first
cell. We emphasize that reproduction is not possible without information. Life is information
stored in a symbiotic genetic language. Information is an emergent property in the peptide/RNA
world. The molecular attraction between tRNA and amino acid led to the translation machinery
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and the genetic code. The demand for specific protein enzymes over peptides in the peptide/RNA
world was the selective agent for the emergence of the information age.

3. Both mRNAs and proteins were invariably manufactured by molecular machines that required
sequences and coding rules. The crucial step was the ligation of a specific amino acid to its
corresponding pre-tRNA molecule that created a repertoire of complex machinery parts for
translation. tRNA is an ancient molecule that created custom-made mRNA for the storage of
amino acid assignment. During this stage, the translation and the genetic code coevolved.

4. The molecular basis of the genetic code manifests itself in the interaction of aaRSs and their
cognate tRNAs. Aminoacylated ribozymes used amino acids as cofactor with the help of bridge
peptides as a process for selection between amino acids and their cognate codons/anticodons;
this self-sustained RNA-peptide complex may trigger proto-translation. As bridge peptide
evolved to pre-aaRS and ribozyme to pre-tRNA, many of their structures were modified, but
their functions were continued and elaborated. Eventually, the interaction of aaRS and tRNA
was established.

5. The piecemeal buildup of translation machines consisting of tRNAs, mRNAs, aaRS,
and ribosomes are proposed.

6. The existing theories on the origin and evolution of the genetic code are compatible with our
coevolution model of translation machines and the genetic code. We suggest that there were
three stages in the evolution of the genetic code—GNC, SNS, and finally the universal genetic
code [88,115]. The code evolved through the progressive refinery of translation machines,
from the pre-tRNA/pre-aaRS machine, to the tRNA/aaRS/mRNA machine, and finally the
tRNA/aaRS/mRNA/ ribosome machine. This was the beginning of the Darwinian evolution
that exhibited an interplay between information and its supporting structure. The evolution of
the translation machine reflects the incremental enrichment of information content in the genetic
bank of mRNA. An evolutionary path from bridge peptide to protozymes to urzymes to pre-aaRS
to aaRS suggests increasing the complexity of functions and satisfying the rule of continuity.

7. Using a computer simulation, and a visualization model of the possible biosynthetic pathways
that led to the origin of the information system, we show the step-by-step evolution of the
translation machines and the genetic code.

An mRNA strand with strings of codons is a relatively small and simple molecule possessing
limited storage capacity. It can store small amounts of genetic information; the capability of a ribozyme
as an enzyme is severely limited. However, this catalytic deficiency is compensated by a variety of
enzymes that are available in the hydrothermal vent environment. The short life of mRNA makes
the protocell very responsive to changing conditions in the environment. Later, more durable DNA
would emerge to become the molecule of choice for the large storage of genetic information regarding
protein synthesis, replacing mRNA from its main function. The new generation of mRNA is created by
the transcription of DNA. mRNA becomes a daughter of DNA to carry out its specific instruction of
translation and protein synthesis.

The information age, with the origin of translation and the genetic code, was a watershed event
in biogenesis triggering the origin of DNA and the first cells. The information age is quite distinct
and more derived than the prebiotic chemical stage, and it is a necessary prelude to the biological
age. However, it lacks the one crucial attribute of life: cell division. In the prebiotic information stage,
each mRNA became a gene that contained the recipe for a specific protein. However, the information
system would be fully developed with the appearance of DNA that contained a permanent storage for
both hereditary information and the transcription capability. With the emergence of DNA, the central
dogma is established; information flows from DNA to mRNA to proteins.

The new information paradigm suggests that life is organic chemistry, plus information, plus
code, plus cell division, where replication, sequencing, coding, transcription, and reproduction become
important attributes. The advent of cell division defines the emergence of the first cells from their

239



Life 2019, 9, 25

protocell precursors. Life began when a cell was capable of dividing into two identical daughter cells.
A protocell in the prebiotic information age did not acquire the capability of identical cell division.
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Appendix A

This appendix is a user guide for the visualization model developed in the AnyLogic software.
It describes as to how to run the visualization model for each stage of the translation machines.
The visualization models are hosted on the AnyLogic cloud, a service that allows simulation models
to be available online on Internet. These hosted models can be run under a browser such as Chrome,
Internet Explorer, and Fire Fox, etc. In the following sections, it is assumed that an Internet browser is
up and running either on a laptop or on a PC.

Instructions for Stage I Visualization

This section shows the steps to run the stage I model. Please follow these steps:
Step 1. Paste the following URL link in your browser’s address line and go

to that link: https://cloud.anylogic.com/model/5a297e73-af36-4af5-a92c-a416021a9bda?mode=
DASHBOARD&experiment=82e7de3a-b6df-4ab2-9304-eeba402cc447

Step 2. You should see a web page that looks like the one shown in Figure A1.

Figure A1. A screen shot of the web page showing the button to be pushed.

Step 3. Press the button as indicated in Figure A1. The visualization model should start running
in a few seconds.

Step 4. The model can be stopped any time by closing the webpage.
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Instructions for Stage II Visualization

This section shows the steps to run the stage II model. Please follow these steps:
Step 1. Paste the following URL link in your browser’s address line and go to that link: https:

//cloud.anylogic.com/model/c19bfa43-d338-4a1b-93c3-4071d738add7?mode=DASHBOARD
Please follow the steps 2 to 4 as described above in the stage I visualization.

Instructions for Stage III Visualization

This section shows the steps to run the stage III model. Please follow these steps:
Step 1. Paste the following URL link in your browser’s address line and go to that link: https:

//cloud.anylogic.com/model/4c291275-7bc4-4510-8fbd-e349bb59141e?mode=DASHBOARD
Please follow the steps 2 to 4 as described above in the stage I visualization.

Note: Please note that the visualization models are hosted in AnyLogic Cloud. After running the model, the screen
can be closed by clicking on the “X” button on top right-hand side. These models have an ‘Animated Run Time
Limit’ in the cloud. The model can be closed and re-run if you get a message as shown below:“Animated run
time limitThe model has run for the maximum time allowed . . . ”Simply close the message box, then close
the model by pressing on the “X” button and run the model by pressing on the play button as shown in Stage
I instructions.
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Abstract: The emergence of life in a prebiotic world is an enormous scientific question of paramount
philosophical importance. Even when life (in any sense we can define it) can be observed and
replicated in the laboratory, it is only an indication of one possible pathway for life emergence,
and is by no means be a demonstration of how life really emerged. The best we can hope for is to
indicate plausible chemical–physical conditions and mechanisms that might lead to self-organizing
and autopoietic systems. Here we present a stochastic simulation, based on chemical reactions already
observed in prebiotic environments, that might help in the design of new experiments. We will show
how the definition of simple rules for the synthesis of random peptides may lead to the appearance
of networks of autocatalytic cycles and the emergence of memory.

Keywords: origin of life; hypercycle; Monte Carlo

1. Introduction

The realization of a unified concept of life, incorporating all known biological systems separated
from physical and chemical systems, is a long and complex process that is far from conclusion. Addy
Pross [1] argues that the question about how life emerges is strongly connected with the definition of
life. According to the synthetic theory of evolution, “life is a self-sustained chemical system capable
of undergoing Darwinian evolution” [2]. This definition can be considered a derivation of another
definition, formulated by M. Perret and elaborated upon by J. D. Bernal [3], that states: “Life is
a potentially self-perpetuating system of linked organic reactions, catalyzed stepwise and almost
isothermally by complex and specific organic catalysts which are themselves produced by the system.”

A persuasive model of the origin and evolution of life came from the work of Eigen and Schuster
in 1977. In their work [4] they suggested that self-replicative macromolecules, such as RNA and
DNA in a suitable environment, exhibit behavior which we may call “Darwinian” and which can
be formally represented by the concept of the “quasi-species.” Though sophisticated, the hypercycle
model requires other requisites to realize the condition of life. Compartmentalization is necessary
to prevent dilution of chemicals and the stability of hypercycles but does not take into account the
emergence of homochirality and the memory of the system [5].

The present work originates in this theoretical framework. We aim to address the problem of the
emergence of a stable order in the spontaneous and prebiotic synthesis of peptides.

A system is considered “alive” when it is capable of producing its constitutive elements, though
with some errors, and when it is capable of replicating itself, keeping roughly the same composition.
These conditions define a system as autopoietic. The synthesis of constitutive materials is a necessary,
though not sufficient, condition. It is essential to propose a way in which a system could keep the
memory of its composition.
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In living beings, the information about what must be synthesized, and when, is stored in
DNA or RNA molecules. The genetic code is the map that translates the codon into an amino
acid. In modern-day biology, this translation is accomplished by means of the ribosome, a complex
molecular machine which was not available for the first emergent life. Let us assume that, before
the appearance of a genetic code, it was necessary to have a system to maintain the memory of the
formed molecules.

According to the RNA-world scenario [6], RNA molecules could provide both the information
storage (in their sequences) and the catalytic activity. In the RNA scenario, proteins are not required in
the early stage of life development. Nevertheless, the RNA-world was fiercely opposed [7] because of
two orders of reasons: The prebiotic synthesis of RNA is very difficult, and RNA molecules catalyze
only a few reactions, mainly the cleavage of RNA, despite the observation that all types of reactions
necessary for nucleotide and peptide synthesis can be catalyzed by ribozymes [8]. RNA-world
requires the prebiotic synthesis of some molecules, written information (in this case RNA molecules),
and machinery to read and execute those data. The information must be copied and shared among
the progeny.

In our opinion, the most severe critique of the RNA-world scenario is that the information can be
stored in RNA molecules only with the help of a complex (protein) machinery. In more general terms,
memory is hard to fit in any model without storage.

Many research works demonstrated that amino acids could be formed in prebiotic times, along
with other organic compounds. The famous Miller–Urey experiment, for example, produced a mixture
of amino acids [9]. Several amino acids have been found even in meteorites [10]. A consensus
list of prebiotic amino acids includes Ala, Asp, Glu, Gly, Ile, Leu, Pro, Ser, Thr, and Val [11].
The oligomerization of amino acids to form new peptides is extremely hard to predict.

Several experiments demonstrated that the presence of small peptides in early Earth was
plausible [12]. Peptide growing and degradation was considered in the pioneering work of
Kauffman [13] and Eigen [14], for a curious case in the same year. In 1971, Eigen proposed the
hypercycle, based on Orgel-type replicating “Watson–Crick” RNA strands, but with the additional
idea that “a replicating pair 1 would catalyze or help the replication of 2, 2 would help 3 and so on,
until N closed the ‘hypercycle’ and helped replicate 1”.

Kauffman made the radical simple assumptions that the early molecules were polymers of two
types of monomers, A and B, say two amino acids, or later, two nucleotides. These could undergo only
cleavage and ligation reactions. Monomers A and B; and dimers AA, AB, BA, and BB, might serve as
sustained food inputs to the system. Given this, the reaction network among the molecules could be
determined. In 1971 the formation of medium or long peptides by amino acid polymerization was not
yet wholly investigated experimentally. Many researchers share the idea that some random peptides
could have been formed spontaneously and thus helped the onset of protobiological mechanisms
(like autocatalytic and cross-catalytic cycles, complex formation with metals or other non-peptide
molecules, membrane functionalization and control of trans-membrane traffic, new peptide formation
by chain elongation or fragment condensation, synthesis and stabilization of nucleic acids, and so
on) [15–21].

Since the work of Kaufmann and Eigen, several attempts have been made to simulate the
emergence of autopoietic structures on a computer, but it very soon appeared clear that the number
of required structures was too high to be calculated. A hundred amino acids can be combined in
circa 10130 possibilities. The chemical space is too vast to be investigated either experimentally or
computationally. The number of options is so vast that a particular sequence of 100 amino acids could
likely have never appeared on our planet. Not only that, it must be considered that a single copy of a
protein is not enough to sustain reproduction. It is important to have the accumulation of a particular
protein for an organism to have an evolutionary advantage.

Nature could not have verified all possible amino acid combinations and, therefore, we face
the problem of how the “few” existent proteins were produced and/or selected during prebiotic
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molecular evolution and, subsequently, how through a series of spontaneous steps of increasing
molecular complexity they could produce life as self-reproducing protocells. Do existing proteins
have some specific features that make them eligible for selection, for example in terms of particular
thermodynamic, kinetic, or other physical properties?

Let us assume a system similar to the one proposed by Urey in 1953 [22]. We can hypothesize
the spontaneous synthesis of amino acids and the regular production of fresh material. Let us assume
that some kind of polymerization can take place on a mineral surface (or clay [23]) to catalyze the
elongation of short peptides. The presence of a surface offers the advantage of spatial confinement of
the amino acids that may lead to high peptide concentrations. Let us assume a continuous formation
and degradation of peptide taking place onto the surface.

We can imagine the rain washing away the newly synthesized materials from the mineral surface,
and the sun evaporating water and increasing the peptides’ concentrations in these ponds. At high
concentrations, these peptides can interact with each other. Any theoretical model should consider the
presence of competing chemicals or parasites. Parasites of hypercycles may interrupt the cooperation
of replicators [24].

The study of the emergence of autocatalytic cycles from short peptides presents some other
critical problems. The first one is related to the number of possible sequences that can be generated.
The astronomically large number precludes the possibility of exhaustive analysis. The second problem
is the identification of the onset of such a cycle. Instead of using the twenty natural amino acids,
we decided to limit their number to those present in prebiotic conditions only.

Within this theoretical framework, we aimed to evaluate the condition for the onset of hypercycles,
while addressing the stability against parasite sequences and the establishment of a kind of dynamic
memory. We have written a computer program (Genesys) to reproduce the chemical synthesis of
random peptides. As starting pool, we chose the amino acids present in the Murchison meteorite [25]
(A, V, G, E, D, and S) with concentrations inversely proportional to the formation energy, and a
reservoir of amino acids to fish from.

With these six amino acids in large quantities, we have defined some rules that, once set, should
permit the emergence of new properties. We began to catalyze the first reactions among amino acids,
and we observed the formation of dimers; these dimers can, in turn, lengthen or degrade and return to
their initial state. If the speed of synthesis is slightly higher than the speed of degradation, gradually
longer peptides will accumulate. Shorter peptides will be slightly more stable than longer ones because
the latter can break into many pieces. Following this approach, after a few generations of synthesis
and degradation, an enormous number of different sequences will appear. Some sequences could be
“parasitic” and compete with emerging hypercycles.

We have explored the possibility of exploiting the similarity among sequences to drastically
reduce the number of synthesized peptides and to protect hypercycles from parasites. The similarity
among peptides could favor the aggregation, similar to what happens in plaque formation. Even the
simplest form of peptide activity, proteolysis, can direct the cut of an elongated peptide in a position
that would lead to the accumulation of similar peptides.

Of course, a peptide α may interact with a peptide β that shares only a portion of the entire
sequence, and still will lead to the accumulation of α or β, or more, peptides. The idea of similarity
increasing the concentration of different peptides can be misleading. One may think that proteolysis
would dramatically increase the number of possible sequences, but similarity can play a more
sophisticated, and still spontaneous, role. For example, in the case of elongation, it may lead to
the propagation of subsequences across the population. This step permits an increase in the number of
available three-dimensional structures, and, at the same time, limitation of the number of sequences.
Rather than having the accumulation of a myriad of different peptides, one can observe an increase
in the structural complexity without an explosion of the number of peptides. With the onset of new
kinds of sequences, we may find new three-dimensional structures, and new properties may emerge.
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As the number of possible combinations for analysis increases with the square power of the
number of sequences, it is clear that this method would not lead to any peptide. It is well known that
two similar sequences generally have similar three-dimensional structures and biological functions.

We assumed that similar peptides could more easily aggregate to very different peptides and,
in this way, have a lower probability of degradation. This hypothesis favors the persistence of similar
sequences but does not favor their development. To have an accumulation of a particular sequence,
it is necessary to have a sort of “memory” of the system. In biological times, memory is offered by
specialized molecules that preserve the information of the sequences (DNA or RNA), together with
a code for their translation. In prebiotic times, memory can emerge dynamically with autocatalytic
cycles exploiting the similarity between two sequences to favor a template effect. Let us imagine four
peptides (A, B, X, Δ) as these reported:

[A] GGGAAAVGVGAA
[B] GGGAAAAGAGVVVVAAGVAV
[X] AAVGVGAVVAAVVA
[Δ] VAAGVAVGGGVGAA

We can hypothesize that, with the help of similarity-driven catalysis, a cycle of this type
may emerge:

B

XΔ

A

In the presence of autocatalytic cycles, the concentration of peptides {A, B, X, Δ} may vary
cyclically. This means that the number of occurrences of particular sequences will not change in
monotonous ways, but cyclically. More precisely, the periodic variation in concentration of a specific
peptide is a necessary, but not sufficient, condition for the appearance of a cycle. It is important to note
that we are considering the concentration oscillations arising from an autocatalytic activity, rather than
fluctuation induced by external factors (temperature, water concentration, or lightning).

The primary objective of the present work is to set up the conditions by which such an autocatalytic
cycle can emerge spontaneously from the random synthesis of linear peptides. Here we want to test if
the introduction of similarity may lead to the onset of autocatalytic cycles. The onset of self-sustaining
autocatalytic cycles would represent a rudimental and primordial form of memory in the system
without the need of DNA or RNA.

2. Materials and Methods

Genesys is a program written in C++ that allows the user to build random libraries of peptides.
From an initial set of amino acids, Genesys uses a Monte Carlo method to bind two amino acids or to
lengthen and shorten the present peptides. At each generation, Genesys randomly chooses between
present peptides and amino acids and proceeds with the operations of synthesis and fragmentation.

The calculation is iterative. Each “generation” consists of the following steps: starting pool,
synthesis, and fragmentation. Starting pool represents the set of all the amino acids and all the
starting oriented polypeptides. The method takes into account the orientation of the polypeptides.
For example, the polypeptide GENESYS is different from the polypeptide SYSENEG because each
sequence is oriented in the N-C direction.

The synthesis starts randomly from the first molecule of the pool that is randomly coupled with
another molecule. “Randomly” represents the analog of the immediate proximity of two molecules in
the real world. Once the pairs are made, the algorithm proceeds to calculate the probability P that the
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two polypeptides can combine. Let us define two strings: S1 and S2. P is calculated in terms of their
length and on the basis of their similarity (simil) as defined in the following:

If (length S1 ≤ 3 AND length S2 ≤ 3)
P = c1 ∗ c2

else
P = c1 ∗ c2 ∗ simil

(1)

Whereas
simil =

maxH
min(length S1; length S2)

;≤ 1 (2)

Length S1 and S2 represent the number of amino acids constituting the two peptides of the pair;
c1 and c2 are the interaction coefficients as arbitrarily defined in the program to favor the interaction
of longer peptides (listed in Table 1).

Table 1. The interaction coefficients.

Length Interaction Coefficient

1 0.083
2 0.168
3 0.310
4 0.500
5 0.690
6 0.832
7 0.917
8 0.968
9 0.982

10 0.992

MaxH is the maximum of the substitution matrix H. The matrix is built following the same criteria
of the BLOSUM matrix [26]. It is used to score alignments between different sequences. H is built
by progressively finding the matrix elements, starting at H1,1 and proceeding in the directions of
increasing i and j. Each item is set according to:

Hi,j = max

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0
Hi−1,j−1 + Si,j

Hi−1,j − d
Hi,j−1 − d

(3)

The Si,j is the similarity score of comparing two amino acids (obtained from the similarity Table 2
as defined in Equation (4)), and d is the penalty for a single gap. The penalty gap d is set to 2.

Si,j =
10

10 +
∣∣Si − Sj

∣∣ (4)

The values of Si,j range from 0 to 1. The similarity table (Table 2) is derived from chemical–physical
properties such as polarity and ΔG of solvation, where the polarity (polar) is taken from [27], and the
amino acid energy of solvation ΔGw is taken from [28].

The similarity coefficients (S) are obtained by rounding the results of the following equation [28]:

S = −69 + 3·polar + 1.3·ΔGw + 3
√−6.5·polar + 3

√−34.9·ΔGw (5)

The values range permits calculation of the similiarity between two sequences in a BLOSUM fashion.
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Table 2. The amino acids’ similarity coefficients were calculated by their polarity and ΔG of solvation.

Amino Acid Similarity Coefficient Amino Acid Similarity Coefficient

L 0 M 0.4
I 0 Y 0.6
F 0.1 C 0.6
W 0.2 A 0.7
V 0.4 T 2
G 2.5 H −6
S 3 R −6
Q 5 D 8
N −8 K −8
E −9 P 12

Once the synthesis is complete, the program moves to the fragmentation, with a probability P
that is proportional to the length of the polypeptide.

P =
length

threshold
; P ≤ 1 (6)

The threshold is the length beyond which the polypeptide is certainly fragmented. Once fragmentation
is complete, the set of new molecules represents the starting pool of the new generation.

We used as the starting pool the six amino acids (A, V, G, E, D, and S) found in the Yamato
meteorite [29], for which plausible prebiotic synthesis pathways are known. The initial pool can be
modified during the experiment to simulate the appearance of new molecules in the amino acid pool.

The program generates text files containing the sequences and the number of occurrences in
the sample. The similarity was calculated by multiple alignments with the ClustalW algorithm
implemented in MEGA7 [30], with the Jones, Taylor, and Thornton (JTT) method [31]. Identical
sequences have a distance of 0. A threshold for the distance values of 0.300 was set. Due to the
large number of amino acid sequences obtained, they were clustered on the basis of their length and
similarity in order to be able to analyze them. In this way, for two or more extremely similar sequences
only one representative sequence was taken, increasing its number of occurrences. The clustering
process is called epoch. The sequences obtained after clustering were submitted again to the program
for a new epoch.

The whole experiment saw the creation of 20 epochs, equal to 8000 generations.
In the restart phase, equivalent to a second experiment, we wanted to verify that if a sequence

was eliminated from one of the previously generated epochs, the one closely related to it would not
have formed. We proceeded, therefore, with the elimination of a sequence from epoch 4, and we
repeated the previously described protocol for the remaining epochs. The choice of the sequence to be
eliminated is arbitrary.

3. Results

At the beginning of the simulations, peptides can catalyze only two processes: the lengthening
of similar peptides and the shortening of peptides at precise positions. As a result, peptide building
blocks begin to form. Kauffman hypercycles can emerge spontaneously if the system continues to
grow in complexity without the formation of an astronomical amount of peptides. In fact, the number
of sequences produced by the Monte Carlo method increases extremely rapidly and exponentially.
After a few hundred generations, the number of peptides generated is in the order of 105, and the
number of those surviving the degradation is 103.

It is, therefore, reasonable to cluster similar sequences and let only the representatives of each cluster
of similar peptides in the sequence pool. The number of occurrences of these sequences represents
the size of the cluster. Each group of similar sequences tends to fade over the generations due to the
degradation of the peptides. To be sure that the presence of oscillations in the number of occurrences is
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neither an artifact of the algorithm nor a stochastic fluctuation, starting from epoch 4 we deleted some
sequences. The choice of the peptide to be removed depends on their condition of variable and periodic
concentration. It is important to remember that, in the course of the analysis, we indicate as sequence a
cluster of n sequences with reciprocal distance lower than the threshold value. If the sequence is part of
a Kauffman cycle, variations in the concentrations of the other sequences of the hypercycle should be
observed. For very complex systems, with different interacting hypercycles, not even the deletion of one
sequence would lead to the complete suppression of the other peptides of the cycle.

Following the suggestion of Eigen, we could hypothesize that the peptide A could catalyze the
formation of B, that B catalyzes the formation of X, and the latter could catalyze the formation of A. In this
simple cycle, each peptide catalyzes the formation of other peptides and ultimately sustains its creation.

As we can see in Figure 1, the ability of the similarity to increase the frequency of
polymerization has led to the presence of numerous sequences for which the concentration
is oscillating over the generations. To highlight the presence of the hypercycle we
have set equal to zero the number of occurrences of the sequence α (see Table 3)
AAGGAGGGGGGGGGGGGGAGGGAAGGGAAVGGGGG. Figure 1b shows the sequences that
disappear in subsequent generations once the α sequence has been deleted. This result cannot be
considered conclusive proof of the presence of interconnected cycles, but it suggests the high level of
interconnection of the considered peptide system.

 

Figure 1. Clusters of similar sequences for each epoch. The number of copies of each group is shown
as sphere size (a). Evolution of sequences after 8000 generations starting from a pool of six amino
acids. (b) Evolution of sequences after the removal of the sequence in red from the pool at epoch 4
(corresponding to 1600 generations). Empty circles correspond to sequences that do not appear in the
evolutive process upon the removal of the sequence in epoch 4.
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Table 3. Sequences belonging to the same hypercycle.

Abbreviation Sequences of the Cluster

α AAGGAGGGGGGGGGGGGGAGGGAAGGGAAVGGGGG
β EGAAGGGGGGAGGGGVGGGVAGGGGDGGAGGGGAGAGGGA
χ GAAEGGVGGDGVAGGGGVGGVAAGAGAGGAGGAVAGGG
δ AAGGAGAGAGGGGGVGGAGGGVGGAGAGGGGGAGGGG
ε AGGAAGGEAGGGGAEGEAGAGAGG
φ GEGEAGAGAGGGAAAGGGGAAGAGVADGGGGAGAAGAGGGAVDGVGAAGGGGG
γ GEAGGSGAAGGGGGAVGGGGVEGGGEGGGGGGGGGGAGGGG

The system of peptides represented in Figure 1a,b suggest how different sequences are associated
with sequence α. To confirm the presence of an autocatalytic cycle, we have eliminated, again at epoch
4, another sequence chosen from among those that appear to interact with the sequence α.

Figure 2 shows the result of the new evolution.

 

Figure 2. Clusters of similar sequences for each epoch. The number of copies of each cluster is shown
as sphere size. Evolution of sequences after the removal of the sequence in red from the pool at epoch 4
(corresponding to 1600 generations). Empty circles correspond to sequences that do not appear in the
evolutive process upon the removal of the sequence in epoch 4. For the sake of clarity, with the marked
empty red circle, we indicate the sequence α.

The deletion of the sequence β (see Table 3) causes the extinction of the sequences χ, δ, and ε.
The sequences belonging to the same hypercycle are listed in Table 3. The deletion of the same
sequences by α or β confirms that α and β belong to the same hypercycle. Figure 3 shows some
representative sequences obtained in the described experiments.

The presence of self-catalytic cycles is a necessary condition for the emergence of life, but not a
sufficient one. We have observed that longer sequences can be formed and how sequences can catalyze
the formation of similar sequences and therefore the establishment of self-catalytic cycles.

The obtained results are not accidental. We have repeated the same experiment from 50 slightly
different initial conditions varying the concentration of glycine in the initial pool. The pool was
constituted by the main six amino acids with constant concentration of 38 A, 4 D, 11 E, 100 G, 1 S,
and 10 V. In the validation set we span the number of glycine from 75 to 124 and, in every case, we have
observed the emergence of hypercycles. The sequences tend to be different in the exact composition
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but similar as calculated with Equation (4). In the Supplementary Information we have reported the
list of the 83 most abundant sequences, and their mean concentrations with the standard deviation.
The data support the result that the appearance of autocatalytic cycles is not accidental or dependent
on a specific choice of initial conditions.

 
(a) (b) 

Figure 3. The hypercycle that emerged spontaneously imposing a similarity control to peptide
replication. (a) An isolated hypercycle; (b) two interconnected hypercycles.

Along with the increase in sequence complexity, new properties can emerge—for example, amino
acids bearing carboxylic groups in the side chain permit chelation of metal ions. Another example is
the possibility of a disulfide bridge to increase the structural stability. It can be hypothesized that the
role of some peptides may be the protection of other peptides from degradation. Finally, when a system
is populated with enough copies of each protein, it is easy to imagine the encapsulation of materials in
protovesicles. Vesicles can be formed by fatty acids when the concentration of water decreases. Upon
water addition, this vesicle begins to swell and splits into two, incorporating a sufficient number of
structures to continue the cycle.

It is also important to underline that different sequences correspond to different three-dimensional
structures and different protein structures correspond to different functions. In this way, our model
offers a framework to accommodate the emergence of new features, their diffusion in the population,
the establishment of long-term memory and, above all, the possibility of evolution of the pool of
peptides into new and more complex hypercycles. When a peptide becomes long enough, it starts to
fold to reach a minimum of free energy. With a specific three-dimensional structure, certain catalytic
activity may appear. For example, the appearance of sequences containing 2 or 3 residues of aspartic
acid may allow the absorption of metallic cations and this new type of peptide may spread in the
population using the mechanism described above.

4. Conclusions

Some of the earliest modelings of the origins of life came with the works of Eigen and Kauffman.
The authors discussed the interlocking of reaction cycles as an explanation for the self-organization of
prebiotic systems. The authors described the so-called hypercycle type of functional organization and
stressed its possible relevance concerning the origin and evolution of life. We have shown how the
introduction of similarity in the process of mating and degradation of nascent peptides can lead to a
significant accumulation of some sequences.

More importantly, it was observed that the small number of sequences together with the concept
of similarity allowed the emergence of a kind of dynamic memory. The presence of hypercycles
is responsible for the conservation of information over time. The memory of the sequences is not
preserved in other molecules such as DNA or RNA but it is an emerging property, and an obvious
consequence of the similarity applied to the synthesis. It does not elude our attention that this type of
memory can be present in every oscillating system, for example, in the brain. A prebiotic environment
in which the presence of catalytic hypercycles may have preceded nucleic acid synthesis is plausible
and even likely. It is worth noting that the described model does not explicitly take into account the
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chirality of amino acids. However, for the above considerations, the similarity may be responsible for
a kind of template effect and lead to the accumulation of homochiral sequences.

This work has thermodynamic sense in an open system. Qualitatively, one can think of entropy
S as a “fluid” that can be created or produced and which flows. Stationary states correspond to
processes with no variation of entropy. The entropy change is the sum of the entropy changes
generated inside the system with those of the entropy exchanged with its surroundings. An open
system may undergo a decrease in its symmetry as in the presented work, thanks to the increase of
the surrounding environmental entropy. Stability has its thermodynamic expression in Prigogine’s
theorem on minimum entropy production [32].

The entropy production reveals the rate of dissipation and the entropy exchange is the flow of
entropy to or from the environment. The matter fluxes that drive entropy production are crucial for
determining the thermodynamic stability of an open system. The entropy production is an important
concept that is central to the thermodynamics of evolution [33]. Even though the investigation of
entropy production is of extreme importance, it is not the goal of the present work. Finally, this sort
of dynamic memory allowing the accumulation of a continuously expanding set of peptides is the
prerequisite to proceeding with the slow optimization of the first proteins through a well-known model
of Darwinian evolution. A prebiotic environment in which the presence of catalytic hypercycles may
have preceded nucleic acid synthesis is plausible and even likely.
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Abstract: Monosaccharides represent one of the major building blocks of life. One of the
plausible prebiotic synthesis routes is the formose network, which generates sugars from C1
and C2 carbon sources in basic aqueous solution. We report on the feasibility of the formation
of monosaccharides under physical forces simulated in a ball mill starting from formaldehyde,
glycolaldehyde, DL-glyceraldehyde as prebiotically available substrates using catalytically active,
basic minerals. We investigated the influence of the mechanic energy input on our model system
using calcium hydroxide in an oscillatory ball mill. We show that the synthesis of monosaccharides is
kinetically accelerated under mechanochemical conditions. The resulting sugar mixture contains
monosaccharides with straight and branched carbon chains as well as decomposition products.
In comparison to the sugar formation in water, the monosaccharides formed under mechanochemical
conditions are more stable and selectively synthesized. Our results imply the possibility of a
prebiotic monosaccharide origin in geochemical environments scant or devoid of water promoted by
mechanochemical forces such as meteorite impacts or lithospheric activity.

Keywords: aldol reaction; mechanochemistry; minerals; monosaccharides; prebiotic chemistry

1. Introduction

The formose reaction is the classical route to carbohydrates based on the oligomerization of
formaldehyde (C1) through a cascade of cross-, retro- and aldol reactions in aqueous solution in the
presence of a basic catalyst, typically calcium hydroxide (Scheme 1) [1–4]. The resulting product mixture
contains sugars of different length, constitution, and configuration [5–8]. The missing selectivity for
specific monosaccharides is one of the major problems of the formose reaction in the context of the origin
of life. Furthermore, isomerization and the instability of sugars under basic conditions are obstructive
to the sugar formation in aqueous solutions [9,10]. The subsequent degradation reactions produce, for
example, lactic acid, saccharic acid and α-dicarbonylic acids [11] and result in a dark tar-like substance.
A water-independent reaction pathway to monosaccharides offers a consequential approach.

Contemplated scenarios for the origin(s) of life are as ample as the variety of building blocks,
and molecules life is made of [12]. Examples of those are the warm little pond [13], hydrothermal
vents [14,15], volcanic environments [16,17], drying lagoons [18–21], the primordial soup [22,23], eutectic
solutions [24,25] or comet ponds [26–28]. Whereas each of them addresses distinct open questions
in the context of the emergence of life, certain issues remain unresolved. A particular one lies with
the contradictory assumption that life was formed in water when several chemical and biologically
relevant transformations are condensation reactions that are disfavored in aqueous environments [29,30].
In this respect, only a scarce number of mechanochemical approaches [31,32] have been identified so
far that plausibly demonstrate the formation of biologically relevant molecules when only grinding
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or milling of dry substrates is used to trigger reactivity. Such examples include the synthesis of
α-amino acid derivatives [33,34] and modification of nucleosides and nucleotides [35]. Sources for
mechanochemical energy considered are lithospheric activities such as weathering, erosion, diagenetic
processes and meteoritic impacts on Earth. They can also be accounted for in asteroids tectonics [36].
Based on our interest in the formose reaction network [37] and on the feasibility of aldol reactions
in mechanochemical setups [38,39], we investigated the potential formation of carbohydrates under
nonaqueous and mechanochemical reaction conditions. We used an oscillatory and a planetary ball mill,
which have a high mechanic input leading to shorter and therefore more practicable reaction times.

Scheme 1. Monosaccharide synthesis in the formose reaction network; C1: formaldehyde, C2:
glycolaldehyde, C3a: glyceraldehyde, C3b: dihydroxyacetone.

2. Materials and Methods

All chemicals were used as received. O-ethylhydroxylamine hydrochloride (99%)
N,O-bis(trimethylsilyl)trifluoroacetamide (BSTFA) (99%), pyridine (99%), phenyl-β-D-glucopyranoside
(97%), paraformaldehyde (95%), glycolaldehyde (as dimer) (mixture of stereoisomers) and
DL-glyceraldehyde (as dimer) (95%) were purchased from Sigma-Aldrich or TCI Germany GmbH.
Calcium hydroxide (p.a.) was supplied by the chemical store of the Faculty for Chemistry and
Pharmacy of the Ludwig-Maximilian University Munich, Germany. Portlandite and brucite were
purchased from Seltene Mineralien, Gunnar Färber, Samswegen. Sodium montmorillonite clay was
received from ABCR. Molecular sieves (4 Å, Type 514, pearl form) were acquired from Carl Roth GmbH
& Co., KG. Water was deionized (DI) by a VWR Puranity PU 15 (VWR, Leuven, Belgium).

Adsorbed formaldehyde was prepared as follows: Anhydrous paraformaldehyde was heated
under nitrogen flow to 150 ◦C and the gaseous monomer led through a column filled with dry
molecular sieves (0.4 nm). The resulting molecular sieves contained approximately 12.5 wt% adsorbed
formaldehyde, determined by weight increase.

For sugar formation under nonaqueous conditions, C2 (1.25 g, 20.8 mmol, 1.00 eq) and Ca(OH)2

(310 mg, 4.18 mmol, 0.20 eq) were mixed using a vortex mixer in a 10 mL glass vial. In 2 mL glass vials,
reaction mixtures of 156 mg were placed in an air-conditioned room at 23 ◦C.

The mechanochemically promoted synthesis of carbohydrates was conducted following these
procedures: A 5 mL stainless steel ball mill jar was either charged with a) 125 mg C2 (2.08 mmol,
1.00 eq) and 31 mg Ca(OH)2 (0.42 mmol, 0.20 eq) or b) 52 mg C2 (0.86 mmol, 0.50 eq), 78 mg C3a
(0.86 mmol, 0.50 eq) and 26 mg Ca(OH)2 (0.35 mmol, 0.20 eq). Reactions with mineral catalysts were
also performed using 20 mol% catalyst and the same total mass, approximately 155 mg. The reaction
mixtures were immediately ground using a single 7 mm stainless steel ball in the oscillatory ball mill
CryoMill (Retsch GmbH, Haan, Germany) at a frequency of 30 Hz. Reactions with formaldehyde were
conducted in 20 mL stainless steel grinding bowls with ten 10 mm balls. 1.0 g formaldehyde-loaded
molecular sieves (125 mg formaldehyde, 4.16 mol, 0.50 eq.), 250 mg C2 (4.16 mmol, 0.50 eq.) and
123 mg Ca(OH)2 (1.67 mmol, 0.20 eq.) were added, the jar flushed with nitrogen gas and immediately
grinded in the Pulverisette 7 (Fritsch GmbH, Idar-Oberstein, Germany) at 400 rpm for 90 min.
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For the reaction in aqueous solution, C2 (140 mM) was dissolved in degassed water at 40 ◦C, and
20 mol% Ca(OH)2 was added.

If not analyzed immediately, samples were stored at −196 ◦C in liquid nitrogen to prevent further
reaction. Aqueous solutions were lyophilized prior to derivatization.

GC-MS detection of carbohydrates followed a published protocol [40]. In short: About 2 to 5 mg of
the sample was dissolved in 200 μL pyridine, mixed with 200 μL of a 40 mg/mL O-ethylhydroxylamine
hydrochloride solution with 50 mM phenyl-β-D-glucopyranoside as internal standard and heated for
30 min at 70 ◦C on a rocking shaker. To this mixture, 120 μL BSTFA was added and the resulting solution
was heated again for 30 min at 70 ◦C. The derivatized sugars were separated by GC-MS on a TraceGC
Ultra system coupled to a PolarisQ MS (quadrupole-ion trap mass spectrometer [MS]) operated by
Xcalibur software. Injections were performed using a split/splitless injector in split mode at 250 ◦C.
Flame ionization detection was co-recorded with MS data and operated under carbon-correction at
250 ◦C. A SE-52 column (14 m length, ID 250 nm, 250 nm film thickness) with 80 kPa helium was used
with the following temperature program: Beginning at 50 ◦C for 2 min and increasing temperature
by 10 K/min to 140 ◦C and then 5 K/min to 240 ◦C and keeping that temperature for 2 min. Due to
E/Z-isomerism of oximes, carbohydrate analytes can show two signals.

FID peak areas of respective carbohydrates (C2–C7) were corrected by their effective carbon
number to account for different response factors. This number has been calculated for each derivatized
sugar and the internal standard from literature values for individual functional groups [41]. For relative
compositions, each sugar value was put in proportion with all relevant sugar groups. For kinetic studies,
the absolute concentration of the derivatized sample was determined with the help of calibration lines
and area ratios in relation to the internal standard. This composition was transferred to the molecular
distribution of the mechanochemical approach. Errors of relative frequencies are standard deviations
of duplicate experiments and duplicate or triplicate derivatization procedures.

3. Results and Discussion

3.1. Mineral-Catalyzed Mechanochemical Monosaccharide Synthesis

In classic organic chemistry, the formose reaction starts with formaldehyde (plus glycolaldehyde)
and a base, most often calcium hydroxide, in aqueous solution. Since formaldehyde (C1) itself
is gaseous and solid only below −92.15 ◦C, it is not easily deployable for solid phase reactions.
Alternatively, the polymerized forms paraformaldehyde and trioxane could be used. However, neither
of them depolymerized under the chosen conditions and were, therefore, unreactive. As a result,
we employed glycolaldehyde (C2) and DL-glyceraldehyde (C3a) as smallest carbohydrate building
blocks. Both have been shown to be prebiotically relevant and are connected to terrestrial and
extra-terrestrial origins [42–47]. A plethora of minerals was already abundant on the early Earth
during the Hadean Eon, the era when life and its building blocks is believed to have formed [48].
These represent possible catalysts for prebiotic reactions and have been shown to be active in aqueous
formose settings conducted under the aspect of the origin(s) of life [49,50]. As basic catalysts are
most active and the common catalyst is calcium hydroxide, three hydroxyl minerals were chosen:
portlandite, brucite, and montmorillonite. Knowing about mechanochemical approaches in the context
of aldol reactions [31,38,39,51–53], we tested ball milling for its ability to promote and direct the sugar
formation. Upon ball milling glycolaldehyde with 20 mol% mineral additive (30 Hz, 90 min) and
analysis of the product mixture after derivatization by GC-MS, we found the formation of tetroses
and hexoses in all three cases (Figure 1). The reactions with brucite and montmorillonite only showed
traces of hexoses, but (6.79 ± 0.93)% and (14.19 ± 2.66)% tetroses, respectively. The highest conversion
was observed with portlandite (73%) yielding (42.91 ± 0.99)% tetroses and (12.16 ± 0.35)% hexoses.
In comparison with pure calcium hydroxide, the product contribution is similar, but the conversion is
slightly lower. After establishing the ability to form higher monosaccharides with minerals, further
investigations were conducted with pure calcium hydroxide as a model catalyst.
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Figure 1. Comparison of different mineral catalysts with pure calcium hydroxide used in
mechanochemical sugar formation starting from glycolaldehyde. Oscillatory ball mill, 30 Hz, 90 min,
20 mol% catalyst.

3.2. Model System: Nonaqueous Reaction

In a first instance, we investigated the reactivity of glycolaldehyde in the presence of 20 mol%
calcium hydroxide at room temperature over the course of a month without any mechanical impact.
The mixed solids were let to rest in a glass vial for a defined time interval before immediate derivatization
and analysis. Already after 24 hours, we observed the formation of tetroses, namely erythrose, threose,
and erythrulose, making up (1.12 ± 0.05)% of the reaction mixture. At further reaction progress, the
consumption of glycolaldehyde increases while tetroses and hexoses form.

After 28 days, the initially colorless, powdery mixture turns into a yellow, viscous liquid with
hexoses making up (66.36 ± 0.37)%. The change of appearance is typical for formose-type reaction
of carbohydrates and is known as the yellowing point. This is when carbohydrates of higher order
and complex branching occur. Further reaction results in an only partly solvable tar. Right before this
point, we observe heptoses—the highest order carbohydrates resolvable by the here employed GC-MS
method. The generation of heptoses is an indication of reversible reaction pathways since formal
additions of C2 and multiples thereof can only result in even number carbon skeletons. Therefore, a
growing proportion of retro-aldol reactions of long-chained carbohydrates can be considered.

We also investigated the temperature dependence for the initial sugar formation and found that
elevated temperatures of (a) 50 ◦C and (b) 60 ◦C promote a significant monosaccharide formation within
half an hour. Relative frequency for tetroses and hexoses were (a) (7.14 ± 0.23)% and (0.88 ± 0.03)%
and (b) (38.38 ± 0.90)% and (5.10 ± 0.25)%, respectively. On the other hand, low temperatures (<0 ◦C)
prevented reactivity and were, therefore, used for storage. Higher temperatures than those mentioned
were not investigated due to the low melting point of glycolaldehyde. Further data on the temperature
dependence are part of the Supplementary Materials.

3.3. Model System: Kinetic Investigations of Mechanochemical Reaction

After substantiating the feasibility of carbohydrate synthesis under dry conditions without
any energy source, we proceeded to examine the influence of a mechanic energy source instead of
temperature. In our experiments, we used an oscillatory ball mill charged with I) C2 or II) C2 and
C3a together with Ca(OH)2 (Figures 2 and 3). We made sure that for comparability the employed
mixtures were of the same total mass. Thus, momentum transfer is equal. Grinding was performed
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at 30 Hz and did not cause a significant increase in temperature. On average, one hour of grinding
resulted in a temperature rise of 1 K. Catalyst loading was 20 mol%. We also tested the feasibility of
lower catalyst loading. It was found that it slowed down the reaction rate. For further details, see
Supplementary Materials.

Figure 2. Reaction progress of glycolaldehyde and 20 mol% calcium hydroxide in an oscillatory ball
mill at 30 Hz up to 120 min.

Figure 3. Reaction progress of glycolaldehyde and glyceraldehyde (1:1) plus 20 mol% calcium hydroxide
in an oscillatory ball mill at 30 Hz up to 5 h.

In both cases I) and II), we observed that carbohydrate synthesis is achievable and that the reaction
rate is accelerated. Results are depicted in Figures 2 and 3. In order to verify the hypothesis that
grinding promotes the sugar formation through energy transfer rather than by efficient blending of
the reactants, we milled the glycolaldehyde samples at 2.5, 5, 7.5 and 10 min and derivatized them all
simultaneously after 10 minutes in total, so that, for instance, the sample of 2.5 min was kept for 7.5 min
etc. If efficient intermixing was the sole contributor for an enhanced reactivity, all samples should show
the same product distribution as within a minute of milling the substrates are already mixed effectively.
However, we observed an exponential consumption of glycolaldehyde instead and, thus, conclude a
kinetic acceleration by the mechanochemical energy. In fact, for longer reaction times, no significant
dependence between reaction progress and milling was found. We explain this observation with a
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changing aggregate state of the mixture. With proceeding milling time, the reaction mixtures turn,
firstly, from colorless powders into yellow viscous pastes before, secondly, they eventually become
dark yellow solids that are not completely dissolved in our derivatization solutions. The kinetic data
were only recorded up to this point (I) 2 h, II) 5 h). For longer reaction times the derivatized samples
still contained the described monosaccharides, undissolved tar was not further investigated. During
the first transition of texture, milling becomes ineffective as the sticky paste decelerates the ball within
the milling jar and thus reduces energy transfer. At this time, the reaction progress is mainly diffusion
controlled and is not accompanied by effective blending. As the reactants are already thoroughly mixed
and in close contact in the viscous solution, the reaction rate is still sufficiently high. With further
reaction progress, the mixture solidifies and becomes responsive to grinding again.

For the reaction I) starting from glycolaldehyde the course of the reaction develops as follows:
Glycolaldehyde was consumed rapidly leading to the bisection of its amount after 10 min. Meanwhile
tetroses were formed with a slightly slower rate. In the next ten minutes, the rate of glycolaldehyde
consumption slowed down to 1/16 of the starting rate, the tetrose amount stabilized and hexoses
increased steadily. After 90 min, due to less abundance of glycolaldehyde as feedstock for tetroses, their
amount started to decrease in favor of hexoses. Conversion of glycolaldehyde was near to complete
after 120 min. Tetroses and hexoses were present in similar amounts by that time and heptoses occurred
in minor amounts.

The product distributions for milled and not milled reactions are similar but not equal. For the
final measured data points (28 d in a vial vs. 120 min milling), the mechanochemical reaction sample
consists of about 3.7 times more tetroses while having the same glycolaldehyde, half the hexoses and
one-fifth of the heptoses abundance in relative ratios. This approach, thus, exhibits a different selectivity
in favor of shorter carbohydrates. Interestingly, also heptoses are formed probably due to similar
reasons as already explained for the non-mechanochemical solid phase reaction of glycolaldehyde.

For increasing the complexity of the reaction network, we further investigated the
mechanochemically accelerated reaction of glycolaldehyde with calcium hydroxide in the presence of
glyceraldehyde. This way, also pentoses and heptoses are accessible by direct aldol condensation reactions.
As it can be inferred from Figure 3, glycolaldehyde consumption is considerably faster (3.6 times) than
the one of the trioses. Glyceraldehyde is only being significantly used up after glycolaldehyde is
almost 10 times less available. At this time point, the reaction rate of hexoses increased more than
trifold, whereas tetroses were abundant in the experiments discussed previously, in the presence of
trioses they are effectively consumed after their maximum abundance at 2 h for the sake of heptoses.
Moreover, dihydroxyacetone is formed during the cause of the reaction, which likely is both the result of
enediolization of glyceraldehyde and retro-aldol reactions (Supplementary Materials). In contrast to
glyceraldehyde being consumed, dihydroxyacetone is enriched over the cause of the reaction.

In the final product mixture, glycolaldehyde and tetroses were nearly fully converted into higher
monosaccharides. Up to the extent of our kinetic studies, triose content decreased down to a fifth of
the starting amount. Similar amounts were found for pentoses and heptoses. The major components
of this final product distribution were hexoses as a statistic result of having two possible reaction paths
generating them: C2 + C2 + C2 and C3 + C3.

The reaction mixture consists of unbranched aldoses and ketoses and a minor amount of branched
monosaccharides, but only few decomposition products. In comparison with commercially purchased
samples, several monosaccharides were identified from the mixture, namely xylose, lyxose, arabinose,
xylulose, ribulose, ribose, apiose, tagatose, psicose as well as sorbose and/or fructose (latter two not
separated by GC-MS). As a fundamental monosaccharide for life, ribose was synthesized during the
mechanochemical reaction. Ribose was formed in 2% yield and in comparison, the relative ratio of
ribose to all pentoses increases over the course of reaction up to 12% after 5 h (Figure 4).
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Figure 4. Synthesis of ribose and the relative ratio of ribose relating to all pentoses during the reaction
of glycolaldehyde and glyceraldehyde (1:1) with 20 mol% calcium hydroxide in an oscillatory ball mill
at 30 Hz up to 5 h.

3.4. Comparison with Aqueous Reaction (C2+C2)

The mechanochemical reaction was compared to its counterpart reaction in water starting with
glycolaldehyde (140 mM) and calcium hydroxide at 40 ◦C (Figure 5). After 30 min glycolaldehyde was
almost completely consumed for the higher monosaccharide synthesis. Hexoses represent the major
proportion of the monosaccharides. Although the conversion was accelerated, the selectivity towards
aldoses und ketoses was decreased and reached only 50%–60% with decomposition products like lactic
acid taking up a substantial part of the product mixture. In the mechanochemical set-up, the reaction
was much slower. Due to the deceleration, the decomposition is also delayed and selectivities around
95% are generated. In the context of the origin of life, the nonaqueous reaction supplies a variety of
sugar building blocks and feedstock molecules for subsequent reactions towards biologically relevant
molecules. As a result of the selectivity and decelerated formation, higher monosaccharides remain
available to a higher degree for further reaction steps.

Figure 5. Composition of monosaccharides and selectivity of the aldol reaction using glycolaldehyde,
catalyzed by 20 mol% calcium hydroxide, after 30 min under two different reaction conditions.
Mechanochemical: oscillatory ball mill, 30 Hz. In aqueous solution: 140 mM glycolaldehyde, 40 ◦C.
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3.5. Built-In of Formaldehyde

To investigate the reactivity of the C1 building block formaldehyde, the gaseous reactant needs to
be made accessible for ball-milling. Depolymerization of paraformaldehyde or trioxane in the ball mill
was not feasible in this reaction setup. Instead, availability of monomeric formaldehyde was achieved
by thermal depolymerization of paraformaldehyde and adsorption to molecular sieves prior to the
mechanochemical reaction and using the adsorbed formaldehyde as starting material. This relates to
mineral adsorption of formaldehyde on the early Earth, which has been discussed as a prebiotic “sink”
for formaldehyde [43]. These reactions were performed in a planetary ball mill in 20 mL stainless steel
grinding bowls equipped with an air-tight lid under an oxygen-free atmosphere.

When the reaction was carried out solely with adsorbed formaldehyde and 20 mol% calcium
hydroxide, no conversion was observed. However, when glycolaldehyde was added (1:1),
monosaccharides were formed (Figure 6). In comparison, we added dry molecular sieves to the reaction
of glycolaldehyde and calcium hydroxide where we found only the even-numbered carbon chain length
showing that the changing product distribution is not due to the molecular sieves. In the reaction with
both glycol- and formaldehyde additionally trioses, pentoses and heptoses were formed in significantly
higher amounts, as has been observed previously in the reaction with only glycolaldehyde due to
retroaldol reactions (Supplementary Materials). Therefore, we conclude that formaldehyde as the C1
building block is incorporated in this reaction. When the reaction was carried out not in equimolar
amounts of formaldehyde and glycolaldehyde, but with catalytic amounts of glycolaldehyde (5 mol%),
monosaccharide formation occurred. However, in the same reaction time only traces were detected.

 

Figure 6. Product distribution of the mechanochemical aldol reaction in a planetary ball mill at 400 rpm
after 90 min starting from glycolaldehyde, 20 mol% calcium hydroxide and (a) molecular sieves with
adsorbed formaldehyde or (b) dry molecular sieves.

This indicates that the first step of the formose reaction, the dimerization of formaldehyde
via an umpolung reaction [54,55], does not proceed under these conditions. Formaldehyde is
incorporated as part of the aldol reaction network not only when equimolar amounts of glycolaldehyde
are used, but also if minor amounts are already present. These can be accounted for by several
suggested sources for the prebiotic occurrence of glycolaldehyde [42,43,47]. It has to be noted, that the
initial concentrations of glycolaldehyde and glyceraldehyde on the early Earth were lower than the
concentrations experimentally used in this study, which influences the rate of product formation, but
not the intrinsic reaction rate constants.
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4. Conclusions

In summary, we showed that the formation of carbohydrates is not exclusively feasible under an
aqueous environment but also establishes under dry conditions, even with a higher selectivity towards
unbranched monosaccharides. When glycolaldehyde and glyceraldehyde or formaldehyde are in
contact with a basic catalyst, such as minerals or the surrogate calcium hydroxide higher sugars of
complex composition form, among them those of biological relevance, such as ribose. Further, we
have presented proof that by using a mechanic energy source, the nonaqueous synthesis of sugars
is kinetically accelerated and that its product distribution is altered in favor of aldoses and ketoses.
Based on those results, we deem it is likely that scenarios of dry and wet cycles, meteoritic impacts and
lithospheric activity contributed to the origin of a complex carbohydrate reaction network with the aid
of mineral catalysts. The given example of a solid phase reaction, therefore, widens the narrow scope
of identified reactions feasible under conditions devoid of water in the context of the origin(s) of life.

Supplementary Materials: Additional information is available online at http://www.mdpi.com/2075-1729/9/2/52/
s1.
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Abstract: Polymerization of nucleotides under prebiotically plausible conditions has been a focus of
several origins of life studies. Non-activated nucleotides have been shown to undergo polymerization
under geothermal conditions when subjected to dry-wet cycles. They do so by a mechanism similar to
acid-catalyzed ester-bond formation. However, one study showed that the low pH of these reactions
resulted in predominantly depurination, thereby resulting in the formation of abasic sites in the
oligomers. In this study, we aimed to systematically characterize the nature of the oligomers that
resulted in reactions that involved one or more of the canonical ribonucleotides. All the reactions
analyzed showed the presence of abasic oligomers, with purine nucleotides being affected the most
due to deglycosylation. Even in the reactions that contained nucleotide mixtures, the presence
of abasic oligomers was detected, which suggested that information transfer would be severely
hampered due to losing the capacity to base pair via H-bonds. Importantly, the stability of the
N-glycosidic linkage, under conditions used for dry-wet cycling, was also determined. Results
from this study further strengthen the hypothesis that chemical evolution in a pre-RNA World
would have been vital for the evolution of informational molecules of an RNA World. This is
evident in the high degree of instability displayed by N-glycosidic bonds of canonical purine
ribonucleotides under the same geothermal conditions that otherwise readily favors polymerization.
Significantly, the resultant product characterization in the reactions concerned underscores the
difficulty associated with analyzing complex prebiotically relevant reactions due to inherent limitation
of current analytical methods.

Keywords: prebiotic polymerization; nucleotide oligomerization; abasic oligomers; nucleotide
stability; stability as a selection pressure; dry-wet cycles

1. Introduction

Polymerization of monomers under prebiotically plausible conditions would have been an
essential event during the origin of life on Earth. Aligning with the RNA World hypothesis, most
efforts in the past were targeted towards making RNA molecules using nonenzymatic polymerization
methods. Several studies have looked at polymerization of imidazole ‘activated’ nucleotides. However,
both the availability of these monomers in concentrated amounts and their polymerization process
under early Earth conditions remains uncertain [1]. A few studies have looked at the polymerization
of non-activated nucleotides and have reported the formation of RNA-like polymers by subjecting
these monomers to dehydration-rehydration (DH-RH) cycles in the presence of lipids [2,3]. These
DH-RH reactions were carried out under simulated volcanic geothermal conditions, a niche thought to
have been prevalent on the prebiotic Earth. The chemical and thermal fluxes associated with this niche
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are considered to have facilitated pertinent prebiotic processes relevant to the emergence of life [4–6].
Detailed biochemical characterization of the reaction products from lipid-assisted polymerization
of adenosine 5′ monophosphate (5′-AMP), suggested the presence of abasic sites in the resultant
oligomers [7]. Loss of base resulted from the cleavage of the N-glycosidic bond, as the reactions were
carried out at low pH. Depurination has been previously studied in the biological context in which
abasic RNA was found to be significantly more stable than abasic DNA [8]. This study looked at the
rate of strand cleavage by β,δ-elimination and 2′,3′-cyclophosphate formation and reported a 15-fold
reduction in cleavage when abasic sites were present in RNA as compared to in DNA. In particular,
the mechanism for loss of base has been predominantly studied in DNA-based systems due to their
biological relevance. Loss of base was found to be favored at low pH, especially below pH 2.4, which
corresponded to the pKa of the nucleobases that were studied [9]. Another study reported a steep
increase in depurination with increased temperatures [10]. The sigmoidal curve obtained for the rate of
depurination vs. temperature showed a dramatic increase in slope due to the loss of base above 85 ◦C.

Thereafter, a systematic kinetic analysis of the deglycosylation reaction was carried out for
modified and canonical nucleosides [11]. Acidic conditions lowered the enthalpic activation parameter
(ΔH) of deglycosylation, thus enhancing the ability of the leaving group and resulting in the loss of
base, especially in the case of purines. The pKa of the nucleobases was found to be correlated with
the stability of the glycosidic bond; bases with higher pKa (more basicity) also had higher ΔH, which
resulted in lower rate constants for deglycosylation. Specifically, purine deoxyribonucleosides had
half-lives (t1/2) close to 15 min, whereas their ribonucleoside counterparts showed half-lives of about
7–8 days under low pH (0.1 M HCl) and physiological temperatures (37 ◦C). The study also reported
half-lives at higher temperatures of 50 ◦C, and the t1/2 for deoxyadenosine decreased further to only
3.2 min. In particular, the main claim of this study was that the canonical bases have the lowest rates
of deglycosylation at physiological pH when compared to other modified bases. It has been argued
that the stability of N-glycosidic linkages would have been one of the pertinent selection pressures
that allowed for the refining of the genetic alphabet during transition from the RNA World(s) to a
DNA-based system, allowing for efficient encoding of information [12,13].

Given the aforementioned data and our observation of depurination in polymerization reactions
involving 5′-AMP [7], we decided to systematically characterize the products resulting from other
contemporary RNA nucleotides when used as starting monomers. Towards this extent, we have
already reported the preliminary results from reactions involving 5′-GMP, 5′-CMP, and 5′-UMP (and
combinations thereof). These monomer-based reactions also resulted in the formation of oligomers
(Supplementary Figure S3 in Supplementary Materials File 2) [7], but their exact biochemical nature
was not ascertained. In a relevant study, native pyrimidines were observed to have long half-lives (t1/2

of over 400 days) at pH 1 and 37 ◦C [14]. This therefore makes pyrimidine-based monomers better
candidates for studying acid-catalyzed polymerization due to their higher glycosidic bond stability.
Furthermore, the possibility of base pairing has been previously demonstrated in oligomers formed
in DH-RH reactions [15], which was argued to positively impact the yield of ‘intact’ oligomers. To
study this in greater detail, mixtures of nucleotides capable of base pairing (i.e., AMP + UMP and
GMP + CMP), as well as a mixture of all four nucleotides, were subjected to DH-RH reaction conditions
at low pH. All the resultant products were analyzed using mass spectroscopy to delineate the oligomers
formed in various reactions. It is pertinent to consider the complexity that could emerge in the resultant
products, as such ‘mixed’ nucleotide reactions would result in heteropolymers containing more than
one type of nucleobase. This complexity is reflective of how processes would have progressed in
a heterogeneous prebiotic soup. In this kind of a scenario, multiple reactants and reactions would
have been affected concomitantly, with the product distributions reflecting the varying reactivity and
availability of the reactants involved. Similar trends were also observed in our reactions, emphasizing
the importance of factoring in molecular complexity while analyzing prebiotically pertinent reactions.
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2. Materials and Methods

2.1. Materials

Adenosine 5′-monophosphate (AMP), uridine 5′-monophosphate (UMP), guanosine
5′-monophosphate (GMP), cytidine 5′-monophosphate (CMP), and ribose 5′-monophosphate (rMP)
were purchased as disodium salts from Sigma-Aldrich (Bangalore, India) and used without further
purification. The phospholipid, 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC), was
purchased from Avanti Polar Lipids Inc. (Alabaster, AL, USA). All other reagents used were of
analytical grade and purchased from Sigma-Aldrich (Bangalore, India).

2.2. Methods

2.2.1. Dehydration-Rehydration Cycles

Oligomerization reactions were carried out in the same set up described previously [7]. The
parameters used for DH-RH cycles were selected based on previous experiments. Seven DH-RH
cycles were carried out at 90 ◦C with 1 h of drying time. The pH of the reaction was lowered using
H2SO4 and Milli-Q water was used as rehydrating agent for subsequent cycles. In order to check
the polymerization of nucleotides, reactions were carried out with a ratio of 1:5 of lipid:nucleotide.
Additionally, binary mixtures of nucleotides capable of base pairing, i.e., AMP +UMP and GMP +CMP,
were also subjected to DH-RH cycles using a 1:1 ratio of both nucleotides (e.g., 2.5 mM AMP + 2.5 mM
UMP). Finally, a reaction with all four nucleotides in equal ratio (1.25 mM each) was also carried out
under the same reaction conditions.

2.2.2. Analysis of Deglycosylation

Deglycosylation reaction analysis was carried out mainly for AMP, as it has been reported to
have the highest N-glycosidic bond stability amongst the canonical purines [11]. The AMP solution
was maintained at pH 2 using H2SO4 and dried at 90 ◦C. Separate reactions vials were used for
individual time points (as detailed in Section 3), and the reactions were analyzed for the loss of base.
Deglycosylation reactions were also carried out without dehydration of the starting reaction mixture
by heating the solutions in closed tubes. This was done in order to prevent the oligomerization that
also takes place under these conditions. These samples were then analyzed by HPLC for evaluating
the breakdown in each sample, and the percentage depurination was estimated as follows: (area of
breakdown peak/area of monomer peak) × 100. The time required for the breakdown of N-glycosidic
linkage was calculated by plotting the percentage depurination against time.

2.2.3. HPLC Analysis

Chromatography was performed using an Agilent 1260 chromatography system (Agilent
Technologies, Santa Clara, CA, USA) and DNAPac PA200 column (4 × 250 mm) from Dionex
(now Thermo Scientific, Sunnyvale, CA, USA). Samples were analyzed with a linear gradient of
NaClO4 in 2 mM Tris buffer at pH 8 using a flow rate of 1 mL/min. All solvents, purchased from
Sigma-Aldrich (Bangalore, India), were of HPLC-grade and used after filtering through a 0.22 μm
nylon filter followed by degassing. Samples were detected using a high-sensitivity flow cell (60 mm
path length) in a diode array detector. As some reactions contained more than one type of monomer,
each nucleotide was injected separately as a control, and the retention time of the respective peaks
was noted. In some cases, more than one monomer peak eluted together (AMP and GMP) due to
the specificity of column for phosphate groups and not necessarily for the nitrogenous bases. This
aspect of the column chemistry did not allow for further optimization of peak elution profiles. Since
this column offered the best single-nucleotide resolution, we performed qualitative analysis using this
column despite the aforementioned limitation of this technique.
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2.2.4. Mass Analysis

Detailed mass analysis of nucleotide mixtures was carried out at the Earth Life Science Institute
(ELSI), Tokyo, Japan. Samples were lyophilized and shipped to ELSI at Tokyo Institute of Technology,
and further mass analysis was carried out there using the Acquity UPLC+ system from Waters
Corp. (Milford, MA, USA) with a CORTCES UPLC C18 column (1.6 μm, 2.1 × 50 mm) using a
water/acetonitrile gradient containing 0.1% trifluoroacetic acid. Mass determination was carried
out in the positive ion mode with XEVO G2-XS QTof Mass Spectrometry using MassLynx ver. 4.1
(Waters Corp.)

3. Results and Discussion

3.1. Polymerization of Canonical Nucleotides

Initially, DH-RH reactions were performed with individual nucleotides. The reaction mechanism
relies on the protonation of the phosphate group and subsequent nucleophilic attack of the
2′/3′ OH of a neighboring monomer, which results in a phosphodiester bond. This proposed
mechanism is independent of the nucleobase. Given this, in principle, all four nucleotides should
effectively polymerize by the aforementioned acid-catalyzed esterification mechanism. We replicated
the previously reported results and observed similar HPLC chromatograms for all nucleotides
(Supplementary Figure S1A–F in Supplementary Materials File 2). Purine reactions showed greater
polymerization; however, peaks observed in the dead volume indicated loss of nucleobases and
formation of abasic oligomers.

This was further confirmed by performing mass analysis of these samples. Mass spectrometry
(MS) was performed on individual nucleotide controls and on the reaction samples. Controls for all
nucleotides showed the expected mass for the monomer. Additionally, mass numbers corresponding
to stacked oligomers, which could result from association of molecules due to ionization, were also
observed (Supplementary Figure S2 in Supplementary Materials File 2). Fragmentation of the monomer
was also observed during MS as the control nucleotide samples showed mass numbers corresponding
to free bases, ribose 5′-phosphate (rMP), and, in some cases, phosphate (iP) as well. Due to the
possibility of such fragmentation during MS acquisition, loss of base was considered to have taken
place during the reaction only if it was observed in both HPLC as well as the MS analysis.

Analysis of the reaction samples showed the presence of oligomers in all the reactions. The mass
numbers obtained from this analysis are summarized in Table 1. Purine nucleotide-based reactions
showed the presence of mass numbers corresponding to the respective free bases, monomers, abasic
dimers, and abasic trimers. For the reactions containing pyrimidine nucleotides (UMP and CMP), mass
numbers corresponding to the monomer and intact dimers were observed in both the cases. Notably,
these were the only two reactions that showed the presence of intact dimers, indicating greater stability
of the glycosidic bond in the pyrimidine nucleotides. However, mass numbers corresponding to free
bases and abasic dimers were also observed in the pyrimidine-based reactions. Nonetheless, this did
not corroborate with the observations from the corresponding HPLC analysis wherein no breakdown
peaks were observed for these reactions. The presence of free base in the mass spectrum can thus be
attributed to fragmentation during the ionization, especially in the case of reactions involving only
pyrimidine nucleotides. Mass spectra of pyrimidine control samples also showed the presence of
free bases, confirming that they potentially resulted from fragmentation during MS data acquisition.
Based on the combined evidence from HPLC and MS, we can infer that the glycosidic bond cleavage in
pyrimidine reactions might not have occurred during the DH-RH cycles. As stated in the introduction
section, the rate of deglycosylation is variable amongst nucleobases, with purines being the most
prone. Our results corroborate this observation as deglycosylation was predominantly observed in the
purine reactions.

271



Life 2019, 9, 57

Table 1. Mass numbers observed in the reactions containing individual nucleotides. Detailed mass
spectra and peaks obtained for the individual nucleotide polymerization reactions are included in the
Supplementary Materials File 1.

Chemical Species Expected Mass Observed Mass ppm Error

AMP Reaction

Adenine 136.0617 136.0635 13.2290
AMP monomer 348.0703 348.0691 3.4475
Abasic Dimer 560.0778 560.0764 2.4996
Abasic Trimer 772.0874 772.0899 3.2379

GMP Reaction

Guanine 152.0566 152.057 2.6305
GMP Monomer 364.0652 364.0627 6.8669
Abasic Dimer 576.0737 576.0715 3.8189
Abasic Trimer 788.0824 788.0803 2.6646

UMP Reaction

Uracil 113.0345 113.0346 0.8846
UMP Monomer 325.0431 325.0435 1.2306

Intact Dimer 631.0684 631.0682 0.3169
Abasic Dimer 537.0517 537.0533 2.9792

CMP Reaction

Cytosine 112.0505 112.0494 9.8170
CMP Monomer 324.0591 324.0596 1.5429

Intact Dimer 629.1004 629.1017 2.0664
Abasic Dimer 536.0677 536.0677 0.0000

3.2. DH-RH Reactions for Nucleotide Mixtures Capable of Hydrogen Bonding

Subsequently, reactions were also carried out under aforementioned conditions with nucleotide
mixtures capable of hydrogen bonding (H-bonding). In a previous study, it was shown that the
oligomers that resulted during the DH-RH reactions of AMP and UMP could hydrogen bond as
assessed by the hyperchromicity analysis of the reaction products [15]. However, results obtained
from our experiments suggest that the formation of abasic oligomers from purine nucleotides would
potentially decrease the number of H-bonds that can be formed for a given length of oligomer.
Importantly, it is well known that the canonical nucleotide monomers do not form H-bonded pairs
by themselves in solution [16]. Nonetheless, in order to check whether starting with a mixture of
base-pairing nucleotides might indeed positively affect the outcome of oligomer formation, reactions
were carried out with binary mixtures of nucleotides (AMP + UMP and GMP + CMP) and the samples
were analyzed. Base-specific separation of monomers and/or oligomers could not always be achieved
using the HPLC as in previous reports [7] (Supplementary Figure S1 in Supplementary Materials File 2).
Both reactions showed the presence of dead volume peaks, which typically correspond to free bases.
However, it was difficult to determine whether purines or pyrimidines were being predominantly lost.
However, results from the individual nucleotide reactions suggested that the loss of purines might
be the major contributor to the observed HPLC breakdown peaks in these binary reaction mixtures.
Subsequent characterization was, therefore, carried out by mass analysis of the resultant oligomers.

Table 2 summarizes the mass numbers observed in the mass spectrometric analysis of A + U and
G + C reactions. Though exact abundances of the peaks were different in these reactions, all these
reaction mixtures were comprised of abasic oligomers with some purines and pyrimidines still left
intact. Oligomers found in these reactions were similar to those observed in purine-only reactions that
contained multiple abasic sites with a single intact base (as depicted in Supplementary Figure S3A–D
in Supplementary Materials File 2). Intact dimers were observed only in the G + C reaction but with
relatively poor abundance. Since quantitative MS analysis was not performed, it is beyond the scope
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of this work to comment on the yields of oligomers based just on the corresponding mass abundances.
Peaks observed in the dimer and trimer populations mainly consisted of abasic oligomers, often with
only one intact base remaining. Completely abasic oligomers (such as rMP-rMP dimers, Supplementary
Figure S3E in Supplementary Materials File 2) were not observed in these reactions possibly due to
ligation of such products with other species, resulting in higher oligomers (e.g., formation of a species
like AMP-rMP-rMP, etc., Supplementary Figure S3F in Supplementary Materials File 2). The loss
of base could be predominantly occurring during the DH-RH reaction, as the breakdown peak was
indeed observed in the HPLC analyses of these reaction mixtures.

Table 2. Peaks observed in MS analysis of mixed nucleotide reactions. Potential structures for some
of the chemical species is depicted in Supplementary Figure S3 in Supplementary Materials File 2.
Detailed mass spectra and peaks obtained for reactions containing base pairing nucleotides are included
in the Supplementary Materials File 1.

Chemical Species Expected Mass Observed Mass ppm Error

AMP + UMP Reaction

Adenine 136.0617 136.0635 13.2290
AMP Monomer 348.0703 348.0691 3.4475

Uracil 113.0345 113.0346 0.8846
UMP Monomer 325.0431 325.0435 1.2306
Abasic A Dimer 560.0778 560.0812 6.0705
Abasic U Dimer 537.0517 537.0533 2.9792
Abasic A Trimer 772.0874 772.0899 3.2379
Abasic U Trimer 749.0603 749.0637 4.5390

GMP + CMP Reaction

Guanine 152.0566 152.057 2.6305
GMP Monomer 364.0652 364.0627 6.8669

Cytosine 112.0505 112.0494 9.817
CMP Monomer 324.0591 324.0596 1.5429
Intact CC Dimer 629.1004 629.1017 2.0664
Intact CG Dimer 669.1065 669.1042 3.4374
Abasic G Dimer 576.0737 576.0715 3.8189
Abasic C Dimer 536.0677 536.0677 0.0000
Abasic G Trimer 788.0824 788.0803 2.6646
Abasic C Trimer 748.0763 748.0787 3.2082

The exact chemical structure of these oligomers could not be resolved due to the lack of purification
methods that might have allowed for their evaluation by further analytical methods like MS-MS or
NMR. Mass analysis of even the purified dimers was non-trivial due to the presence of excessive
salt in the purified fraction, which resulted from the use of ion-exchange chromatography. Other
chromatographic methods (such as ion-paired reverse phase chromatography) did not yield sufficient
resolution for efficient purification. Nonetheless, these results strongly suggest that even in the reaction
that contains base pairing nucleotides, loss of base continued to persist under our reaction conditions.

The reactions containing a mixture of all four nucleotides would, in principle, result in a complex
mixture of oligomers that might be difficult to analyze. HPLC analysis of this reaction indicated the
formation of oligomeric products similar to the ones seen in the binary combination of nucleotides,
albeit with reduced yields [7]. Interestingly, the yields of the resultant oligomers seemed somewhat
reduced in this reaction, as indicated by a lower peak intensity for the oligomers. This could potentially
stem from the competition occurring between the monomers in these reactions. A breakdown peak
was observed in this reaction as well, which most likely corresponded to purine bases that might have
been lost due to cycling at low pH. The dimer peak resolved into multiple peaks, which could be
attributed to high complexity in the dimer population resulting from the multiple combinations of
interactions that are plausible between the four nucleotides. For example, there are at least 10 types of
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intact dimers that can form in the reaction independent of the order of the bases in them (viz. AA, AU,
AG, AC, UU, UG, UC, GG, GC, CC). Apart from these, there would also be dimers that have one intact
base and one abasic site (viz. Ar, Ur, Gr, Cr). MS characterization of this reaction, therefore, was found
to be very challenging even at the level of the dimer population. This underscores the severe analytical
constraints when working with multiple monomers under conditions that result in the preferential
formation of specific products. Peaks observed in the spectrum had very low intensity/abundance,
resulting in poor signal-to-noise ratios. This can partially also be attributed to poor ionization of
the complex reaction mixture, thereby making the determination of the exact chemical species very
difficult. Preliminary analysis indicated the formation of abasic oligomers similar to the ones that were
observed in the A + U and G + C reactions. Nonetheless, further analysis could not be conducted due
to the high ppm errors that were associated with the oligomers.

The difficulty in analyzing the products formed in the all four nucleotide reactions highlights
the complexity that would have been intrinsic to a prebiotic reaction. Although polymerization of
nucleotides ideally should take place independent of the nucleobase, this was not necessarily observed
in any of our reactions. The polymerization of pyrimidines might have been slower due to the lack of
efficient base stacking, and thus the formation of pyrimidine homopolymers might have been difficult
in the presence of nucleotides containing other bases. Formation of abasic oligomers, which were
predominantly detected in purine-only reactions, were also found to be the major products in this
reaction. Importantly, the observed abasic oligomers would not be able to efficiently store information
or transfer it, which diminishes their significance as prebiotically relevant informational polymers.

3.3. Deglycosylation Reactions during DH-RH Cycles

As both polymerization and deglycosylation reactions were being favored under similar conditions,
we decided to further analyze the aspect of degradation of nucleotides under DH-RH conditions. The
breakdown peak was predominantly observed in reactions involving purine nucleotides, either when
used as monomers or even when present as mixtures. Since the AMP-based reactions always showed
the most prominent breakdown, we studied the depurination aspect of this reaction in greater detail,
i.e., at small time windows. The half-life (t1/2) of a glycosidic bond has been shown to decrease by
about 5 times for dAMP with a concurrent increase in temperature from 37 ◦C to 50 ◦C [11]. Given this,
it was estimated that for AMP, this might correspond to a decrease from a few days to a few hours or
minutes when the deglycosylation reactions were to be conducted at 90 ◦C. Previous experiments have
shown that DH-RH cycling was necessary for and facilitated the formation of RNA-like oligomers [3].
Therefore, to minimize the oligomerization in our reactions and focus on deglycosylation, for specific
time intervals post-dehydration, the samples were analyzed without invoking rehydration. The
samples were analyzed at 5, 10, 15, 30, 45, and 60 min post-dehydration (Figure 1). HPLC analysis
showed that the breakdown peak was observed in as early as the 5 min sample, which indicated that
loss of base took place very early on. However, unlike previous reports (e.g., Ref. [3]), a small amount
of oligomerization was also observed in these samples even in the absence of DH-RH cycling.

Such oligomer peaks would interfere with the quantitation of deglycosylation, as some of the
monomers (intact and otherwise) would also be utilized in the formation of oligomers. Furthermore,
accurate quantification of oligomeric peaks could not be conducted due to the generation of abasic
site(s) in the oligomers. Given these, deglycosylation was studied in the absence of polymerization by
conducting the reactions in solution.
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Figure 1. Breakdown and marginal polymerization was observed in reactions where AMP was heated
at 90 ◦C, pH 2, without rehydration. HPLC analysis showed increasing peaks for free nucleobases
(breakdown) and higher oligomers (predominantly dimers and trimers) with increased duration. This
suggests that the cleavage of the glycosidic bond and oligomerization both occur under simultaneous
experimental conditions.

Oligomerization generally requires complete dehydration, as loss of water is not feasible under
aqueous conditions. We, therefore, heated the AMP reaction mix at pH 2 and 90 ◦C under aqueous
conditions in closed vials. Initially, time points as mentioned above were taken for this reaction as well;
however, only about 6–7% depurination was observed in 1 h under aqueous conditions. This reaction
was then followed for 7 h, which is equivalent to the duration of seven DH-RH cycles. In the pilot
reaction, almost 50% depurination was observed in the 7 h sample and this was confirmed by repeating
the reaction in triplicate. The average of percentage depurination (from three reaction replicates) was
plotted versus time (Figure 2), wherein the time taken for degradation of 5′-AMP to half of the starting
concentration was found to be ~6.35 h. This was about a 30-fold reduction in the t1/2 of AMP when
compared to the previously reported t1/2 of 8.2 days that was obtained for reactions analyzed at pH
1 and 37 ◦C [11]. This rapid degradation of AMP at high temperatures poses a serious challenge to
the feasibility of undertaking long-term reactions, as a large amount of AMP would be lost in a fairly
short period of time. Similar experiments were also carried out with other canonical nucleotides; only
5′-GMP showed a high rate of breakdown that was similar to AMP. Both the pyrimidines viz. UMP
and CMP did not show significant deglycosylation under similar reaction conditions, even after 7 h
(Supplementary Figure S4 in Supplementary Materials File 2). This was in line with previously reported
results, which showed that pyrimidines have greater N-glycosyl bond stability against purines [17,18].
Significantly, pyrimidines did not yield oligomers with an efficiency that was comparable to purines,
which rather undermines their glycosyl bond stability in the context of the formation of informational
molecules under prebiotic conditions.
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Figure 2. Percentage depurination is plotted against time for estimating the degradation of AMP under
reaction conditions used for dehydration-rehydration (DH-RH) reactions. AMP gets degraded to about
half of the starting concentration in ~6.35 h at pH 2 and 90 ◦C. (n = 3, R2 = 0.9941).

4. Conclusions

Lipid-assisted polymerization was carried out with canonical nucleotides, as either individual
monomers or binary mixtures capable of base pairing, or as a mixture of all four nucleotides.
Oligomerization was observed in all the reactions, but the associated efficiency varied depending on the
nature of the nucleobase. The results from MS analysis indicated the formation of abasic oligomers in
almost all the reactions. Along with oligomers possessing abasic sites, intact dimers were observed only
in pyrimidine-containing reactions. Purines underwent significant deglycosylation under the DH-RH
conditions in all reactions studied. The extent of deglycosylation was also evaluated by characterizing
the stability for purine ribonucleotides under the conditions used for DH-RH cycling. Specifically,
under our DH-RH conditions, the apparent half-life of AMP was found to be only ~6.35 h, which was
much lower than what has been previously reported, albeit under 37 ◦C [11]. Such high propensity for
deglycosylation in purines raises imminent concerns about the stability of the glycosidic linkages in
both monomers and the oligomers, with severe implications for storing and transferring information.

Results from this study, combined with previous relevant findings pertaining to a variety
of issues surrounding canonical nucleosides [19–22], strongly advocate for the idea that modern
nucleobases might have been preceded by different chemical ancestors. Specifically, low glycosidic
bond stability in purines, under the same conditions that promote the formation of the phosphodiester
bonds, indicates that the presence of both these moieties in the same monomer might have
been unlikely under prebiotically pertinent conditions. Even though oligomerization involving
non-activated nucleotides containing canonical bases may have been facilitated by other means [23,24],
acid-catalyzed oligomerization would have not likely resulted in ‘intact’ informational polymers under
prebiotic conditions.

Finally, mass analysis of complex reaction mixtures, such as the reaction containing all four
nucleotides, is challenging at the very least. A study that reported MALDI analysis of oligomerization
products using montmorillonite clay, had demonstrated the presence of up to 30-mer oligomers [25].
However, a common criticism has been the possibility of generating false positives during MS data
acquisition, and hence there is a need for accurate calibration and careful sample preparation to
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minimize complications [26]. Few other studies have also resulted in a complex mix of products like
the famous Formose reaction that presented major analytical challenges [27]. Nonetheless, despite the
intrinsic difficulty associated with discerning such complex and heterogeneous mixtures, their analysis
is very crucial for characterizing prebiotic reactions [28]. The contemplation of the inherently complex
nature of prebiotic reactions and the efforts to simulate this and study them in detail has resulted
in the recent emergence of the new field of ‘messy chemistry’ [29]. Nevertheless, it is also crucial
to consider that the intrinsic heterogenic nature of the ‘substrate chemical space’ would potentially
lead to an even more complex and diverse ‘product chemical space’. More importantly, attempts to
analyze the reactions with mixtures of starting material, which represent the complexity associated
with prebiotic inventory, have recently begun [30]. Nonetheless, development of highly sensitive
and robust analytical techniques, as well as bold approaches towards simulating and characterizing
complex prebiotic reactions, is increasingly being acknowledged as being fundamental to solving the
mystery of the origins of life on Earth.

Supplementary Materials: The following are available online at http://www.mdpi.com/2075-1729/9/3/57/s1,
Supplementary Materials File 1: Detailed mass spectra and peaks obtained from individual nucleotide
polymerization reactions as well as reactions containing base pairing nucleotides; Figure S1: HPLC chromatograms
of oligomerization reactions. (Reproduced from Ref. [4]); Figure S2: Mass spectrums of nucleotide monomer
controls showing presence of free bases due to fragmentation.; Figure S3: Potential chemical structures of dimers
and trimer based on the masses observed; Figure S4: Analysis of deglycosylation of nucleotides when heated at
90 ◦C, pH 2, under aq. solution.
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