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1. Introduction

Future wireless communication may extend its spectrum to visible light due to its potential large
bandwidth. It serves as a promising candidate for high-speed, line-of-sight communication. Besides, due to
its lack of electromagnetic radiation and immunity to electromagnetic interference, the visible light spectrum
can be deployed for the industrial Internet of Things. Its limited transmission range can alleviate the
interference issue and can lead to ultra-dense transmitter and receiver deployment. Current research
into visible light communication includes the experimental demonstration of high-speed communication
systems [1,2], beamforming optimization [3], the physical-layer secrecy problem [4], and multi-user
coverage [5].

Besides communication, the limited transmission range can lead to high positioning accuracy,
especially for indoor visible light positioning (VLP). The received signal strength (RSS)-based VLP using
photodiode and the angle of arrival (AOA)-based VLP using camera are two mainstream approaches.
While the former approach can achieve a positioning accuracy of several centimeters, the latter one
can achieve a positioning accuracy within one centimeter. A summary of current progress on indoor
visible light positioning is shown in the Table 1.

Table 1. Summary of current progress on indoor visible light positioning. RSS: received signal strength;
AOA: angle of arrival.

Ref. Algorithm
Accuracy

(cm)
Number of
TX LEDs

Receiver
Realization

LED Height
(cm)

Note

[6]
RSS

2.4 3 Single PD 60

[7] 1.66 3 100 Compensation of
Positioning Error

[8] Finger
Print 5 2

Camera

167 Image Sensor
Acceleration

[9]
AOA

1.53 4 72 Error Cancellation

[10] 6.6 3 180

[11] SVD 6 3 120

[12] Bayesian 0.86 4 190 Industrial Camera,
Optical Compensation

[13] Differential 4 3 100 Differential Detection

[14] Image
Processing

<10 24 300 Fisheye Camera

[15] 4.81 4 50

[16] 1 3 231 Shift and Rotation based
on a Reference Point

[17] Differential
AOA <6 4 113 Unknown Tilting Angle
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For a more comprehensive overview of visible light communication and positioning, the readers
may refer to [18,19], respectively.

2. The Present Issue

The present issue, named "Visible Light Communication and Positioning", focuses on visible light
communication and visible light positioning, in which four papers explore visible light communication
and three papers investigate visible light positioning.

For visible light communication, the published works focus on the devices, the physical-layer
techniques, and system work aspects. In [20], the light-to-frequency converter for VLC is characterized.
In [21,22], the physical-layer non-orthogonal multiple access and multi-color VLC, respectively,
are addressed. In [23], the system-level VLC based on the software-defined radio with intelligent
transportation and indoor applications is addressed.

Besides VLC, in [24–26], visible light positioning is explored. A fingerprint-based indoor
positioning system for multiple reflections is proposed in [24]. To address the issue of non-perfect
LED deployment, in [25], the impact of LED tilt on visible light positioning accuracy is analyzed.
Moreover, a mobile optoelectronic tracking system based on feedforward control is investigated in [26].

3. Future

While this special issue focuses on visible light communication and visible light positioning, more
fundamental works into joint performance optimization need future work. For example, the impact of
LED layout on the communication performance and the positioning accuracy, as well as the related
joint optimization for both communication and positioning, remain to be investigated.
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Abstract: PIN (positive intrinsic negative) photodiodes and analog-to-digital converters (ADC) are
commonly used on visible light communication (VLC) receivers in order to retrieve the data on
detected signals. In this paper, a visible light communication receiver based on a light to frequency
converter (LTF) is proposed. We characterized the LTF and derived an equation for signal-to-noise
ratio (SNR) estimation in terms of its input optical power, and the frequency of the output periodic
signal. The experiments show that the periodic signal of the LTF converter has a maximum output
frequency of 600 kHz at a distance of 6.2 cm. In this setup, measured SNR reached 18.75 dB, while the
lowest obtained SNR with 1.1 m length was roughly −35.1 dB. The results obtained suggest that a
bit rate of 150 kbps can be achieved with an on-off keying (OOK) modulation format. We analyzed
the results and discuss the advantages and limitations of the LTF converter for optical wireless
communication purposes.

Keywords: visible light communication; light to frequency converter; white-light LED; optical
wireless communication

1. Introduction

In optical wireless communication (OWC), it is common to find optical receivers conformed by
positive intrinsic negative (PIN) photodiodes or avalanche photodiode (APD) and analog-to-digital
converters (ADC) [1–6], as proposed by the IEEE 802.15.7 standard [7] for visible light communication
(VLC) systems. Among these, the PIN photodiodes (PD) are presented more often in VLC systems,
because they have better immunity to noise and low parasitic capacitance, and can be used to speed
up the transmission (ultrafast PIN-PD), which is a milestone in VLC works [2,6]. This is a result
of the intrinsic material between the p–n junction, which leads to a reduction of the time constant,
and thus better bandwidth [2,8]. In fact, the PIN-type photodiodes adapted to the red-green-blue
(RGB) sensors have been studied for applications in VLC systems [9], the authors characterized
these sensors and determined its frequency response. Furthermore, PIN photodiodes are being
adapted to other systems, to perceive intensity levels of light and turn over periodic electrical signals
with frequencies that correspond to the incident power in the photodetector [10]. These devices are
known as light-to-frequency (LTF) converters, and are internally comprised of PIN-type photodiodes
and a module that transforms the photocurrent to frequency. The mentioned module employs
a voltage-controlled oscillator (VCO), which reduces and simplifies the conditioning circuit of
the photodiode, allowing its adaptation with embedded low-cost systems that do not require

Electronics 2018, 7, 165; doi:10.3390/electronics7090165 www.mdpi.com/journal/electronics4
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ADC [10–16]. Therefore, the LTF converters are exposed as an attractive solution for the detection of
communication signals in the visible range of the electromagnetic spectrum because of the reduction
of the system complexity [10]. Recently, LTF converters have been investigated, for example, in optical
communication systems for the design of portable transceivers [11] and in health applications to detect
levels of oxygen in the blood [12], among others.

In this paper, we propose the use of a light-to-frequency converter as an alternative to design
the receiver of a VLC system. In this scheme, the characterization and performance evaluation of
LTF converter as a receiver in a VLC system, based on on-off keying (OOK) modulation, is presented.
The main contribution of this article is summarized as follows: initially, the characterization of an LTF
converter is presented, and an equation is derived based on both the incident optical power and the
frequency generated in the LTF, in order to estimate the system’s SNR value. The second contribution
is the evaluation of the LTF by using a periodic optical signal, which reveals the advantages and
disadvantages regarding its use as a receiver in a VLC system.

The rest of the paper is organized as follows: Section 2 shows the model of the VLC system and
the LTF converter. The characterization of the LTF converter for a VLC system is presented in Section 3.
The results and discussions are presented in Section 4. Finally, we summarize the main conclusions.

2. VLC and LTF System Model

2.1. VLC System Model

VLC systems are based on intensity modulation and direct detection (IM/DD), which is the most
used method to implement optical wireless communications [1,2,7]. A typical VLC system is depicted
in Figure 1.

Figure 1. Block diagram of a visible light communication (VLC) system. LED—light-emitting-diode;
PD—photodiode.

Once the photodiode (PD) detects an incident optical power or irradiance E(λ) on its
photosensitive surface, it will generate a photocurrent ir(t) proportional to device responsivity R(λ)
and E(λ), which is corrupted by noise n(t). Such relation is illustrated in Equation (1):

ir(t) = R(λ)E(λ) + n(t) (1)

If emitted optical signal degradation effects due to communication channel are considered,
the model in the work of [1] can be described through the expressions in Equation (2):

ir(t) = R(λ)Pt(t)⊗ h(t) + n(t),
Pt(t) = it(t)⊗ heo(t),

(2)

where it(t) is the bias current of light-emitting-diode (LED); heo(t) is the impulse response of LED;
Pt(t) is the emitted instantaneous optical power by the LED; h(t) represents the channel impulse
response; ir(t) is the sensor generated photocurrent; R(λ) is the photodiode responsivity; ⊗ denotes
the convolution operator; and n(t) is the system noise, which is modeled as additive white gaussian
noise (AWGN). The radiated optical power is always positive Pt(t) ≥ 0; moreover, it is important take
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into account that the required illumination in a space in which people are dwelling needs to be below
a certain limit of the average total emitted optical power, in order to mitigate the possible harmful
effects on the eyes [2]. The average optical power of the source can be estimated with Equation (3):

Pavg = lim
T→∞

1
2T

∫ T

−T
Pt(t)dt (3)

VLC systems usually have two main threats: thermal noise and shot noise, both of which distort
the signal of interest. The source of shot noise is the randomness in the photon absorption process and
the electron-hole pair recombination within PD, whereas thermal noise depends on the environment
temperature that perturbs enough the electrons in the receiver discrete devices [8]. The noise is a
random process, thus it is characterized by a total variance. In the model described in the literature [8],
the overall variance σ2 is equal to the sum of the shot noise variance σ2

shot and the thermal noise
variance σ2

thermal as shown in Equation (4):

σ2 = σ2
shot + σ2

thermal ,
σ2 = 2qR(λ)(Pr + Pn)Bw + iamp

2Bamp,
Bn = βBr,

(4)

where:

q, is the electron charge
(
1602 × 10−19 coulomb

)
,

R(λ), is the PD responsivity,
Pr is the signal power received,
Pn is the noise power generated by external light sources,
Bw is the channel equivalent noise bandwidth,
iamp is the parasitic current of the amplifier,
Bamp is the bandwidth of the amplifier,
β is the Bandwidth factor, and
Br is the signal bit rate.

A commonly used figure of merit in telecommunications is the SNR, which is a ratio between the
signal power and the power contributed by the noise described by σ2 [17–23]. In the case of a VLC
system, the electrical SNR can be estimated with (5):

Pin(t) = E(λ)Ar,

SNR = (R(λ),Pin(t))2

σ2

(5)

where:

Pin(t) is the incident optical power,
E(λ) is the irradiance, and
Ar, is the PD area.

2.2. Light-To-Frequency Model

An LTF reduces and simplifies the signal acquisition process coming from a light source because
its output can be sent directly to be processed to a microcontroller for data processing [10]. As a result,
traditional systems using ADCs can be seen as an additional option on the list. In some low-cost cases,
complex ADCs are not a good choice as they can be oversized for low speed applications, and this is
the result of all the related subsystems inside of an ADC-like antialiasing filter, sampler, quantization,
and encoder. The LTF in data processing quantifies light intensity variations in terms of frequency,
through a current-to-frequency (CTF) converter [11,15].

6
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An LTF generates a train of pulses with a constant duty cycle (50%) and a frequency that is a
function of the irradiance incident light signal:

f0 = fD + (Re)(E(λ)) (6)

From Equation (6), it can be observed that the output frequency of the LTF f0 is proportional to
the irradiance of the perceived light E(λ), and when no power is detected, the LTF has a constant
frequency fD, which is called dark frequency. Re is the LTF responsivity in a certain wavelength λ and
the associated units are Hz/

(
μW/cm2). The irradiance is related to the surface area Ar of the LTF

converter through the expression E(λ) = Pin
Ar measured in μW/cm2 [1,11].

The dark frequency value, fD, results from the leak current produced by the semiconductor
material and is affected by the overall system temperature [13,14].

Given that LTF output corresponds with a pulse train with variable frequency, it is important to
keep in mind the different available techniques to measure it; therefore, a selection criterion of the
technique will depend on the resolution and speed of the electronic interface used [14]. Thus, if a high
resolution embedded system is required and time response is not too demanding, frequency counting
or an accumulation of pulses can be used; if frequency is high and a high speed electronic interface
is needed for measurement, given the rapid change of the light intensity, the period measurement
technique is the more suitable solution [14,15]. The period measurement demands a reference clock
signal with a frequency greater than the signal of interest. In the case of the TCS3200 LTF sensor,
the output signal possesses frequencies between 10 Hz and 780 kHz; hence, this guides the choice of a
low-cost embedded system, because almost every single chip on the market has an equipped timer
with a reference signal in the order of MHz [16]. As quoted, the period measurement technique for the
scenario of optical wireless communications is properly considered, given that these systems call for
online processing to decrease the overall link latency.

3. Characterization of the LTF for a VLC System

In this section, we present the characterization of the LTF converter and the analysis of the
proposed VLC.

In particular, an EMC 3030 HV white light LED, Tektronix TDS 3034C oscilloscope, THORLABS
PM100D instrument and an LTF TCS3200 were used for the experimental setup, as shown in Figure 2.
In the TCS3200, the light-to-frequency converter reads an array of 8 × 8 photodiodes with 16
photodiodes with blue filters, 16 with red filters, 16 with green filters, and the remaining 16 photodiodes
are clear with no filters. For this experimental setup, the TCS3200 device was configured for its
maximum output frequency and only the blue channel was used for the VLC system as the blue
component of a white LED lighting has the highest bandwidth [18–20]. Given the nature of the
proposed experiment, it is necessary to bear in mind that the central wavelength of the blue filter in
the LTF is λc = 470 nm and the total area of the photodiodes is Ar = 0.1936 cm2 [14].

 

Figure 2. Experimental setup for the characterization of the LTF converter.

7
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The schematic diagram of the experimental characterization for the LTF converter is shown in
Figure 2. It consists of an optical transmitter based on a white light LED and a LTF converter acting as
VLC receiver. For convenience, the LTF converter is represented as a two connected subsystems block:
a photodiode and a CTF converter.

In order to analyze the performance of the LTF converter, it is necessary to derive a mathematical
expression for the signal-to-noise ratio at the VLC receiver output. In this way, using Equation (1) to
represent the output current of the photodiode ir(t) within the LTF block, the output signal of the CTF
subsystem, f0, can be estimated using the following expression:

f0 = RCTFR(λ)E(λ) + RCTFn(t) (7)

where RCTF is the CTF responsivity. Now, it is important to remark that the expression for f0, given by
Equation (7), does not alter the LTF model as an analogy could be made between the terms of Equations
(6) and (7), that is, RCTFR(λ) with Re(λ) and RCTFn(t) with fD. The aforementioned statement can
be demonstrated by considering an analysis of the units for each variable. The term RCTF denotes a
conversion factor between the input current in amperes (A) and output frequency in Hertz (Hz) of the
CTF subsystem; therefore, the units of RCTF are Hz/A. Next, R(λ) is the conversion factor between
the optical irradiance and the photocurrent output then its units are A

μW/cm2 . Thus, the term RCTFR(λ)
will be given in the units of Hz/

(
μW/cm2), which is equivalent to the units of Re(λ) in Equation (6).

Conducting a similar analysis for the term RCTFn(t), it can be shown that it has the same units as that
of the dark frequency fD. It is also important to note that the noise variance is scaled by the factor
RCTF, such that σ2

f0
= R2

CTFσ2, of the stochastic process RCTFn(t) = fD.
Once we have obtained an expression for the dark frequency fD, the SNR value in Equation (5)

can be estimated as a function of the incident irradiance and the frequency of the LTF, that is,

SNR =
(RCTFR(λ)E(λ))2

σ2
f0

=
( fo − fD)

2

σ2
f0

(8)

where
E(λ) =

Ar
Pin(t)

(9)

3.1. Evaluation of the LTF Converter

The evaluation process for the LTF has been broken down into the following three steps:

1. constant current signal, it(t), is applied to the transmitter LED.
2. Using the Tektronix TDS 3034C oscilloscope, the output frequency f0 and dark frequency fD are

measured for different distance cases between the transmitter LED and the LTF.
3. Next, the incident optical power, Pin(t), is recorded for each case using the optical sensor S120C

with aperture diameter 9.5 mm, which is coupled with the THORLABS PM100D instrument.
This meter console can deliver measurements of luminous flux and incident irradiance. It is not
recommended to use the irradiance measurement as the PM100D instrument considers the area
of the sensor S120C rather than the area of the photodiodes integrated into the LTF TCS3200 [21].
Therefore, the useful information of this experiment is the incident optical power flow Pin(t),
considering the Ar of the sensor S120C.

3.2. LTF Response to an Optical Periodic Signal

For this evaluation process, the objective is to observe the response of the LTF converter when
it is excited by a periodic signal. Using this type of signal is helpful to observe the advantages and
disadvantages of using the LTF as a receiver in a VLC system. For this case, the arbitrary waveform
generator (AWG) RLGOL DG4162 was used to generate the modulated signal, applied to the base
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of the 2N3904 NPN transistor, configured in saturation mode, and acting as the driver of the LED.
A frequency sweep is then carried out for the modulating signal fOOK from 1 kHz until reaching
the saturation frequency of the LTF. For each frequency, the separation distance of the link between
the transmitter LED and the LTF was changed, from 0 cm up to the distance where the LTF output
frequency was greater than or equal to the frequency of the modulating signal, that is, fo ≥ fOOK.
This limit makes sense from the viewpoint of the frequency generated by the LTF, that is, fo reaches its
maximum value during the half-period in which the modulated signal is in a high state (presence of
the optical signal).

4. Results and Discussion

In this section, LTF characterization and the proposed VLC system performance analysis are
evaluated, considering the input optical signal Pin(t), variation of the link distance, LTF output
frequency fO, and SNR. We assume that the VLC channel is corrupted by AWGN. First, the LTF
performance was evaluated in function of the input constant optical signal, and we proceeded with
the distance variation between the transmitter LED and the LTF receiver. Figure 3 depicts LTF output
frequency and optical input power versus link distance. It can be seen in Figure 3a that LTF output
maximum frequency was 780 kHz (LTF saturation frequency) at the 5 mW optical input power,
with 5 cm minimum link distance. On the other hand, we can see in Figure 3b that when the power
input is 10 μW, the link distance that achieves the minimum output LTF frequency 1.6 kHz is 110 cm.
This result is consistent with the inverse-square law, as the LED is a Lambertian source [16].

 
(a) (b) 

Figure 3. Experimental setup. Estimated fO and optical power under various link distance: (a) LTF
output frequency versus link distance; (b) optical input power versus link distance.

The estimated LTF responsivity value during the experiment was Re = 30.34 MHz/
(
μW/cm2).

This result enables the LTF to detect optical power levels of the order of nW. However, in this paper,
the minimum optical power reference was limited to 10 μW, which generates a respective frequency
fo = 2 kHz. This configuration was important for us to experiment with a minimum frequency in the
modulating signal OOK.

Additionally, based on the data presented in Figure 4, the LTF conversion factor Re will positively
affect the SNR of the system. Therefore, to generate an LTF output frequency fo approximate to
saturation, a measured SNR equal to 18.75 dB with link distance of 5 cm was found in the experiment,
as illustrated in Figure 4a; for the case of less frequency fo = 1.6 kHz, the SNR was around −35.15 dB,
with maximum link distance of 110 cm, as illustrated in Figure 4b. The parameters estimated for the
LTF are significantly different from those of the data sheet [15], because the experiment was performed
under specific physical conditions and a white light LED was used.

9



Electronics 2018, 7, 165

(a) (b) 

Figure 4. Model description: (a) signal-to-noise ratio (SNR) versus LTF output frequency; (b) SNR
versus link distance.

The relationship fo = fD is the dark condition (without optical power). Figure 5 summarizes the
results for the dark frequency fD versus link distance. We can see that when link distance ranges from
20 cm to 40 cm, the condition fD < 35 Hz is reached, which indicates the presence of external optical
sources, that is, oscilloscope, AWG, and power supplies. With this approach, it is important to mention
that in the experimental setup, we do not consider focusing optical power on the LTF sensor.

Figure 5. Dark frequency versus link distance.

The result in Figure 6 clearly shows the LTF output frequency response to light intensity variations
on photodiode. At the transmitter side, the electrical OOK signal is applied to modulate the white
light LED with a modulating frequency fOOK = 1 kHz and 50% of duty cycle, as shown in Figure 6a.
After free space optical transmission, the OOK signal is detected by an LTF receiver and generates an
electrical signal. Then, the electrical OOK signal is converted to frequency by a current-to-frequency
converter, as shown in Figure 6b.
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Figure 6. Transmitter with on-off keying (OOK) modulator signal and LTF as receiver signal: (a) optical
power transmission; (b) LTF output frequency.

LTF converter generates a frequency around the fo = 13.88 kHz when the LED transmit optical
power when duty cycle is one, and, if duty cycle is zero, the LTF output frequency is fo = fD,
with fD < 35 Hz. The fD � fOOK; therefore, for LTF frequency estimation, it was necessary that we
use the period measurement technique, for maximum data-acquisition rate (this data-acquisition rate
depends on the resolution of the timer) [14,15]. However, for the VLC system, such high accuracy
measurement is not necessary, because in these systems, time boundaries are wide enough to determine
if a symbol is in the on-off state.

We experiment with different frequency values fOOK. One thing to note, however, is the LTF
frequency estimation for symbol decoding. It is necessary that the condition fo ≥ fOOK should
be fulfilled; thus, given the unknown oscillator state of the LTF, when intensity fluctuations occur,
there exists a possibility that high state of the square output signal will not be completed. Therefore,
we recommend that the LTF output frequency meet the following condition fo ≥ 4 fOOK, in order to
mitigate the frequency estimation problem due to the deviations generated by the LTF output.

Regarding the experiment, for each frequency fOOK value, we can see the link distance between
the LED and the LTF converter, which would allow finding an LTF output frequency fo ≥ 4 fOOK.
Figure 7 depicts an experimental estimation of the LTF output frequency fo versus link distance,
for the different values fOOK. We can see that the maximum frequency fOOK of modulating signal is
limited by transmission length, because the light intensity on the LTF is also a function of distance.
The minimal link distance was 6.2 cm for a maximum frequency fOOK = 600 kHz, without the LTF
output frequency operates in saturation mode. Such maximum frequency could be achieved at a
greater distance (>6.2 cm), if we consider an optical concentrator in the receiver. For the case of less
frequency fOOK = 1 kHz, the maximum distance was the 100 cm.
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Figure 7. LTF frequency estimation for the different fOOK value and variation link distance.

In Figure 4, we can appreciate the sensibility of the LTF converter to incident light. For slight
variations of transmission reach, a considerate change in output frequency is observed. Nevertheless,
we consider that having a receiver with high responsivity could limit the visible light communication
system, if the application scenarios have light sources different to LED transmitters. Such stimulations
may cause a frequency deviation of that mapped in the color-shift keying (CSK) constellation space [23].

5. Conclusions

This paper proposed a novel receiver for visible light communication system using a LTF converter
as the detector. The LTF can convert the modulated light into periodic square signal with a frequency
proportional to light intensity. Under this scheme, the frequency estimation can be performed with
the period measurement technique, without the need of ADC modules in the receiver side. In this
system, the characterization of LTF converter was presented in terms of SNR, its input optical power,
and the frequency of its output squares signal. The main objective of this characterization is to identify
the parameters that determine the performance of the LTF converter as a receiver in a VLC system.
Among the measured parameters of the LTF detector, responsivity Re was big enough to make the
device too sensitive to light intensity variations. However, such a characteristic could affect the overall
SNR of the communication, as the detector is also sensitive to power related to outside optical sources.
Experimental results showed that the LTF output signal has a maximum output frequency of 600 kHz at
a distance of 6.2 cm. In this setup, measured SNR reached 18.75 dB, while the lowest obtained SNR with
1.1 m length was roughly −35.1 dB. Therefore, we conclude that it is possible to use the LTF converter
as a receiver in a VLC system, considering a minimum SNR value that guarantees the fo ≥ 4 fOOK
inequality. Given the condition that fo ≥ 4 fOOK, a theoretical bit rate can be achieved and would be less
than or equal to 150 kbps; however, we must be aware that no bit error rate measurement was made,
because the electronic elements used are noisy and under the mentioned conditions, we obtained an
SNR of 18.75 dB. This could have an impact on the speed of the system, but we consider that it could
be a functional VLC system, because the main application is in low data rate sceneries, so the bit rate
is not critical. The fo ≥ 4 fOOK is necessary for the identification of the LTF output frequency with the
measurement system used in the receiver. Additionally, it must be ensured that the application scenario
has a reduced number of non-transmitting lighting sources, in order to mitigate the negative effects of
noise on the VLC receiver, and then the frequency shift in the LTF output.

The main advantage of using the LTF converter as a detector in a VLC system lies in the low
complexity to convert light intensity to an electrical signal, which can be directly processed in a digital
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device such as a microcontroller, a field-programmer gate array (FPGA), or an embedded system
equipped with a fast reference clock [14,15].

This way of detection is suggested for low data rate sceneries (indoor location, sensor networks,
VLC-ID systems) because of limited bandwidth of the LTF, which is less than 800 kHz. Hence, higher
data speed can be improved with an increased order of the CSK modulation format, at the cost of a
penalty in transmission reach [23].

Future works include evaluation of multilevel modulation techniques like CSK [22,23] and
pulse-width modulation (PWM) [24,25], which allows one to maximize the low bandwidth of the
LTF converter.
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Abstract: Recently, due to its higher spectral efficiency and enhanced user experience, non-orthogonal
multiple access (NOMA) has been widely studied in visible light communication (VLC) systems.
As a main concern in NOMA-VLC systems, the power allocation scheme greatly affects the tradeoff
between the total achievable data rate and user fairness. In this context, our main aim in this work was
to find a more balanced power allocation scheme. To this end, an adaptive power allocation scheme
based on multi-attribute decision making (MADM), which flexibly chooses between conventional
power allocation or inverse power allocation (IPA) and the optimal power allocation factor, has
been proposed. The concept of IPA is put forward for the first time and proves to be beneficial to
achieving a higher total achievable data rate at the cost of user fairness. Moreover, considering users’
mobility along certain trajectories, we derived a fitting model of the optimal power allocation factor.
The feasibility of the proposed adaptive scheme was verified through simulation and the fitting
model was approximated to be the sum of three Gaussian functions.

Keywords: visible light communication; non-orthogonal multiple access; inverse power allocation
scheme; adaptive power allocation scheme; fitting model

1. Introduction

Due to the ever-increasing penetration of wireless communication devices such as smartphones
and tablets, rapidly growing wireless data traffic is expected to exceed 500 exabytes by 2020 [1], which
is placing pressure on the dwindling radio frequency (RF) spectrum. Along with considerable advances
in solid-state lighting, visible light communication (VLC) [2–4] supporting remarkably high-speed
wireless communication has attracted great attention as a promising technology in applications
such as the Internet of Things (IoT), 5G systems, underwater communications, vehicle-to-vehicle
communication, and so on. In addition to the nature of its wide available bandwidth, VLC also features
low power consumption, an unlicensed spectrum, enhanced confidentiality, and anti-electromagnetic
interference, etc.

In VLC, it is essential to ensure the core functionality of providing multiple users with ubiquitous
connectivity as well as broadband communication. To this effect, an appropriate multiple access
(MA) scheme should be involved in dealing with simultaneous network access requests from multiple
users. Traditionally, orthogonal multiple access (OMA) schemes have been applied to VLC systems,
including carrier sense multiple access (CSMA), code division multiple access (CDMA), and orthogonal
frequency division multiple access (OFDMA) [5]. Recently, a spectrum-efficient multiple access scheme
called non-orthogonal multiple access (NOMA) has been proposed to further enhance system capacity
and achieve a better balance between system fairness and throughput [6,7]. As a promising solution
for next generation wireless networks, NOMA allocates different power levels to each user based on
its channel condition, thus achieving power-domain multiplexing of multiple users. Differently from
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a traditional OMA system, NOMA allow users to share all time-frequency (TF) resources and
has proven to be superior theoretically and experimentally [8]. Apart from its applications in RF
communications, NOMA has been introduced to VLC systems [9] and abundant research achievements
have been obtained [10–13], especially those concerning power allocation schemes. In the literature by
L. Yin et al. [14], the performance of NOMA-VLC was investigated based on a fixed power allocation
(FPA) scheme. In addition, a channel-dependent gain ratio power allocation (GRPA) scheme was
proposed in [9], which turned out to be superior to the FPA scheme. In addition, two types of quality
of service (QoS) guaranteed power allocation have been proposed to iteratively optimize the sum user
rate or max-min user rate utilizing gradient projection (GP) algorithm [15]. However, in all the existing
works, users with a lower channel gain are always allocated a higher power level, which has been
regarded as a basic principle in NOMA and has been proven to be beneficial to user fairness.

In our work, we begin with a hypothesis, which can be called inverse power allocation (IPA), that
the total achievable data rate may be higher if users with a worse channel condition are allocated less
power. We then prove this through theoretical formulas and simulation analysis. However, the total
achievable data rate gain was obtained at a cost of user fairness. Hence, in order to achieve a better
balance between total achievable data rate and user fairness, we attempted to find an adaptive power
allocation scheme with which to combine conventional power allocation and IPA flexibly. To this effect,
a multi-attribute decision making (MADM) algorithm was adopted to choose a suitable scheme, i.e.,
conventional or IPA, and an optimal power allocation factor in real time according to a mathematical
comprehensive assessment of the total achievable data rate and user fairness. Moreover, by assuming
users walk through certain trajectories within the optical attocell, we obtained a fitting model of the
optimal power allocation factor utilizing the curve fitting technique.

The contribution of this paper is three-fold: first, to the best of our knowledge, this is the first work
involving IPA in NOMA-VLC systems; second, an adaptive power allocation scheme based on MADM
is proposed, which effectively combines IPA with conventional power allocation and facilitates the
choice of an optimal power allocation factor; and, finally, taking users’ mobility into account, a fitting
model of optimal power allocation factor is presented.

The remainder of the paper is organized as follows: Section 2 illustates the model of the
NOMA-VLC system. In Section 3, the IPA scheme is presented and the effect of it on system
performance is discussed. An overall adaptive power allocation scheme is proposed in Section 4.
In Section 5, the simulation results and discussion are presented. The modeling of the optimal power
allocation factor for a mobile NOMA-VLC system is presented in Section 6. Finally, Section 7 concludes
the paper.

2. System Model

Figure 1 shows the NOMA-VLC system model. All the devices were purchased from Vishay
(Tianjin, China). For illustrative purposes, we consider a single optical attocell deployment and mainly
focus on the NOMA downlink in an indoor environment, in which one light-emitting-diode (LED)
transmitter is installed and M users are served. The LED transmitter can not only provide illumination
but also convert electrical signals, which derive from a power line communications (PLC) backbone
network, into optical signals by modulating the intensity of the emitted light. In addition, each user is
equipped with a single photodiode (PD), which is used for extraction of the transmitted signal from
the received optical carrier by direct detection. As is shown in Figure 1, R denotes the maximum cell
radius, H denotes the vertical distance from the LED to the receiving plane of the users, and rk denotes
the horizontal separation from the k-th user to the LED.
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Figure 1. System model of non-orthogonal multiple access visible light communication (NOMA-VLC).
Legend: LED, light-emitting-diode.

We assume that the LED follows a generalized Lambertian radiation pattern and the PD at
each user faces vertically upwards with the width of the field of view denoted by ψFOV . Due to the
weakness of diffuse components, which have proven to be at least 7 dB lower than the line of sight
(LOS) component [16], the direct current (DC) channel gain for the k-th user can be approximately
calculated by considering the LOS link, the wideband nature of VLC, and the shadowing effect:

hk =
(m+1)ARp

2πd2
k

cosm(φk) cos(ψk)Ts(ψk)g(ψk)

=
ARp(m+1)Hm+1Ts(ψk)g(ψk)

2π(r2
k+H2)

m+3/2

, (1)

Here, m denotes the order of the Lambertian radiation pattern, which is derived from the
semi-angle of the LED, Φ1/2, as m = −1/ log2(cos(Φ1/2)); A denotes the physical area of the PD;
Rp denotes the responsivity of the PD; dk denotes the Euclidean distance between the k-th user and the
LED; φk denotes the angle of irradiance at the k-th user; ψk denotes the angle of incidence at the k-th
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user; Ts(ψk) denotes the gain of the optical filter used at the receiver; and g(ψk) denotes the gain of the
optical concentrator used at the receiver front-end, which is given by [17]

g(ψk) =

{
n2

sin2 ψFOV
0 ≤ ϕk ≤ ψFOV

0 ϕk ≥ ψFOV ,
(2)

where n denotes the refractive index of the optical concentrator.
Without loss of generality, based on the DC channel gains, all users U1, · · · , UM can be sorted in

an ascending order as h1 ≤ · · · ≤ hk ≤ · · · ≤ hM.
The principle of NOMA is also illustrated in Figure 1. At the transmitter side, the messages

{si , i = 1, 2, · · · M} intended for all the corresponding users are superposed in the power domain with
associated power values {Pi , i = 1, 2, · · · M} and then transmitted simultaneously as

x =
M

∑
i=1

ai
√

Pelecsi + IDC, (3)

where x denotes the superposed signal of {si , i = 1, 2, · · · M}; Pelec denotes the total electrical power of
all the message signals; IDC denotes a DC bias added before transmission to ensure the positive signal;
and ai denotes the power allocation coefficient for the i-th user, which should satisfy the following

two conditions:
M
∑

i=1
a2

i = 1, according to the total power constraint; and a1 ≥ · · · ≥ ak ≥ · · · ≥ aM,

according to the basic principle of conventional NOMA.
Similarly to the power allocation coefficient, another equivalent parameter, the power allocation

factor α, can be defined as α = a2
i /a2

i−1, i = 2, · · · M, which can be constant or variable along with i
according to different power allocation schemes, i.e., FPA or GRPA.

At the receiver side of the k-th user, taking the DC channel gain and the additive white Gaussian
noise (AWGN) into account and removing the DC term, we can obtain the received signal

yk =
√

Pelechk(
M

∑
i=1

aisi) + zk, (4)

where yk denotes the received signal at the k-th user and zk denotes the AWGN with a zero mean
and variance σ2

k . Moreover, σ2
k = N0B, where N0 denotes the noise power spectral density and B

denotes the channel bandwidth. Next, the successive interference cancellation (SIC) is performed to
extract sk from the received signal, with the process being as follows: first, we attempt to obtain the
message signal s1 intended for the first user, with the other signals treated as noise; then, by subtracting
s1 from the received signal, with the residual interference fraction denoted by ε [18], and treating
the message signal for the users with stronger channel gains than the second user as noise, we can
obtain the message signal s2; and finally, by following the former method, s3, · · · , sk−1, sk are obtained
in sequence. According to the Shannon Theorem, the achievable data rate for the k-th user may be
given by

Rk =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
B
2 log2(1 +

(hkak)
2

k−1
∑

i=1
ε(hkai)

2+
M
∑

j=k+1
(hkaj)

2+1/ρ

) k = 1, · · · , M − 1

B
2 log2(1 +

(hkak)
2

k−1
∑

i=1
ε(hkai)

2+1/ρ

) k = M
, (5)

where ρ = Pelec/(N0B) and the scaling factor 1/2 comes from the constraint of the real-valued signal,
i.e., Hermitian symmetry.

18



Electronics 2019, 8, 381

3. Inverse Power Allocation Scheme

We define the features of an IPA scheme as follows: first, at the transmitter side, users with a
worse channel condition are allocated less power, and second, at the receiver side, the message signal
intended for users with a worse channel condition has a higher decoding order. The differences and
links between the IPA scheme and the conventional power allocation scheme are illustrated in Figure 2,
in which we assume that there are two users for simplicity, i.e., M = 2.

Let ai, ai denote the power allocation coefficient for user i in the conventional power allocation
case and the IPA case, respectively, where i = 1, 2. As mentioned above, a1 ≥ a2, a2

1 + a2
2 = 1, a′1 ≤ a′2,

and a′1
2 + a′22 = 1. In addition, the power allocation factor α, which should be less than 1, can be

described as a2
2/a2

1 or a′1
2/a′22 in the conventional power allocation case or the IPA case, respectively.

Moreover, Equations (6) and (7) can be easily derived for the below two cases.{
a2

1 = 1
1+α

a2
2 = α

1+α ,
(6)

{
a′1

2 = α
1+α

a′22 = 1
1+α .

(7)

According to Equations (5) and (6), the total achievable data rate of the two users in the
conventional power allocation case can be given by:

Rtotal = B
2 log2(1 +

(h1a1)
2

(h1a2)
2+1/ρ

) + B
2 log2(1 +

(h2a2)
2

ε(h2a1)
2+1/ρ

)

= B
2 log2[(1 +

(h1a1)
2

(h1a2)
2+1/ρ

)(1 + (h2a2)
2

ε(h2a1)
2+1/ρ

)]

= B
2 log2[(1 +

h1
2

h1
2α+(α+1)/ρ

)(1 + h2
2α

εh2
2+(α+1)/ρ

)]

(8)

Similarly, the total achievable data rate of the two users in the IPA case can be given by:

R′
total = B

2 log2(1 +
(h1a′1)

2

ε(h1a′2)
2+1/ρ

) + B
2 log2(1 +

(h2a′2)
2

(h2a′1)
2+1/ρ

)

= B
2 log2[(1 +

(h1a′1)
2

ε(h1a′2)
2+1/ρ

)(1 + (h2a′2)
2

(h2a′1)
2+1/ρ

)]

= B
2 log2[(1 +

h1
2α

εh1
2+(α+1)/ρ

)(1 + h2
2

h2
2α+(α+1)/ρ

)]

(9)

Next, we carry out a numerical simulation utilizing MATLAB R2016a to intuitively show the size
relationship of the total achievable data rate in these two cases; the simulation setup is parameterized
as Table 1. In this setup, the PD parameters are set according to BPW21R [19], a planar Silicon PN
photodiode in a hermetically sealed short TO-5 case. In addition, the simulation step of the horizontal
separation from each user to the LED, i.e., r1 and r2, is set to 0.1 m. In accordance with [9], we chose
α = 0.3 and α = 0.4, which have been proven to be optimal to achieving the best performance when
an FPA scheme is adopted. Figure 3 shows the simulation results.

As is shown in Figure 3, the IPA scheme leads to a higher total achievable data rate compared
with the conventional power allocation scheme whether α = 0.3 or α = 0.4, and the gain increases
with a decrease in α. However, it is obvious that the IPA scheme will cause serious unfairness between
the two users. Hence, adopting the IPA scheme solely for the NOMA-VLC system is not optimal; this
encouraged us to propose an adaptive power allocation scheme to achieve a better balance between
total achievable data rate and user fairness by choosing a suitable scheme, i.e., conventional or inverse,
and an optimal power allocation factor.
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Figure 2. NOMA-VLC system based on different power allocation schemes: (a) conventional power
allocation scheme; (b) inverse power allocation (IPA) scheme.
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Table 1. Simulation parameters. Legend: PD, photodiode.

Parameter Name, Notation Value

Vertical height, H 3 m
LED semi-angle, Φ1/2 60◦

Signal power, Pelec 1.25 mW
Channel bandwidth, B 20 MHz

Noise power spectral density, N0 10−21 A2/Hz
PD physical area, A 7.5 mm2

PD responsivity, Rp 0.48 A/W
PD’s field of view (FOV), ψFOV 50◦

Optical filter gain, Ts(ψk) 1
Refractive index, n 1.5

Power allocation factor, α 0.3
Residual interference fraction, ε 0.1

(a) 

(b) 

Figure 3. Total achievable data rate in conventional power allocation case and IPA case when:
(a) α = 0.3; (b) α = 0.4.
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4. Adaptive Power Allocation Scheme

In this section, we propose an adaptive power allocation scheme based on MADM, wherein the
total achievable data rate and user fairness are selected as decision parameters. Our goal was to choose
the most appropriate combination of a power allocation scheme and corresponding power allocation
factor, and the change in users’ location. Moreover, the choice space is a u × v matrix, where u is the
number of candidate schemes, i.e., u = 2, and v is the number of candidate power allocation factors,
which are discretized artificially. The concrete implementation process is as follows: first, the standard
deviation method [20], which uses mathematical variance information to solve the MADM problem, is
used to obtain the objective weight of each decision parameter; then, the technique for order preference
by similarity to the ideal solution (TOPSIS) [21], which makes the most of the information of the raw
data, is used to sort the candidate combinations in order to choose the best one.

According to the standard deviation method, the main steps used to obtain the objective weight
of each decision parameter are as follows:

First, the normalized decision matrix C is constructed as

C =

⎛⎜⎜⎜⎜⎜⎝
C11 C12

C21 C22

. . . . . .

. . . . . .
Cp1 Cp2

⎞⎟⎟⎟⎟⎟⎠, (10)

where p is the total number of candidate combinations and p = u × v = 2v, and elements Ck1, Ck2
are the normalized values of total achievable data rate and user fairness, respectively, when the k-th
candidate combination is chosen. As for the benefit parameters, their normalization can be given
by [22]

Cki =
Ski − min(Sxi, 1 ≤ x ≤ p)

max(Sxi, 1 ≤ x ≤ p)− min(Sxi, 1 ≤ x ≤ p)
, 1 ≤ k ≤ p, i = 1, 2, (11)

where Sk1 is the value of the total achievable data rate when the k-th candidate combination is chosen,
which can be calculated as Equations (8) and (9), and Sk2 is the value of user fairness when the k-th
candidate combination is chosen, which can be given by

Sk2 = min(R1|k ,R2|k )
max(R1|k ,R2|k )

=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

min( B
2 log2(1+

h1
2

h1
2α+(α+1)/ρ

), B
2 log2(1+

h2
2α

εh2
2+(α+1)/ρ

))

max( B
2 log2(1+

h1
2

h1
2α+(α+1)/ρ

), B
2 log2(1+

h2
2α

εh2
2+(α+1)/ρ

))
,

k ≤ p/2, r1 ≥ r2, or k > p/2, r1 ≤ r2

min( B
2 log2(1+

h1
2α

εh1
2+(α+1)/ρ

), B
2 log2(1+

h2
2

h2
2α+(α+1)/ρ

))

max( B
2 log2(1+

h1
2α

εh1
2+(α+1)/ρ

), B
2 log2(1+

h2
2

h2
2α+(α+1)/ρ

))
,

k ≤ p/2, r1 ≤ r2, or k > p/2, r1 ≥ r2,

(12)

where R1|k , R2|k is the achievable data rate of User 1 and User 2, respectively, when the k-th candidate
combination is chosen.

Second, the objective weight of each decision parameter is calculated as

wj =

√
p
∑

i=1
(Cij − 1

p

p
∑

i=1
Cij)

2

/(p − 1)

2
∑

j=1

√
p
∑

i=1
(Cij − 1

p

p
∑

i=1
Cij)

2

/(p − 1)

, j = 1, 2, (13)

where w1, w2, are the objective weights of the total achievable data rate and user fairness, respectively.
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Once we obtain the objective weight of each parameter, according to TOPSIS, the main steps
which must be used to choose the best candidate combination are as follows:

1. Construct the weighted normalized decision matrix D as:

D =

⎛⎜⎜⎜⎜⎜⎝
D11 D12

D21 D22

. . . . . .

. . . . . .
Dp1 Dp2

⎞⎟⎟⎟⎟⎟⎠ =

⎛⎜⎜⎜⎜⎜⎝
w1C11 w2C12

w1C21 w2C22

. . . . . .

. . . . . .
w1Cp1 w2Cp2

⎞⎟⎟⎟⎟⎟⎠ (14)

2. Determine the positive ideal solution matrix Y+ as:

Y+ =
(

Y+
1 Y+

2

)
=

(
max

k
(Dk1) max

k
(Dk2)

)
, k = 1, 2, · · · , p. (15)

3. Determine the negative ideal solution matrix Y− as:

Y− =
(

Y−
1 Y−

2

)
=

(
min

k
(Dk1) min

k
(Dk2)

)
, k = 1, 2, · · · , p. (16)

4. Calculate the Euclidean distance between each solution and the positive ideal solution as:

F+
k =

√√√√ 2

∑
i=1

(Dki − Y+
i )

2, k = 1, 2, · · · , p. (17)

5. Calculate the Euclidean distance between each solution and the negative ideal solution as:

F−
k =

√√√√ 2

∑
i=1

(Dki − Y−
i )

2, k = 1, 2, · · · , p. (18)

6. Calculate the relative proximity of each solution to the ideal solution as:

Gk =
F−

k
F+

k + F−
k

, 0 ≤ Gk ≤ 1, k = 1, 2, · · · , p. (19)

7. Find the best combination of a power allocation scheme and the corresponding power allocation
factor by:

argmax
k

Gk, k = 1, 2, · · · , p. (20)

Next, we extend the adaptive power allocation scheme to adapt to more realistic scenarios in
which M users exist and M > 2. For ease of identification, we further define α(i−1)i to describe the
power allocation factor between the (i − 1)-th user and the i-th one. As mentioned before, α(i−1)i can
be expressed as α(i−1)i = a2

i /a2
i−1, i = 2, · · · M. The concrete process with which to obtain the optimal

α(i−1)i, i = 2, · · · M is presented below.
First, we use α12, which is now a variable to be optimized, to express all the other power allocation

factors, namely, α23, · · · , α(M−1)M. According to GRPA, α(i−1)i = (h1/hi)
i, i = 2, · · · , M. Based on this

equation, it is easy to obtain the recursion relation of the power allocation factor: αi(i+1)/α(i−1)i =

h1hi
i/hi+1

i+1, i = 2, · · · , M. Following this recursion relation, we can easily express α23, · · · , α(M−1)M in
terms of α12. Next, we obtain the optimal α12 by means of the proposed adaptive scheme, in which the
Equations (8), (9) and (12) need to be extended to take the effect of all users on the decision parameters,
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namely, the total achievable data rate and user fairness, into account. Specifically, Equations (8), (9)
and (12) are extended as Equations (21)–(23), respectively.

Rtotal =
M
∑

k=1
Rk

= B
2 log2(1 +

(hMaM)2

M−1
∑

i=1
ε(hMai)

2+1/ρ

) +
M−1
∑

k=1

B
2 log2(1 +

(hkak)
2

k−1
∑

i=1
ε(hkai)

2+
M
∑

j=k+1
(hkaj)

2+1/ρ

),
(21)

R′
total =

M
∑

k=1
R′

k

= B
2 log2(1 +

(h1a′1)
2

M
∑

i=2
ε(h1a′i)

2+1/ρ

) +
M
∑

k=2

B
2 log2(1 +

(hka′k)
2

M
∑

i=k+1
ε(hka′i)

2+
k−1
∑

j=1
(hka′j)

2+1/ρ

),
(22)

Sk2 =
min(R1|k , R2|k , · · · , RM|k )
max(R1|k , R2|k · · · , RM|k ) or

min(R′
1|k , R′

2|k , · · · , R′
M|k )

max(R′
1|k , R′

2|k · · · , R′
M|k ) , Conventional or IPA, (23)

where ak, a′k can be expressed as follows:

ak =

⎧⎪⎨⎪⎩
√

1/(1 + α12 + α12 × α23 + · · ·+ α12 × α23 × · · · × α(M−1)M) , k = 1√
α12 × α23 × · · · × α(k−1)k/(1 + α12 + α12 × α23 + · · ·+ α12 × α23 × · · · × α(M−1)M) , k = 2, · · · , M

(24)

a′k =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

√
1/(1 + α(M−1)M + α(M−1)M × α(M−2)(M−1) + · · ·+ α12 × α23 × · · · × α(M−1)M)

, k = M√
αk(k+1) × · · · × α(M−1)M/(1 + α(M−1)M + α(M−1)M × α(M−2)(M−1) + · · ·+ α12 × α23 × · · · × α(M−1)M)

, k = 1, · · · , M − 1.

(25)

Substituting the expressions of α23, · · · , α(M−1)M into (24) and (25), we can also obtain ak, a′k in terms
of α12. Finally, once the optimal α12 is obtained, we can easily determine the optimal α23, · · · , α(M−1)M
in turn.

In order to make the proposed adaptive power allocation scheme clearer, a flow chart of the
specific implementation process is given in Figure 4.
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Figure 4. Flow chart of the proposed adaptive power allocation scheme.

25



Electronics 2019, 8, 381

5. Simulation Results and Discussion

In order to verify the feasibility of our proposed adaptive power allocation scheme, we conducted
a simulation analysis utilizing matrix laboratory (MATLAB) R2016a, and three scenarios were chosen
as examples: Scenario 1, M = 2; Scenario 2, M = 5; and Scenario 3, M = 10. In addition, the
simulation step rk was still set to 0.1 m and the simulation step of α was set to 0.01. Other parameters
were the same as in Table 1. Moreover, we also simulated these three scenarios with a GRPA scheme
and IPA scheme, respectively, in order to verify the superiority of our proposed scheme compared
with them. For Scenario 1, the simulation results are shown in Figure 5 with the ergodic positions of
both users taken into account. For Scenario 2 and Scenario 3, we randomly chose the combination of
positions of all users involved and tested each scheme ten times, with the simulation results shown in
Figures 6 and 7.

(a) 

(b) 

Figure 5. Cont.
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(c) 

Figure 5. Simulation results for Scenario 1 based on the proposed adaptive power allocation scheme,
gain ratio power allocation (GRPA) scheme, and IPA scheme, respectively: (a) total achievable data
rate; (b) user fairness; (c) optimal power allocation factor.

(a) 

Figure 6. Cont.
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(b) 

Figure 6. Simulation results for Scenario 2 based on the proposed adaptive power allocation scheme,
GRPA scheme, and IPA scheme, respectively, wherein the randomly generated combinations of
r1, r2, · · · , r5 for the 10 tests are (3.5309, 2.8755, 2.2167, 0.5458, 0.3096), (3.4397, 2.4176, 2.3547, 1.6103,
1.4316), (3.0480, 2.3202, 1.7318, 1.3096, 0.8124), (3.5805, 2.1633, 2.1595, 1.9316, 0.9357), (3.0654, 2.2295,
1.4686, 1.4371, 0.8664), (3.0212, 2.2223, 1.5741, 1.1445, 0.8263), (3.1828, 2.5616, 2.4763, 2.1451, 0.8921),
(3.5729, 2.9899, 2.1466, 0.7575, 0.1092), (3.4661, 2.6299, 2.5681, 1.3844, 0.8624), and (3.5628, 3.0949, 2.8034,
2.5635, 1.4087), respectively: (a) total achievable data rate; (b) user fairness.

(a) 

Figure 7. Cont.
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(b) 

Figure 7. Simulation results for Scenario 3 based on the proposed adaptive power allocation scheme,
GRPA scheme, and IPA scheme, respectively, wherein the randomly generated combinations of
r1, r2, · · · , r10 for the 10 tests are (3.5635, 2.9895, 2.6482, 2.2378, 2.1181, 1.2470, 1.0532, 0.9620, 0.9131,
0.3908), (3.3684, 2.9048, 2.6485, 2.0980, 1.7719, 1.6640, 0.9519, 0.8605, 0.3101, 0.1060), (3.5600, 2.5837,
2.4566, 2.1188, 1.6979, 1.6005, 1.0897, 0.9554, 0.6994, 0.2629), (3.4459, 2.9862, 2.5604, 2.5197, 1.1499,
1.0042, 0.3522, 0.1674, 0.1249, 0.1154), (3.4804, 2.4649, 2.3756, 2.1224, 1.8073, 1.2344, 1.0010, 0.8116, 0.5897,
0.4315), (3.3871, 2.8256, 2.0628, 1.9249, 1.7022, 1.2225, 0.4711, 0.2751, 0.1956, 0.0432), (3.6230, 2.5424,
2.5316, 2.4171, 2.4164, 1.9551, 1.0932, 0.6460, 0.6205, 0.4642), (3.2883, 2.3745, 2.3405, 2.1248, 1.4024,
1.0412, 0.6931, 0.4675, 0.4042, 0.3604), (3.0934, 2.2558, 1.8612, 1.4571, 1.2727, 0.8702, 0.8700, 0.6669, 0.4472,
0.2755), and (3.4347, 2.9254, 2.8023, 2.7768, 2.0362, 1.7961, 1.4943, 1.2546, 1.0903, 0.6240), respectively:
(a) total achievable data rate; (b) user fairness.

For Scenario 1, with regard to the proposed adaptive power allocation scheme, we can conclude
from Figure 5a,b that when the distance between the two users is large enough, namely, when one is
near the center of the optical attocell and the other one is near the edge, the total achievable data rate
approaches a maximum of about 2.5 × 105 bps and the user fairness approaches a minimum of about
zero. This is because the IPA scheme, which corresponds to the red region illustrated in Figure 5c,
is adopted in this case. Note that this case is less common than the one in which the conventional
power allocation scheme is adopted and that the value of the total achievable data rate and user
fairness varies smoothly between 0.3 × 105 bps and 1.2 × 105 bps, and between 0.9 and 1, respectively.
In addition, when comparing the proposed scheme with the GRPA scheme, we find that the total
achievable data rate increases greatly at a small cost of user fairness; when comparing the proposed
scheme with the IPA scheme, we find that the user fairness is improved greatly at a small cost of total
achievable data rate. Specifically, when the proposed scheme, GRPA scheme, and IPA scheme are
adopted, the mean values of the total achievable data rate are 9.7748 × 104 bps, 5.8142 × 104 bps, and
1.1455 × 105 bps, respectively, and the mean values of user fairness are 0.6913, 0.9989, and 0.2382,
respectively. Apparently, the total achievable data rate gain of the proposed scheme reaches 68.2%
compared to that of the GRPA scheme, while user fairness is reduced by only 30.8%; the user fairness
gain of the proposed scheme reaches 190.2% compared with that of the IPA scheme, while the total
achievable data rate is reduced by only 14.7%. Hence, we can conclude that the proposed adaptive
scheme facilitates a better balance between total achievable data rate and user fairness. Moreover,
from Figure 5c, we find that no matter which power allocation scheme is adopted, the optimal power
allocation factor follows these two rules: first, the optimal power allocation factor increases with
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decreasing distance between the two users; and second, when the distance between the two users
remains unchanged, the optimal power allocation factor increases with an increase in the mean
r1 and r2.

For Scenario 2, by considering Figure 6, we can easily obtain the mean values of the total achievable
data rate and user fairness based on the three schemes. Specifically, compared with the GRPA scheme,
the proposed scheme increases the total achievable data rate by about 38.51% at no cost of user fairness;
compared with the IPA scheme, the proposed scheme increases the user fairness by a factor of 66.6750
and reduces the total achievable data rate by only 0.8556. Similarly, for Scenario 3, we can conclude
from Figure 7 that the proposed scheme increases the total achievable data rate by about 32.54%
at no cost of user fairness compared with the GRPA scheme and improves the user fairness by a
factor of 156.6884 with a 90.97% loss of the total achievable data rate compared with the IPA scheme.
When considering Figures 5–7 comprehensively, we find that the performance gain of the proposed
scheme is relatively considerable, even with the increase in the number of users. The feasibility and
superiority of our proposed adaptive scheme is verified accordingly.

It should be emphasized that our proposed adaptive power allocation scheme is not only suitable
for the situation in which the IPA scheme is involved. If we aim to perform NOMA without sacrificing
user fairness, that is to say, if only the conventional power allocation scheme is considered, our
proposed adaptive scheme can also play a significant role in exploring the optimal power allocation
factor based on the real time location of users and the MADM algorithm.

6. Modeling of Optimal Power Allocation Factor for Mobile NOMA-VLC

In order to further study the change rule of the optimal power allocation factor for mobile
NOMA-VLC systems, we consider a mobile scenario, as shown in Figure 8, and establish the
fitting model of the optimal power allocation factor in that case, in which two users walk along
Trajectory 1 and Trajectory 2, respectively, with the same velocity (see Figure 8 for blue and red lines).
Other parameters are the same as in Table 1.

Figure 8. Movement trajectories of User 1 and User 2.

Based on our proposed adaptive power allocation scheme, we first obtain the optimal power
allocation factor along with the movement distance of the two users, in which the simulation step is
still set to 0.1 m. Then, we apply curve fitting techniques to establish the fitting model, in which the
“leave-one-out cross-validation (LOOCV)” method [23] is adopted to avoid over-fitting. Specifically,
we take four functions into account for curve fitting, i.e., exponential, Fourier, Gaussian, and sinusoidal.
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In addition, in order to guarantee the conciseness and effectiveness of the fitting model, we limit the
number of its terms to three or less, thus yielding 12 tests. Moreover, a nonlinear least squares (NLS)
method is adopted due to its intrinsic capability to fit a large range of functions and to produce good
estimates of the unknown parameters from small data sets. Based on a trust-region algorithm, this
method tries to refine the parameters by iterative optimization, and we set the maximum number of
iterations to 400. In the process, we used the root mean square error (RMSE) and R-square to assess
the fitting accuracy; a better fitting model possesses a smaller value of RMSE and a value of R-square
closer to 1. The best curve fitting is illustrated in Figure 9, and the corresponding RMSE value and
R-square value are 0.01627 and 0.9953, respectively.

Figure 9. Optimal power allocation factor versus movement distance.

Moreover, according to the curve fitting, the fitting model can be expressed as

αoptimal =
3

∑
j=1

lj exp(−((ζ − mj)/nj )̂2), (26)

where αoptimal denotes the optimal power allocation factor; ζ denotes the movement distance of users;
and the related coefficients lj, mj, and nj are presented in Table 2.

Table 2. Coefficients used in Equation (26).

Coefficient Value Coefficient Value Coefficient Value

l1 0.1299 m1 1.5 n1 0.08495
l2 0.2906 m2 1.5 n2 0.3375
l3 0.4018 m3 1.5 n3 0.99

Next, we extend the model of the optimal power allocation factor to adapt to more realistic
scenarios in which the transmitting power Pelec of the LED can be tunable. First, through simulations,
we observe that under different values of Pelec, the variation of αoptimal along with movement distance
may always be approximated as the sum of Gaussian functions as before, but with some shifting along
the y-axis. Hence, we assume the extended model as follows:

αoptimal = f (Pelec) +
3

∑
j=1

lj exp(−((ζ − mj)/nj )̂2). (27)
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In order to determine which functional form f (Pelec) obeys and the corresponding coefficients, we took
the polynomial, exponential, and Gaussian function forms into account and created a function nlinfit()
in MATLAB R2016a to perform nonlinear regression based on a data set. The resulting best-fitting
model with an RMSE of 0.029 was

αoptimal = t1 + t2Pelec + t3P2
elec + t4P3

elec +
3

∑
j=1

lj exp(−((ζ − mj)/nj )̂2), (28)

where the related coefficients t1, t2, t3, t4, lj, mj, and nj are presented in Table 3.

Table 3. Coefficients in Equation (28).

Coefficient Value

t1 −0.0223
t2 7.7957
t3 −2.3387 × 103

t4 1.8817 × 105

l1 0.1249
l2 0.2581
l3 0.3609

m1 1.5
m2 1.5
m3 1.5
n1 0.0999
n2 0.4032
n3 1.1839

In order to verify the model’s effectiveness under different Pelec values, we conducted a simulation,
with the result shown in Figure 10.

Figure 10. Optimal power allocation factor versus movement distance under different Pelec values.

7. Conclusions

In this paper, we put forward a novel concept named the “inverse power allocation (IPA)” which
can lead to a higher total achievable data rate compared to conventional power allocation systems, at
a cost of user fairness. Then, we proposed an adaptive power allocation scheme based on a MADM
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algorithm, in which the total achievable data rate and user fairness were considered comprehensively
via mathematical assessment; through simulation, the conditions under which the IPA scheme or the
conventional scheme will be adopted were observed and the optimal power allocation factor was
obtained according to users’ locations. Finally, after assuming users walk along certain trajectories, we
studied a variation model of the optimal power allocation factor along with users’ movement distances
utilizing the curve fitting technique and derived a fitting model.
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Abstract: Color independency is an important factor in visible light communication (VLC) systems.
This paper aims to review and summarize recent achievements in color-independent visible light
communication based on color space, with the main focus being on color-space-based modulation
(CSBM), termed as generalized color modulation (GCM), which allows VLC to adapt to any target
color. The main advantages of GCM are its color independency, reasonable bit error rate (BER)
performance during color variation, and dimming control. We also address our past research works
that aimed to achieve a color-independent visual MIMO system by incorporating the advantages
of GCM, which can lead to higher data rates over longer distances and improved performance,
using image processing in addition to color independency. Finally, two case studies are introduced
to demonstrate the potential applicability of a color-independent visual-MIMO system using
color-space-based modulation techniques.

Keywords: visible light communication; generalized color modulation; color-space-based
modulation; color independence; visual MIMO; wearable device; V2X

1. Introduction

Visible light communication (VLC) has recently become popular as an alternative to radio and
infrared communication systems [1–3]. Visible light has several features that distinguish it from radio
frequencies, such as the availability of unique bandwidths that are not subject to interference from
electromagnetic waves. At the same time, light-emitting diodes (LEDs) offer benefits over other light
sources, such as high speed, small size, long lifetime, and rapid switching. By combining these two
factors, it is possible to provide high-speed communication using VLC while maintaining the basic
functionality (e.g., illumination, displays, etc.) of visible light.

Compared to radio frequency (RF) communication systems, VLC systems offer distinct channel
characteristics and signal sources. Variable on-off keying (VOOK), variable pulse position modulation
(VPPM), multiple PPM (MPPM), pulse dual slope modulation (PDSM), orthogonal frequency division
multiplexing (OFDM), and subcarrier modulations are well-known modulation schemes of VLC
systems [4–8]. Note that intensity variation of the optical signal is the main key point of these
modulation schemes. In wavelength division multiplexing (WDM), different wavelengths are used to
multiplex various optical signals into a single optical fiber [9]. WDM can be used in VLC systems by
implementing it with LEDs of different wavelengths by varying the intensity of the signals to transmit
information data. To receive the transmitted data, a photodiode (PD) along with different band-pass
filters are used. Finally, the transmitted data is recovered by demodulating the received signal on PD.

Color-shift keying (CSK), the first color space-based modulation scheme, was proposed by the
IEEE 802.15.7 Task Group [10,11]. However, CSK is not suitable for communication under target color
variation and, in which case, CSK may exhibit lower performance than traditional intensity-based
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WDM [10]. The target color indicates the desired color for LED lighting. In a past paper [12],
constellation designs for CSK were examined using billiard algorithms, however, any analytical
verification could not be shown for the solution of constellation design for balancing color. In numerous
instances of the literature [13–16], to overcome this limitation, generalized color modulation (GCM),
one of the color-space-based modulation (CSBM) methods, was introduced and resolved for the
color-independent VLC systems. The term “color-independent” implies the independence of light
color and intensity variations. In this way, a VLC system can perform seamless communication that can
preserve the originality and brightness of lighting color. In other words, GCM allows communication
without compromising the original lighting color. As a result, any data stream can be delivered
using GCM regardless of the target color. GCM also has a number of other advantageous features,
such as dimming control, color independence, independence from the number of LEDs and PDs,
and acceptable BER performance in the presence of color variation. Figure 1 presents a simple
conceptual block diagram of a color-space-based VLC system in comparison to a carrier-signal-based
RF system.

Figure 1. Color-space-based visible light communication (VLC) system vs. carrier
signal-based RF system. (a) RF communication with carrier-based constellation; (b) VLC with
color-space-based constellation.

However, previous studies in wireless optical communication using visible light with photodiode
receivers have either been limited to short distances or have required complicated processing at the
receiver. Photodiodes can convert pulses at a fairly high rate but suffer from significant interference and
background light noise. As a result, the signal-to-noise ratio (SNR) is very low and the communication
range shortened. It is possible to overcome this data transmission rate limitation and thus realize
a larger transmission range by employing a camera as a receiver and a light emitting array as a
transmitter, based on visual multiple input multiple output (MIMO) [17,18].
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2. Light Color Spaces

Colors can be represented by various forms of color space, such as CIE1931 (CIEXYZ), CIE1976
(CIELUV), RGB, HSV, HSL, CMY, YUV (PAL), and YIQ (NTSC) [19]. In the color space, sources
(e.g., LEDs) and receiver (e.g., PDs) can be denoted as points. The minimum geometric area of a color
space that contains all LED points is defined as the gamut area. Inside this area, any color can be
created by combining the colors from the LEDs. The following two types of color space are particularly
useful for the system proposed in this paper.

2.1. Color Space CIE1931

We consider the CIE1931 color space because of its simplicity. The tristimulus values (X, Y, and Z)
represent the three primary color quantities of the three-component additive color model needed to
produce a target color [19].

X =
�

S(λ) x(λ)dλ, Y =
�

S(λ) y(λ)dλ, Z =
�

S(λ) z(λ)dλ (1)

In (1), λ indicates the wavelength (nanometers) of the monochromatic light for each corresponding
primary color. x(λ), y(λ), and z(λ) are the three color matching functions for the CIE1931 color space,
and S(λ) is the spectral power distribution of a light source. The three normalized tristimulus values
can be determined by

x =
X

X + Y + Z
, y =

Y
X + Y + Z

, z =
Z

X + Y + Z
(2)

x + y + z = 1 (3)

Using these normalized values, a CIE1931 color space chromaticity diagram can be produced [19].
The xy-plane of a chromaticity diagram is shown in Figure 2. The CIE1931 chromaticity diagram is not
perceptually uniform since it is derived from the human-eye response function.

To determine the color triple (X, Y, Z) from the (x,y) coordinates of the CIE1931 color space,
information for Y (luminance) must be known. We can calculate the tristimulus values using (2) and
(3) [19].

z = 1 − x − y, X =
x
y

Y, Z =
z
y

Y (4)

The (x, y) coordinates represent the colors in the CIE1931 color space. The colors can also
be represented by the proportion of R, G, and B in the RGB color space; the wavelength of a
monochromatic light source in these three channels is 700 nm, 546 nm, and 436 nm, respectively.
The XYZ and RGB coordinate systems have a linear relationship with each other, thus one can be
transformed into the other [19].⎡⎢⎣ X

Y
Z

⎤⎥⎦ =
1

0.17697

⎡⎢⎣ 0.4900 0.3100 0.2000
0.17697 0.81240 0.01063
0.0000 0.0100 0.9900
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B

⎤⎥⎦ (5)
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B
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Figure 2. CIE1931 color space chromaticity diagram [15].

2.2. Color Space CIE L*u*v* (CIELUV)

A detailed description of the CIELUV color space is included in a past paper [19]. The key
advantage of this color space is that the distance between two points is approximately proportional to
the perceived color difference. The color resulting from the addition of two different colors will fall on a
connecting line. CIELUV has better uniformity for perceived colors than does CIE1931. Therefore, our
proposed modulation schemes [13,14] are based on the CIELUV color space in order to have perceptual
uniformity that is close to that of the human eye in the transmitter (LEDs) and receiver (PDs).

3. Generalized Color Modulation

GCM was introduced to make the VLC system color-independent [13,14]. Using this scheme, it is
possible to send any data stream with multiple LEDs that are independent of the target color of the
VLC system. Color independency is one of the most important advantages of GCM over other VLC
modulation schemes. Because GCM can produce any target color within a gamut area by combining
other colors, it is possible to establish accurate communication using a VLC system while maintaining
the original color and brightness. The target color can also be demapped on the receiver side from
the received color symbols without having information about the target color. Generally, in WDM,
transmitter and receiver use a definite number of wavelengths. In contrast, in GCM, the number of
wavelengths can be chosen within the visible band depending on the application. In other words,
GCM is independent of the number of LEDs and PDs. In addition, a fixed total light intensity can
be maintained over time, which allows dimming control and flicker-free operation, whereas other
intensity-based modulations (e.g., OOK and PPM) alter the light intensity to send data.

To represent the target color, GCM uses a constellation diagram with 2m points (m-bit data) in a
color space, with each point in this diagram representing a transmitted data symbol. They are mapped
onto RGB LEDs using (4) and (6). On the receiver side, PDs detect the RGB intensities, from which the
(x, y) coordinates are determined using (5) and (2). Finally, the error boundary decision (EBD) and the
Euclidean distance are used to demap the received points into the original data symbols [15].

Because OFDM is known to be a useful modulation method for VLC systems for several
reasons [7,20,21], an OFDM-based VLC system that can be color independent using CSBM was
presented previously [22]. With all the promising advantages of OFDM, the proposed system can
be applied to all colors in the visible band. In a past paper [22], it demonstrated robustness of the
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proposed OFDM-VLC system to inter-symbol-interference (ISI) and a large peak-to-average power
ratio (PAPR) while maintaining color independency.

In GCM, we define the data symbols using a constellation diagram in the color space. We generate
the constellation based on two assumptions:

• The transmitted data symbols are selected in such a way that they are random and equidistant
from each other on the circumference of the constellation diagram.

• The changing rates of the target color are lower than the data rates.

To generate the constellation diagram, we consider two aspects when determining the points
in the light color space: (i) colors as symbols are used to determine a target color perceivable to the
human eye and (ii) the maximum distance between two adjacent constellation points are preferred in
the constellation diagram. In order to reduce the symbol error rate (SER), the first assumption is the
best choice because it minimizes the effect of interference. Additionally, the area of the constellation
diagram has to be maximized when the second aspect is considered.

The area of constellation diagram is maximized in two ways: (i) the coordinate of the target color
becomes the center of constellation diagram and (ii) the coordinates of the LEDs are used to form the
gamut area. Based on this, the maximum area of a constellation diagram is constructed by drawing the
largest circle inside the gamut area in a manner so that the center of the largest circle represents the
target color point. Figure 3 represents the generation of a constellation diagram with a target color [14].
In this case, the constellation points are arranged using a similar arrangement to that of RF circular
quadrature amplitude modulation (QAM). More examples of circle-type and line-type constellation
diagrams can be found in a past paper [16]. We suppose that equiprobable symbol transmission is
valid due to the compensation and interleaving algorithm. The target color can then be obtained from
the averaged RGB value with a number of symbols as described in (7),

(xt, yt) =

(
∑N

i=1 xi

N
,

∑N
i=1 yi
N

)
, (7)

where (xt, yt) denotes the position of the target color, (xi, yi) denotes the position of the ith symbol,
and N is the number of symbols used to calculate the moving average. From the sense of probability,
as N increases, (xt, yt) moves closer to the actual target color.

Figure 3. Generation of a constellation diagram in Color Space CIE L*u*v* (CIELUV) color space [14].
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4. CSBM-Based VLC System Description

Figure 4 presents the total representation of a CSBM-based VLC system [13,16]. After converting
the input from serial to parallel, we define the data symbols from the light color space using
constellation points. A point can be mapped to the intensities of n LEDs at the transmitter. The average
of every constellation point becomes the target color. The target color may be selected from the gamut
area, and the information data can be transmitted using constellation points corresponding to the
target color. Thus, the proposed system enables color-independent visible light communication. On the
receiving side, the target color information is optional because it can be generated from the average of
received data symbols [14]. After that, intensities at the PDs are amplified. Finally, after the demapping
operation, m-bit output is converted into a serial data stream.

A detailed explanation of mapping and demapping can be found in the literature [13,16].

Figure 4. System representation of a color-space-based modulation (CSBM)-based VLC [13].

Additive white Gaussian noise (AWGN) is assumed as channel noise. Typically, it is caused by
background lighting that can interfere with the VLC signal. Optical filters can be useful for minimizing
the noise, but even if the receiver is well designed, there may still be shot noise. On the receiver side,
three PDs with three RGB filters were used to detect the light. To obtain the target color on the receiver
side, the following cases are considered [15].

• Case-I (sending the target color): We add the target color information with the transmitted
data symbols using the LED intensities as header information, thus differentiating it from the
transmitted data symbols.

• Case II (without sending the target color): By taking a moving average of the received symbols,
we can determine the target color [14].

If the transmitter does not send the target color, many errors can occur while switching from
one target color to another. This looks similar to burst errors of RF communication because of the
appearance of a sequence of successive errors in the target color.

Figure 5 presents the BER performance of CSBM for both Case-I and Case-II, with and without
channel coding, respectively [15]. We can see that, unlike in Case I, the BER performance of Case II
deteriorates without channel coding because of the burst errors occurring during the transition period
when the transmitter does not send the target color. However, with channel coding, BER performance
is improved by minimizing the random and burst errors, and the improved result is almost similar to
that of Case-I.
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Figure 5. Bit error rate (BER) versus SNR for Case-I and Case-II (with and without channel coding) [15].

We used MATLAB to simulate our proposed system. The simulation model is represented in
Figure 6 [14]. First, a built-in MATLAB function was used to generate random data. FEC coding (1/2
convolutional coding) and interleaving were then adopted for the input data bits. Following GCM
mapping, the data bits were mapped onto LED modules. Because AWGN is used as noise in our
model, it was added to the transmitted data. We model the AWGN depending on channel SNR using
MATLAB. On the receiver side, deinterleaving and Viterbi decoding were used after GCM demapping
to retrieve the data. The Euclidean distance was used for symbol decision during the GCM demapping
process. Finally, the received data is compared with the transmitted data to calculate the BER.

Figure 6. Simple simulation model used to demonstrate the proposed generalized color modulation
(GCM)-based VLC system [14].

Figure 7 presents the generation of three target colors for the transmitter and their corresponding
symbols in the CIELUV color space [13,14]. Figure 8 displays the BER performance for the three
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single target colors [13,14]. BER performance differs noticeably because of the different sizes of the
constellation diagrams for each target color.

Figure 7. Generation of constellations points corresponding to three target colors in the CIELUV color
space [13].

Figure 8. Comparison of BER vs. SNR for three target colors [13].
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5. Visual MIMO with Color-Space-Based Modulation

In a past paper [17], it was shown that higher data rates are possible in long-range transmissions
for mobile optical communications by a camera using the concept “visual-MIMO”. According to the
concept, the optical transmission of a light-emitting array is received by the photodetector elements
(i.e., pixels) of a camera. The image sensor of a camera consists of these pixels, defined as an array of
receiver which is inherently highly directional. This system provides a degree of freedom in selecting
and combining a subset of receiver elements that receive a strong signal from the transmitter and
have a large SNR. Conceptually, this visual MIMO system may be quite similar to RF-MIMO antenna
selection, but visual-MIMO has less overhead and less complexity to process at the camera receiver
due to the use of image processing and computer vision algorithms [17].

Figure 9 presents the color-independent visual-MIMO communication system [23,24]. GCM-based
visual-MIMO helps to achieve better performance in terms of SER than conventional light-emitting
diode (LED) communication. Using this scheme, it is possible to transmit different colors (symbols) at
the same time through LED array. Most importantly, the proposed visual -MIMO system can easily
adapt to changes in the target color via image processing [23,24].

Figure 9. Color-independent visual MIMO transceiving process [23].

In general, the capacity of a color-independent visual MIMO system depends on the number of
bits per symbol, the array size (M×M), and the frame rate of the camera. The capacity of the proposed
system is defined as,

Capacity [bps] = n [bps/symbol]× N [symbols/frame]× F [frames/ sec], (8)

where N = M × M.

6. Time-Sharing-Based Synchronization for Color-Independent Visual-MIMO

An appropriate synchronization method for a color-independent visual-MIMO system was
proposed previously [25]. Usually, LEDs send data at much higher speeds than the camera’s frame
rate. To solve this problem, we proposed an effective method of synchronization by time sharing
information data with synchronization data, even though the camera frame rate is much lower than
the desired data rate [25]. We were able to generate information and synchronization data as shown in
Figure 10 without violating the purpose of GCM [25].
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Figure 10. Structure of the transmitted data for time-sharing-based synchronization [25].

The white (D) and blue (S) sections represent information symbol (color) data and synchronization
data, respectively. Here, S1 − SN are symbols generated from the color-space-based constellation.
Figure 11 presents the synchronization flow chart for a color independent visual-MIMO system on the
receiver side [25].

Figure 11. Synchronization flow chart for a color-independent visual-MIMO system on the receiver
side [25].

This time-sharing-based synchronization can overcome synchronization and flickering problems
in a color-independent visual-MIMO system. While maintaining the uniformity of color,
synchronization is possible when the LEDs flicker at a higher rate than the camera’s frame rate.
This is an advantage for the human eye in that it is not able to detect this high-speed flickering.
Therefore, this method not only maintains the function of the desired lighting source but also presents
the possibility of communication with commercial cameras.

7. Case Studies of Color-Independent Visual-MIMO

Various applications are possible for visual-MIMO based communication. For example, novel
advertising systems may use smartphone cameras to receive product information from electronic
billboards. In addition, in museums, kiosks can display information for cell phone cameras, such as
maps, images, and customized audio tours. This kind of communication system can also be used
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in vehicle-to-vehicle (or road), robot-to-robot, and hand-held displays to fixed surveillance cameras.
In this section, we will discuss two applications of a color-independent visual-MIMO system: (1) fusion
research combining fashion and technology and (2) V2X communication.

7.1. Wearable Visual MIMO

With the growth in the wearable device market, various wearable devices have utilized
LEDs for wearable interaction. This is an attempt to combine color-space-based visual-MIMO
systems with wearable devices in order to extend the use of LEDs in existing wearable devices
to user-oriented interaction.

The design of LED light, which is a practical medium for the transmission of data in a VLC system,
must be carefully considered because of its visible characteristics. Most of the existing VLC systems
have been based on the use of white light, so the technology should not be simply applied to wearable
devices (i.e., fashionable design) as it is. Communication using RGB LEDs, which are used in wearable
devices, can be controlled by two parameters: lighting color and brightness. However, for designers,
determining the color and brightness of an LED to be embedded in wearable smart fashion is a very
important design issue. Thus, because the color and brightness of the light can vary in accordance
with the fashion designer’s wishes, seamless communication should be guaranteed for all variations
of color and brightness. Given these factors, the color independency of GCM is an essential feature
for fashion design. Designers can choose the color and brightness for their design, and engineers
can use GCM to set the symbol color to match the chosen color and brightness. Figure 12 presents a
transceiving block diagram of a GCM-based color-independent visual-MIMO system with the addition
of an LED light design stage [26].

Figure 12. GCM-based visual MIMO transceiving process including the design of LED lights [26].

Figure 13 displays a fashion smart module using fasteners based on a color-independent
visual-MIMO platform that is currently under development [26]. The LED array embedded in the
strapped cuffs and the zipper slider acts as transmitter for the visual-MIMO system, and the data to be
transmitted can be controlled using a smartphone connected with Bluetooth. The transmitted data can
be received via a separate device (e.g., a smartphone) with a built-in camera.

The color-independent visual MIMO platform combined with wearable devices is expected
to become another means by which users can express their personality in the customized and
user-centered wearable device market. For this purpose, the systematic development of software
algorithms and hardware design is required for the adaptive application of this technology to various
wearable devices in clothing, shoes, and accessories.
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Figure 13. A smart module consisting of strapped cuff and zipper slider fasteners based on a
color-independent visual-MIMO platform [26].

7.2. V2X Communication

The communication between a vehicle and other devices is another application of visual-MIMO
systems. This approach has been described in our research work [23]. Figure 14 shows an example
of V2X communication. We proposed two methods for V2X communication using visual-MIMO
networking: multipath transmission and multinode (multiple access) communication. Multipath
transmission can be used when the distance between the source and destination is far. Information
transmitted to the destination node can be relayed via other nodes. For example, a relay vehicle
can be used to transfer data. This feature of the network allows multipath transmission, similar to
cooperative RF communication, but with lower coordination overhead [23]. We may also consider
another multiple access communication in which a destination node can receive the information from
multiple source nodes simultaneously. If the light sources of multiple nodes do not overlap within
the field of view of the camera during V2X communication, it is possible to receive each light source
by separating multiple sources through image processing techniques. To avoid the overlap of the
multiple light sources, a divided region of interest (ROI) method by dividing communication area has
been proposed [23]. Then, we may achieve the simultaneous multiple access communication without
interchannel (inter-node) interferences.

Figure 14. Example of V2X communication [23].

8. Future Research

LED color detection is a challenge in visual-MIMO systems. In a past paper [27], we used
regression analysis in LED color detection for both high and low environmental light intensities,
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representing a simple machine-learning approach. In this strategy, we first detected each LED image
from the whole LED array image. We then manually extracted some features for training the LED
images to establish a multiple linear regression model. Finally, we obtained the multiple linear
regression model to predict the color of the LED images. Using our trained multiple linear regression
model, the color closeness accuracy was close to 90% for high and low environmental light intensities.
For this work, we designed an experimental setup with a smartphone camera as a receiver, a light
meter (CL-200A) for measuring environmental light intensity, and two tripods to fix the smartphone
and transmitter in front of two light sources in a dark black room. The distance between the transmitter
and smartphone was 30 cm. The details of the experimental setup and measurements are described in
our previous work [27]. Based on this research [27], it is clear that machine learning is a promising
approach for the visual-MIMO system. In the near future, this machine-learning approach can be
used to predict LED color from LED images based on the distance and angle between the transmitter
and receiver for different environmental light intensities. We also intend to measure and analyze the
communication performance of this approach.

Visual-MIMO is the part of the VLC system. We have given some examples of visual-MIMO
communication systems. Other researchers [28–30] focus on the sustainability of the indoor VLC in
heterogeneous network. They pointed out technical challenges like handover, resource management,
interference minimization, and optimization of channel capacity in this field. These topics are
prominent to establish a complete network using VLC combining with an RF network. In the future,
we will survey the suitability of our visual-MIMO scheme in indoor applications by considering above
mentioned challenges.

9. Conclusions

In this paper, we first reviewed the design and performance of color-space-based modulation
for a VLC system that is independent of the target color. This included a summary of
current universal manipulation methods, such as color space selection, constellation generation,
and mapping-demapping processes, that are uniquely suitable for the manipulation of light signals
in the transceiving of data in typical VLC systems. We then described our research works which we
underwent with the goal of achieving a color-independent visual-MIMO system that incorporates
all of the advantages of GCM, generating higher data rates over larger distances, and improving
performance by using image processing in addition to color independency. Besides, we described an
algorithm for time-sharing-based synchronization that is vital for LED array-to-camera communication.
We also demonstrated two practical applications of a GCM-based visual-MIMO system. Finally, we
were able to establish that machine learning could be useful component of GCM based visual
MIMO communication.

Author Contributions: The manuscript had been written by T.-H.K; he also designed the experiments. J.-E.K.
helped to perform the experiments as well as analyze the results. Y.-H.K described the fusion research combining
the color-space-based visual-MIMO systems with wearable devices. As the corresponding author, K.-D.K.
proposed the idea as well as supervised the research; he wrote the manuscript.

Funding: This research was supported by the Basic Science Research Program through the National Research
Foundation (NRF) of Korea funded by the Ministry of Education [2015R1D1A1A01061396] and was also supported
by the National Research Foundation of Korea Grant funded by the Ministry of Science, ICT, Future Planning
[2015R1A5A7037615].

Conflicts of Interest: The authors declare no conflicts of interest.

References

1. Komine, T.; Nakagawa, M. Fundamental Analysis for Visible-Light Communication System using LED
Lights. IEEE Trans. Consum. Electron. 2004, 50, 100–107. [CrossRef]

2. Elgala, H.; Mesleh, R.; Haas, H. Indoor Optical Wireless Communication: Potential and State-of-the-Art.
IEEE Commun. Mag. 2011, 41, 56–62. [CrossRef]

47



Electronics 2018, 7, 190

3. Ergul, O.; Dinc, E.; Akan, O.B. Communicate to illuminate: State-of-the-art and research challenges for
visible light communications. Phys. Commun. 2015, 17, 72–85. [CrossRef]

4. Lee, K.; Park, H. Modulations for visible light communications with dimming control. IEEE Photonics
Technol. Lett. 2011, 23, 1136–1138. [CrossRef]

5. Anand, J.M.; Mishra, P. A novel modulation scheme for visible light communication. In Proceedings of the
2010 Annual IEEE India Conference (INDICON), Kolkata, India, 17–19 December 2010; pp. 1–3. [CrossRef]

6. Hashemi, S.K.; Ghassemlooy, Z.; Chao, L.; Benhaddou, D. Orthogonal frequency division multiplexing for
indoor optical wireless communications using visible light LEDs. In Proceedings of the 2008 6th International
Symposium on Communication Systems, Networks and Digital Signal Processing (CSNDSP), Graz, Austria,
25 July 2008; pp. 174–178. [CrossRef]

7. Afgani, M.Z.; Haas, H.; Elgala, H.; Knipp, D. Visible light communication using OFDM. In Proceedings of
the 2nd International Conference on Testbeds and Research Infrastructures for the Development of Networks
and Communities (TRIDENTCOM 2006), Barcelona, Spain, 1–3 March 2006. [CrossRef]

8. Sugiyama, H.; Haruyama, S.; Nakagawa, M. Experimental investigation of modulation method for
visible-light communication. IEICE Trans. Commun. 2006, E89-B, 3393–3400. [CrossRef]

9. Khan, T.A.; Tahir, M.; Usman, A. Visible light communication using wavelength division multiplexing for
smart spaces. In Proceedings of the 2012 IEEE Consumer Communications and Networking Conference
(CCNC), Las Vegas, NV, USA, 14–17 January 2012; pp. 230–234. [CrossRef]

10. Yokoi, A.; Samsung Yokoham Research Institute. Color multiplex coding for VLC. In IEEE P802.15 Working
Group for Wireless Personal Area Networks (WPANs); Institute of Electrical and Electronics Engineers (IEEE):
Piscataway, NJ, USA, 2008.

11. IEEE Standard for Local and Metropolitan Area Networks—Part 15.7: Short-Range Wireless Optical
Communication Using Visible Light. IEEE Stand. 802.15.7 2011. [CrossRef]

12. Drost, R.J.; Sadler, B.M. Constellation design for color-shift keying using billiards algorithms. In Proceedings
of the 2010 IEEE GLOBECOM Workshops (GC Wkshps), Miami, FL, USA, 6–10 December 2010; pp. 980–984.
[CrossRef]

13. Das, P.; Kim, B.-Y.; Park, Y.; Kim, K.-D. A New Color Space Based Constellation Diagram and Modulation
Scheme for Color Independent VLC. Adv. Electr. Comput. Eng. 2012, 12, 11–18. [CrossRef]

14. Das, P.; Kim, B.-Y.; Park, Y.; Kim, K.-D. Color-independent VLC based on a color space without sending
target color information. Opt. Commun. 2013, 286, 69–73. [CrossRef]

15. Das, P.; Park, Y.; Kim, K.-D. Performance improvement of color space based VLC modulation schemes under
color and intensity variation. Opt. Commun. 2013, 303, 1–7. [CrossRef]

16. Das, P.; Park, Y.; Kim, K.-D. Performance analysis of color-independent visible light communication using a
color-space-based constellation diagram and modulation scheme. Wirel. Pers. Commun. 2014, 74, 665–682.
[CrossRef]

17. Ashok, A.; Gruteser, M.; Mandayam, N.B.; Silva, J.; Dana, K.; Varga, M. Challenge: Mobile optical networks
through visual MIMO. In Proceedings of the MobiCom’10: Sixteenth Annual International Conference on
Mobile Computing and Networking, Chicago, IL, USA, 20–24 September 2010; pp. 105–112.

18. Ashokz, A.; Gruteserz, M.; Mandayamz, N.; Dana, K. Characterizing Multiplexing and Diversity in Visual
MIMO. In Proceedings of the 45th Annual Conference on Information Sciences and Systems (CISS), Baltimore,
MD, USA, 23–25 March 2011; pp. 1–6. [CrossRef]

19. Berns, R.S. Billmeyer and Saltzman’s Principles of Color: Technology, 3rd ed.; Wiley: New York, NY, USA, 2000;
Chapter 2; ISBN 978-0-471-19459-0.

20. Elgala, H.; Mesleh, R.; Haas, H.; Pricope, B. OFDM visible light wireless communication based on white
LEDs. In Proceedings of the 2007 IEEE 65th Vehicular Technology Conference—VTC2007-Spring, Dublin,
Ireland, 22–25 April 2007; pp. 2185–2189. [CrossRef]

21. Lee, D.; Choi, K.; Kim, K.-D.; Park, Y. Visible light wireless communication based on predistorted OFDM.
Opt. Commun. 2012, 285, 1767–1770. [CrossRef]

22. Das, P.; Park, Y.; Kim, K.-D. Performance of color-independent OFDM visible light communication based on
color space. Opt. Commun. 2014, 324, 264–268. [CrossRef]

23. Kim, J.-E.; Kim, J.-W.; Park, Y.; Kim, K.-D. Color-Space-Based Visual-MIMO for V2X Communication. Sensors
2016, 16, E591. [CrossRef] [PubMed]

48



Electronics 2018, 7, 190

24. Kim, J.-E.; Kim, J.-W.; Kim, K.-D. LEA Detection and Tracking Method for Color-Independent Visual-MIMO.
Sensors 2016, 16, 1027. [CrossRef] [PubMed]

25. Kwon, T.-H.; Kim, J.-E.; Kim, K.-D. Time-Sharing-Based Synchronization and Performance Evaluation of
Color-Independent Visual-MIMO Communication. Sensors 2018, 18, E1553. [CrossRef] [PubMed]

26. Kim, J.-E.; Kim, Y.-H.; Oh, J.-H.; Kim, K.-D. Interactive Smart Fashion using User-oriented Visible-Light
Communication: The Case of Modular Strapped Cuffs and Zipper Slider Types. Wirel. Commun. Mob. Comput.
2017, 2017, 1–13. [CrossRef]

27. Banik, P.P.; Saha, R.; Kim, K.-D. Regression analysis for LED color detection of visual-MIMO system.
Opt. Commun. 2018, 413, 121–130. [CrossRef]

28. Seguel, F.; Soto, I.; Iturralde, D.; Adasme, P.; Nuñez, B. Enhancement of the QoS in an OFDMA/VLC system.
In Proceedings of the 2016 10th International Symposium on Communication Systems, Networks and Digital
Signal Processing (CSNDSP), Prague, Czech Republic, 20–22 July 2016; pp. 1–5. [CrossRef]

29. Tsiropoulou, E.E.; Vamvakas, P.; Papavassiliou, S. Resource Allocation in Next-Generation Broadband Wireless
Access Networks; Singhal, C., De, S., Eds.; IGI Global: Hershey, PA, USA, 2017; Chapter 10.

30. Lin, B.; Tang, X.; Ghassemlooy, Z.; Lin, C.; Li, Y. Experimental Demonstration of an Indoor VLC Positioning
System Based on OFDMA. IEEE Photonics J. 2017, 9, 1–9. [CrossRef]

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

49



electronics

Article

Visible Light Communication System Based
on Software Defined Radio: Performance Study
of Intelligent Transportation and Indoor Applications

Radek Martinek *,†, Lukas Danys *,† and and Rene Jaros *,†

Department of Cybernetics and Biomedical Engineering, Faculty of Electrical Engineering and Computer
Science, VSB–Technical University of Ostrava, 17. listopadu 15, 708 33 Ostrava, Czech Republic
* Correspondence: radek.martinek@vsb.cz (R.M.); lukas.danys@vsb.cz (L.D.); rene.jaros@vsb.cz (R.J.);

Tel.: +420-721-009-971 (R.M.); +420-734-239-361 (L.D.); +420-774-650-522 (R.J.)
† These authors contributed equally to this work.

Received: 28 February 2019; Accepted: 10 April 2019; Published: 15 April 2019

Abstract: In this paper, our first attempt at visible light communication system, based on software
defined radio (SDR) and implemented in LabVIEW is introduced. This paper mainly focuses on two
most commonly used types of LED lights, ceiling lights and LED car lamps/tail-lights. The primary
focus of this study is to determine the basic parameters of real implementation of visible light
communication (VLC) system, such as transmit speed, communication errors (bit-error ratio, error
vector magnitude, energy per bit to noise power spectral density ratio) and highest reachable distance.
This work focuses on testing various multistate quadrature amplitude modulation (M-QAM). We have
used Skoda Octavia III tail-light and Phillips indoor ceiling light as transmitters and SI PIN Thorlabs
photodetector as receiver. Testing method for each light was different. When testing ceiling light,
we have focused on reachable distance for each M-QAM variant. On the other side, Octavia tail-light
was tested in variable nature conditions (such as thermal turbulence, rain, fog) simulated in special
testing box. This work will present our solution, measured parameters and possible weak spots,
which will be adjusted in the future.

Keywords: multistate quadrature amplitude modulation (M-QAM); visible light communication
(VLC); software defined radio (SDR); sofware defined optics (SDO); LED tail-light; LED indoor
ceiling light; vehicle-to-everything (V2X); nature conditions (thermal turbulence, rain, fog);
bit-error ratio (BER)

1. Introduction

In recent years, visible light communication (VLC) surfaced as an alternative to classical radio
frequency (RF) technology [1–3]. Current communication bands often lack free channels, which is
notable particularly in Wi-Fi or in industrial, scientific and medical bands. VLC is an optical wireless
standard which operates from 380 to 780 nm, using a visible light source as a signal transmitter,
free space environment as transmission medium and the appropriate photodiode/photodetector
as a receiver. VLC seems to be capable technology for short-range or possibly in the future even
long-range communications. Future appliances vary greatly, spanning from vehicle-to-vehicle [4–9]
communications, infrastructure-to-vehicle communications or simply as an alternative to typical local
area networks (LAN) [10,11].

A number of papers focused on multiple VLC technologies [12]. Light-fidelity (Li-Fi) [13–20]
is slowly surfacing as commercially available alternative to Wi-Fi [21]. Orthogonal frequency division
multiplexing in car-to-car was tested in real-world driving scenarios by Shen et al. [22].

VLC on software defined radio (SDR) [23,24] is evolving quickly. In 2011, a 1 Mbps video stream
was achievable over 3 meters, when deployed on custom LED matrixes [25]. In 2015, Hussain et al.
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tested the implementation of IEEE 802.15.7, they achieved results according to this standard, however
transmission distance was limited to 1 m [26]. Nowadays, we are testing longer distances and mainly
higher data rates, even on commercial light sources.

Rapid expansion of LED is crucial for this technology, as it offers multiple advantages such as
long lifespan, low power consumption, high tolerance to humidity, high efficiency, and fast switching.
However the main advantage of VLC based on LED is the use of the visible spectrum (380–780 nm).
For this reason LED can perform communication functionality while maintaining the original function
as illumination lighting. In this paper, we used commercially available and currently used light sources.
For this purpose, a Skoda Octavia III tail-light without any modifications was chosen. To test indoor
deployment, we have also used Phillips Fortimo DLM 300 44 W/840 Gen3 [27]. Avalanche photodiodes
(APD) and positive-intrinsic-negative (PIN) detectors are commonly used as receivers. We used
Thorlabs PDA36A-EC PIN [28] photodetector with 13 mm2 of active area as receiver, since it was the
most suitable candidate from available portfolio.

Our work is aimed at implementation of a vehicle-to-everything (V2X) system with highly
modular design [29–31]. For this reason, we have developed a system, based on SDR. Each individual
component can be swiftly exchanged, without any necessary adjustments to original code. Concept
of V2X is based on the passing of information from a vehicle to any appropriate entity and vice
versa. It is also often divided into different subsections, such as vehicle-to-infrastructure (V2I) [32,33],
vehicle-to-network (V2N) [34,35], vehicle-to-vehicle (V2V) [36,37], vehicle-to-pedestrian (V2P) [35,38],
vehicle-to-device (V2D) [39,40] and vehicle-to-grid (V2G) [41,42], vehicle-to-home (V2H) [43,44]. To test
these concepts, we have also built our own testing polygon named BroadBAND light. As Skoda cars
are the most widespread vehicles in the Czech Republic, we have picked Skoda Octavia III tail-light
as the transmitter in V2X scenarios. So far, the partnership with manufacturers of these lights have
yielded results, as we have received multiple samples of planned or already available products for
testing. Philips Fortimo DLM300 is the most deployed LED indoor ceiling light in Czech Republic,
so we used it in indoor experiments. Most Czech public institutions deploy exactly this type–testing it
is the most logical step, as we can use every ceiling light at our university as transmitters.

Figure 1 describes different ways of V2X communication [30,45,46], mentioned earlier. V2V is a
system, which enables car to communicate with each other. Its main goal is to reduce vehicle collisions
and crashes. It will be a backbone of multiple levels of autonomy, delivering assisted driver services
like collision warnings [32,47,48]. One key issue with V2V is that to be most effective, it should reside
in all cars on the road. However, this technology has to start somewhere, so car manufacturers are
slowly introducing their solutions. V2D is a system, that links cars to many external receiving devices
and will be particularly useful to bikers. Vehicles can communicate with V2D device on cycle to
alert rider to potential danger or to avoid accidents [39,40,49]. V2P is a system which should be
particularly useful to elderly persons, school kids and physically challenged persons. V2P maintains a
link between pedestrian’s smart devices and vehicles to act as an advisory to avoid collisions [50,51].
V2H communications involve a link between a vehicle and the owner’s home, sharing the task of
providing energy [52,53]. During power outages, a vehicles battery can be used as a critical power
source. V2G is a system which can communicate with the power grid to adjust the vehicle’s charging
rate [54,55]. It will be an element in some electric vehicles and is used as a power grid modulator to
dynamically adjust to the energy demand [56].
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Vehicle-to-Vehicle

Vehicle-to-Device

Vehicle-to-Pedestrian

Vehicle-to-Home

Vehicle-to-Grid

Vehicle-to-Infrastructure

Figure 1. Vehicle-to-everything scenarios communication.

Figure 2 describes proposed different ways of indoor visible light communication (VLC)
communication. Smart lighting inside smart buildings provides the infrastructure for illumination,
control and communications and will greatly reduce energy consumption within a building. Smart
appliances, meters or factory applications, especially in dangerous conditions are all possible
target devices. Direct connection between mobile devices might be possible as well, since modern
smartphones have illumination LEDs which might be used as transmitters and cameras, which
could work as receivers. There are advantages of using VLC in hospitals and healthcare [57–60]. RF
technologies are mostly undesirable in certain parts of hospitals, especially around MRI scanners and
in operating theatres. VLC deployment in aviation is also desirable. Radio is undesirable in passenger
compartments of aircrafts. Modern aircrafts already use LEDs for illumination, so VLC might replace
wiring to passenger seats. This might reduce aircraft construction costs and weight [61,62].

Light-to-Smart Metering

Light-to-Smart Appliances

Light-for-Internet Access

Light in Dangerous Environment

Light-to-Medical Devices

Light-to-Wearable DevicesVLC-based positioning

Light-to-Machine

Figure 2. Indoor VLC scenarios.

Factory applications are especially interesting. There are multiple benefits to machine to machine
VLC solutions (machine-to-machine communication - M2M [20,63–66]). Smart factories could be built
upon enhanced industrial instrumentation, such as advanced sensors or meters. VLC can be also
used to coordinate the movement and timing of robots in manufacturing settings, such as automobile
factories. It can provide location-based communications to automated guided carts and “smart cart”
robots or provide drone-to-station communications for precise, interference-free movement, drop
zones and landing sites [67,68].

Vehicular visible light communication (V-VLC) [46,69–73] is often described as supplementary
or “sister” technology to planned 5G [31]. There is also a concept of social internet of vehicles
(SIOV) [74–76], which is based on LTE/4G network, consisted of multiple road side units (RSU) based
on eNodeB base stations and on-board units (OBU) with LTE/4G capabilities. SIOV consists of multiple
entities, which are treated as nodes connected to each other via links. However this concept can be
further expanded by VLC implementation. Daytime running lamps (DRL) are often mandatory in
European countries and optional VLC capabilities would possibly save energy needed to maintain
continual 4G/5G connection [77,78].
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Multiple teams implemented VLC using SDR and LabVIEW, with different success. A turkish
team successfully carried out a number of experiments, using simpler on-off keying (OOK) and
variable pulse position modulation (VPPM) modulations [79]. Another team from Chile managed to
implement their own system using similar hardware [7]. However, there are two main concerns. Both
teams do not mention their maximal reached transmit speed and the used photodetector (PDA36A) is
certainly a limiting factor, as we have run a number of tests on it as well. According to manufacturer’s
datasheet, increasing gain of its trans-impedance amplifier significantly limits useable bandwidth.
According to the state of art study, universal software radio peripherals(USRPs) are more than capable
of being used in VLC experiments [80]. They also mention the necessary adjustments and possible
limitations of lower end (USRP 292X) models. That’s why we switched to much more powerful and
newer models which will be used in future experiments [7,79–82].

As mentioned before, the described system is our team’s first attempt at SDR VLC quadrature
amplitude modulation(QAM) system. Different teams have already delved into different problematics,
such as adaptive modulation schemes [83]. Multiple input multiple output design described by
Deng et al. 2017 [84] is already implementing higher state QAM modulation schemes capable of
adaptive switching. Designing similar systems based on orthogonal frequency division multiplexing
(OFDM) will be a topic of imminent research, as we are already switching to more capable hardware
components [85,86]. Khalid et al. investigated the implementation of a VLC system based on DAQ
hardware [87]. This system is however very limited performance-wise. The second iteration of our
prototype will be also based on LabVIEW, but we are focusing on field programmable gate array
(FPGA) implementation, as it will increase performance dramatically.

There are multiple advantages to practical implementation of VLC. Each of presented solution
has its own use and advantages. When approaching the problems of V2V communication, the natural
conditions are major concerning factor, as they significantly vary throughout the year. Carrying out a
number of experiments in this area is a logical first step in implementation of channel equalization,
as we estimate it will significantly improve transmit speeds or reachable distance. Also we tested our
modular platform in previously mentioned conditions, as it will become a basic platform, which will
be modified and improved in the future. Currently, we are exploring outdoor car lamps, tail-lights,
and indoor ceiling lights, as these light sources that are the most perspective. In the future we will also
include street lamps, as V2I and V2V outdoor experiments will be carried out in previously mentioned
testing polygon, which is already running on LEDs, so every lamp is prepared for VLC.

Tsiropoulou et al. [88] have investigated problematics of non-orthogonal multiple acces (NOMA)
vs. orthogonal frequency division multiple access (OFDMA) approach [89–91]. According to her,
NOMA offers us multiple advantages, such as considerable interference mitigation or simultaneous
bandwidth utilization. Also due to the absence of resource block per user, NOMA can sufficiently
accommodate more users than OFDMA. Modern mobile networks based on LTE use the OFDMA
approach, as it is a basis of LTE standardization. Car manufacturers are currently enrolling LTE modules
into vehicles and are preparing for 5G transfer. Currently, 5G is surfacing technology, which was
deployed in only a limited number of countries. However 5G is based on NOMA, so its implementation
in VLC is necessary if both technologies should coexist or work in conjunction. Lin et al. also tested
hybrid NOMA/OFDMA approach with partial success [92].

Tsiropoulou et al. [93] propose a concept of visible light communication local area networks
(VLC-LANs), where users are served by optical access points (OAPs). In this scenario, VLC-LANs [94]
are presented as alternative to macrocell area coverage. Two-tier VLC topology is considered, mostly
for indoor and outdoor coverage. The system is based on OFDMA, basically to be ready for LTE
incorporation. Each user communicates directly with a single OAP via communication link. OAPs
total bandwidth is divided into subcarriers, which are organized in resource block (RB). Each RB is
occupied exclusively by one user. This concept could be easily adapted for 5G by introduction of
NOMA, as discussed earlier.
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2. Experimental Setup

Experimental setup is based upon application created in LabVIEW, which was used for
input/output signal processing and measurement. Application output was fed into NI USRP-2921 [95],
which stands for transmitting element. Signal was then amplified by a 1.6 W amplifier, effectively
working from 1 to 200 MHz. The amplified signal went through bias tee into the transmitting light
source, which can be exchanged at will. A photodetector was located at a variable distance from the
transmitting element. It was also possible to insert special measuring box, used for simulation of
multiple nature conditions, such as fog, rain or thermal turbulence. Received signal was fed into NI
USRP-2921 whose output is connected to the same computer running LabVIEW application. Signal
was then evaluated, and parameters were displayed accordingly. This whole setup was designed with
the highest possible modularity in mind. We wanted to switch each component at will and observe
their direct impact on whole prototype.

We had to swap NI USRP-2921 transmitting and receiving boards with Ettus LFRX/LFTX
Daughterboards, which were operating at 0-30 MHz. This band was approximately what we had in
mind when designing whole prototype, as USRP capabilities were one of the biggest limiting factors.
Original boards from 2921 were designed for 2.4–2.5 GHz and 4.9–5.9 GHz, which was completely
unsuitable for our needs. We had also adjusted connectors on the Octavia tail-light, as they were
designed for car engine control unit. To further improve RSL when transmitting using tail-light,
we had mounted a planoconvex lens on a photodetector to focus received light into the converging
beam with lens focus at the active area of photodiode. However, since we measured RSL at variable
receiving angle when using stationary ceiling light as source, it was undesirable to use lens in this
different scenario. We have chosen ZX85-12G+ bias tee [96], which operates from 0.2 MHz to 12 GHz,
its maximal current is 0.4 A and maximal input voltage is 25 V. There are multiple parameters, that can
be configured in LabVIEW application, such as:

• Carrier frequency: max 30 MHz
• Bandwidth
• Sample width
• Number of states: max 4096-QAM
• Message symbols
• Used TX filter
• TX gain
• RX gain
• TX device IP address
• RX device IP address

Tests wre carried out using static modulation formats. Long term measurements were essential to
specify threshold for successful modulation switching in adaptive modulation. We were aiming for a
similar system, which is used in case of microwave point-to-point links, where both units are capable
of quickly changing modulation scheme according to natural conditions and measured parameters.
Sacrificing part of the transmission speed in favor of link robustness is the main concept of this system.

Evaluation Parameters

Received signal level (RSL), which signalize signal strength received at second, or receiver, USRP.
It is the sum of all losses and gains on the receiver input.

Our LabVIEW application use channel coding with hard decision forward error correction (FEC)
threshold of 3.8 ×10−3. Data with bit-error ratio (BER) below this threshold can be repaired by FEC
codes. This threshold was appropriate for our M-QAM modulation. LabVIEW Modulation Tookit [97]
also includes multiple different types of channel coding [98]. The influence of these techniques on
transmission quality will be a topic of further research. As FEC was not the main topic of this paper,
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we used predetermined threshold and functions already present in LabVIEW libraries. Problematics of
FEC in QAM VLC was investigated by team in Edinburg [99].

Modulation error ratio (MER) [100] is defined as a relationship between error vector magnitude
(EVM) and signal-to-noise ratio (SNR). It was used to quantify the performance of transmitter/receiver
in the system, which used digital modulations (in this case QAM). It is influenced by various
imperfections in the implementation (such as noise, phase noise, distortion, right focusing) and
characteristics of signal path which cause the actual constellation point to deviate from ideal locations.

EVM [101] is a measurement of demodulator performance in the presence of impairments
(Figure 3, where −→v is the ideal symbol vector, −→w is the measured symbol vector, −→w –−→v is the
magnitude error, Φ is the phase error, and −→e = −→w −−→v is the error vector). The soft symbol decisions
obtained after decimating the recovered waveform at the demodulator output were compared against
ideal symbol locations. The root mean square error vector magnitude and phase error were then used
in determining the EVM measurement over a window of N demodulated symbols. EVM was related
to the modulation error ratio. There is one-to-one relationship between EVM and MER.

Q

I

e

v

w
Ideal Symbol 

Location

Measured Symbol 
Location

Magnitude
Error

Figure 3. Error vector magnitude.

Energy per bit to noise power spectral density ratio (Eb/N0) was an important parameter in
digital communications. It is a normalized SNR measure, also known as SNR per bit. It is useful
when comparing BER performance of different digital modulation schemes without taking bandwidth
into account. To calculate this value, SNR must be periodically obtained at receiver USRP. Eb/N0

was calculated at the receiver from the estimation of the SNR, the relationship between them is
the following:

Eb
N0

|dB = SNR|dB + 10log10(n)− 10log10(sps), (1)

where n is the amount of information bits per symbol. Both modulation order and the code rate (in case
that channel coding is employed) have an influence on this value. Eb/N0 measurement on USRP is
further expanded in paper by Alonso et al. [102].

3. A Feasibility Study on Indoor Visible Light Communication

Measurements using ceiling light were carried out under laboratory conditions (calm wind, 24 ◦C).
Figure 4 describes tested setup. Our tested light source is capable to cover a conical area with radius
of approximately 350 cm, as is described on Figure 5. We began our measurements at a right center
of this covered area, directly under light source. Then, we periodically repeated measurements but
moved to the edge of covered area with a step of 25 cm. The distance between receiver and transmitter
was 202 cm.
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The following configuration was used in this scenario:

• Carrier frequency: 3 MHz
• Bandwidth: 1–4 MHz
• Modulation type: M-QAM
• TX/RX gain: 0 dB
• Message symbols: 10,000
• Tx filter: root raised cosine
• Sample width: 16-bit
• Receiver-transmitter distance: 202 cm
• Measured distance: 0–350 cm (step of 25 cm)
• Photodetector without planoconvex lens → more suitable for this scenario
• Measured parameters: Eb/N0, BER, EVM and MER

USRP 1 USRP 2

Light Photodetector

Amplifier

LabVIEW
application

Tx Rx

Normal state *

*(24 °C, without wind, direct visibility)

Bias tee

Philips - Fortimo LED
DLM 3000 44 W/840 Gen3

1 MHz - 500 MHz
1,6 W/32 dB1,6 W/32 dB

PDA36A-EC - without lenses
Gain: 10 dB

Stabilized source

RF

DC

RF + DC

Figure 4. Ceiling light setup.

measured section

20
2 

cm

0 cm 350 cm
(center)

Fortimo LED DLM 3000 44 W/840 Gen3

Figure 5. Setup with measured distance.
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In Table 1 you can see parameters of light of Fortimo LED DLM 3000 44 W/840 Gen3 and in
Table 2 you can see chosen parameters of photodetector PDA36A-EC.

Table 1. Parameters of light of Fortimo LED DLM 3000 44 W/840 Gen3.

Initial lumens 3000 lm
Color rendering index 80

Correlated color temperature 4000 K
System input power 46.0 W

System efficiency 68.0 Lm/W
Input voltage 220–240 V
Max. vitality 5000 h

Umax dc 80 V
Max operating temperature 65 ◦C

Pmax 40 W

Table 2. Chosen parameters of photodetector PDA36A-EC.

Type of detector Si PIN
Active area 3.6 × 3.6 mm (13 mm2)

Wavelength range 350–1100 nm
Gain adjustment range 70 dB

Gain step 8 × 10 dB
Operating temperature 0–40 ◦C

Max output current 100 mA

Before proceeding with the main part, we measured attenuation characteristics of our prototype
by using the vector network analyzer. Figure 6 represents measured data. It is visible that attenuation
quickly increased with longer distances. Even the sample with the best conditions (directly under light
source) showed an increase in attenuation by 47 dB relative to the reference of 0 dB. By increasing
distance to 3 m, attenuation reached 68 dB, which negatively impacted prototype capabilities, mainly
the constellation decoding. We have chosen carrier frequency of 3 MHz, so that we can increase
bandwidth up to 4 MHz without getting into sub 1 MHz band. However, increasing bandwidth also
increases the difference in attenuation between highest and lowest frequency. This fact negatively
impacted constellation decoding as well. The resulting theoretical transmit speed was influenced by
many factors, such as modulation scheme, used bandwidth and mainly by the distance of photodetector
from center of measurements, which affected attenuation. We were able to reach 2 Mbps at 325 cm,
by using 4-QAM with bandwidth of 1 MHz. The highest achieved transmit speed was 20 Mbps
(32-QAM, 4 MHz), which could be maintained up to 90 cm from the center. Figure 7 represent
possible maximal reachable transmission speeds for different M-QAM and bandwidths. Further
implementation of adaptive modulation seems like a good way to further push this prototype forward.
By defining strict rules for modulation switching, we could seamlessly maintain the highest possible
transmit speed while having reliable connection. For our testing, we have used BER = 10−5 as a
threshold value.

The valubble in Figure 7 are theoretically achievable transmit speeds. They were calculated in
LabVIEW software, but a number of measurements were carried out to verify them. Effective transmit
speed varied a bit (by approximately hundreds of kbps), because it was practically impossible to
design an ideal channel. However deviations were so small, it was possible to neglect them.
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Figure 6. Attenuation characteristics of ceiling setup.
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Figure 7. Transmit speed/distance from center relationship for ceiling light with different M-QAM
and bandwidths.

Figure 8 represents a constellation diagrams of 4-QAM modulation measured at different distances
and channel widths. It is noticeable that constellation points of the 4 MHz channel width measurements
were more spread from their ideal position. These diagrams did not exceed the BER threshold
mentioned earlier, but implementation of higher state modulation at limiting distance would result in
rapid increase of BER and might even end in complete link degradation.
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Figure 8. 4-QAM constellation diagrams of ceiling light and different bandwidths: (a) 4-QAM,
BW = 1 MHz, (b) 4-QAM, BW = 2 MHz, (c) 4-QAM, BW = 3 MHz, (d) 4-QAM, BW = 4 MHz.

Figure 9 describes BER values of multiple channel widths and M-QAM modulation combinations.
The graph itself also shows highest possible communication distance for measured modulation, which
did not exceed BER threshold. The red line represents the FEC limit, so values exceeding it are beyond
capabilities of fast error correction algorithms. Values located next to the arrows are BER.
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Figure 9. BER/distance from center relationship for ceiling light with different M-QAM and
bandwidths.

Figures 10 and 11 represent a comparison of 1 MHz and 4 MHz channel widths, the highest and
lowest measured variants. It is visible that Eb/N0 values slowly decreased with increasing measured
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distance. In comparison, EVM values shows opposite trend. Wider channels were also much more
limited in maximal reachable operation distance, which is also visible on Figure 7 as well. Simpler
modulation schemes in combination with narrow channel are much more robust, which is visible on
Figure 9.
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Figure 10. Eb/N0 / distance from center relationship for ceiling light with different M-QAM
and bandwidths.
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Figure 11. EVM/distance from center relationship for ceiling light with different M-QAM and
bandwidths.

4. A Feasibility Study on Outdoor Visible Light Communication: Car Tail-Light

Measurements using car tail-light were carried out in multiple meteorological conditions.
We approached this problem differently, as in real-life scenarios, meteorological conditions tend
to often vary. These conditions were simulated in a plastic box made of plexiglass with dimensions
of 50 × 50 × 500 cm. Maximal measured distance in this scenario was 550 cm, which was effective
threshold for functional communication. The first step was to measure the empty box as reference
values for future comparisons. After that, three scenarios were simulated: fog, thermal turbulence and
rain. These scenarios will be discussed further in this paper.

60



Electronics 2019, 8, 433

Figure 12 describes the tested setup, modified for Octavia tail-light. The whole experimental
setup was very similar to the one used in ceiling light measurements. However, to carry out different
scenarios the simulation box was inserted between transmitting light and receiving photodetector. Also
using plano-convex lens was suitable for reaching higher RSL values and thus better transmit speed.

(ZX85-13G)

Box - 50x50x500 cm

USRP 1 USRP 2

Light Photodetector

Amplifier

LabVIEW
application

Tx Rx

Normal state *

*(24 °C, without wind, direct visibility)

Bias tee

1 MHz - 500 MHz
1,6 W/32 dB

PDA36A-EC + plano-convex lens
Gain: 10 dB

Stabilized source

RF

DC

RF + DC

Thermal turbulence
Rain
Fog

(12V)

Taillight - 6x LED
(SKODA Octavia III)

Figure 12. Octavia tail-light setup.

The following configuration was used in this scenario:

• Carrier frequency: 3 MHz
• Bandwidth: 1–4 MHz
• Modulation type: M-QAM
• TX/RX gain: 0 dB
• Message symbols: 10,000
• Tx filter: root raised cosine
• Sample width: 16-bit
• Receiver-transmitter distance: 550 cm
• Measured distance: 0–350 cm (step of 25 cm)
• Photodetector with planoconvex lens → more suitable for this scenario
• Measured parameters: Eb/N0, BER, EVM, MER

Table 3 shows parameters of LED - LA G6SP. A matrix of these LEDs is used in Octavia tail-lights.

Table 3. Parameters of LED - LA G6SP.

Technology InGaAlP Thinfilm
Viewing angle at 50 % IV 120 (Lambertian Emitter)
Color Red (623 nm)
Optical efficiency 56 lm/W
Operating temperature from –40 to 110 ◦C
Max surge current 1000 mA
Max current 140 mA
Typical voltage 2.1 V

Each measurement consisted of attenuation characteristics, which were measured by a vector
network analyzer. By comparing every scenario, it was visible that fog had the highest impact, followed
by rain and thermal turbulence, as seen on Figure 13. Also, we have included a reference power level
of laser needed for functional 4-QAM transmission in the fog scenario.
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Figure 13. Attenuation characteristics of the Octavia tail-light.

Following measurements should cover most situations, which might happen in
infrastructure-to-vehicle (I2V), V2V, V2I , V2N, V2P, V2D, V2G and V2H scenarios.

4.1. Scenario 1-Empty Box

As mentioned earlier, these measurements were used as reference values for further comparisons.
To ensure conformity of measured data, these conditions were set as referential: 24 ◦C, direct visibility,
windless. Setup can be seen in Figure 14.

Empty box (24 °C, without wind, direct visibility)

Measuring distance 550 cm

Box - 50x50x500 cm

Photodetector Light

Figure 14. Octavia taillight setup adjusted for scenario 1—empty box.

Comparison of BER values with different bandwidths can be seen on Figure 15. It is noticeable that
up to 64-QAM, BER values tended to stay below 10−5 threshold set earlier. On the contrary, 128-QAM
and higher modulations suffered from much higher BER values. Bit error ratio of 256-QAM was even
below 10−2 in every bandwidth combination. These values were too high for FEC and communication
is impossible in these conditions. Figures 16 and 17 describe Eb/N0 and EVM values for every M-QAM
and bandwidth combination. It is noticeable that starting from 256-QAM modulation, the difference
between each bandwidth tended to increase rapidly.
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Figure 15. BER/distance relationship for Octavia tail-light with different M-QAM and bandwidths
—scenario 1—empty box.
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Figure 16. Eb/N0 / distance relationship for Octavia tail-light with different M-QAM and bandwidths
—in scenario 1—empty box.
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Figure 17. EVM/distance relationship for Octavia tail-light with different M-QAM and bandwidths—in
scenario 1—empty box.

4.2. Scenario 2-Thermal Turbulence

Measurements with thermal turbulence were carried out with modified box. The bottom part was
removed, and multiple hot-air blowers were mounted instead. The top part of box was perforated
to ensure sufficient air flow. Each blower heated the air to 50 ◦C. Heated air then steadily flowed
through box and slowly cooled to 44 ◦C, which were measured directly at perforations. The horizontal
airflow was 0.3 m/s and vertical was 2.5 m/s. Whole measurement was carried out multiple times
until temperature inside box stabilized. Setup can be seen in Figure 18.

Comparison of BER values with different bandwidths can be seen in Figure 19. It is noticeable
that up to 32-QAM, BER values tended to stay below 10−5. On the contrary, 64-QAM and higher
modulations suffered from much higher BER. Figures 20 and 21 describe Eb/N0 and EVM values
for every M-QAM and bandwidth combination. By comparing these values to the reference, we can
notice a slight decrease of Eb/N0 and increase of EVM values. The most significant changes began at
128-QAM and progressed further. Communication ceased to work, so 2048-QAM was not measurable.

Measuring distance 550 cm
Box - 50x50x500 cm

Ventilator Ventilator Ventilator

Thermal turbulence
50°C50°C50°C LightPhotodetector

Figure 18. Octavia tail-light setup adjusted for scenario 2-thermal turbulence.
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Figure 19. BER/distance relationship for Octavia tail-light with different M-QAM and
bandwidths—scenario 2—thermal turbulence.
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Figure 20. Eb/N0/distance relationship for Octavia tail-light with different M-QAM and
bandwidths—scenario 2—thermal turbulence.
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Figure 21. EVM/distance relationship for Octavia tail-light with different M-QAM and
bandwidths—scenario 2—thermal turbulence.

4.3. Scenario 3-Rain 42 L/min

The first part of measurements with rain were carried out in modified box as well. In this scenario,
we have removed the top part of the box and exchanged it with three water nozzles. The box was
equipped with compressor which pumped water from the bottom of the box back into nozzles. The
transmitter and receiver were located outside the box, which was opened from both sides. In this
scenario, the water flow was set to 42 L/min. Setup can be seen on Figure 22. Figure 23 shows a photo
of this setup.

Measurements were carried out in a room at 22–25 ◦C. Water temperature was stabilized at
22–25 ◦C before each measurement. Both transmitter and receiver were located 25 cm from open side
of the box. This way, it was impossible for them to get fogged up. To investigate the influence of walls
or partitions a series of tests without a box and in a completely dark room were carried out before.
The box had minimal influence, as its construction was adjusted to prevent it. Transmitting light was
precisely focused into the box to avoid interference, which could be caused by possible reflections.
Incoming light was also focused into photodetector by planoconvex lens, as mentioned earlier. Box
construction was spacious enough to avoid unnecessary reflections on running water. However, the
influence of water particles on detector/transmitter itself will definitely be a topic of further research.

Rain
(42 l/min)

Partition bar
(transparent)

Nozzles

Box - 50x50x500 cm

Measuring distance 550 cm

Photodetector Light

Figure 22. Octavia tail-light setup adjusted for scenario 3—Rain 42 L/min.
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Figure 23. Photo of setup for scenario 3 and 4—rain.

Comparison of BER values with different bandwidths can be seen on Figure 24. This time, up to
8-QAM, BER stayed below 10e−5. On the contrary, 16-QAM and higher modulations suffer from much
higher BER.
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M-Q AM
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Figure 24. BER/distance relationship for Octavia tail-light with different M-QAM and
bandwidths—scenario 3—Rain 42 L/min.

Eb/N0 and EVM values are displayed on Figures 25 and 26. By comparing these values to reference
setup, there was a significant drop in signal quality. For example, in case of 4-QAM modulation and
1 MHz bandwidth, SNR was nearly 10 dB lower than the reference. Significant decrease in signal
quality was observed, which also led to lower maximal reachable modulation/bandwidth combination,
which was 128-QAM/1 MHz.
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Figure 25. Eb/N0 / distance relationship for Octavia tail-light with different M-QAM and bandwidths
—scenario 3—Rain 42 L/min.

4-QAM 8-QAM 16-QAM 32-QAM 64-QAM 128-QAM 256-QAM 512-QAM 1024-QAM 2048-QAM
M-QAM

EV
M

 (%
)

0

2

4

6

8

10

12

14

Empty box, bandwidth: 4 MHz
Empty box, bandwidth: 3 MHz
Empty box, bandwidth: 2 MHz
Empty box, bandwidth: 1 MHz
Rain 42 l/min, bandwidth 4 MHz

Rain 42 l/min, bandwidth 2 MHz
Rain 42 l/min, bandwidth 1 MHz

Rain 42 l/min, bandwidth 3 MHz

Figure 26. EVM/distance relationship for Octavia tail-light with different M-QAM and bandwidths
—scenario 3—Rain 42 L/min.

This setup was also influenced by the drops of water on the sides of the box. Mainly the “separation
wall” between box sections caused concerns. To analyze this concerning issue, we have carried out
several measurements with different box setups, which can be seen on Figure 27. The first curve
corresponds to the empty box, second one to the box with rain but without partition and the last one
was the original measured setup. By comparing these values, there is a noticeable 3 dB increase in
attenuation between second and third curve.
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Figure 27. Attenuation characteristics of Octavia tail-light for scenario 3—Rain 42 L/min—comparison
of intended setup and adjusted setup without partition.

4.4. Scenario 4 -Rain 22 L/min

The second part of measurements with rain were carried out in the modified setup from scenario 3.
The main difference was a different water flow of 22 L/min. Setup can be seen on Figure 28.

Rain
(22 l/min)

Partition bar
(transparent)

Nozzles

Box - 50x50x500 cm

Measuring distance 550 cm

Photodetector Light

Figure 28. Octavia tail-light setup adjusted for scenario 4-Rain 22 L/min.

Comparison of BER values with different bandwidths can be seen on Figure 29. This time, up to
16-QAM, BER stayed below 10e−5. On the contrary, 32-QAM and higher modulations suffer from
much higher BER.
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Figure 29. BER/distance relationship for Octavia tail-light with different M-QAM and bandwidths
—scenario 4-Rain 22 L/min.
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Eb/N0 and EVM values (Figures 30 and 31) tended to follow the trend from previous scenario.
This time, in case of 4-QAM modulation and 1 MHz bandwidth, SNR is nearly 7 dB lower than the
reference scenario 1. Significant decrease in signal quality was observed, which also led to lower
maximal reachable modulation/bandwidth combination, which was 256-QAM/1 MHz.
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Figure 30. Eb/N0 / distance relationship for Octavia tail-light with different M-QAM and bandwidths
—scenario 4—Rain 22 L/min.
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Figure 31. EVM/distance relationship for Octavia tail-light with different M-QAM and bandwidths
—scenario 4—Rain 22 L/min.

Scenario 4 was also influenced by water drops. By carrying out the same test as in scenario 3,
we have measured a 4 dB difference in attenuation, which was caused by “partition bar”’. Measured
values are displayed on Figure 32.
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Figure 32. Attenuation characteristics of Octavia tail-light for scenario 4-Rain 22 L/min—comparison
of intended setup and adjusted setup without partition.

4.5. Scenario 5-Fog

The last scenario consisted of a sealed box connected to the fog machine. This measurement
differed from the others in that we did not always have the same conditions in the box, as fog inside
gradually evaporated. That is why we had to add a 4 mW laser and optical power meter to our
experiment (Figure 33). Figure 34 shows a photo of this setup. During measurements, we have
monitored and gathered optical power levels to use them as reference values. Due to the slow fog
evaporation, higher modulations gradually reached the desired BER threshold of 10−3. As soon as it
happened, we carried out our main measurements. In this case we have measured all bandwidths at
once, to preserve credibility. Figure 35 describes a slow dissipation of fog inside box with gathered
laser optical power levels and BER values for 1 MHz bandwidth.

Fog generator

Fog Laser
(4 mW)

Optical power
meter

Measuring distance 550 cm
Box - 50x50x500 cm

Photodetector Light

Figure 33. Octavia tail-light setup adjusted for scenario 5–fog.

Figure 34. Photo of setup for scenario 5-fog.
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Figure 35. Fog dissipation with laser power levels and modulations with appropriate BER values.

The Laser itself was mainly used to exactly determine how fast the fog dissipated (concentration)
and if it dissipated similarly in multiple measurements, which proved to be true. High directionality
of laser beam and planoconvex lens on photodetector helped us to avoid any unnecessary effects of
second light source. As mentioned the box was big enough to host both devices, which can work
independently. In this case, the laser was the available device which we already had and could be
used.

Table 4 consists of measured optical power level thresholds, after passing through fog. It is
visible that at least a quarter of transmitted optical power is needed for higher modulation formats
(128-QAM+) to work. That is why following the figures display minimal values for successful initiation
of communication between transmitter and receiver for multiple modulation formats.

Table 4. Minimal optical power levels of laser for multiple bandwidth and modulations measured after
passing through fog.

M-QAM Bandwidth

- 1 MHz 2 MHz 3 MHz 4 MHz

4-QAM 101 μW 95 μW 97 μW 93 μW
8-QAM 112 μW 135 μW 175 μW 189 μW
16-QAM 154 μW 205 μW 250 μW 276 μW
32-QAM 275 μW 308 μW 463 μW 550 μW
64-QAM 525 μW 780 μW 930 μW 951 μW
128-QAM 905 μW 1.095 mW 1.399 mW 1.550 mW
256-QAM 2.180 mW 2.394 mW 2.545 mW 2.585 mW
512-QAM 2.475 mW 2.522 mW 2.735 mW 2.930 mW
1024-QAM 2.640 mW 2.955 mW 3.120 mW 3.172 mW

Measured BER values are displayed on Figure 36. This figure consists of all modulation formats,
where BER values were better than 1. However, it is necessary to compare these values to Table 4,
as different optical power levels were needed for every modulation scheme. For example, at least a
quarter of transmitted optical power had to be received for 128-QAM/2MHz combination to work.
Eb/N0 and EVM values displayed on Figures 37 and 38 also must be compared to Table 4.
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From all the meteorological phenomena, fog had the greatest influence on visible light
communication and will be the hardest to overcome. Figure 39 displays attenuation characteristics for
different laser power levels. For example, at 1 mW output power, attenuation increased by 63 dB in
comparison with reference values.
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Figure 39. Attenuation characteristics of Octavia tail-light during fog dissipation –in scenario 5 - fog.

5. Future Research and Discussion

During testing we have encountered several shortcomings, we will try to overcome in the future.
As our prototype is designed with the highest possible modularity in mind, we want to aim for better
parts especially tailored for our needs. We have identified amplifier nonlinearity and photodetector as
our biggest limitation. We were able to acquire two APD modules from Hamamatsu Photonics Japan,
which will be tested, evaluated and possibly incorporated into our prototype [103,104]. There are also
multiple companies we are currently in contact with to manufacture custom amplifiers such as Mini
Circuits and Ophir RF.

Figures 6 and 13 show trend of increasing attenuation below 1 MHz and above 5 MHz. It is caused
either by insufficient optimization of inbuild pre or post equalizers or by an amplifier in combination
with insufficient impedance matching. Nonlinearity at 1 MHz to 5 MHz did not cause any significant
changes to transmission quality. However we are currently working on optimization and have ordered
a number of specialized parts.

We would like to propose a new concept of software defined optics (SDO). SDO is a visible light
communication system, in which the critical part of signal processing is implemented by software
programmable circuits. As a result, a variety of software changes can be used to swiftly modify the
communication system, such as used modulation, channel coding etc. The transmitter consists of
D/A converter and appropriate transmitter (LED or laser diode), which is modulated by a bias-tee.
The receiver consists of a photodiode or camera and A/D converter.

The main advantage of our experiment was deployment of commercially available lights as
transmitters. We avoided excessive modifications of original designs and tested them to their
thresholds. However, we estimate, that modification of an Octavia tail-light LED cluster might
increase effective maximal communication distance by 20%, as original LED matrixes tend to be of
lower quality.

Implementation of adaptive modulation and/or channel width would allow our setup to
dynamically react to different conditions. We have also estimated that channel equalization would
improve whole prototype significantly. Channel equalization implementation will be a topic of our
immediate research, which will follow this paper shortly.

Next revision of our software will replace simpler QAM with full-fledged OFDM, which will also
significantly improve our prototype. The next generation of our LabVIEW SDR VLC implementation
is currently under development and will be a topic of further papers.
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Another advantage of our prototype is its software based on virtual instrumentation. LabVIEW
SDR offers us a reliable and highly modular platform, which we can easily modify, adjust or move.
Whole software was frequently moved between stationary desktop computer and powerful laptop,
so we were able to test it in different labs with custom equipment, such as special box mentioned
earlier. Main advantage lays in LabVIEW modularity. We can implement multiple functions very
fast, such as addition of channel coding or equalization, which is a huge advantage in debug phase.
The final implementation of our prototype will be minimalized and optimized. We estimate, that third
generation of our software (second generation of OFDM) will run natively on FPGA.

Each measurements/tests were carried out multiple times and mainly independently.
Each scenario was specially designed to represent the most pressing problems in VLC. Variable
natural conditions and their compensation are a topic for multiple teams and their research [6,9,37,105].
As fog is the most concerning problem, several teams tried to compensate its impact [47,106,107].
A sandstorm, which was not tested in our paper, is considered as another concerning topic, however
according to simulations, its characteristics is very similar to fog and rain [108].

We have also acquired a number of blue-light filters from Thorlabs. According to some papers,
a system which uses these filters will have wider useable bandwidth but might suffer from shorter
communication distance. Analysis of these parameters will be a topic of further research. As mentioned
earlier, our Octavia taillight setup used plano-convex lens, which were already available at our
university. We have also acquired another set of plano-convex and Fresnel lens which will be also a
topic of further research.

Setup with indoor ceiling light could be enhanced with VLC positioning system, as there are
a number of proposed implementations [109]. However primary purpose is data transmissions, so
positioning would be only a supplementary function, which should not interfere with primary purpose
or limit measured parameters. Some teams even reached up to 95 % accuracy in their experiments.
OFDM, or more specifically OFDMA can be used for data transmissions as well as positioning.
Positioning methods are usually based on trilateration model, which needs at least three transmitters
with known location. However, we have used only one ceiling light for prototyping, so positioning
would not be possible. This area will be a topic of further research [110–114].

In case of VLC, most teams are mainly focused on achieving longer communication distances or
higher transmit speeds. Security was pushed sideways in favor of other areas. However we agree with
colleagues, that non-line-of-sight (NLoS) or even line-of-sight (LoS) eavesdropping is possible without
sturdy security, which is not covered enough in IEEE standardization. Possible NLoS eavesdropping
will be a topic for further research, as we are just entering this area [115].

Many teams tend to use their own LED matrixes or custom designed lights. However, that is
concerning, as quality of deployed LEDs in commercially available products tend to vary significantly.
Manufacturers often use lower quality LEDs, because even a small difference in price will make a
huge impact in higher quantities. That’s why we split our research into two branches. We begun our
research on commercially available lights, as they are “target hardware”. However we are also running
a number of test on multiple LEDs of different qualities, and are looking for best price/performance
ratio. This area will be also a topic of further research [7,79–82].

Technical University of Ostrava has its own newly developed testing polygon called
”BroadbandLIGHT”. BroadbandLIGHT is situated next to faculty of electrical engineering and
computer science. It consists of 20 lamp posts and central management located in laboratory EB418
(see Figure 40). The whole system is prepared for future implementation of VLC technology. It is a
unique polygon that is oriented at potential customers, demonstrations of functionality or long-term
measurements. It is a next step for incorporation of smart technologies (smart city, IoT, Industry 4.0)
into lighting and can be used for either indoor or outdoor setups. Detailed description and possible
implementation will be discussed in further papers.

A new kind of hybrid system is currently in development by our team. It is based on powerline,
which will be connected directly to ceiling light. The return channel is based on power efficient
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Bluetooth technology. It Is estimated that whole system should be much more energy efficient. It is
based on the premise that most of the users download much more than they upload, which will result
in lower battery drain.

Figure 40. BroadbandLIGHT testing polygon implementation and management center.

Table 5 summarizes multiple tests with different configurations, including ours. We have
included information about modulation, detector, maximal reachable transmit speed and even maximal
reachable distance.

Next version of our prototype will feature advanced signal processing methods, which we already
investigated multiple times in different areas [116–121].
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6. Conclusions

In this paper, we have presented results of our ongoing research. Our VLC prototype based on
NI LabVIEW SDR and commercially available lights is introduced. First part of our experiment was
carried out on Phillips indoor ceiling light. We have analyzed maximal possible transmit speeds at
different distances from center, located directly below transmitter. The maximal reachable distance
was 325 m, when using 4-QAM and 1 MHz bandwidth. Transmit speed was at least 2 Mbps. With
wider channels and higher modulations (8-QAM to 256-QAM), maximal reachable distance decreased
rapidly.

The second part was based on Octavia tail-light, which was tested under different natural
conditions. A maximal measuring distance was constant 550 cm. A special box was inserted between
transmitter (tail-light) and receiver (photodetector), which simulated different conditions such as:
thermal turbulence, rain and fog. A number of figures with real measured data was presented and
commented accordingly. We have also identified weak spots, which will be adjusted and possibly
researched in future publications. From measured data, fog has the greatest impact on communication,
as it caused. On the other side, thermal turbulence had the lowest impact. The highest reachable
transmit speed was 28 Mbps for combination of 256-QAM and 4MHz, which was reachable only in the
empty box.

Weak spots were identified and thoroughly discussed. A number of possible upgrades were
mentioned, focusing on custom parts, which will significantly improve whole setup.
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Abstract: A highly accurate indoor positioning under the effect of multipath reflections has been
a prominent challenge for recent research. This paper proposes a novel indoor visible light
communication (VLC) positioning model by connecting k-nearest neighbors (kNN) and random
forest (RF) algorithms for reflective environments, namely, kNN-RF. In this fingerprint-based model,
we first adopt kNN as a powerful solution to expand the number of input features for RF. Next, the
importance rate of these features is ranked and the least effective one(s) may be removed to reduce
the computation effort. Next, the training process using the RF algorithm is conducted. Finally, the
estimation process is utilized to discover the final estimated position. Our simulation results show
that this new approach improved the positioning accuracy, making it nearly five times better than
other popular kNN algorithms.

Keywords: indoor positioning system (IPS); visible light communication (VLC); multipath reflections;
k-nearest neighbors (kNN); random forest (RF)

1. Introduction

In the last few decades, the global positioning system (GPS) has been widely employed in
positioning and navigation because of its high reliability and accuracy, and because of its real-time
positioning capability [1]. In indoor environments, however, this power substantially declines and it
may even be impossible to accurately and continuously locate the coordinates of the followed object,
largely due to building structures, building materials, and other obstructions [2].

Recently, with the rapid development of high-intensity, solid-state white LEDs, the idea of using
LEDs for both illumination and data transmission has become a promising trend in contemporary
applications [3], particularly the growing demand for positioning techniques in indoor environments
where people spend approximately 90% of their time during the day [4]. Also, LED lighting
technology is gradually replacing conventional indoor lighting methods due to its safety, economy,
and environmental friendliness [3,5]. Additionally, visible light communication (VLC) has recently
emerged as one of the most promising candidates for fifth-generation (5G) mobile communications [1].
Several other types of wireless signals have been applied in indoor positioning fields, such as WiFi,
RFID, Bluetooth, and Zigbee, and each of them has unique strengths, although their positioning
accuracy remains somewhat limited [2].

In this paper, we propose a novel kNN-RF model based upon the traditional fingerprint technique.
Unlike the existing received signal strengths (RSS)-based algorithms, in this scheme k-nearest neighbors
(kNN) is responsible for enlarging the number of inputs for the next random forest (RF) model, which
needs enough data to avoid overfitting and to obtain more accurate training results. Not all data
generated from kNN are used by the RF model; rather, the data are sent through an evaluation
and collection process which ranks the importance of each feature and eliminates the useless ones.

Electronics 2019, 8, 63; doi:10.3390/electronics8010063 www.mdpi.com/journal/electronics86
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This process reduces the computational time and increases the capacity of the RF training operation.
Another noteworthy point is that our proposed model incorporates the strong effects of multipath
reflection, ambient light, and other noises. Our approach produced a remarkable reduction in the error
range from 94.2 cm by the conventional kNN method to 19.3 cm by the kNN-RF method.

The main contributions of this paper are as follows:

� Most of recent VLC-based research have ignored the impact of reflection (see Section 2). However,
this noise exerts a very bad influence on the positioning accuracy, especially in areas outside the
room’s center. In this paper, the effects of multipath reflection are thoroughly explored at the
highest reflective rate.

� We propose a novel machine learning-based indoor positioning solution. This method first uses
kNN as a powerful tool to expand the number of features for RF in the next step. Then the
position of the mobile object can be located based on the estimation process in the RF algorithm
which collects all the features directly from both the LED lights and the kNN output signals.

The remainder of this paper is organized as follows. Section 2 summarizes and analyzes some
related works. Section 3 introduces the system model with and without multipath reflections, and then
presents our proposed algorithm in detail. Section 4 discusses our simulation results and performance
evaluations, then some proposed real applications are presented in Section 5, and Section 6 offers our
discussion and conclusion.

2. Related Work

To improve accuracy, several VLC-based positioning techniques have been proposed [6], including
the angle of arrival (AOA) [7], time of arrival (TOA), time difference of arrival (TDOA) [8,9], phase
difference of arrival (PDOA) [10,11], and RSS [12,13]. Each of them has distinct limitations: AOA
helps considerably to reduce the positioning errors but requires high computational complexity; TOA
and TDOA need to ensure compliance with strict requirements for synchronization; PDOA requires a
lower computational time than TDOA but needs a local oscillator; and RSS-based positioning accuracy
is considered moderately low because of the effect of ambient light, noises, and the tilt angle of the
photo-detector (PD) [10].

In addition to diverse types of signal-based positioning methods, a few positioning algorithms
have been developed to optimize the quality of indoor positioning systems (IPS). In Reference [12], the
authors proposed an improved kNN model by applying weights to more accurately determine the
Euclidean distances.

Another approach, which compares machine learning and other conventional RSS-based solutions,
was presented in Reference [13]. However, the general focus of these articles ignores multipath
reflections, even though they actually exist and have an enormous impact on the system quality.
To elucidate these impacts, the authors in Reference [14] proved that the influence of multipath
reflections is much weaker and seems to be almost unaffected in the central region of a given room.
In contrast, the reflection in other areas (i.e., the corners and edges) is more powerful than in the case
of no reflection. In the given results, the positioning errors in the corner unexpectedly increased and
reached roughly 2 m.

In Reference [15] the authors used the trilateration method to show that the positioning errors
increased by 76 times, from 2 cm using line-of-sight (LOS) compared to 152 cm with non-line-of sight
(NLOS). In Reference [16], the authors proposed a new approach to reduce the positioning error by
using calibration methods, including selecting the strongest LED signal and decreasing the distance
between the LED bulbs. As a result, there was a considerable improvement in the positioning accuracy,
and the errors in the whole room were at 0.3 m and 0.25 m as a result of LED selection and changing
the LED distance, respectively. However, the corresponding errors outside the central region were still
high, at 0.47 m and 0.36 m. Additionally, a change in the number of LEDs and the distance between
them may lead to changes in the structure of the room and illumination intensity. These analyses
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demonstrate that interference exerts a very negative influence on the positioning accuracy of LOS
and NLOS, especially in corners and near edge areas. To reduce such detrimental effects, the authors
of Reference [17] presented a new way to improve the positioning accuracy in a room corner, based
on tilting the image sensor. They did not consider the multipath reflections and still achieved low
accuracy at some points, and found it difficult to determine the optimal tilt angle.

3. System Model and Proposed Positioning Method

In this section, we first investigate the system model used for the proposed solution. This model
consists of a directed optical channel and a non-directed optical channel. In each part, we focus on
calculating the received optical power, then the total received optical power from both channels are
shown. Next, a typical system configuration and our proposed kNN-RF algorithm are introduced
in detail.

3.1. System Model

3.1.1. Directed Optical Channel

The directed optical channel, or LOS path, is shown in Figure 1. This channel is of vital importance
in almost every indoor VLC positioning system because it receives most of the total optical power.
As illustrated in Figure 2, the maximum received power is 0.92 mW and the minimum is 0.34 mW.
The power distribution in the central region appears quite uniform, and the illumination intensity in
this area is stronger than other areas, especially in the corners.

Figure 1. Directed channel model with one LED.

 

Figure 2. Received power distribution with directed channel.
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To compute the LOS power, we assume that the distance and the angle from the transmitter to the
receiver are d and ϕ, respectively. The irradiance angle ϕ and incidence angle Ψ are of equal value
because we accept that both the LED and the photosensitive area of the receiver are parallel to the floor
(see Figure 1).

To effectively detect the presence of visible light from the LED, the signal collection area on the
optical sensor plays an important role. This area has a great influence over the positioning correctness
and can be calculated as [18]:

Aesc =

{
APDTs(Ψ)g(Ψ) cos(Ψ), 0 ≤ Ψ ≤ Ψc,
0, Ψ > Ψc

(1)

where APD is the active detector area of the PD; Ts(Ψ) is the gain of the optical filter; g(Ψ) is the gain of
the optical concentrator; and Ψc is the receiver field of view (FOV).

The irradiance (W/cm2) is given by Reference [18]:

Is(d,φ) =
PtRo(φ)

d2 (2)

where Pt is the transmitted power; d is the transmission distance from the LED to the PD; and Ro(φ) is
the Lambertian radiant intensity, written as [19]:

Ro(φ) =

[
n + 1

2π

]
cosn(φ) (3)

where n is the Lambertian order and is determined from [19]:

Φ1/2 = cos−1
(

1
2

) 1
n

(4)

Hence,

n =
− ln(2)

ln(cos Φ1/2)
(5)

The optical power gathered from the LED lamps can be expressed as [18]:

PLOS = Is(d,φ)Aesc (6)

Finally, the total directed optical power at the receiver is as follows [5]:

PLOS =

{
Pt

(n+1)APD
2πd2 cosn(φ)Ts(Ψ)g(Ψ) cos(Ψ), 0 ≤ Ψ ≤ Ψc

0, Ψ > Ψc
(7)

3.1.2. Non-Directed Optical Channel

To evaluate the impact of multipath noises on the system performance, we conducted a
comprehensive study of the effects of the first reflection from the four walls around the room. In
practice, the reflection of visible light always exists in an indoor environment, especially in a narrow
space with walls, ceiling, floor, and some pieces of furniture. As can be seen in Figure 3, the active area
of the receiver is facing upwards and is parallel with the floor. Hence, it is impossible to have a sense of
the first signal reflected from the floor. In addition, the direction of the LED bulb is facing downwards,
and we also set the half-power semi-angle of each bulb at 60◦ and the distance from the light source
to the ceiling at 0.7 m. This meant that the amount of light which the ceiling directly received from
the LED bulb was completely restricted. Furthermore, any additional reflections could be neglected
because they would have no significant effect compared to the total noise level power [20]. For these
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reasons, we chose the first reflection from the walls and the LOS signal as the major channel model in
our work. Figure 4 illustrates that the power distribution in the corner and near the wall was higher
than in the central area.

 

Figure 3. Non-directed channel model with one LED.

 

Figure 4. Received power distribution with non-directed channel.

To compute the received power of the first reflection link, we compute the received power at a
reflective point on the wall as follows:

PR_wall = Is(d1,φ)Ae f f _wall (8)

where Is(d1, φ) can be obtained from Equation (2); d1 is the distance between an LED and a reflective
point; and Aeff_wall is the effective signal collection area on the wall and is given as follows:

Ae f f _wall = dAwall cos(α) (9)

where dAwall is the surface element on the wall and α is the angle of irradiance from an LED to the
reflective point.

Based on the cosine law and the inverse square law, the transmitted power from a reflective point
is then given:

PT_wall =
Pr_wallρ

d2
2

cos(β) (10)

where d2, β are the distance and the angle, respectively, from a reflective point and the receiver, and ρ

is the reflectance factor.
Substituting Equations (8) and (9) into (10), we have:

PT_wall = Pt
m + 1

2πd2
1d2

2
ρ cosn(φ)dAwall cos(α) cos(β) (11)
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From here, the PD uses PT_wall as the input signal from the non-direct link, and the final power
PDi f f that the sensors collect can be calculated as:

PDi f f = PT_wall A cos(Ψr) Ts(Ψr)g(Ψr) (12)

where Ψr is the incidence angle of the light from the wall.
Finally, we adopt the non-directed optical power as follows [5]:

PDi f f = Pt
A(n + 1)
2πd2

1d2
2

ρ cosn(φ)dAwall cos(α) cos(β) cos(Ψr)Ts(Ψr)g(Ψr), 0 ≤ Ψr ≤ Ψc (13)

3.1.3. Overall Optical Channel

In this paper, the overall channel is considered as the connection between the LOS path and the
diffuse reflection path. The purpose of this combination was to further investigate the undesirable
effects of reflection on the system performance and to make our simulation results more reliable and
practical. Furthermore, as previously discussed in Sections 3.1.1 and 3.1.2, we simply focused on the
first reflection path from the four walls around the empty room and thus, the total received optical
power from the four LED groups is the sum of the directed and non-directed optical power (see
Figure 5) given by:

Pr = PLos + PDi f f (14)

 

Figure 5. Received power distribution with overall channel.

3.2. Proposed Positioning Method

3.2.1. System Configuration

An overview of a typical room model is shown in Figure 6 [14], where its length, width, and
height are fixed at 5 m, 5 m, and 3 m, respectively. We assume the LED bulbs are installed on an
imaginary plane at a height of 2.3 m from the floor. Four LED bulbs are used in this model, and each of
them has 10 W of transmitted optical power and a half-power semi-angle of exactly 60◦. In our system,
the receiver moving around the 25-m2 floor has a PD active area of 1 cm2 and is parallel with the floor.
Other technical parameters related to the transmitters, receiver, and multipath reflection noise are
summarized in detail in Table 1.
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Figure 6. System configuration.

Table 1. Model technical parameters.

Parameter Value

Room dimension (L × W × H) 5m × 5m × 3m
Reflection coefficient 0.8

Transmitters

LED power per group 10 W
No. of LED groups 4

Wave length 420 nm
Elevation: −90◦

LED position (x, y, z) (m)

A (1.25, 1.25, 2.3)
B (3.75, 1.25, 2.3)
C (3.75, 3.75, 2.3)
D (1.25, 3.75, 2.3)

Half power semi-angle 60◦

Receiver

PD active area 1 cm2

FOV 60◦
Gain of optical filter 1
Receiver sensitivity −30 dBm

Ts(Ψ) 1
g(Ψ) 1.5

3.2.2. kNN-RF Algorithm

In the following section, we present a novel fingerprint location method known as kNN-RF, a
combination of kNN and RF. In particular, the training data are expanded by kNN, and this leads to a
significant improvement in the positioning accuracy after the RF training process.

The proposed RSS-based technique can be divided into two main phases— the offline phase and
the online phase (Figure 7).

The offline phase plays a key role since it takes most of the program execution time. This phase
consists of three separable basic steps. First, based on the area of the floor (see Figure 6), we prepared a
feasible number of reference points (25 × 25) with the distance between these points of 20.833 cm and
the optical receiver on a mobile object then began to collect all the RSS data from the four LED bulbs at
each predetermined point. Second, all the sampling data gathered from the previous step were stored
in memory.
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Figure 7. Block diagram of the proposed system.

Finally, all these data were sent to the kNN-RF model. This process (Figure 8) is described in the
following details:

(i) Feature expanding process using kNN: First using kNN is an important step to increase the
number of variables for the RF model, by finding the closest points to each reference point. kNN
is a very simple machine learning algorithm and is widely used in the current IPSs. The main
objective of this method is to find the Euclidean distances based on all of the reference points
collected in the offline phase. For the number of Euclidean distances, it is entirely possible to rely
on the value of k (k > 1) [12]. Specifically, the Euclidean distances are computed as follows:

DE =

√√√√ 4

∑
i=1

(
RSSon_i − RSSo f f _i

)2
(15)

where i is the number of LED bulbs (i.e., i = 4); RSSon_i are the RSS values collected in the online
phase; and RSSoff_i are the RSS values stored in the offline phase.

 
Figure 8. kNN-RF model.

After determining the Euclidean distances, the coordinates of each closest point are easily
identified. From this location, their RSS values are also inferred. To determine one of the two
inputs of the next RF block, the major operation of this step is to identify the nearest RSS of each
collected fingerprint based on the Euclidean distance (15). The number of RSS outputs from kNN
always depends on how many k closest points are used. In our proposed system, the number of
LED bulbs is fixed at four; hence each k value corresponds to four RSS values. In summary, RSS data
transferred to the next step from the kNN model are illustrated in Table 2, with k = 2 and given as:

RSSkNN = LEDnokFo f f (16)

where RSSkNN is the total number of RSS values after processing using kNN; LEDno is the number of
LEDs (here, LEDno = 4); k is the number of nearest points; and Foff is the number of fingerprints (here,
Foff = 625).

(ii) Feature evaluation and collection process: The RSS signals from both the kNN output and the
sampling data stored in the memory are transferred to the first function block in the RF model,
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namely, feature evaluation and collection. As discussed earlier, the number of features from
kNN varies depending upon the number of k-nearest points, and they obviously exist in direct
proportion. In the RF algorithm we can improve the performance of the training process and
reduce the computation cost using the feature importance ranking [21,22].

Table 2. Received optical power using kNN algorithm with two nearest points (Unit: W).

RSS (online) RSS (k = 1) RSS (k = 2)

No. LED A LED B LED C LED D LED A LED B LED C LED D LEDA LED B LED C LED D

1 7.13 × 10−5 1.16 × 10−5 1.16 × 10−5 4.52 × 10−6 7.13 × 10−5 1.16 × 10−5 1.16 × 10−5 4.52 × 10−6 10.3 × 10−5 1.64 × 10−5 2.34 × 10−5 9.24 × 10−5

2 10.3 × 10−5 1.64 × 10−5 2.34 × 10−5 9.24 × 10−6 10.3 × 10−5 1.64 × 10−5 2.34 × 10−5 9.24 × 10−6 10.3 × 10−5 2.34 × 10−5 1.64 × 10−5 9.24 × 10−6

3 11.4 × 10−5 1.70 × 10−5 2.41 × 10−5 9.02 × 10−6 11.4 × 10−5 1.70 × 10−5 2.41 × 10−5 9.02 × 10−6 12.2 × 10−5 1.73 × 10−5 2.54 × 10−5 8.92 × 10−6

4 12.2 × 10−5 1.73 × 10−5 2.54 × 10−5 8.92 × 10−6 12.2 × 10−5 1.73 × 10−5 2.54 × 10−5 8.92 × 10−6 12.7 × 10−5 1.75 × 10−5 2.78 × 10−5 9.02 × 10−6

5 12.7 × 10−5 1.75 × 10−5 2.78 × 10−5 9.02 × 10−6 12.7 × 10−5 1.75 × 10−5 2.78 × 10−5 9.02 × 10−6 13.0 × 10−5 1.75 × 10−5 3.12 × 10−5 9.30 × 10−6

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

621 9.02 × 10−6 2.78 × 10−5 1.75 × 10−5 12.7 × 10−5 9.02 × 10−6 2.78 × 10−5 1.75 × 10−5 12.7 × 10−5 9.30 × 10−6 3.12 × 10−5 1.75 × 10−5 13.0 × 10−5

622 8.92 × 10−6 2.54 × 10−5 1.73 × 10−5 12.2 × 10−5 8.92 × 10−6 2.54 × 10−5 1.73 × 10−5 12.2 × 10−5 9.02 × 10−6 2.78 × 10−5 1.75 × 10−5 12.7 × 10−5

623 9.02 × 10−6 2.41 × 10−5 1.70 × 10−5 11.4 × 10−5 9.02 × 10−6 2.41 × 10−5 1.70 × 10−5 11.4 × 10−5 8.92 × 10−6 2.54 × 10−5 1.73 × 10−5 12.2 × 10−5

624 9.24 × 10−6 2.34 × 10−5 1.64 × 10−5 10.3 × 10−5 9.24 × 10−6 2.34 × 10−5 1.64 × 10−5 10.3 × 10−5 9.24 × 10−6 1.64 × 10−5 2.34 × 10−5 10.3 × 10−5

625 4.52 × 10−6 1.16 × 10−5 1.16 × 10−5 7.13 × 10−5 4.52 × 10−6 1.16 × 10−5 1.16 × 10−5 7.13 × 10−5 9.24 × 10−6 1.64 × 10−5 2.34 × 10−5 10.3 × 10−5

In Figure 9 the importance level of the variables is illustrated, with k = 2, 3, 4, and 5. In each
case there are always differences among the feature groups (e.g., RSS_online, RSS_k1, RSS_k2, RSS_k3,
RSS_k4, RSS_k5), and even among elements in a group. The least important value can be neglected to
achieve better or at least the same positioning accuracy using much less computing time.
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Figure 9. Feature importance ranking by (a) k = 2, (b) k = 3, (c) k = 4, (d) k = 5.
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(iii) The training process using RF: After evaluating and collecting the notable features, the RF training
process is executed. We set the number of trees and features to 40 and 12, respectively. Similar to the
previous procedure in kNN, the RF also uses the RSS data as the input signals, but the difference
here is the combination of RSS data collected from the reference points and the RSS data that came
from the kNN. This connection increases the number of variables, which helps reduce the chances
of overfitting. However, a tremendous amount of data can lead to a very long run time.

Thus, the analysis results in Figure 9 can be used to choose, as well as remove, the appropriate
features. Then, as shown in Figure 10, by neglecting some features that have an importance rate ≤4%,
the CPU time is achievably enhanced, by 5.99% with k = 2 and by 18.3% with k = 3. With k = 5, half of
all the features are skipped and the improvement increases up to 31%, while the mean errors rise only
slightly by 7.45%. Therefore, the CPU time gradually decreases as more useless features are neglected.
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Figure 10. CPU time comparison before and after collection process.

In the online phase, the current RSS data from all the LED lights are sent directly to the estimation
process block in the kNN-RF model (Figure 8). This block then uses these data and all the trained data
in the offline phase to estimate the position of the object being considered. Estimation plays a major
role in the online phase and has an effect on the final estimated position.

To evaluate the performance of our proposed algorithm, we shuffled the dataset randomly and
divided them into 10 subsets. We then performed cross validations in each of them. By using this
method, each subset is given the opportunity to be a testing set 1 time and be a training set 9 times. The
results shown in Figure 11 demonstrate that our method is able to predict unseen data with a mean
accuracy of 99.33%. More in-depth analyses of the impacts of the number of neighbors in kNN, the
number of trees in RF, the receiver angle, and the performance of our method are thoroughly discussed
in the next section.

Figure 11. Cross validations.
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4. Performance Evaluation

4.1. Effects of the Number of Neighbors in kNN

We examined cases with various numbers of k nearest points, and from Table 3 it is virtually
certain that when k gradually increased from 2 to 8, the accuracy score showed only a minor fluctuation.
However, some error types, such as the mean absolute error (MAE), mean square error (MSE), and
root mean square error (RMSE) were slightly worse, corresponding to the increase in k values. As
mentioned in Section 3.2, finding an ideal k value is considered an excellent way to satisfy the real-time
requirements and enhance the quality of the recommended solution. In our proposed method, the
number of features sent to the RF block increased four times, corresponding to each k value added (see
Section 3.2). Therefore, in this paper, k is set to 2.

Table 3. Positioning accuracy vs. the number of k.

The Number of k 2 3 4 5 6 7 8

Accuracy Score (%) 99.08 99.34 99.06 99.10 99.18 99.27 98.98
MAE (m) 0.132 0.146 0.150 0.151 0.156 0.159 0.163
MSE (m) 0.039 0.040 0.044 0.044 0.047 0.048 0.051

RMSE (m) 0.196 0.200 0.208 0.209 0.216 0.217 0.225

4.2. Effects of the Number of Trees in RF

The number of trees in RF has a significant impact on not only the computational time, but also
the positioning error of the system. To achieve reliable results, we randomly selected 125 testing data
points (20% overall) and executed 100 consecutive repetitions to evaluate the influence of the number
of trees on the system performance.

As depicted in Figure 12, the more trees that are chosen, the smaller the mean of the positioning
errors. When the number of trees is more than 40, the performance continues to slightly improve, but
not significantly. With 40 trees, the mean of the positioning errors was 0.193 m, and with 150 trees it
was 0.189 m, a difference of only about 2.07%. From 70 trees onwards, the system became more stable,
with mean errors in the range of 0.189 m to 0.191 m.
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Figure 12. The number of trees vs. mean errors.

We also found that there were no considerable differences in the mean errors when the number
of trees reached 40 and more. However, as discussed in Section 3.2, the tree numbers are directly
proportional to the computational effort required (Figure 13). For instance, if 150 trees are selected
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instead of 10, the computational time will increase more than 13 times; thus, our system always suffers
from a heavy computation burden. Therefore, to ensure the real-time performance and acceptable
positioning quality, we recommend limiting the number of potential trees to the range of 40 to 70; even
smaller values can be considered when strict execution time is required.

Figure 13. The numbers of trees vs. CPU time.

4.3. Effects of the Receiver Angle

In practice, the angle of the receiver may change over time and the degree of change depends on
either the robustness of the mobile object equipped with a PD, the flatness of the moving surface, or the
posture of the person using the PD sensor. In this section, we evaluated the effects of the receiver angle
on the positioning accuracy by testing the mean of positioning errors corresponding to three separate
cases: 10◦, 20◦, and 30◦. For simplicity we assumed that the receiver angle is formed by the horizontal
plane of the PD and the horizontal plane of the floor. This can be seen in Figure 14, compared with the
case of a fixed rotation angle (0◦), the positioning errors in the cases of 10◦, 20◦, and 30◦ inclinations
increased 3%, 28%, and 34%, respectively. This means that as we gradually increase the tilt angle
of the optical receiver, the positioning accuracy changes in a deteriorating direction. However, the
positioning error showed a slight increase in the range from a 0◦ to 10◦ inclination of only 3%. This
range of tilt angle is also one of the most ubiquitous situations in reality. We are, therefore, confident
that our proposed solution fully satisfies the actual requirements.
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Figure 14. Positioning accuracy in different receiver angles.
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4.4. Performance Evaluation

In Figure 15, the true positions (tails) and the estimated positions (heads) are used to visually
illustrate the positioning accuracy of trilateration, kNN, Weighted-kNN (WkNN), and kNN-RF
algorithms. It is clear that the combination of kNN and RF produced the most promising performance.

  
(a) (b) 

  
(c) (d) 

Figure 15. Position estimation outcome by (a) Trilateration, (b) kNN, (c) WkNN, and (d) kNN-RF.

In Reference [12], the authors demonstrated that a WkNN model in a non-reflective space was
approximately 36% to 50% more accurate than the trilateration method with and without ambient
light, respectively. In a reflective environment, however, the precision of the positioning system with
the WkNN method became much worse, as the mean error rose from 0.031 m to 0.92 m, a 29-fold
increase. In contrast to the first three algorithms (i.e., trilateration, kNN, and WkNN), the errors in the
kNN-RF method were considerably lower, with an RMSE of 0.193 m (Figure 16).

As shown in Figure 17, the kNN-RF showed positive effects in specific areas of the model. By
analyzing the random data with kNN and kNN-RF, we found that the highest error appeared in the
corner where the impacts of noise and reflection were greatest. However, after being trained by the
kNN-RF algorithm, the error dramatically declined (almost 7-fold) from 1.16 m to 0.166 m. Although
the effect of the reflection in the region near the wall was higher than in the central area, and was lower
than in the corner area, there was a notable (6-fold) mean error improvement. In contrast, due to the
limited impact of the reflection on the central points, that area achieved the best positioning accuracy,
0.069 m, and thus gained only a slight improvement from kNN to kNN-RF.
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Figure 17. Positioning accuracy in different places.

These results demonstrate that our proposed kNN-RF solution produced a significant improvement
in the accuracy of the positioning system, even though the interference intensity became stronger due to
reflection and other noises.

5. Applications

The evolution of indoor positioning system using LED light gives us an ideal opportunity to
develop useful products that serve our daily lives. In particular, we can build in-house localization
applications at a low cost thanks to the availability of LED bulbs. In this paper, we suggest some
applications that we are pursuing.

Assistive devices for people with disabilities: The PD will be put on a smart cane or other assistive
walking devices to localize the position of the blind users and help them reach their destination quickly
and safely. Additionally, a smart wheel chair with a positioning function enables the elderly and
the disabled to travel easily. This can help improve their quality of life and maintain their sense
of independence.
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Indoor mobile robots: In addition to the applications for the disabled, LED-based indoor positioning
solution is also particularly useful in the field of mobile robots. We can use a mobile robot as an
effective means of transport in a factory or warehouse. The robot is used to pick up, move, and place
objects automatically. We can also adopt this kind of robot as a home assistant device which can make
our lives easier and more comfortable.

6. Discussion and Conclusions

To improve the positioning accuracy in multipath reflective environments, an innovative indoor
VLC positioning model is proposed in this paper, namely kNN-RF. Our simulation results show that
this combination of kNN and RF algorithms was five times more precise than other kNN methods. As
for conventional kNN methods, the quality of the positioning system is satisfactory if and only if there
is no existence of reflection. This noise, however, always persists in the indoor environment. In this
paper, we consider not only the highest reflection rate, but also the effect of ambient light, thermal
noise, and shot noise. The obtained outcomes show a considerable improvement in the positioning
accuracy outside of the room center, which faces the highest multipath reflections. For instance, the
positioning errors represent a marked improvement from kNN to kNN-RF in the room corners and
near the wall by 7-fold and 6-fold, respectively.

The potential results of the kNN-RF method present a chance of improving the performance of
the positioning system despite the negative impact of noises.

To further our research, we plan to conduct a real-time, full-scale experiment to demonstrate
the performance of our proposed method. We will also focus on improving the positioning accuracy
by strengthening the optimization of signal pre-processing before taking the kNN-RF algorithm
into account. After performing some improvements to the algorithm, we will try to apply our
proposed algorithm to indoor a mobile robot. For our current study, a VLC-based positioning system
is one of the main parts in the field of a multi-robot system, including collision avoidance and
multi-robot coordination.
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Abstract: Whereas the impact of photodiode noise and reflections is heavily studied in Visible Light
Positioning (VLP), an often underestimated deterioration of VLP accuracy is caused by tilt of the
Light Emitting Diodes (LEDs). Small LED tilts may be hard to avoid and can have a significant
impact on the claimed centimeter-accuracy of VLP systems. This paper presents a Monte-Carlo-based
simulation study of the impact of LED tilt on the accuracy of Received Signal Strength (RSS)-based
VLP for different localization approaches. Results show that trilateration performs worse than
(normalized) Least Squares algorithms, but mainly outside the LED square. Moreover, depending on
inter-LED distance and LED height, median tilt-induced errors are in the range between 1 and 6 cm
for small LED tilts, with errors scaling linearly with the LED tilt severity. Two methods are proposed
to estimate and correct for LED tilts and their performance is compared.

Keywords: VLP; LED tilt; Visible Light Positioning; positioning; localization algorithm

1. Introduction

1.1. Introduction on Visible Light Positioning

The introduction of Light Emitting Diodes (LEDs) for traditional lighting applications has also
led to new research lines in other application domains, as LEDs can be modulated to transmit
information over the visible light propagation channel. Besides large interest in high-speed Visible
Light Communication (VLC), another promising application is Visible Light Positioning (VLP) [1,2],
where e.g., the location of a photo diode (PD) is estimated. When using Received Signal Strength
Indicator (RSSI)-based positioning [3], VLP has an advantage over well-known Radio-Frequency (RF)
solutions, thanks to the absence of small-scale fading effects. Research has shed light on the impact
of noise on positioning performance [4], the impact of reflections [5,6], or the impact of LED power
uncertainty [7]. Also the impact of receiver tilt has been characterized [8–11], and ways to compensate
for this, but it remains unclear to what extent random small tilts of the LED at the ceiling impact
positioning performance.

1.2. Expected Issues Considering LED Tilt

Besides tilt induced via the LED die placement and packaging, another important source of tilt
is the operator suspending the LED. As suspending a LED is typically done while looking up and
standing on a ladder or a hydraulic platform lift, it becomes harder for the operator to maintain a
good feeling of horizontality, compared to when standing on the ground. Intuitively, one would
expect that the impact of LED tilt on the positioning error strongly relates to the lateral deviation in
the receiver plane, defined as the distance between the intersect of the untilted LED normal and the
receiver plane (i.e., right below the LED), and the intersect of the tilted LED normal and the receiver
plane (i.e., where the LED beam is directed to). This lateral deviation is equal to the tangent of the tilt

Electronics 2019, 8, 389; doi:10.3390/electronics8040389 www.mdpi.com/journal/electronics102
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angle (in radians) multiplied by the LED-PD height difference, or, for small tilt angles, the product of
the LED-PD height difference and the tilt angle (in radians) itself. Figure 1a shows the value of this
deviation in the receiver plane due to a tilted LED, as a function of the LED height (i.e., the height
difference between the LED and the PD). For real-life industrial VLP applications, LED heights of 7 m
or more are not uncommon and lead to deviations between 12 cm (for a tilt of 1°) and 61 cm (for a tilt of
5°). This paper will quantitatively and qualitatively investigate the validity of this intuitive assumption.
Furthermore, it needs investigation to what extent induced errors of multiple LEDs, each with a certain
(unknown) tilt, accumulate or compensate each other.
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Figure 1. Lateral displacements in receiver plane in case of LED tilt. (a) Maximal lateral displacement
of LED normal in the receiver plane due to LED tilt, as a function of LED-PD height difference;
(b) Additional displacement ∂L in receiver plane due to LED tilt ∂φ as a function of angle of irradiance
φ (S = square side length, h = LED-PD height difference).

1.3. Paper Content and Structure

This paper will characterize LED-tilt impact within a typical square VLP configuration by means
of a Monte-Carlo simulation, in which it is assumed that each of the four deployed LEDs has a
certain unknown (small) horizontal tilt, and a random azimuthal rotation. This way, the cumulative
distribution function (cdf) of the positioning error will be constructed for different locations within the
test site, and for different localization approaches. Also, the impact of LED tilt will be related with
the LED height and inter-LED distance. Finally, a brief exploration is presented towards estimating
LED tilt by investigating two tilt estimation methods, which can then be used to adjust model-based
RSS-VLP fingerprinting maps, and eventually, reduce positioning errors. The remainder of this paper
is structured as follows. Section 2 will present the visible light channel model that will be used in the
positioning algorithm, the simulation configuration, the positioning algorithms, and the proposed
LED tilt estimation methods. In Section 3, the results will be presented, after which the main findings
of this work will be discussed in Section 4, together with related future research work.

2. Materials and Methods

2.1. Channel Model

In this work, only the Line-of-Sight (LoS) path between the LED transmitters and the PD receivers
are accounted for. We will not consider the impact of reflections as a source of “noise”, in order to be
able to unambiguously assess the effect of LED tilt only. For the same reason, no shot noise or thermal
noise will be considered in this study. It should be noted that even when reflections are accounted
for via a model-based fingerprinting approach [6], LED tilt will have an impact since the reflected
contributions could either increase or decrease, depending on the LED location and tilt, the PD location,
and the location of the reflective surface. This is considered to be future work. Figure 2 and Table 1
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define the model parameters of the visible light channel. The power PR received at the PD is calculated
according to the channel model used in [12]:

PR = PE · hLoS, (1)

with PE the emitted optical power by the LED. hLoS is the channel gain along the direct link and can be
described as follows, when assuming a Lambertian radiator:

hLoS =
m + 1
2πd2 cosm(φ) · AR · cos(ψ) · TR(ψ) · GR(ψ), (2)

with m the order of the Lambertian emitter, and φ the angle of irradiance (i.e., the angle between
the LED normal and the vector �vLED2PD from the LED to the PD, with φ equal to either ϕtilt or ϕ in
Figure 2, depending on the LED being tilted or not). TR(ψ) and GR(ψ) are the optical filter’s gain and
the optical concentrator’s gain at the receiver, respectively, with ψ the angle of incidence (i.e., the angle
between the PD normal �nPD and the vector from the PD to the LED). The LEDs will be assumed to
be within the field-of-view (FOV) of the PD and TR(ψ) and GR(ψ) are assumed equal to 1. d is the
distance between the LED and the PD, and AR the actual PD area, here assumed to be 1 cm2. The PD
will be assumed to be horizontally oriented, so that cos(ψ) reduces to h/d, with h the height difference
between the LED and the PD.

When the LED is not tilted (i.e., horizontally oriented), the angle of irradiance φ = ϕ = ψ

(see Figure 2) with cos(ϕ) also equal to h/d. However, in case of LED tilt, the angle of irradiance φ is
equal to ϕtilt (see Figure 2), with cos(ϕtilt) as follows:

cos(ϕtilt) =
�vLED2PD ·�ntilt

LED

|�vLED2PD| · |�ntilt
LED|

, (3)

with�ntilt
LED the (tilted) LED normal (compared to�nno tilt

LED , being the untilted LED normal). The LED is
assumed to be tilted over an angle θ (determining the severity of the tilt), and rotated over an angle α

(determining where the LED is tilted to), as shown in Figure 2. Since |�ntilt
LED| = 1 and |�vLED2PD| = d,

cos(ϕtilt) is obtained as follows:

cos(ϕtilt) =
(xPD − xLED)sin(θ)cos(α) + (yPD − yLED)sin(θ)sin(α) + h cos(θ)

d
, (4)

with (xPD, yPD, 0) and (xLED, yLED, h) the coordinates of the PD and the LED respectively. Please note
that the assumption of the PD being located in the xy-plane, does not retract from the generality of the
work, as only the LED-PD height difference h matters.

As such, the power Ptilted
R received from a tilted LED on a horizontally oriented PD is calculated

as follows:

Ptilted
R = PE

h(m + 1)AR

2πd4 ((xPD − xLED)sin(θ)cos(α) + (yPD − yLED)sin(θ)sin(α) + hcos(θ))m (5)

Table 1. Summary of the parameters defined in Figure 2.

Parameter Explanation Parameter Explanation

θ horizontal LED tilt h LED-PD height difference
α azimuthal rotation of tilted LED normal d LED-PD distance
φ general notation for angle of irradiance (=ϕ or ϕtilt) �vLED2PD vector from LED to PD
ϕ angle of irradiance for untilted LED �nno tilt

LED untilted LED normal
ϕtilt angle of irradiance for tilted LED �ntilt

LED tilted LED normal
ψ angle of incidence �nPD PD normal
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Figure 2. Overview of visible light channel.

2.2. Simulation Configuration

Simulations will be executed for the room depicted in Figure 3. The dimensions of the room are
7 m × 7 m, with a ceiling at a height difference h above the PD, with h = 2.5 m (office environment)
or h = 6 m (industrial environment). The Lambertian order m of the LEDs is equal to 1, for all four
LEDs. In this scenario, we assume that the receiver height is fixed and known (e.g., a PD attached
to the top of a cart), so the evaluation of the receiver location is reduced to a plane. A receiver grid
of 5 mm will be considered here, meaning that the PD center can be located at NL = 14012 candidate
locations. Furthermore, we assume that the receiver hardware is able to demultiplex the contributions
of the different LED sources [13]. Four LEDs are attached to the ceiling, at the locations indicated in
Figure 3. We here assume the frequency division multiple access (FDMA) scheme proposed in [13] and
further investigated in [14], which combines the transmission of square waves with ‘power spectrum
identification’ based on the Fast Fourier Transform of the incident signal. The authors make use of
the even harmonics of square waves being zero, to separate the different contributions of each LED
transmitter at the receiver side. The modulation frequencies are typically in the range of 1–100 kHz,
which is sufficiently below the LED and LED driver bandwidth (>1 MHz) to not have a detrimental
impact on the positioning system. Although the exact optical power of the LEDs does not impact the
findings, as no receiver noise is added, we here assume an optical power of 10 W, in line with common
assumptions in literature [15,16].

The parameter θ is assumed to be the absolute value of a normally distributed variable θN , and α

to be uniformly distributed: θ = |θN |, with θN ∼ N (0, σ2
tilt) and α = U[0°, 360°]. Two values of σtilt

will be mainly considered in this work: 1° and 2°, meaning that 95% of the LEDs will be mounted with
a tilt below 2° and 4° respectively.

The positioning error due to tilt will be evaluated at 100 locations in a quarter of the receiver plane,
i.e., at the blue locations indicated in Figure 3. Thanks to the symmetry of the setup, the resulting error
distributions can be extrapolated to the three other zones, since the distribution of the positioning
errors will repeat themselves at the corresponding locations of the different parts of the 7 m × 7 m area.
It should be noted though that each single simulation will result in an asymmetric setup, since for each
simulation, the tilt of each LED will be randomly and independently chosen. However, the resulting
cdf at corresponding locations will be the same when a sufficient number of simulations is considered,
due to the fact that the statistical distribution of the LED tilt is assumed to be the same for each of
the LEDs. In this work, a position estimation for each of the 100 positions will be executed for 10,000
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random sets of LED tilts in a Monte-Carlo simulation. Each position estimation will be done according
to the algorithms presented in Section 2.3.
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Figure 3. Simulation configuration (A,B,C,D indicate LED locations, blue dots indicate scatter plot
ground truth locations, see Section 3.1, orange dots indicate the evaluation points used in Section 3.2).

2.3. Positioning Algorithms

Three different positioning algorithms will be compared: a traditional trilateration method,
and two model-based fingerprinting methods using a Least-Squares Estimation (LSE) and a normalized
LSE (nLSE) respectively.

2.3.1. Trilateration

Given a measured power Pmeas
Ri from LEDi (i = 1..N) and assuming that cos(φ) = cos(ψ) = h

di
for

horizontally oriented LEDs and PD (see Figure 2), Equation (2) can be rewritten to allow the calculation
of the estimated distance d̂i between LEDi and PD:

d̂i = m+3

√
(m + 1) · PE

2πPmeas
Ri

· hm+1 · AR, (6)

The real squared horizontal distance d2
i between LEDi and the PD is given by:

d2
i = (x − xi)

2 + (y − yi)
2 = x2 − 2xxi + x2

i + y2 − 2yyi + y2
i , (7)

with (x, y) the PD location, and (xi, yi) the coordinates of LEDi. After eliminating the quadratic terms
in x2 and y2 by subtracting d2

N from d2
i , N-1 equations are obtained (i = 1, . . . , N − 1):

d2
i − d2

N = −2x(xi − xN) + x2
i − x2

N − 2y(yi − yN) + y2
i − y2

N (8)

These linear equations in x and y can be written as b = M

[
x
y

]
, where
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b =

⎡⎢⎢⎢⎢⎣
d2

1 − x2
1 − y2

1 − d2
N + x2

N + y2
N

d2
2 − x2

2 − y2
2 − d2

N + x2
N + y2

N
...

d2
N−1 − x2

N−1 − y2
N−1 − d2

N + x2
N + y2

N

⎤⎥⎥⎥⎥⎦ (9)

M =

⎡⎢⎢⎢⎢⎣
x1 − xN y1 − yN
x2 − xN y2 − yN

...
...

xN−1 − xN yN−1 − yN

⎤⎥⎥⎥⎥⎦ (10)

[
x
y

]
can then be estimated as

[
x̂
ŷ

]
using the Moore-Penrose pseudo-inverse of M:

[
x̂
ŷ

]
= (MT M)−1MT b (11)

In case the LEDs are tilted, the assumption of cos(φ) = cos(ψ) = h
di

will no longer hold, and errors
will be introduced.

2.3.2. Least-Squares Estimation

The following two methods are based on the comparison of the set of so-called measured received
powers Pmeas

Ri from each (tilted) LEDi (i = 1, . . . , N) at the unknown PD location (xPD, yPD), with the set
of fingerprinted PD powers PL,model

Ri from LEDi at all (14012) locations L in the grid. For the construction
of the fingerprinting database of the PL,model

Ri values, each LED is assumed to be untilted, as it is its most
probable position. The set of so-called measurements (Pmeas

R1 , Pmeas
R2 , . . . , Pmeas

RN ) represent the observed
values in the realistic setup investigated here. They are obtained from (PE1, PE2, . . . , PEN), where Pmeas

Ri
values are obtained from Equation (5) with θ and α values as samples from their respective statistical
distributions. The larger the tilt of the LEDs (larger σ2

tilt values), the larger the positioning errors will
be. The algorithm estimates the unknown location with coordinates (xPD, yPD) to be at the location L
where the Least-Squares cost function CL

LSE has a minimum [6]:

CL
LSE =

N

∑
i
(Pmeas

Ri − PL,model
Ri )2. (12)

2.3.3. Normalized Least-Squares Estimation

The normalized Least-Squares Estimation algorithm was shown to perform better than the LSE
algorithm when there is uncertainty on the respective LED powers [17]. The unknown location
(xPD, yPD) is estimated at the the location L where the cost function CL

nLSE has a minimum:

CL
nLSE =

N

∑
i
(

Pmeas
Ri − PL,model

Ri

PL,model
Ri

)2. (13)

For the LSE and nLSE methods, each position estimation thus consists of a comparison of the set
of measurements (Pmeas

R1 , Pmeas
R2 , . . . , Pmeas

RN ) against all (PL,model
R1 , PL,model

R2 , . . . , PL,model
RN ) sets that are stored

in the database. In total, NL sets of N values of PL,model
Ri are precalculated and stored in a fingerprinting

database, i.e., the received power at NL locations from each of the N LEDs, according to the LoS
channel model from Section 2.1. For the configuration under test, N = 4 and NL = 14012 = 1,962,801,
meaning that 7,851,204 values are stored.
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2.4. LED Tilt Estimation Methods

Based on the configuration and the algorithms described in the previous sections, the impact
of LED tilt will be assessed. In this section, two methods for estimating the LED tilt are presented,
i.e., the angles θ and α from Figure 2. Once this tilt is known, the fingerprinting map with powers
(PL,model

Ri values of Sections 2.3.2 and 2.3.3) can be adjusted, in order to reduce aforementioned LED
tilt impact.

2.4.1. Exhaustive Search

The first method encompasses an exhaustive search over all possible (x, y) locations in the receiver
plane. As Equation (2) can be rewritten as

PR(x, y) = PE · m + 1
2πd2(x, y)

cosm(φ)(x, y) · AR · cos(ψ)(x, y) · TR(ψ)(x, y) · GR(ψ)(x, y), (14)

the location (xL,yL) in the receiver plane which is pointed to by the LED normal, can be determined
as the (x,y) location for which the angle of irradiance φ is minimal or cosm(φ)(x, y) is maximal. For a
horizontal PD, and when removing all (x,y)-independent factors, (xL,yL) is thus found at the location
(x,y) where

PR(x, y) · d3(x, y)
TR(ψ)(x, y) · GR(ψ)(x, y)

(15)

is maximal. Especially for small LED tilt values, it is fair to assume that the optical filter’s gain and the
optical concentrator’s gain at the receiver are also independent of the receiver location, so that the LED
tilt is determined by the location (xL,yL) where the product of the measured received power PR(x, y)
and the cube of the LED-PD distance becomes maximal, i.e.,

(xL, yL) = max
(x,y)

(PR(x, y) · d3(x, y)).

From the location (xL,yL), the tilt values (α, θ) are easily derived using basic trigonometry as

(arctan yL
xL

, arctan
√

x2
L+y2

L
h ). Although this method in principle delivers the exact LED tilt, it is very

cumbersome, as it requires the execution of a large set of measurements, whereby the exact ground
truth of the measurement location has to be known. The measurement campaign should be executed
with an automated positioning system, e.g., with a stepping motor [18].

2.4.2. Quick Search

Unlike in the case of the first method, the second method, denoted here as ’quick search’, uses a
power measurement at only a limited set of NM locations under the considered LED. Based on these
power measurements Pmeas

i , a minimum-search in the (θ,α) space is executed for finding the most likely
values for these tilt parameters. We propose a cost function using power ratios at the different locations
instead of absolute power values, since the expected powers Pmodel

i are sometimes not known without
doing a calibration phase like e.g., in [19]. This is due to e.g., unknown deviations of the assumed
LED power, PD responsivity,. . . When working with power ratios and thus excluding these unknown
factors to a certain extent, the cost function is expected to be better suited to identify power differences
that are solely due to the LED tilt. As such, the proposed cost function is the following:

Ctilt(α, θ) =
NM

∑
i=1

NM

∑
j=i+1

(
Pmeas

i
Pmeas

j
− Pmodel

i (α, θ)

Pmodel
j (α, θ)

)2

, (16)

with NM the number of measurement locations in the receiver plane, and Pmeas
i the measured power at

location i underneath the considered LED. The power values Pi, i=1..NM, are first sorted in descending
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order. Pmodel
i (α, θ) is the modeled received power at location i, according to Equation (5) for a LED

tilt determined by (α, θ). The cost function iterates over α between 0° and 360°, with a 1° resolution.
The parameter θ is iterated between 0° and θmax = 5, with 0.1° resolution. Ctilt will reach its minimal
value for (α, θ) values equal to the actual LED tilt values, although the outcome will be corrupted by
external factors such as noise, unaccounted PD tilt, deviations from the tabulated Lambertian order.

2.4.3. LED Tilt Estimation Scenario

The performance of the described methods will be evaluated for a 10 W LED at a height of 2.5 m
above the receiver plane. The LED is assumed to have a horizontal tilt of θ = 1.6° and an azimuthal
rotation α of 230°. For the ’quick search’ method, four measurement locations (NM = 4) in the receiver
plane will be considered, with (quite randomly chosen) coordinates (1,0), (−0.5,±

√
3

2 ), and (1,−1).
Finally, a PD area of AR = 1 cm2 is assumed.

3. Results

3.1. Assessment of LED Tilt Impact on Positioning Accuracy for Typical Configurations Using
Different Metrics

Figure 4 shows the cdf of the positioning errors of the 104 simulations at each of the 100 evaluation
locations for (a) a LED-PD height difference of 2.5 m and σtilt = 1° (denoted as normal office placement);
(b) a LED-PD height difference of 2.5 m and σtilt = 2° (denoted as sloppy office placement); (c) a
LED-PD height difference of 6 m and σtilt = 1° (denoted as normal industrial placement); and (d) a
LED-PD height difference of 6 m and σtilt = 2° (denoted as sloppy industrial placement). In each
plot, the three localisation metrics from Section 2.3 are compared. Table 2 lists the median (p50) and
95%-percentile (p95) values of the errors for the different configurations. It is observed that for a normal
office placement (see Figure 4a), median errors are around 2–3 cm and 95-percentile errors between
6 and 10 cm. The LSE metric slightly outperforms the nLSE metric, whereas traditional trilateration
produces errors that are almost 40% higher on average than for LSE. For a sloppy industrial placement
(see Figure 4b), median (p50) and maximal (p95) errors more or less double, compared to the normal
placement, for all metrics.

When increasing the height to 6 m (industrial), errors increase, but not significantly. For a normal
industrial placement (see Figure 4c), although median errors increase between 8 (trilateration) and
24% (LSE) compared to the normal office placement, maximal errors even see a slight decrease for the
LSE and trilateration approaches. The next section will elaborate on this impact of LED height more
thoroughly. Finally, for a sloppy industrial placement (see Figure 4d), the errors again more or less
double compared to the normal industrial placement, suggesting that doubling σtilt for each of the
LEDs also doubles the resulting positioning error.

To give more insight on the spatial distribution of the postion estimates for the different localization
approaches, Figure 5a–c show a scatter plot of the estimated positions for a LED-PD height difference
of 2.5 m, and a σtilt value of 2°, for LSE, nLSE, and trilateration, respectively. For each of the 100
evaluation points, 250 estimations are displayed. These 100 evaluation points correspond to the blue
dots in Figure 3. The square that is formed by the LEDs is partly shown with orange lines. These scatter
plots correspond to the values in Table 2 for a ’sloppy office’ deployment. The dominant LED at (1.5,
1.5) causes a more circular pattern due its LED tilt for the LSE metric than for nLSE, showing that
nLSE indeed reduces the impact of the dominant LED. Trilateration performs worse than the other
two metrics, but especially outside the LED square (i.e., for x or y coordinates <1.5 m). Inside the LED
square, the performance of the algorithms is comparable.
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Table 2. Median and maximal positioning errors for the three localization approaches, for four typical
LED deployments.

Positioning Error (cm) LSE nLSE Trilateration

p50 p95 p50 p95 p50 p95
normal office (h = 2.5, σtilt = 1°) 1.80 6.52 2.06 6.52 2.47 9.07
sloppy office (h = 2.5, σtilt = 2°) 3.64 13.09 4.03 13.15 4.90 18.35

normal industrial (h = 6, σtilt = 1°) 2.24 6.40 2.50 7.02 2.66 8.08
sloppy industrial (h = 6, σtilt = 2°) 4.53 12.65 4.92 13.87 5.25 15.87
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(d)
Figure 4. Cdf of the positioning errors at the evaluation locations (blue dots in Figure 3) for three
positioning metrics. (a) Normal office placement (LED-PD height difference = 2.5 m, σtilt = 1°);
(b) Sloppy office placement (LED-PD height difference = 2.5 m, σtilt = 2°); (c) Normal industrial
placement (LED-PD height difference = 6 m, σtilt = 1°); (d) Sloppy industrial placement (LED-PD
height difference = 6 m, σtilt = 2°).
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(a) LSE (b) normalized LSE

(c) Trilateration

Figure 5. Scatter plot of 250 location estimations for each of 100 locations (indicated by white-edged
dots) in top left part of the 7 m by 7 m square of Figure 3, for a LED height of 2.5 m and a σtilt = 2°.
The LED square is indicated with an orange line.

3.2. LED Tilt Impact for Different Inter-LED Distances, LED Height and Tilt

In this section, we further characterize the errors due to random LED tilt, using the common
trilateration method described in Section 2.3.1. Different configurations with four LEDs in a square
configuration are investigated. We vary the side of the square (i.e., the inter-LED distance) between 2
and 8 m in steps of 1 m, the LED height between 2 and 8 m in steps of 1 m, and σtilt between 1 and 3° in
steps of 1°. For each of these 7 × 7 × 3 =147 combinations, each of the 4 LEDs are randomly tilted and
the localisation accuracy is evaluated on a uniform 11 × 11 grid in between the LED locations, meaning
that the accuracy is evaluated only inside the LED square, for which was observed that all three
localization approaches yielded comparable estimation clouds (see Figure 5). These 121 evaluation
points correspond to the orange dots in Figure 3. Please note that Figure 3 represents a configuration
with square side length S = 4. For each of the 147 combinations, 5000 LED tilt settings are generated,
with the LEDs tilted according to the statistical tilt distributions presented in Section 2.2. As (thermal
or shot) noise is not considered here, the value of the transmit power PE or the PD area AR has no
influence on the positioning accuracy, so conclusions are also valid for other LED optical powers or
PD areas.

Figure 6a shows the p50 error due to LED tilt for 7 different square side lengths (2 to 8 m), as a
function of the LED height, for a σtilt value of 1°. The figure shows that irrespective of the LED height,
the impact of tilt is the lowest for smaller LED squares. e.g., for a LED height of 2 m, the median
induced positioning error increases from 1 cm for a 2 × 2 m LED square to 6.5 cm for an 8 × 8 m LED
square. As the LED height increases, the influence of the square side length reduces, with median errors
between 2.4 cm (2 × 2 m square) and 3.8 cm (8 × 8 m square). Furthermore, it is interesting to note that
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the impact of LED tilt on positioning accuracy in the receiver plane does not necessarily increase with
LED height (i.e., higher LED-PD height differences), while intuitively (and from Figure 1a), one might
expect a monotonic increase of the induced error with LED height. However, for a given LED square
size S, there appears to be an optimal LED height with respect to the impact of LED tilt. e.g., for an
8 × 8 m LED square, this optimal LED height is 6 m, decreasing to 4 m for a 5 × 5 m LED square,
and to smaller than 2 m for a 2 × 2 m LED square.

We explain this using Figure 1b, where a 1D-simplified side view of the considered configuration
is shown, with h the LED-PD height difference and S the LED square side length. With γ between 0
and 1, γS indicates the range of possible lateral displacements L = h · tanφ of the PD in the receiver
plane, with respect to perpendicular irradiance (γ = 0 is below the LED, γ = 1 is below an adjacent
LED of the LED square). φ is the angle of irradiance for an untilted LED. The variable of interest
here is ∂L

∂φ , indicating the additional lateral displacement in the receiver plane, due to a LED tilt

∂φ: ∂L
∂φ = h

cos2φ
= h + γ2S2

h . The result comprises two opposed phenomena. One the one hand,
we observe that larger LED heights h correspond to larger additional displacements in the receiver
plane. This corresponds to the phenomenon described in Section 1.2 and Figure 1, and is is reflected by
the first factor h of ∂L

∂φ , meaning that the tilt impact is smaller for smaller LED heights. On the other
hand, we see that for a given (and fixed) LED square size S, relatively more receiver locations will have
a large angle of irradiance φ when h is smaller (see also Figure 1b), leading to a larger additional lateral

displacement. This is reflected by the second factor γ2S2

h of ∂L
∂φ . The combination of these two opposed

phenomena causes, depending on the size of the LED square S, the minimal tilt impact to be observed
at different height differences h. When the LED-PD height difference is equal to the inter-LED distance
(h = S), forming a cube, the error sees a perfect linear increase with h, as indicated by the red curve
in Figure 6a, again corresponding to the intuitive assumption described in Section 1.2 ( ∂L

∂φ reduces

to h(1 + γ2) for this simplified 1D-case).
Finally, it was again observed that p95 errors scale approximately to values equal to three times

the p50 values. Similarly, the p50 errors scale also linearly with the σtilt value, as is shown in Figure 6b,
depicting the induced median error for a 4 × 4 m LED square, as a function of LED height for three
σtilt values.
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Figure 6. Induced median error due to LED tilt for different LED square sizes, heights, and tilts.
(a) Induced median error for square side lengths between 2 and 8 m, as a function of LED height, for a
σtilt value of 1°; (b) Induced median error for a 4 × 4 m LED square, as a function of LED height for
three σtilt values.

3.3. Evaluation of LED Tilt Estimation Methods

In this section, the performance of the LED tilt estimation methods presented in Section 2.4
are presented. Figure 7a,b show the PR · d3 values in the receiver plane without receiver noise and
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with added noise to the received powers (σnoise = 10−7 W) respectively (’exhaustive search method’).
The figures indicate the LED location (green asterisk in (0,0)), the real (black asterisk) and estimated
(red asterisk) intersect of the LED normal with the receiver plane, and the location receiving the
maximal power PR (blue asterisk). It should be noted that the direction of the tilted LED normal is
indeed not only determined by the maximal received power PR (blue asterisk), as this maximal-power
location is determined by a tradeoff between being located along the LED normal (pulling towards the
black asterisk) and having the shortest distance to the LED (pulling the location back towards right
underneath the LED, green asterisk). This is also why the tilted LED normal intersect is not found at
the location with a maximal PR, but instead at the location with a maximal PR · d3. Figure 7a shows
that under the absence of noise, the LED tilt can be estimated exactly (red asterisk co-located with
black asterisk), indicating the correctness of the proposed method. When noise is added, θ and α are
estimated at 2.1° and 201° respectively (compared to the real values θ = 1.6° and α = 230°). To reduce or
avoid the possible effect of obtaining an erroneous noise-induced maximum of PR · d3, an alternative
approach could be to calculate the centre of the set of the X locations with the highest measured PR · d3

values. The value of X should be determined based on a tradeoff between a sufficient tilt estimation
precision and a sufficient spatial averaging of possible noise.
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Figure 7. Illustration of LED tilt estimation methods. (a) Exhaustive method—no noise (scale showing
PR · d3, in Wm3); (b) Exhaustive method—noise (scale showing PR · d3, in Wm3); (c) Quick search—no
noise (scale showing Ctilt(α, θ) from Equation (16), dimensionless); (d) Quick search—noise (scale
showing Ctilt(α, θ) from Equation (16), dimensionless).

Figure 7c,d show the cost function from Equation (16) without noise and with added noise to the
considered measurement points (σnoise = 10−7 W). Figure 7c indicates the correct operation of the quick
search method (green asterisk co-located with red asterisk). Figure 7d shows a slight deviation of the
estimation due to the added noise (error in θ and α of 0.1° and 4.5° respectively). Comparison of the
LED tilt estimations of the two methods under the presence of noise, shows that the quick search using
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only four measurement points typically performs better than the exhaustive search, despite the fact
that fewer measurements were used. This is explained by the fact that the intersects of the tilted LED
normals are usually very close to the untilted LED normal (a few cm, see Figure 7a,b). Due to the low
gradient of the received power in the area underneath the LED (m = 1), differences in PR (or in PR · d3)
are very small, making them susceptible to noise. The quick search method uses measurement points
that are further from the intersect of the untilted LED normal with the receiver plane. Thanks to the
larger power gradient there, this method appears to be less susceptible to noise. Or differently stated,
LED tilt is better noticed at larger angles of irradiance, the phenomenon also discussed in the previous
section and noticed in Figure 1b.

4. Discussion

In this paper, we investigated to what extent the uncertainty on the LED tilt impacts RSS-based
VLP accuracies. For a 7 m × 7 m room with four LEDs placed in a 4 m × 4 m square, positioning
errors at 100 locations in the receiver plane were compared for three localization approaches, based on
a Monte Carlo simulation consisting of 104 simulations. It was shown the model-based fingerprinting
methods (Least-Squares Estimation and normalized Least-Squares Estimation) performed slightly
better than a traditional trilateration, mainly for locations outside the LED square. We observed that
tilt-induced errors are in the order of centimeters, depending on the LED configuration (LED height
and inter-LED distance), and the severity of the tilt. The errors scale linearly with the severity of the
LED tilt.

We found that for a σtilt value of 1°, median errors for a LED height of 7 m were between 2 and
4 cm (see Figure 6a, depending on inter-LED distance), which indicates a more limited impact than
intuitively assumed from Figure 1a, where a lateral deviation of 12.2 cm was found. This indicates that
the lateral deviation of the LED normal in the receiver plane corresponds to a significant overestimation
of tilt-induced positioning errors, suggesting that induced errors of multiple LEDs compensate each
other. It has also been shown that increasing the LED height does not necessarily increase the
tilt-induced errors: depending on the inter-LED distance, there is an LED height optimum where LED
tilt impact is minimal.

We now compare these errors with errors induced by noise, and errors due to deviations on the
tabulated optical LED power. In [6], the performance of VLP under the presence of reflections was
investigated for h = 1.65 m and S = 2.5 m and a wall reflectance factor of 0.3. Median errors between
6.7 and 8.7 cm were found, depending on the metric used. Based on the curves presented in Figure 6a,
a median error between 1 and 1.5 cm due to tilt can be expected for a configuration with these h and
S values, when σtilt = 1°. In [17], it was investigated to what extent deviations from the tabulated
transmitted optical LED power impacted positioning accuracy. Again, for h = 1.65 m and S = 2.5 m,
median and maximal (95% percentile) errors of 4.21 and 10.75 cm were found for a LED tolerance
(i.e., 3-sigma value) of 10%. For the same configuration, median errors ranging from about 1 mm
to 10 cm were obtained for standard deviations of the observed noise power ranging between 10−8

and 10−6 W [17].
Knowing that the tilt-induced errors investigated here, add up with those introduced by thermal

noise and shot noise, reflections, receiver tilt, and imperfections in the LED radiation pattern, LED tilt
is one of the crucial aspects to consider and compensate for, since the other aspects are often harder to
compensate for: receiver tilt might be variable while moving, noise is a random process, and reflections
and LED radiations patterns are not easy to model well, or require the execution of a large measurement
campaign. Therefore, estimating LED tilt and compensating for it might consistently reduce VLP
errors by a few centimeters. As a first exploration, two methods to estimate the LED tilt have been
presented. Although intuitively it could be assumed that an exhaustive analysis of the (maximal)
powers in the area right underneath the tilted LED would be the best approach to accurately estimate
LED tilts, it seems that a limited set of measurements at different, more distant points would deliver
better estimates. It remains to be (experimentally) investigated how many points would ideally be
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required and which locations would be optimal. This is considered as future work. The presented
method shows to have the potential to estimate LED tilt, which in turn allows adjusting model-based
fingerprinting maps for an improved RSS-based VLP performance. Another interesting future research
track is a full sensitivity analysis, including the impact of noise, LED tilt, PD tilt, and wall reflections.
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Abbreviations

The following abbreviations are used in this manuscript:
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Abstract: In the mobile optoelectronic tracking system (MOTS) based on charge-coupled device
(CCD) and fiber-optic gyroscope (FOG), the tracking performance (TP) and anti-disturbance ability
(ADA) characterized by boresight error are of equal importance. Generally, the position tracking
loop, limited by the image integration time of CCD, would be subject to a non-negligible delay
and low-sampling rate, which could not minimize the boresight error. Although the FOG-based
velocity loop could enhance the ADA of the system, it is still insufficient in the case of some
uncertain disturbances. In this paper, a feedforward control method based on the results of error and
disturbance observation was proposed. The error observer (EOB) based on the CCD data and model
output essentially combined the low-frequency tracking feedforward and closed-loop disturbance
observer (DOB), which could simultaneously enhance the low-frequency TP and ADA. In addition,
in view of the poor low-frequency performance of the FOG due to drift and noise that may result in
the inaccuracy of the observed low-frequency disturbance, the FOG-based DOB was used to improve
the relatively high-frequency ADA. The proposed method could make EOB and DOB complementary
and help to obtain a high-precision MOTS, for in practical engineering, we give more attention to the
low-frequency TP and full-band ADA. Simulations and experiments demonstrated that the proposed
method was valid and had a much better performance than the traditional velocity and position
double-loop control (VPDC).

Keywords: feedforward control; mobile optoelectronic tracking system; error observer; disturbance
observer; tracking performance; anti-disturbance ability; model reference

1. Introduction

The charge-coupled device (CCD)-based mobile optoelectronic tracking system (MOTS),
commonly mounted on vehicles, ships, airplanes and satellites, is mainly used for astronomical
observation, free space communication, searching and target tracking [1–5]. The closed-loop control
of the system is based on the boresight error detected by a CCD. The value of boresight error could
reflect the tracking performance (TP) and anti-disturbance ability (ADA), both of which are equally
important in a moving platform being full of various disturbances. Due to the image integration time
of the CCD, the position tracking loop would be subject to a non-negligible delay and low-sampling
rate [6,7], which are major causes of instability and performance deterioration [8–10]. Scholars
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have adopted many optimization methods to enhance the tracking accuracy and decrease the bad
influence of the delay. A PID-I method, with an integration added to the controller, was proposed
to reduce the steady-state error of the system [11], which, however, would affect the stability of the
system and decrease its dynamic performance. In order to eliminate the effect of delay on system
stability, a Smith predictor was introduced to the tracking loop [12,13]; however, the delay was moved
out from the closed loop but still existed in the system, which would restrict the TP. As reported,
a multi-loop control structure based on MEMS inertial sensors could increase the bandwidth of
the system [14]. Nevertheless, there was little low-frequency improvement of TP. Compared to
the difficulties in enhancing the TP, the ADA of the system is relatively easier to improve, for the
disturbances usually originate from the base which could be measured by inertial sensors with little
delay. Therefore, an inertial sensor, such as a fiber-optic gyroscope (FOG) mounted parallel to the
boresight, is commonly used to establish a high-rate inner loop, which would increase the whole
ADA of the system [15,16]. However, the ADA of the closed-loop control is still insufficient for plant
uncertainties and large-magnitude disturbances. In summary, the feedback control method is limited
in improving either the TP or ADA of the system.

In order to get a satisfactory performance, it is necessary to perform feedforward control, including
the tracking and disturbance feedforward. Theoretically, the errors could be significantly reduced or
even eliminated, and almost all measurable disturbances could be suppressed. Unfortunately, it was
difficult to get the trajectory of the target and extract the disturbance signals. A predictive tracking
method combining the boresight error with angular sensor for synthesizing the target trajectory was
proposed to compensate the errors caused by time delay [17,18]. However, an additional position
sensor was required, which was only suitable for the condition with low measurement noise. Similarly,
in order to detect the disturbances, additional sensors should be equipped on the pedestal [19,20];
the wind disturbance and cogging force cannot be reflected from the pedestal. Hence, the feedforward
control based on direct measurement could not be easily implemented, especially for the space and
cost limited occasions.

In this paper, an unconventional feedforward control method based on the error and disturbance
observation was proposed considering the velocity and position double-loop control (VPDC).
The CCD-based error observer (EOB) combined the differential of the boresight error and model
output with a delay to generate a composite velocity, which simultaneously contained the delayed
signals of the target motion and disturbance. Since the delay had little effect on the very low-frequency
signal, the low-frequency items of the composite velocity could be fed forward to the velocity closed
loop. The EOB was equivalent to a coalition of the low-frequency tracking and disturbance feedforward.
Although the TP improvement was in the low frequency, it was satisfactory because the target motion
signal mainly distributed there. Unlike the TP, the ADA improvement only in low frequency brought
by EOB was not enough because external disturbances nearly distributed in the full frequency band.
Therefore, a FOG-based disturbance observer (DOB) was continuously added to the inner loop to
increase the ADA. Unlike the direct disturbance feedforward method, by which additional sensors
should be equipped on the pedestal to extract disturbance, DOB could acquire the disturbance through
the difference between the data of the existing sensors and the model output [21,22]. Since the FOG’s
low-frequency signal was weak and susceptible to drift and noise, which resulted in the inaccuracy of
the observed low-frequency disturbance, the additional DOB mainly benefited the high-frequency ADA.
Hence, the proposed method could make the CCD-based EOB and FOG-based DOB complementary.
To verify the effectiveness of the method, a platform consisting of groups of the fast steering mirror
system was established, which was the core component of MOTS [14]. Experiments demonstrated that
the proposed system had a good TP in low frequency and a strong ADA in a wide band.

This paper is organized as follows. Section 2 introduces the physical structure of the MOTS,
the basic VPDC method and the common tracking and disturbance feedforward way based on direct
measurement. Section 3 analyzes the proposed feedforward method based on the EOB and DOB,
which could provide theoretical derivations. Section 4.1 discusses the matter of how to design the EOB
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controller Q1 to maximize the performance of the EOB under the condition of guaranteed gain and
phase margin. Section 4.2 focuses on the design of the DOB controller Q2 and analyzes the promotion
of ADA. Section 5 is the experimental part, indicating the detailed improvement of the TP and ADA
by the proposed method. Section 6 lists the concluding remarks.

2. The CCD-Based MOTS with Traditional Control Methods

The basic configuration of the MOTS is shown in Figure 1. The light from the target could pass
through the reflective surface of the rotating mirror, which would then be detected by CCD to calculate
the boresight error. After receiving the boresight error, the controller would drive the voice motors to
make the mirror rotate accordingly, thereby tracking the target and resisting the impact of the external
disturbances. To enhance the ADA, a FOG was mounted on the lens barrel to measure the angle
velocity. In addition, the velocity closed loop would increase the stiffness of the object and make it
easier to control the platform.

Figure 1. Configuration of the MOTS.

2.1. The Basic VPDC Control Method

In Figure 2, the basic control structure of the VPDC was presented. The error transfer functions of
the tracking and disturbance were respectively SR and SD, as shown in Equations (1) and (2).

R
se τ−

pC vC s

D

s

vG
E Y

Figure 2. The VPDC structure. Gv refers to the velocity open-loop transfer function. Cv and Cp

respectively refer to the velocity controller and position controller. e−τs refers to the delay element of
the CCD. E refers to the boresight error without delay. R and D respectively refer to the target signal
and the external disturbance signal. Y refers to the corresponding movement of the boresight.

SR =
E
R

=
1

1 + Cp
CvGv

1+CvGv
1
s e−τs

≈ 1
1 + Cp

1
s e−τs

(1)
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SD = E
D = 1

1+CvGv+CpCvGv
1
s e−τs = 1

1+CvGv
· 1

1+Cp
CvGv

1+CvGv
1
s e−τs

≈ 1
1+CvGv

· 1
1+Cp

1
s e−τs

(2)

where CvGv/(1 + CvGv) ≈ 1 in low frequency, because the high-sampling rate velocity loop commonly
has a high bandwidth over 100 Hz [14]. As we all know, the smaller the error transfer function is,
the higher the accuracy will be. From Equations (1) and (2), it could be concluded that the TP could be
slightly improved by the velocity loop. However, the velocity loop could significantly improve the
ADA and the enhanced part is |1/(1 + CvGv)|. Unfortunately, when tracking a high-velocity target
with strong external disturbance from the pedestal, the TP and ADA would still be insufficient. If the
structure was not modified, we could only increase the gain Cp and Cv or add more integral elements
to enhance the performance. However, these would decrease the margin and could even make the
system unstable. To get a high-precision system under complex conditions, the feedforward branch
should be introduced.

2.2. The Conventional Feedforward Based on Direct Measurement

The feedforward control, as a robust method in industrial control, can effectively decrease the
influence of delay and establish a high real-time and high-precision system. The VPDC-based direct
feedforward structure is shown below (Figure 3).

R
se τ−

pC vC s

D
s

vG

s Q Q

E Y

Figure 3. The direct feedforward structure based on VPDC.

The error transfer functions are as follows.

S′
R =

E
R

=
1 − Q1 · CvGv

1+CvGv

1 + Cp
CvGv

1+CvGv
1
s e−τs

≈ 1 − Q1

1 + Cp
1
s e−τs

(3)

S′
D = E

D = 1−Q2·Gv
1+CvGv+CpCvGv

1
s e−τs = 1

1+CvGv
· 1−Q2·Gv

1+Cp
CvGv

1+CvGv
1
s e−τs

≈ 1
1+CvGv

· 1−Q2·Gv
1+Cp

1
s e−τs

(4)

Compared to Equations (1) and (2), if Q1 and Q2 are designed properly, the error could be reduced
to 0, theoretically. However, in fact, the pure feedforward control is a kind of open-loop control highly
relying on the object model. Since the mathematical model could only be built accurately at low and
middle frequencies, the promotion mainly concentrated in these bands. In addition, it was difficult to
get signals of the target movement and disturbance. Firstly, there is no sensor that could directly detect
the motion state of the target. If the sensors’ fusion method is adopted to predict the target trajectory,
an additional sensor should be used to measure the position of the platform. The prediction method
requires lots of computation and is only suitable for low noise environments. Secondly, in order to
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extract the external disturbance from the pedestal, additional sensors are also required. Moreover, it is
difficult to identify the disturbance source and more auxiliary equipments are required. Therefore,
the feedforward based on direct measurement is also inappropriate in engineering.

3. The EOB and DOB-Based Indirect Feedforward Control

3.1. The CCD-Based EOB

The proposed way of combining EOB and DOB could be regarded as an indirect feedforward
control of model reference. The EOB structure is shown in Figure 4. The inner velocity loop has
changed the velocity transfer function and it could be treated as 1 in low frequency. The given
velocity vre f after passing a delay element is actually an output of the inner closed-loop model. Through
combining the differential of the boresight error and the model output, a composite velocity is produced,
which simultaneously contains the information of the target and disturbances. In order to better
understand the essence of the EOB, its equivalent structure, as shown in Figure 5, should be referred to.

R se τ−
pC vC s

D

s

vG

Q

s se α−

E Yrefv v

Figure 4. The EOB structure based on VDPC. e−as refers to an artificially added delay and α = τ.
Q1 refers to the EOB controller.

R se τ−
pC s

D

v v

s
C G

vB

se α−

sse τ−

Q

Q

E Y

sse τ−

refv v

Figure 5. The equivalent structure of EOB. Bv = CvGv/(1 + CvGv) refers to the closed-loop transfer
function. Bv ≈ 1 at a low frequency.

In Figure 5, the EOB is split into a tracking feedforward structure and a closed-loop DOB. In the
tracking feedforward, the input of Q1 refers to the target’s velocity with the delay of CCD. Similarly,
the input of Q1 in DOB refers to an external disturbance with a same delay. These delayed signals are
valuable, which can be fed forward to the system at a low frequency, because the phase lag caused by
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delay would be little at the very low frequency. However, at the high frequency, the phase lag would
be great, which could lead to instability of the system. Hence, to reduce the negative influence of
the delayed input, the low-pass filter Q1 should be adopted, which would only allow the passing of
low-frequency signals. Of course, because of the existing of the delay, the effect of EOB is slightly worse
than the direct feedforward way based on sensors fusion, but this still can be accepted. Therefore,
EOB is an incomplete feedforward way working at the low frequency.

To get the error transfer functions easier, the EOB in Figure 4 can also be regarded as an equivalent
position controller as follows.

C′
p =

sQ1 + Cp

1 − Q1e−αs (5)

With C′
p, the error transfer functions in Figure 4 can be derived below.

�
S R = E

R = 1−Q1·e−αs

1+Q1(
CvGv

1+CvGv e−τs−e−αs)+Cp
CvGv

1+CvGv
1
s e−τs

≈ 1−Q1·e−αs

1+Cp
1
s e−τs

(6)

�
S D = E

D = 1
1+CvGv

· 1
1+

sQ1+Cp
1−Q1e−τs

CvGv
1+CvGv

1
s e−τs

= 1
1+CvGv

· 1−Q1e−αs

1+Q1(
CvGv

1+CvGv e−τs−e−αs)+Cp
CvGv

1+CvGv
1
s e−τs

≈ 1
1+CvGv

· 1−Q1e−αs

1+Cp
1
s e−τs

(7)

Compared to Equations (3) and (4), the values of Equations (6) and (7) could not reach 0 due to
the existence of delay. However, it could be close to 0 at the very low frequency, because e−αs ≈ 1
under this condition. Theoretically, the lower bandwidth of Q1 could benefit the stability of the system,
but the very low frequency would reduce the effect of feedforward. In order to maximize the benefits
of the feedforward while ensuring the stability, the matter of how to choose Q1 with guaranteed gain
margin (GM) and phase margin (PM) will be discussed in Section 4.

3.2. The Additional FOG-Based DOB

EOB can apparently enhance the low-frequency TP and ADA. It is adequate to complete the
tracking because the main frequencies of the target signal are low. However, the frequencies of external
disturbance distribute in a wide band. In addition to the low-frequency sway, the MOTS could also be
greatly affected by relatively high-frequency mechanical vibration and electromagnetic interference.
Therefore, to further improve the ADA and release the potential of the FOG only used in feedback,
the FOG-based DOB was added into the velocity loop. FOG had a high bandwidth over 100 Hz,
while at the low frequency, its signal was susceptible to drift and noise. Hence, the DOB could extract
an accurate disturbance at the relatively high frequency, which can promote the ADA a lot in the
higher band. The structure combining EOB with DOB is presented in Figure 6.
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R
se τ−

pC

Q

s se α−

vC s

s

vG

vG

Q

E Y

D

refv u v

Figure 6. The VPDC structure enhanced by EOB and DOB. G̃v refers to the approximate velocity model
of the platform and G̃v ≈ Gv. Q2 refers to the DOB controller.

The closed-loop velocity is given as follows

v = uGv + sD (8)

u = (vre f − v)Cv − (v − uG̃v)Q2 (9)

After calculation,

v =
CvGv

1 + CvGv + Q2(Gv − G̃v)
vre f +

(1 − Q2G̃v)s
1 + CvGv + Q2(Gv − G̃v)

D (10)

Since E = R − 1
s v and vre f = E · e−τsC′

p, we could get

ŜR = E
R = 1−Q1e−αs

1−Q1e−αs+ CvGv
1+CvGv+Q2(Gv−G̃v)

(Cp+sQ1)e−τs 1
s

≈ 1−Q1e−αs

1−Q1e−αs+(Cp+sQ1)e−τs 1
s

≈ 1−Q1e−αs

1+Cpe−τs 1
s

(11)

ŜD = E
D = (1−Q2G̃v)

1+CvGv+Q2(Gv−G̃v)
· (1−Q1e−αs)

1−Q1e−αs+ CvGv
1+CvGv+Q2(Gv−G̃v)

(Cp+sQ1)e−τs 1
s

≈ (1−Q2G̃v)

1+CvGv+Q2(Gv−G̃v)
· (1−Q1e−αs)

1−Q1e−αs+(Cp+sQ1)e−τs 1
s

≈ (1−Q2G̃v)
1+CvGv

· (1−Q1e−αs)

1+Cpe−τs 1
s

(12)

Equation (11) is approximately equal to Equation (6), which means that the FOG-based DOB
could not enhance the TP, but slightly affect the stability of the system. Comparing Equation (12) with
Equation (7), it could be obviously found that the ADA was continuously improved. Then, at the
low frequency 1 − Q1e−αs was close to 0 and at the relatively high frequency 1 − Q2G̃v was close to
0, which means that the CCD-based EOB and FOG-based DOB could complement each other and a
system with strong ADA in a wide band was acquired. The design of Q1 and Q2 will be discussed in
the following section.
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4. Parameters Design and Performance Analysis

4.1. The Design of Q1 and the Performance Improvement with EOB

Firstly, we should determine the form of the original position controller Cp in Figure 2. According
to the previous analysis, the inner loop as the controlled object was close to 1. It is easy to verify
whether Cp = k = π

4τ can stabilize the platform with PM more than 45◦ and GM more than 6 dB.
The crossover frequency and gain frequency of the outer loop can be defined as ωc and ωg. We can
easily get ωc = π

4τ and ωg = π
2τ . To investigate the stability of the system, the open-loop transfer

function was presented as follows.

Gopen = Cp
1
s

e−τs (13)

After adding the EOB, the open-loop transfer can be changed to Equation (14).

G′
open = C′

p
1
s e−τs

=
sQ1C−1

p +1
1−Q1e−αs · (Cp

1
s e−τs)

(14)

In Equation (14), the low-pass filter Q1 may be set as a simple first-order form as follows.

Q1 =
1

1 + Ts
(15)

To make the equivalent controller C′
p have no effect on the stability margin, two restrictions

should be met: (1) arg[L(jωc)] ≥ 0; (2) −20 log
[
L(jωg)

] ≥ 0, where L(s) should be set as follows.

L(s) =
sQ1C−1

p + 1

1 − Q1e−αs =
ks + (Ts + 1)
(Ts + 1)− e−αs (16)

According to Appendix A, we know that the phase and gain loss of L(s) is inevitable. In order
to meet the stability condition of PM > 45◦ and GM > 6dB, we should reduce the controller gain
appropriately. Although it would cause the close-loop bandwidth to drop slightly, it is acceptable
because the low-frequency ability of suppressing errors is more important than the bandwidth. With the
EOB structure, the previous controller Cp is substituted by 0.8Cp, accompanied with T = 6α and α = τ.

Comparing Equations (6) and (7) with Equations (1) and (2), it can be found that the promotion of
the closed-loop performance depends on the amplitude of 1 − Q1e−αs.∣∣∣1 − Q1e−jτω

∣∣∣2 = 1 +
1 + 2Tω sin (τω)− 2 cos (τω)

1 + (Tω)2 (17)

Obviously, if ω → 0, then
∣∣1− Q1e−jτω

∣∣2 → 0, which means that the improvement is huge at the
very low frequency. Since 1 + 2Tω sin (τω) always increases and 2 cos (τω) decreases when τω changes
from 0 to 0.5π, it is evident that ωo ∈ (0, ωg) exists, which makes 1+ 2Tωo sin (τωo) = 2 cos (τωo).

When ω < ωo,
∣∣1− Q1e−jτω

∣∣2 < 1 the system performance would be enhanced.

The following discussion is on the amplification of
∣∣1 − Q1e−jτω

∣∣2 for errors. Equation (17) can be
rewritten as follows.∣∣∣1 − Q1e−jτω

∣∣∣2 = 1 +
1 + 2Tω sin (τω)− 2 cos (τω)

1 + (Tω)2 ≤ 1 +
1 + 2Tω

1 + (Tω)2 <3 (18)

It means that the amplification of the errors at the medium frequency is limited. Moreover,
actually,

∣∣1 − Q1e−jτω
∣∣2 cannot reach the boundary value in Equation (18) and approaches 0 when ω

is big enough.
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In this paper, the CCD’s delay is 0.02 s (two frames 100 Hz sampling rate). Substitute all the
parameters to 1 − Q1e−αs and the Simulation is shown in Figure 7. The performance improvement
was big at the low frequency and even reached −20 dB at 0.1 Hz. The peak in the middle frequency
from 2 Hz to 20 Hz was consistent with the previous analysis, but it was very small and not at the low
frequency for tracking. On the contrary, for suppressing disturbances, the relatively high-frequency
performance cannot be ignored. Hence, the FOG-based DOB should be added.

Figure 7. The simulation of the performance promotion with EBO.

4.2. The Design of Q2 and the ADA Improvement with DOB

The FOG-based DOB method depends on the model of the platform. The fine tracking model of
the MOTS is as follows, which contains a differential element, a mechanical resonance element with
natural frequency ωn, and an inertial element with electrical time constant Te. Then, with the spectrum
fitting method in system identification, the detailed parameters could be determined. Commonly,
ωn is several Hz and Te << 1.

Gv =
Ks

s2

ω2
n
+ 2ξ

ωn
s + 1

· 1
Tes + 1

(19)

Before adding the DOB structure into the inner loop, we should complete the design of the velocity
closed loop. To get a high-bandwidth inner loop with a sufficient PM and GM, the controller can be set
as follows, which would make the open-loop transfer function as an approximate integration element.
The anti-resonant link can be used to compensate the resonance in Gv, Tes + 1 to promote the phase
lag, and the inertial element can be used to filter the high-frequency noise.

Cv =
kv

(
s2

ω2
n
+ 2ξ

ωn
s + 1

)
s2 · (Tes + 1)

Tvs + 1
(20)

After establishing the velocity closed loop, the position open-loop transfer function could still be
an approximate integration element and the position controller Cp should be set as a proportional link
according to Section 4.1.

After completing the VPDC design, the DOB could be introduced without affecting the stability
of the system. According to Figure 6 and Equation (12), the ideal DOB controller Q2 should be the
inverse of Gv, as shown below,

Q2 = (Gv)
−1 =

(
s2

ω2
n
+ 2ξ

ωn
s + 1

)
(Tes + 1)

Ks
(21)
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In Equation (21), the order of the numerator order is higher than that of the denominator,
which cannot be accomplished in physics. In addition, as the FOG’s signal is commonly accompanied
with drift at the low frequency, the integration in Q2 would exacerbate this situation and result in
the saturation of the driver, which would affect the stability. To solve the problem, the controller Q2

should make a compromise, although this would sacrifice some performances at the very low and
high frequency. The practical controller is shown as follows.

Q2 =

s2

ω2
n
+ 2ξ

ωn
s + 1

K(s + b)(T1s + 1)
(22)

In Q2, the integral is changed to be 1/(s + b), making the integral effect disappear at the low
frequency. What’s more, an inertial element, in which T1 << 1, is used to filter the high-frequency
signals and abandon the compensation for high frequency disturbances because the model of the
platform is commonly not accurate at the very high frequency. From Equation (12), the ADA promotion
from DOB is due to 1 − Q2G̃v, and now attention is attached to its value.

1 − Q2G̃v = 1 −
s2

ω2
n
+ 2ξ

ωn s+1

K(s+b)(T1s+1) · Ks
s2

ω2
n
+ 2ξ

ωn s+1
1

Tes+1

= 1 − s
(s+b)(T1s+1)(Tes+1)

= T1Tes3+(T1+Te+bT1Te)s2+(bT1+bTe)s+b
T1Tes3+(T1+Te+bT1Te)s2+(1+bT1+bTe)s+b

(23)

At the very low frequency, 1 − Q2G̃v ≈ b/b = 1, there is no improvement for ADA. At the
medium frequency, 1 − Q2G̃v ≈ b/(s + b), there is a maximum −20 dB promotion and as ω grows,
the promotion is smaller. At the very high frequency, 1 − Q2G̃v ≈ (T1Tes3/T1Tes3) ≈ 1, the lift
disappears again. From the analysis, 1 − Q2G̃v is a band-pass filter, which does not work at very low
or high frequency. However, this is acceptable because the EOB could enhance the low-frequency
performance and the very high-frequency ADA commonly relies on the system’s mechanical design.
The ADA improvement of DOB was simulated in Figure 8, and the whole effect brought by both EOB
and DOB was also presented. The result was as expected. Like a notch filter, the pure DOB can mainly
function at the medium frequency, while the effect of EOB and DOB can benefit both the low- and
medium-frequency performance.

Figure 8. The simulation of the ADA improvement.
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5. Experimental Verification

The experimental setup was presented in Figure 9, which involved three fast steering mirror
systems used in the disturbance isolation table. One was the controlled object named Tracking Mirror,
one was Target Mirror for simulating target motion, and one was Disturbance Mirror for simulating
external disturbances. The Tracking Mirror was fixed above the Disturbance Mirror. Since the fast
steering mirror was a symmetrical two-axis system, we only need to pay attention to single-axis motion.
The laser could emit light as a visual axis reference. Then, the light could be reflected by the Target
Mirror and entered into the phase sensitive demodulator (PSD), a substitute for CCD. We could control
the motion of Target Mirror and Disturbance Mirror to simulate the target’s motion and the external
interference. The controller could receive the boresight error from PSD and the platform’s velocity
detected by a FOG, to stabilize the boresight. The PSD could run in at the sampling rate of 100 Hz with
an artificially added delay to imitate the CCD. The FOG could run at the rate of 5000 Hz.

Disturbance 
Mirror

Tracking Mirror

Target  Mirror

FOG
Light source

PSD receiver

Boresight

Figure 9. Experimental setup.

Before designing the closed-loop controller, the model of the platform should be acquired with a
spectrum fitting method. In order to identify the parameters in Equation (19), the driver should output
a sinusoidal signal of varying frequency to actuate the Tracking FSM. Then the FOG would be used to
detect the motion state; comparing the output to the input, the open-loop bode response of the velocity
can be drawn with the blue line, as shown in Figure 10. Finally, the parameters were adjusted to make
the red curve of the model coincide with the blue one, and a high-precision transfer function could be
acquired, as shown in Equation (24).

G̃v(s) =
2.3s

0.00072s2 + 0.0202s + 1
· 1

0.0005s + 1
(24)
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Figure 10. The open-loop bode response of the velocity.

The closed-loop bode response of the velocity was exhibited in Figure 11, in which the bandwidth
passed 100 Hz, and the resonance peak of the open-loop velocity model under 7 Hz was eliminated,
benefiting the controller design of the outer position loop. Below 10 Hz, the amplitude was close to
0 dB and the phase loss was less than 6◦, which indicated that the closed-loop transfer function could
be regarded as 1 in this low frequency band. Therefore, it was enough to take a proportional link as
the position controller.

Figure 11. The closed-loop bode response of the velocity.

5.1. The Improvement of the TP with EOB

In Figure 12, the closed-loop bode responses of the position with or without EOB were described.
When the EOB was introduced, the amplitude of the position controller should drop a little to guarantee
enough margins. Although the bandwidth of the system with EOB was decreased by about 2 Hz,
it would make no difference, because the performance below 1 Hz was adopted for tracking.
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Figure 12. The closed-loop bode responses of the position.

The error suppression bode response of the MTOS was presented in Figure 13, which only
provided the target signal. Three methods were listed overall, the basic VPDC method, the direct
feedforward method and the EBO method based on the VPDC. Obviously, the direct feedforward
method based on sensors fusion with the predictive way had the best error suppression performance.
However, the performance of the EBO method was close to the direct feedforward, which signified
that the previous analysis was right and the proposed way was approximately equivalent to the direct
feedforward method. Moreover, compared with the direct feedforward, the EBO method did not
need an additional position sensor to measure the angular of the platform and cost a smaller amount
of computation. Below 2 Hz, the system with EOB would have a better ability of error suppression
than the pure VPDC without EOB; actually, it would be valid for both tracking and anti-disturbance.
With the decrease of the frequency, the promotion of ability would be more apparent and could even
reach −20 dB under 0.1 Hz. In the frequency band between 2 Hz and 18 Hz, the performance of the
pure VPDC was a little better than the system with EBO, as shown in Figure 7, and the performance
could be accepted. In Figure 14, the time-domain residual error was presented with the given target
signal of different frequencies. In the frequency domain below 1 Hz, the EBO can make a big difference.

Figure 13. The error suppression response of the MOTS.
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Figure 14. The residual tracking errors in different frequencies.

5.2. The Improvement of the ADA with the Combination of EOB and DOB

According to Equation (22), the DOB controller Q2 is not the ideal value and a concession should
be made. Parameter b can determine the starting point of disturbance compensation. Considering that
the used FOG in this experiment had a poor performance below about 1 Hz, the actually used Q2 was
set as Equation (25) and all the parameters of controllers were listed in Table 1.

Q2 =
0.00072s2 + 0.0202s + 1

2.3(s + 5)
· 1

0.0065s + 1
(25)

Table 1. The parameters of controllers. When EOB is added, Cp should be changed to C′
p = 0.8Cp for

sufficient PM and GM according to the previous analysis.

Controllers Cp Cv Q1 Q2

Parameters π
4τ = 39.25

kv = 16.8
Te = 0.0005
Tv = 0.0003
ωn = 5.9Hz
ξ = 0.3764

T = 0.12

K = 2.3
b = 5

T1 = 0.0065
ωn = 5.9Hz
ξ = 0.3764

The disturbance suppression bode response is presented in Figure 15, which involved four
situations in all, showing the pure VPDC structure and the various combinations of EOB and DOB
based on VPDC; the VPDC without any feedforward had a relatively poor ADA, especially in the
middle frequency domain of about 5 Hz, which approached 0 dB. The EOB has apparently promoted
the ADA of the low frequency below 1 Hz, sometimes (for example, on a ship) there would be a shake
of carrier with a strong amplitude. The reason why the promotion was restricted at the frequency of
0.1 Hz was that the performance of the system almost reached the limitation under this noise condition.
The DOB mainly worked at the medium frequency, where there was a maximum increase of −20 dB,
because the measured signals and the reference model were relatively more accurate in this band.
With the simultaneous help of EOB and DOB, the ADA had an improvement (at least −10 dB) in
both the low and medium frequencies, which means that the system’s precision would nearly be

130



Electronics 2018, 7, 223

increased by an order of magnitude. The proposed method could not enhance the very high-frequency
ADA, which mainly depended on the mechanical design. Figure 16 shows the time-domain residual
error with a given disturbance signal of different frequencies. Obviously, with the proposed way,
the residual error was reduced below 30 Hz.

Figure 15. The disturbance suppression response of the MOTS.

Figure 16. The residual stabilization errors in different frequencies.

In order to verify the level of accuracy under the actual engineering conditions, we should detect
the residual errors when simultaneously giving the target signal and disturbances to the system.
In Figure 17, the results were presented and there was huge promotion. The target signal was 0.28◦

0.2 Hz and the disturbances consisted of 0.28◦ 0.5 Hz, 0.0028◦ 5 Hz and 0.028◦ 50 Hz. The RMS error of
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the pure VPDC was 8.6504” and the RMS error with additional EOB and DOB was 1.8111”, signifying
that the proposed way of observation was valid.

Figure 17. The residual error with the given signals of the target and disturbances.

6. Conclusions

In this paper, an unconventional feedforward method was introduced based on indirect
measurement. EOB and DOB were combined to enhance the low-frequency TP and improve the ADA
in a wide frequency band. The CCD and model output-based EOB were essentially a combination of
the incomplete tracking and disturbance feedforward, which increases the low-frequency performance.
The FOG-based DOB was a supplement for enhancing the relatively high-frequency ADA. The potential
of the sensors was fully released and the low-bandwidth CCD and high-bandwidth FOG were made
complementary. The multi-loop feedback control and feedforward control were simultaneously adopted
to promote the accuracy and stability of the system. The design of Q1 and Q2 was analyzed, which is
easy to be implemented in engineering. Experimental results demonstrated that a high-performance
MOTS with a satisfied TP and strong ADA was acquired.

Since the performance of the system enhanced by the proposed method has approached to the
limitation in this noise condition, we will consider regarding noise as an input and adopt some
time-domain filters to decrease the impact of noise on the system.

Author Contributions: Conceptualization, Y.L., Y.H. and Y.M.; Data curation, Y.M.; Formal analysis, Y.L.; Funding
acquisition, Y.M.; Investigation, W.R.; Methodology, Y.L. and Q.W.; Project administration, X.Z.; Resources, Y.H.;
Software, W.R. and Q.H.; Supervision, Q.H.; Validation, X.Z.; Visualization, W.R.; Writing—original draft, Y.L.;
Writing—review & editing, Y.L.

Funding: This research received no external funding.

Acknowledgments: We would extend our sincere gratitude to the Chinese Academy of Science for her sponsor.

Conflicts of Interest: The authors declared no conflict of interest.

Appendix A

To investigate L(s), substitute e−αs = cos (αw)− j sin (αω) into Equation (16),

L(jω) =
j(kω + Tω) + 1

1 − cos (αω) + j[Tω + sin (αω)]
(A1)
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Because of the effect of the trigonometric functions, the phase function and magnitude function of
L(jω) will oscillate in each cycle. Assume φ(ω) is the phase of L(jω), and we could get

φ(ω) = ac tan (kω + Tω)− ac tan
Tω + sin (αω)

1 − cos (αω)
(A2)

If α = 0, we have φ(ω) = ac tan (kω + Tω)− 0.5π < 0. Hence, T should be big enough to make
the loss of phase small at ωc. Nevertheless, if T is too big, it will lead to the decreasing of the promotion
for the system performance. Concentrating on the derivative function of φ(ω) as follows,

φ′(ω) =
k + T

1 + (k + T)2ω2
− (T − α)[1 − cos (αω)]− Tαω sin (αω)

[1 − cos (αω)]2 + [Tω + sin (αω)]2
(A3)

Obviously, if T < α, then φ′(ω) > 0 when Tω ∈ (0, π
4 ). However, since α (the CCD’s delay)

cannot be too small, commonly, T has to be much bigger than α or it will result in instability. Actually,
when T > α and Tω ∈ (0, π

4 ), we can still get φ′(ω) > 0.

Proof.

Tω ∈ (0, π
4 ).

Define ψ(ω) = (T − α)[1 − cos (αω)]− Tαω sin (αω).
If ψ(ω) < 0, obviously, φ′(ω) > 0.
Since ψ(0) = 0 and ψ′(ω) = −α2[sin (αω) + Tω cos (αω)] < 0, we get ψ(ω) < 0. Then, φ′(ω) > 0.

From the above discussion, φ(ω) is always increasing when ω is from 0 to π
4τ . Note that{

φ(0) = −0.5π

φ(ωc) = ac tan (1 + Tωc)− ac tan Tωc+
√

2/2
1−√

2/2
< 0

(A4)

It means that no matter what T is, the phase loss is inevitable. If we consider the amplitude of
L(jω), the same result will be obtained. The gain function of L(jω) is as follows.

− 20 log|L(jω)| = −10 log

[
(kω + Tω)2 + 1

[1 − cos (αω)]2 + [Tω + sin (αω)]2

]
(A5)

It is obvious that −20 log|L(j∞)| = −20 log ( k
T + 1), T >> k is hoped for reducing the sacrificing

of GM. But,

− 20 log
∣∣L(jωg)

∣∣ = −10 log

[
1 +

4Tωg + 1
4 + T2ω2

g

]
< 0 (A6)

From Equation (A6), it can be concluded that the GM will also suffer losses. �
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