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Preface to “3D Remote Sensing Applications in Forest

Ecology”

Dear Colleagues, The composition, structure and function of forest ecosystems are the key

features characterizing their ecological properties, and can thus be crucially shaped and changed

by various biotic and abiotic factors, ranging from global, continental and sub-continental climate

change to macro- and micro-climatic regimes, disturbance agents and anthropogenic factors. The

constant and alarming rise in the magnitude and extent of these changes in recent decades calls for

enhanced cross-border and cross-continental mitigation and adaption measures, which will entail

intensified monitoring in both space and time. In the absence or shortage of expensive logistics and

field surveys, remote sensing data and methods are the main complementary sources of up-to-date

synoptic and objective information for forest ecology. Owing to the fact that forest ecosystems (and

the influential factors shaping them) are inherently of a three-dimensional nature, the methods based

on the analysis of three-dimensional sources of remote sensing data can be considered the most

appropriate tools to resemble the forest compositional, structural, and functional dynamics. Examples

of these data embrace a broad range of methods for 3D reconstruction (stereo-photogrammetric

restitution, structure from motion, interferometry, ranging, etc.) obtained using various remote

sensors (digital images, LIDAR, or RADAR) from a variety of platforms (ground-based, UAV-borne,

airborne, or spaceborne). While many applications rely on the sole use of either of these data sources

to answer a specific question, combined or fused applications have received considerable attention in

recent years. In this Special Issue of Forests, we published a set of state-of-the-art scientific works

from a rather wide range of experimental studies, method developments and model validations,

all dealing with the general topic of 3D remote sensing-assisted applications in monitoring forest

composition, structure, and function. We aimed to demoonstrate applications in forest ecology from a

broad collection of method/sensor/platform combinations, including fusion schemes. The published

papers detail works from seven countries located on three continents and embracing multiple biomes

and ecosystems. They also cover the application of multiple remote sensing and geospatial data

sources, ranging from optical to synthetic aperture radar and laser scanner data. All in all, the studies

and their focuses were as broad as the forest ecological applications of remote sensing itself and,

thus, reflect the current and very diverse usages, as well as directions, in which future research and

practical works will go.

Hooman Latifi, Ruben Valbuena

Special Issue Editors
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Abstract: The alarming increase in the magnitude and spatiotemporal patterns of changes in
composition, structure and function of forest ecosystems during recent years calls for enhanced
cross-border mitigation and adaption measures, which strongly entail intensified research to
understand the underlying processes in the ecosystems as well as their dynamics. Remote sensing data
and methods are nowadays the main complementary sources of synoptic, up-to-date and objective
information to support field observations in forest ecology. In particular, analysis of three-dimensional
(3D) remote sensing data is regarded as an appropriate complement, since they are hypothesized
to resemble the 3D character of most forest attributes. Following their use in various small-scale
forest structural analyses over the past two decades, these sources of data are now on their way to
be integrated in novel applications in fields like citizen science, environmental impact assessment,
forest fire analysis, and biodiversity assessment in remote areas. These and a number of other novel
applications provide valuable material for the Forests special issue “3D Remote Sensing Applications
in Forest Ecology: Composition, Structure and Function”, which shows the promising future of these
technologies and improves our understanding of the potentials and challenges of 3D remote sensing
in practical forest ecology worldwide.

Keywords: 3D remote sensing; composition; forest ecology; function; structure

1. Introduction

The research on understanding the underlying ecological processes of forest ecosystems has been
amongst the main interests in natural sciences for centuries. A high number of text books written by
forest ecologists on forest ecology are available, in which basic concepts (e.g., ecological functions,
interrelated patterns, flora, fauna and their dynamics) and detailed topics (e.g., connection to other
ecological branches like community or population ecology, energy flux, complexity and regeneration
patterns in forest ecosystems) are elaborated either as a whole [1–3] or by considering specific global
biome- and ecosystem-specific characteristics [4–6]. However, one may note that common ecological
concepts like biodiversity, ecosystem functioning and structure are overly multi-dimensional and
cannot be subject to crisp definitions [7].

By defining a framework to answer most ecological questions one may, however, also note the
structure of forest landscapes in general, which is inherently complex and three-dimensional (3D).
This is mainly raised by the presence and dynamics of vegetative elements that harmonize with factors
like topography, wildlife and climatic variables. This complexity has necessitated that researchers

Forests 2019, 10, 891; doi:10.3390/f10100891 www.mdpi.com/journal/forests1



Forests 2019, 10, 891

selectively focus on a subset of forest ecological components, while neglecting others in a given research
framework [8]. Regardless of the degree in which problems concerning forest structural, compositional
and functional traits are simplified, the 3D nature of forest ecosystems stands as one of the most
essential aspects influencing almost the entire ecosystem dynamics, and should therefore be given the
highest consideration.

Bearing this in mind and given the tremendous difficulties associated with the logistics, manpower
and temporal repeatability of field-based surveys for forest ecological research, various available sources
of data acquired by space-borne, air-borne and terrestrial remote sensing sensors have nowadays
become indispensable sources of information for research on spatiotemporal dynamics of forest
ecosystems. However, here we deliberately focused on 3D sources of data due to (1) their higher
semantic association with most concepts and attributes in forest ecology and (2) the existing dearth of
collective research summary (e.g., reviews, proceedings and journal special issues) on their applications
in forest ecology.

There are currently several sources of remotely sensed 3D data available that can be useful for
forest applications. Space-borne sources range from stereo pairs of optical, multi-angular, satellite
sensors [9,10] to synthetic aperture radar (SAR)-based measurements [11,12] and space-borne laser
scanning [13]. The airborne sources are much more diverse, including airborne laser scanning [14–16],
airborne SAR [17], and traditional stereo airborne photogrammetry [18,19]. These also include many
of those surveyed from unmanned aerial vehicles (UAVs), for which structure from motion [20]
has become a predominant source of 3D information, while the availability of light-weight devices
like LiDAR [21] and other nanosensors improves each year. There is also a large range of plausible
combinations of sensors to measure or estimate forest variables from terrestrial platforms (terrestrial laser
scanning [22,23], portable profiling lidar [24], fish-eye [25] and traditional stereo-photogrammetry [26],
and even GPS receivers [27]). Each of them has distinct limitations in spatial and temporal coverages
and the associated costs. Whereas each data source, individually or as categorized (optical stereoscopic,
interferometric or polarimetric SAR and laser scanning), is associated with its specific analytical data
processing, pros and cons, what they all have in common is that they reflect the 3D nature of forest
ecosystems on different levels and are thereby currently of great interest for both forest science and
practical forestry. Despite the rather long-studied and conventional application of 3D information
in fields such as predictive modeling of forest structural attributes [14] and modeling biodiversity
measures like abundance and occurrence of animal assemblages and habitat characterization [28],
forest fire regimes [29], or environmental impact assessment of civil engineering projects, the use
of 3D information in forest landscapes is still considered novel and many aspects require further
investigation. In addition, attention has been recently drawn to integrating 3D data and methods in
practical forest ecosystem survey and management, which is mainly motivated by (1) reduced costs of
data acquisition (in particular terrestrial and airborne data) [30] and (2) integration and fusion of data
from multiple sources, including spatially high-resolution 3D data and spatially-extensive, and often
free-of-charge, multispectral optical data using novel algorithms [31].

2. Summary of the Contributions

As mentioned above, there is currently a lack of collective research reports, yet an increasing
interest on novel and integrative researches on forest ecology by means of 3D sources of remote
sensing data. Thus, the Forests special issue “3D Remote Sensing Applications in Forest Ecology:
Composition, Structure and Function” was conceptualized by the authors of this paper and finally
hosted 10 peer-reviewed contributions in which 3D sources of remote sensing data were applied either
as a preliminary or auxiliary sources of information to understand, classify, augment, model and
predict forest ecological attributes. Geographically, the contributions published within this special
issue were well distributed around the globe, including China (four contributions) [32–35], Canada [36],
Germany [37], India [38], Iran [39], Panama [40] and the United States [41]. The geographical distribution
of the countries in which the published contributions were carried out are summarized in Figure 1.
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In terms of global climatic regimes and ecological biomes, the temperate biome included the majority
of works with seven studies [33–37,39,41], followed by sub-tropical [32,38] and tropical [40] biomes.

Figure 1. Distribution of the countries in which the study sites were located.

The topics covered within the published contributions can be divided into multiple groups:
There were studies with rather classical applications such as single tree-level prediction of forest
structural attributes by terrestrial laser scanning or visual estimation from Google Street View [33,41]
and area-based prediction of forest structural attributes by space-borne stereo imagery, laser scanning
or combination of passive optical with multi-frequency SAR data [34,35,39]. As an example,
Ataee et al. [39] proved that a combination of space-borne SAR and optical data could improve
performance and reduce uncertainties in the retrieval of tree volume. A number of works conducted
on novel domains were also published, including a correlation between forest spectral burned ratios
and height metrics derived from terrestrial laser scanning (using rather conventional height metrics for
a novel application) [36], followed by other papers on hitherto rarely-studied topics like association
between post-harvest tree root collar geometry and stump height by terrestrial laser scanning [37]
and combining space-borne spectral and 3D data for fractional cover mapping of invasive alien
woody species [38]. Moreover, Vallejos et al. [40] focused on a crucial, yet often neglected, source of
statistical problem caused when working with optical remote sensing on quantitative ecological data,
co-dispersion errors and data noise, whose results can be directly generalized to any existing source of
3D data. Similarly, habitat fragmentation caused by civil projects in forest ecosystems was surveyed by
Li et al. [32], who addressed a generally remarkable topic that can be extended to similar cases using
or combining 3D data sources like UAV-borne digital surface models. Here, the editors were open to
those submissions with the main rationale that covering such crucial but still marginal topics might
succeed in motivating extended research conducted on real 3D data. All in all, the published papers
followed no biased tendency towards any specific group of relevant methodical or data-driven topics,
but care was instead taken to host a collection of common applications that are currently in transition
from being pure experimental to being implemented by the practitioners, together with those that are
currently subject to no intensive research but contain great potential to be further addressed by the
research community.

In terms of forest ecological attributes, the published papers represent a wide variety of attributes
and thereby reflect the utterly diverse range of forest ecological attributes. As partly discussed above,
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the variables range from continuous variables that are commonly subject to regression modeling
(allometric tree and stand structural attributes, root geometry, edaphic variables) [33–35,37,39–41]
to categorical attributes that are relevant for classification approaches (fractional cover estimations
of invasive species, landscape fragmentation) [32,38] and even to the use of vegetation indices and
ratios [32,36]. One may, however, note that the current and potential applications of 3D remote
sensing data in forest ecological domain go far beyond those covered here, with some examples being
characterization of flora and fauna, coastal ecosystems, plant biodiversity (i.e., species richness), abiotic
and biotic forest disturbances, sample size/sampling grid optimization for reference data surveys and
many more. Therefore, we encourage further special issues focusing on publishing works on those
subjects, in particular using state-of-the-art sources of 3D data such as space-borne laser scanning
(e.g., ICESat-2 GLAS altimetry), space-borne C and L band interferometry (e.g., Sentinel and ALOS-2
data) and very high spatial resolution space-borne stereo optical data (e.g., SPOT 6-7, Pléiades 1A/1B,
KOMPSAT series as well as SuperView-1 data from the GaoJing satellite).

A future pillar of research should also specifically concentrate on strengthening data assimilation
and integrated use of multiple high- and medium-spatial resolution data sources. Recently published
examples of such data assimilations are UAV with freely available optical data [42] and terrestrial
laser scanning with multimodal space-borne data [43] for retrieving forest structural attributes.
For forest ecological applications, this would concretely mean enhanced potentials for important
practical applications like large-area calibrations of local models, monitoring remote and inaccessible
mountainous forest ecosystems, calibrating small-area observations with large-area data on animal
movements, and studying large-area habitat fragmentations. Therefore, we strongly encourage
the remote sensing and forest ecological communities to intensify work transitioning from pure
experimental data and methods to large-area practical applications, which could soon get enough
popularity to be a topic for a future special issue of Forests.

Finally, this special issue was privileged by the high visibility and credibility of Forests in the
Open Access domain to host a series of high-quality papers conducted by renowned international
researchers. Nevertheless, the authors of this editorial treasure this opportunity to welcome future
calls for similar relevant topics with a more practical orientation, possibly with a degree of financial
incentives offered by MDPI to reduce publication fees. This would further support hosting quality
research works and would enhance the visibility of both Forests and the published remote sensing/forest
ecological works therein.

Acknowledgments: We thank all authors who contributed to this special issue by their papers, as well as all the
reviewers who maintained the quality standard of this special issue of Forests by their timely, detailed and reliable
reviews. The editorial team of MDPI, in particular Danae Yu, is also appreciated for their timely and flexible
communication concerning the submission, review and publication process.
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Abstract: Via providing various ecosystem services, the old-growth Hyrcanian forests play a crucial
role in the environment and anthropogenic aspects of Iran and beyond. The amount of growing
stock volume (GSV) is a forest biophysical parameter with great importance in issues like economy,
environmental protection, and adaptation to climate change. Thus, accurate and unbiased estimation
of GSV is also crucial to be pursued across the Hyrcanian. Our goal was to investigate the potential of
ALOS-2 and Sentinel-1’s polarimetric features in combination with Sentinel-2 multi-spectral features
for the GSV estimation in a portion of heterogeneously-structured and mountainous Hyrcanian forests.
We used five different kernels by the support vector regression (nu-SVR) for the GSV estimation.
Because each kernel differently models the parameters, we separately selected features for each kernel
by a binary genetic algorithm (GA). We simultaneously optimized R2 and RMSE in a suggested
GA fitness function. We calculated R2, RMSE to evaluate the models. We additionally calculated
the standard deviation of validation metrics to estimate the model’s stability. Also for models
over-fitting or under-fitting analysis, we used mean difference (MD) index. The results suggested
the use of polynomial kernel as the final model. Despite multiple methodical challenges raised from
the composition and structure of the study site, we conclude that the combined use of polarimetric
features (both dual and full) with spectral bands and indices can improve the GSV estimation over
mixed broadleaf forests. This was partially supported by the use of proposed evaluation criterion
within the GA, which helped to avoid the curse of dimensionality for the applied SVR and lowest
over estimation or under estimation.

Keywords: GSV; nu SVR; uneven-aged mountainous; polarimetery; multi-spectral; optimization

1. Introduction

Hyrcanian forests are known as remnants of the Pleistocene era that survived the frost period [1].
These forests are located in regions of northern Iran and part of Caucasus, and embrace a high
species and structural diversity of uneven-aged mountainous broadleaf forests distributed across
a high altitudinal gradient [1,2]. Recently, portions of these forests were inscribed in the list of
UNESCO World Natural Heritages [3]. The growing stock volume (GSV) is one of the important
allometric biophysical forest attributes. It is closely related to other forest quantities such as height
and aboveground biomass and is of great importance in the forest ecology, management, and carbon
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storage [4,5]. Tree-level biomass is conventionally derived by using species-specific allometric relations
and wood density from ground-based measurements. However, the high cost, time, and the limited
geographical coverage prohibitively challenge these methods. On the other hand, remote sensing
data from spaceborne SAR and multispectral sensors with proper radiometric and spatial resolution
and sufficient time intervals of data acquisition from the desired areas have been proven to provide
important proxies in forestry research [6,7]. Due to mentioned historical and environmental reasons,
development and implementation of remote sensing-assisted methods serve the overarching aim of
monitoring and sustainable management of Hyrcanian forests.

Amongst the recent attempts for GSV estimation by state-of-the-art multispectral data, Chrysafis
et al. (2017) [8] estimated the GSV by blending the Sentinel-2 and the Landsat data with the Random
Forest (RF) model, and concluded that near-infrared and the red edge domains greatly affect GSV
estimation. In addition, Mura et al. (2018) [9] estimated the GSV by the Sentinel-2, Landsat, and the
Rapideye sensors and concluded that, beside the near-infrared and red edge regions, the SWIR region
is also effective because of its sensitivity to the water content in the canopy. In both studies Sentinel-2
data were suggested to excess others in performance.

The radio detection and ranging (radar) sensors considerably contributed to solving the limitations
of optical sensors including their inability to penetrate the canopy and less sensitivity to the vertical
canopy structure. The ability of radar data to estimate biophysical forest characteristics is also less
susceptible to weather conditions and acquisition time, which eases monitoring of mountainous forests
that mostly occur in humid, cloudy, and foggy areas. However, changes in radar wavelength and
type of polarization results in differences in both analytical workflow and the achieved estimation
performance. Moreover, higher trunk volume leads to underestimation of actual GSV values due to the
saturation in the scattering form dense canopy, which improves with an increase in wavelength [10–12].
Gao et al. (2018) [13] estimated GSV by the Dual polarized ALOS-1 data and reported a higher
potential and later saturation of L-band HV cross-polarization channel than HH co-polarized
channel. By using multi-temporal dual polarized ALOS-1 sensor data, Antropov et al. (2013) [14]
concluded that the multi-temporal method was superior in prediction (with HH co-polarized channel
performing better for mature trees), yet the saturation happens in the high GSV values. In addition,
Chowdhury et al. (2014) [15] estimated the GSV by the ALOS-1 multi-temporal full polarimetric data,
from which covariance and coherency matrices, as well as the phase difference between HH & VV
channel and the coherency between HH and VV channels, were extracted. They showed that full
polarimetry data has a high ability for GSV estimation.

Multi-sensor remote sensing approaches are highly capable for forest applications. In our study,
we percept GSV estimation over mountainous broadleaf forests from a slightly different perspective.
The biophysical characteristics of forest can be studied in multi-spectral approach by focusing on
the biochemical aspects such as chlorophyll and in SAR approach on radar wave penetration in the
canopy [16,17]. Mauya et al. (2019) [18] estimated GSV by the ALOS-2’s global mosaic, the Sentinel-1
and the Sentinel-2 sensors data. They concluded that using SAR data alone was unlikely to provide
a good estimation ability for GSV, while a combined use of Sentinel-1 and Sentinel-2 data were
advantageous. In Iran’s Hyrcanian region, recent investigations of the ability of remotely sensed data
and methods include Vafaei et al. (2018) [19] who estimated biomass by the ALOS-2 full polarimetric
and Sentinel-2A data. The Sentinel-2 returned the moderate accuracy, whereas the ALOS-2 individually
led to minimum estimation accuracy.

The overall objective of this research was to estimate the GSV in Hyrcanian uneven-aged
mountainous broadleaf forests based on leveraging a broad range of possibilities in optical and radar
data processing. To this aim, we used ALOS-2 full polarimetric, Sentinel-1 dual polarimetric and
Sentinel-2 multi-spectral data. We only concentrated on combined use of polarimetric and spectral
features. In addition, we compared five different kernels in support vector regression (SVR) for GSV
estimation. We additionally applied a heuristic feature selection by binary genetic algorithm, in which
we simultaneously optimized the root mean square error (RMSE) and coefficient of determination
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(R2) for each kernel separately. The workflow and findings of this study are mainly significant due
to multiple challenges associated with the structure and composition of our test site, including the
severe topography, limited field samples, highly mixed tree species in various ages, and complex
slope-aspect structure.

2. Materials and Methods

2.1. Study Area

The study area is located in Guilan province’s Nav-Asalem region in northern Iran (see Figure 1).
The altitude varies between 100 to 2000 m above sea level, and the slope ranges from 0 to 73 degrees.
The climate is temperate and cold, average annual rainfall is 1200 mm per year and the mean
temperature is 12.4-degrees Celsius. The forest comprises uneven-aged mountainous broadleaf stands
dominated by oriental Beech (Fagus orientalis Lipsky.) and hornbeam (Carpinus Betulus L.), accompanied
by other broadleaf shrub and tree species.

2.2. Field Data Inventory

Field data were collected during July 2014 to March 2015. The in situ measurements were
conducted in 148 circular plots with 18 m radius each and distributed in a randomly positioned
square grid, as prescribed by the technical bureau of the Iranian Forests, Rangelands and Watershed
Management Organization (FRWO) [20]. In each plot, the diameter at breast height (DBH; i.e., 1.5 m
above ground surface) and the species type were recorded for all trees. For a sample of trees, the
dominant species was recorded in each plot. Finally, the GSV values were calculated in each stand by
means of DBH and lookup tables for each species separately.

Plot center locations were collected by global positioning system (GPS) in the WGS84 coordinate
system. The original values of GSV in each plot were multiplied by 10 in order to be transformed from
m3 per 0.1 hectares to m3 per hectare. The inventoried GSV ranged between 98.60 and 385.8 m3 ha−1

(see Table 1).

Table 1. Summary of descriptive statistics of GSV.

Descriptor Value

Mean(m3 ha−1) 247.86
Minimum(m3 ha−1) 98.60
Maximum(m3 ha−1) 385.8

Standard deviation(m3 ha−1) 54.63
Number of plots 148
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2.3. Remotely Sensed Data

2.3.1. Sentinel-2 Data

Sentinel-2 satellite carries a multi-spectral sensor in 13 bands from 400 nm to 2400 nm with spatial
resolutions of 10, 20, and 60 m [21]. The 60-m resolution bands include B1 (430 nm), B9 (940 nm)
and B10 (1340 nm) that are mainly used for atmospheric correction. The Sentinel-2 data in Level1C
was acquired on 21 June 2016 and downloaded from European Space Agency (ESA) repository.
After performing the atmospheric and geometric correction incorporating SRTM 1 aSec DEM [22],
the spectral features were extracted from Sentinel-2 data. Since the acquired Level1C data represents
the top-of-atmosphere (TOA) reflectance, we used Sen2Cor algorithm for atmospheric correction
to calculate Level 2A data representing the bottom-of-atmosphere (BOA) reflectance. The sen2cor
algorithm is an image-based correction that performs image correction based on lookup tables extracted
from RadTran algorithm [23], with the main benefit that it does not need local meteorological data for
correction. We only used the original bands and vegetation indices (see Table 2) for GSV estimation.
Due to the different spatial resolutions of the Sentinel-2 imagery, we used the 5 × 5 local window for
bands and indices with 10 m spatial resolution, whereas 3 × 3 local window was used for bands and
indices with 20 m spatial resolution. The mean values of data extracted in each local window over
each field plot inventory were applied for GSV estimation. The entire process was performed in SNAP
V6 software [24].

Table 2. Sentinel-2 spectral features.

Feature Used Bands Resolution Feature Used Bands Resolution

B2, B3, B4, B8 Original band 10 m GEMI [25] B8, B4 10 m
SAVI [26] B8, B4 10 m ARVI [27] B2, B4, B8 10 m

TSAVI [28] B8, B4 10 m NDVI [8] B4, B8 10 m
MSAVI [29] B8, B4 10 m B5, B6, B7, B8a

B11, B12
Original bands 20 m

MSAVI2 [29] B8, B4 10 m NDI45 [30] B4, B5 20 m
DVI [8] B8, B4 10 m MTCI [31] B4, B5, B6 20 m
RVI [32] B8, B4 10 m MCARI [33] B3, B4, B5 20 m
PVI [8] B8, B4 10 m REIP [34] B4, B5, B6, B7 20 m

IPVI [35] B8, B4 10 m S2REP [34] B4, B5, B6, B7 20 m
WDVI [36] B8, B4 10 m IRECI [34,37] B4, B5, B6, B7 20 m
TNDVI [32] B8, B4 10 m PSSRa [38] B4, B7 20 m
GNDVI [39] B3, B8 10 m

B2 (490), B3 (560), B4 (665), B5 (705), B6 (740), B7 (783), B8 (842), B8a (865), B11 (1610), B12 (2100), Unit = nm.

2.3.2. Sentinel-1 Data

Sentinel-1 is equipped with a synthetic aperture radar (SAR) antenna that scans the Earth in
dual polarization mode in VV and VH channels in the C band. Our study area was scanned in
dual polarization mode on 22nd of July 2017 and data was downloaded from the ESA repository.
The data was scanned in single look complex (SLC) mode using the interferometric wide (IW) method.
The dataset was primarily calibrated. Since the data was in dual polarimetry mode, the calibration
was performed in the complex calibration manner to preserve the phase information. For extracting
polarimetric information, we first extracted the C2 matrix (non-coherent covariance matrix) from the
calibrated data. For dual polarimetric data, we used the Equation (1) to calculate the C2 matrix [40].
Data was scanned by IW method and was thus required to be debursted by the Sentinel-1 TOPS
deburst method. For squared pixels, we applied the multi-looking operator with five looks in the
azimuth direction and one look in the range direction to reach the 17-meter resolution, i.e., the spatial
resolution close to the field sample plot size. For protecting polarimetric information, we applied the
polarimetric refined Lee filter (7 × 7 local window) on the debursted C2 matrix to decrease the speckle
noise [39]. The range-doppler terrain correction method with the SRTM 1Sec HGT DEM [22] was used
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to georeference the C2 matrix. Finally, the dual-polarimetric H-A-Alpha decomposition was applied
on the georeferenced C2 matrix [40]. Consequently, we used a 3 × 3 local window due to the available
17 m spatial resolution to extract information on sample plot level. The entire analysis was performed
in SNAP V6 software [24]. The extracted features are summarized in Table 3.

C2 =

[ 〈|SVV |2〉 〈SVVS∗VH〉
〈SVHS∗VV〉 〈|SVH |2〉

]
(1)

Table 3. Sentinel-1 features.

Feature Elements

C2 matrix C11, C12_real, C12_image, C22
H/A/Alpha Entropy, Anisotropy, Alpha

2.3.3. ALOS-2 PalSar Data

The ALOS-2 satellite features a fully polarimetric synthetic aperture radar (SAR) antenna.
This sensor scans the Earth in HH, HV, VH, and VV polarization channel in L band. We downloaded
the data acquired on 10th of June 2015 over our study site from the repository provided by the Japan
Aerospace Exploration Agency (JAXA). This data was scanned in SLC mode with Stripmap-2 method.
The data preprocessing was performed solely for the polarimetric features. For preserving phase
information, the raw data was initially calibrated in the complex calibration manner. The T3 coherency
matrix was extracted from the calibrated data (Equation (2)) [41]. One may note the negative effects
caused by the severe topography on scattering from the scatterers and consequently on the polarimetric
information [42]. One crucial effect of topography is the rotation of radar wave in the line of sight
because of the slope in the azimuth direction. This phenomenon is known as polarization orientation
angle (POA) and is compensated by applying Equations (3)–(5) [41–43]. The multi-looking operator
with six looks in azimuth direction and four looks in range direction was applied to the T3 matrix
for the squared pixel and speckle noise reduction. Finally, we reached the 15-m spatial resolution
that was close to those of field sample plots. As already mentioned for Sentinel-1 data processing,
we used refined Lee speckle filter to simultaneously reduce speckle noise and preserve polarimetric
information [41,44,45]. The filter was applied with 7 × 7 local window, 3 × 3 target window, and sigma
of 0.9 to the T3 matrix. Following these steps, the T3 matrix was consequently georeferenced by SRTM
1Sec HGT DEM [22] using the range-doppler terrain correction method. In this research, we only
extracted the polarimetric features (see Table 4). We used a 3× 3 local window to extract the information
on sample plot level. Similar to the preceding steps, the processes were performed in SNAP V6 [24].

Table 4. ALOS-2 polarimeteric features.

Feature Elements

H/A/Alpha [41] Anisotropy, Alpha, Entropy, Beta, Delta, Gamma, Lambanda
Alpha (1,2,3), Lambanda (1,2,3)

Yamaguchi [46] Surface, Double, Volume, Helix
Van zyl [47] Surface, Double, Volume
Cloude [41] Surface, Double, Volume

Generalized Freeman-Durden [48] Surface, Double, Volume

Touzi [49] Psi, Tau, Phi, Alpha
Psi (1,2,3),Tau (1,2,3), Phi (1,2,3), Alpha (1,2,3)

RVI [41] RVI
SPAN [41] SPAN

Pedestal height [41] Pedestal height
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⎞⎟⎟⎟⎟⎟⎟⎠+ π
⎤⎥⎥⎥⎥⎥⎥⎦ (3)

V =
1
2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 + cos 2δ

√
2 sin 2δ 1− cos 2δ
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⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (4)

TPOA
3 = VT3VT (5)

In the equations S is the stocke’s matrix, SHH to SVV are the four polarizations, k is the Pauli target
vector for calculating T3 matrix, and δ is the POA angle.

2.4. Modeling by Machine Learning

2.4.1. Support Vector Regression

Support vector machine (SVM) is known as powerful, flexible, and robust-to-noise machine
learning method. The main goal of SVM is to minimize the sum of squares error (SSE) in Equation (6)
during the model training procedure. The support vector regression (SVR) is a regression version of
SVM [50,51]. There are two main methods for SVR, ε and υ regression. In ε regression, an insensitive
tube defines by ε parameter, but this parameter is user-defined and the procedure affects model
accuracy by only involving noisy observation in the big values of ε or the non-important observation
data in the small values of ε, which results in non-generalized model that cannot model different
behaviors of the phenomena [50,52,53]. In the υ regression method, the υ parameter defines the
fraction of support vectors number involved in the modeling procedure [52]. In this method, the
ε is automatically calculated in the algorithm and better controls support vectors. Therefore, both
caveats of the εmethod including challenge of the selection of proper ε value and its effect on accuracy
could be resolved [52]. Therefore, we used the υ regression. The kernel based solution was used for
accommodating the non-linear and complex behaviors. The used kernel passes the features into a new
feature space [53], following which the model is trained in the new feature problem [51]. Whereas there
are various kernels for SVR, the choice proper kernel for each problem depends on the nature of the
problem [49]. We tested five different kernels (see Table 5). We tuned the hyper-parameters by repeated
cross-validation based on RMSE (see Section 2.4.3). Besides the kernel’s hyper-parameter, the cost
parameter was also tuned with each kernel to maintain the model’s flexibility [51].

min

⎛⎜⎜⎜⎜⎜⎝12‖w‖2 + C

⎛⎜⎜⎜⎜⎜⎝νε+ 1
l

l∑
i=1

(
ξi + ξ

∗
i

)⎞⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎠ (6)

In Equation (6), C regularization constant, υ parameter between 0 and 1, ε value and ξ∗i is slack
variable. We analyzed the results of three different experiments. In the first experiment, the GSV was
modeled using a single sensor approach. In the second experiment, we modeled the GSV using all the
features obtained through the multi-sensor approach. Finally, in the third experiment, we model the
GSV using the GA selected features.
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Table 5. Applied SVR kernels [54].

Kernel Hyper-Parameter

Laplace Sigma, Cost
RBF Sigma, Cost

Polynomial Degree, Offset, Scale, Cost
Sigmoid Scale, Offset, Cost
Bessel Sigma, Order, Degree, Cost

2.4.2. Feature Selection

Feature selection is an essential task in working with hyper-dimensional data, in which the
best subset from all features is selected based on lower cost of model training and higher accuracy.
This solution is essential in the presence of a large number of extracted features and small sample
size to avoid the prohibitive effects of the curse of dimensionality on model performance and
interpretability [55]. Therefore, a proper method for feature selection cares for the low training cost
while avoiding the curse of dimensionality in the modeling [56]. The genetic algorithm (GA) is an
evolutionary method for optimization. The method is inspired by natural selection in the real world,
with the main idea of incorporating a wide range of suitable solutions that leads to selection of an
optimum solution [57]. We used binary GA for feature selection. First, a population of chromosomes
with 0 and 1 genes was randomly generated in which each chromosome is considered as a solution.
The goodness of each solution was determined by the fitness function. The solutions with higher
goodness had a higher chance to create a new solution. The new solution was then created by crossover
procedure from two randomly selected solution with a high fitness value. The mutation operator
changed the random genes with little probability and was used to maintain genetic diversity from
one generation of a population of genetic algorithm chromosomes to the next. Finally, the algorithm
was iterated until the fitness value remained unchanged [58]. Here, we selected the features for each
kernel individually by cross-validation (see Section 2.4.3). The fitness function pursued the goal to
simultaneously RMSE and R2 values (see Figure 2). For this purpose, the fitness function as defined in
Equations (7)–(9) was proposed. In this fitness function, the highest fitness value could potentially
occur in R2 equal to 1 and RMSE equal to 0, i.e., a fitness value equal to 190.

Figure 2. Applied fitness function.

α = 90− tan−1
( RMSE

100×R2

)
(7)
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d =

√
RMSE2 + (100×R2)2 (8)

f itness = α+ d (9)

2.4.3. Validation

The validation of model performance is the essential step in modeling [20]. Due to the most
common case of limited sample size, using the k-fold cross-validation was necessary to avoid noisy
and unstable predictions [18,50]. The RMSE, R2 (Equations (10)–(11)) were used as error diagnostics
based on their proven usefulness in assessing prediction of forest parameters [18,59]. In addition,
the model stability in the presence of limited field sample size was checked by the repeated k-fold
cross-validation. The model was assessed as more stable if the standard deviation (Equation (13)) of
each of the diagnostic metrics was closer to zero [60]. Also we used MD (see Equation (12) for models
over-estimation or under-estimation analysis. The higher positive values indicates the over-fitting and
higher negative values indicates the under-fitting problem [61]. We used the 5-fold cross validation
with 20 repetitions for more stable feature selection in the GA (Section 2.4.2), kernel’s hyper-parameter
tuning (Section 2.4.1) and finally, the model validation. The statistical modeling and the feature
selections were implemented in open source domain in R using the kernlab, caret, and GA libraries.

RMSE =

√√ n∑
i=1

(
yobs

i − ypred
i

)2
/n (10)

R2 =

√√ n∑
i=1

(
ypred

i − y
)2

/
n∑

i=1

(
yobs

i − y
)2

(11)

MD =
1
n

n∑
i=1

(
ypred

i − yobs
i

)
(12)

SD =

√√ m∑
i=1

(
Pi − P

)2
/m (13)

In the Equations, the yobs
i is the observed GSV in plot i, ypred

i is the predicted GSV, n is the number
of samples in fold, y is the GSV’s average in fold, Pi is the validation metric in each fold, P is the
metric’s average and m is the number by which the model was trained with different data.

3. Results

3.1. Single Sensor Models

3.1.1. Sentinel-2

Here, the 31 features extracted from the Sentinel-2 data were used for the GSV modeling
(see Table 2). As previously mentioned in Section 2.3, the SVR model was employed using five different
Kernels. The kernel’s hyper-parameters were tuned with repeated cross-validation. The results can be
seen in Table 6.
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Table 6. Sentinel-2 modeling with 31 features.

Kernel RMSE R2 MD RMSE_SD R2_SD

Laplace 31.793 0.673 −0.003 2.919 0.071
RBF 31.644 0.673 −1.194 2.639 0.072

Sigmoid 31.693 0.674 −2.07 2.642 0.074
Polynomial 31.553 0.677 −0.62 2.630 0.071

Bessel 31.536 0.676 −1.38 2.662 0.072

As can be seen in Table 6, from the perspective of performance, the Bessel kernel with RMSE = 31.536
and R2 =0.676 provided a better performance compared to other kernels. The polynomial kernel presented
a very close performance to the Bessel Kernel. From the perspective of model stability (see Section 2.3.3),
the Polynomial kernel with RMSE_SD = 2.630 and R2_SD = 0.071, provided more stable results than other
kernels. The RBF kernel was the second more stable kernel (Table 6). The MD index shows that the all
models are under estimate the GSV.

By considering both the models performance, stability and MD analysis the polynomial kernel
exceeded other kernels, while all models generally showed close performance. Finally, no significant
difference was observed amongst the kernels in the GSV modeling using the features extracted from
Sentinel-2 (see Figures 3–5).

Figure 3. RMSE plot for different experiments.

Figure 4. R2 plot for different experiments.
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Figure 5. MD plot for different experiments.

3.1.2. ALOS-2

Here, 45 features were extracted from ALOS-2 data (see Table 4). The results are shown in Table 7.

Table 7. ALOS-2 modeling with 45 features.

Kernel RMSE R2 MD RMSE_SD R2_SD

Laplace 46.959 0.306 6.93 6.508 0.124
RBF 46.588 0.318 6.99 6.510 0.123

Sigmoid 46.086 0.327 7.09 6.543 0.124
Polynomial 46.691 0.311 7.1 6.583 0.121

Bessel 46.576 0.316 6.97 6.516 0.122

As shown in Table 7, the sigmoid kernel with provided a better performance compared to other
kernels by returning RMSE = 46.086 and R2 = 0.327. This was closely followed by the RBF kernel with
RMSE = 46.588 and R2 = 0.318. Concerning the stability, the RBF kernel was more stable than other
kernels (RMSE_SD = 6.510 and R2_SD = 0.123), followed by Bessel kernel. The Laplace kernel showed
similar stability to that of Bessel kernel, yet a considerably lower performance compared with other
kernels (see Table 7). The MD index shows that all of models significantly over estimate the GSV.

By considering both performance and stability and MD analysis, the RBF provided better
results compared to the other kernels. However, all kernels performed roughly close to each other,
with no significant difference between the kernels in the GSV modeling using the ALOS-2 features
(see Figures 3–5).

3.1.3. Sentinel-1

In this experiment, seven features, extracted from Sentinel-1 data solely were used for the GSV
modeling (see Table 3). The results are show in Table 8.

Table 8. Sentinel-1 modeling with seven features.

Kernel RMSE R2 MD RMSE_SD R2_SD

Laplace 46.815 0.299 4.536 6.360 0.117
RBF 47.093 0.294 3.232 6.349 0.111

Sigmoid 47.173 0.296 4.549 6.594 0.118
Polynomial 47.473 0.287 4.517 6.348 0.110

Bessel 46.879 0.297 4.596 6.302 0.113
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As can be seen in Table 8, the Laplace kernel exceeded all other applied kernels with RMSE = 46.815
and R2 = 0.299 again, closely followed by the Bessel kernel with RMSE= 46.879 and R2 = 0.297. Moreover,
the Bessel kernel provided more stable results than other kernels (RMSE_SD= 6.302 and R2_SD = 0.113).
The MD index shows that all of models significantly over estimate the GSV after ALOS2. By considering
both performance and stability, the Bessel kernel was slightly better compared to the other kernels.

3.2. Multi-Sensor Models

Here, we employed 83 features, obtained from Sentinel-2, ALOS-2, and Sentinel-1 data (see Tables 2–4).
The results are shown in Table 9.

Table 9. Performances achieved by modeling with 83 features.

Kernel RMSE R2 MD RMSE_SD R2_SD

Laplace 33.053 0.655 −0.538 3.431 0.071
RBF 32.701 0.654 −1.12 3.052 0.073

Sigmoid 32.636 0.659 −1.96 2.905 0.067
Polynomial 32.682 0.659 −2.19 2.884 0.070

Bessel 40.961 0.628 0.69 5.068 0.073

The sigmoid kernel performed best (RMSE = 32.636 and R2 = 0.659), followed by polynomial
kernel (RMSE = 32.682 and R2 = 0.659). In addition the sigmoid kernel resulted in the most stable
model with RMSE_SD = 2.905 and R2_SD = 0.067. The MD index shows that all of models except
Bessel moderately under estimate the GSV.

As can be observed in Figures 3–5, stacking the entire features into one feature set did not improve
the results. This is mainly due to the joint effect caused by the curse of dimensionality and the limited
sample size, and suggests the necessity of feature selection as an essential task.

3.3. Multi-Sensor Approach with Selected Feature

The Table 10 summarizes the results of models built with features optimized using the binary
genetic algorithm as described in Section 2.4.2.

Table 10. Modeling optimized feature sets for each kernel.

Kernel RMSE R2 MD RMSE_SD R2_SD Number of Features

Laplace 29.815 0.715 0.288 3.338 0.064 18
RBF 30.132 0.704 −0.069 2.595 0.060 19

Sigmoid 30.527 0.7 −0.43 2.903 0.058 16
Polynomial 30.034 0.708 −0.041 2.844 0.058 12

Bessel 30.707 0.696 −0.667 2.901 0.061 18

The Laplace kernel provided a superior predictive accuracy to other kernels. This was followed
by the polynomial kernel. However, the RBF kernel proved to return the most stable predictions,
followed by the polynomial kernel.

All in all, the highest accuracies for GSV prediction were returned by the polynomial kernel.
Table 11 summarizes the range of various features selected for the GSV modeling using each kernel.
The selected features mainly include the ALOS-2 polarimetric decomposition, Sentinel-1 H-A-Alpha
decomposition, and Sentinel-2 spectral features including NIR, red edge, SWIR bands and vegetation
indices. The proper feature selection which resulted in the parsimonious feature sets enables achieving
both predictive accuracy and model stability and robustness. Also, the MD index for all of the models
compared to other experiments approach zero, especially for the polynomial kernel (MD = −0.041).

As summarized in Figures 3–5 the performance of multi-sensor approach with selected features
was slightly better than that achieved by Sentinel-2, which suggest that including selected polarimetry
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features along with the multi-spectral information improves the GSV across mountainous broadleaf
stands. Also the over estimation or under estimation problem was solved in this experiment.
For polynomial kernel the MD is equal to −0.041 and it is best MD index between all of experiments.

Table 11. Selected features for kernels by GA.

Kernel Sensors Selected Features by GA

Laplace
ALOS-2 Entropy, Anisotropy, Lambda2, Lambda3, Psi3, Alpha3

Sentinel-1 Entropy, Anisotropy, Alpha
Sentinel-2 B8, B5, B7, B8a, B11, B12, gndvi, pssra, tsavi

RBF
ALOS-2 Beta, Lambda, Freeman_dbl, Cloude_dbl, VanZyl_vol, Alpha2, Psi3, Alpha3

Sentinel-1 Entropy
Sentinel-2 B4, B5, B8a, B11, B12, gndvi, mcari, msavi2, pssra, tsavi

Sigmoid
ALOS-2 VanZyl_dbl, Psi1, Phi2, Psi3

Sentinel-1 Entropy, Anisotropy
Sentinel-2 B4, B5, B11, B12, gndvi, mcari, msavi2, pssra, s2rep, tsavi

Polynomial
ALOS-2 VanZyl_vol, Psi3, Alpha3

Sentinel-1 Entropy
Sentinel-2 B4, B5, B12, gemi, gndvi, mcari, pssra, tsavi

Bessel
ALOS-2 Entropy, Beta, VanZyl_dbl, Psi1, Phi1, Psi3, Phi3

Sentinel-1 Entropy
Sentinel-2 B4, B8, B5, B12, gemi, gndvi, mcari, pssra, s2rep, tsavi

4. Discussion

The main objective of this research was to estimate the GSV in heterogeneously-structured and
mountainous Hyrcanian forests in northern Iran. Predictive models and continuous monitoring of
forest are especially vital in Iran’s Hyrcanian forests because of the current ongoing rate of degradation
and their crucial role in Iran’s Hyrcanian forest ecosystem. Thus, investigating the potential of
multi-frequency SAR, multi-spectral optical data for generating the reliable predictive models are
essential in this study area. In this research, the GSV modeling was carried out using the polarimetric
and multi-spectral features and their combination using three different approaches. The SVR with five
various kernels was used for modeling because of non-linear and complex relation of features with
the GSV particularly in multi-sensor approach. Also, there were several challenges in this procedure
including the severe topography, limited field samples, highly mixed tree species in various ages,
and complex slope-aspect structure.

In the first experiment, the GSV was modeled using the Sentinel-2 multi-spectral features. B11 and
B12 bands from SWIR spectral region showed a high contribution because of their sensitivity to the water
content in the canopy, that confirmed in research by Chrysafis et al. (2017) [8] and Mura et al. (2018) [9].
We also found the NIR and the red edge bands as good features in modeling which is due to their
sensitivity to the chlorophyll and pigments of tree leaf. Relevant works of Chrysafis et al. (2017) [8],
Mura et al. (2018) [9], and Chrysafis et al. (2019) [62] also described these features as influential features
for the GSV estimation in their research. Basically, the vegetation indices that use the NIR and red-edge
spectral bands have an effective contribution in the GSV estimation. This is mainly because of that
the VI uses the combination of spectral bands and reaches the information that cannot be extracted
from the single spectral band, as Chrysafis et al. (2017) [8] found this in their research. The Mura
et al. (2018) [9] and Chrysafis et al. (2019) [62] also found that VIs have an effective contribution to
GSV estimation.

The performed analysis indicated that the GSV modeling with ALOS-2 polarimetric features
produced non-satisfactory results. However, increasing the number of polarimetric features can
improve the results. The two main challenges for GSV modeling with ALOS-2 data in this study area
are the harsh topography and the limited number of field inventory samples. As shown in Figure 6,
the study area embrace harsh mountainous forest stands with high elevational gradient and complex
slope-aspect structure. In this type of topography, phenomena like shadow and layover occur in SAR
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data. Particularly, no scanned data from the study areas were found for shadowing. Nevertheless,
the radiometric values were significantly affected in layover behavior. Another effect is the POA
(see Section 2.3.3) which was compensated in the preprocessing steps and thus results in no notable
problem for the GSV modeling [43]. Yet the effect of slope in range direction, known as angular
variation effect (AVE), still remains. In areas with forest cover and longer radar wavelength, the AVE
introduces a notable effect. As such the double scattering mechanism increases in the slopes that face
the radar incoming wave, whereas it decreases in opposite slopes. In addition, the volume scattering
mechanism increases since the severe topography causes an increase in cross-pol scattering. In a severe
mountainous area like our research site, the proposed correction methods do not completely refine the
results [42,63]. In addition, a further effect is the effective scattering area due to the non-homomorphic
imagining of radar. This effect can be maximized in the mountainous areas and thus dramatically affect
the geo-referencing of the applied SAR data. This effect causes the higher radiometric values in front
slopes facing the incoming radar wave and lower radiometric values in opposite slopes [42,43,63].

Figure 6. Aspect variation map in research area.

The second challenge for modeling GSV is caused by limited number of field inventory samples that
is commonly the case across heterogeneously-structured uneven-aged Hyrcanian forests. Apart from
statistical and model-related problems, this particularly hindered us from building species-specific
GSV models and thus considering differences in scattering from tree species or different age classes.
The collective effects of the above mentioned issues led to the rather mediocre results obtained by
ALOS-2 data in our study (see Figures 3–5). The H-A-Alpha decomposition features have an average
ability in the GSV estimation. Vafaei et al. (2018) [19] found that these features have an average
ability for biomass estimation in Hyrcanian forests too. The Touzi decomposition’s features are also
effective, Sharifi et al. (2015) [64] found that the Tozi decomposition describes the target asymmetry
in the forested area and can use for biomass estimation in Hyrcanian forest. The Van Zyle, Cloude,
and Freeman decomposition features based on volume or double mechanism are effective in GSV
modeling because of L-band wavelength penetration in the canopy and interaction with the tree’s
stem and ground. So they are reasonable features for the GSV modeling as Kumar et al. (2012) [65]
found this behavior. The achieved performance and model stability are comparable to similar research.
Compared with the only available relevant case study from the area, Vafaei et al. (2018) [19] used
limited polarimetry features. Unlike their study, we extracted a large number of polarimetric features
in our research. Especially comparing to Vafaei et al. (2018) [19] with ALOS-2 in the same region,
his conclusion is that ALOS-2 has a very weak ability for biomass estimation (R2 = 16%). Since the
biomass and GSV have near relation [5], we greatly improved the prediction ability for GSV with
different target decomposition features (R2 = 32%).

The performed analysis indicated that the modeling with Sentinel-1 polarimetric features produced
non-satisfactory results for GSV modeling. The Sentinel-1 features are not frequently used in forestry
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research because of the shorter wavelength (C-band) of the data. In this wavelength, the scattering
only occurs in the upper part of the canopy. In our study, we applied the dual polarimetric H-A-Alpha
decomposition. Our result has better performance (R2 = 29%) than Mauya et al. (2019) [18] who only
used the scattering coefficient in GRD mode and achieved R2 = 18%. Therefore, we can conclude that
using the Sentinel-1 dual polarimetry H-A-Alpha decomposition is useful for GSV estimation. As can
be seen in Figures 3–5, the results obtained by the Sentinel-1 data were inferior than those of Sentinel-2
and ALOS-2 data. In addition to the underlying reasons as referred earlier, one may also note the
lower penetration rate of the C-band Sentinel-1 compared with the L-band ALOS-2. This will result in
a lower sensitivity to biophysical parameters such as GSV.

Finally, the performed analysis on the multi-sensor approach indicated that the GSV modeling
with all of the features did not enhance the results compared to the modeling by Sentinel-2. This is
mainly due to the curse of dimensionality effect and the limited sample size. To deal with this problem,
we modeled the GSV by multi-sensor approach using the selected features. The results indicated
that the modeling with the selected features provide better results than the modeling by Sentinel-2.
The features were selected for each kernel separately proper feature selection procedure provides
a good and stable GSV modeling which is not suffering from the curse of dimensionality anymore.
Also, the over-estimation or under-estimation was reduced greatly by our feature selection method
(see Figure 5). As a result, the simultaneous integration of multi-spectral and radar data features
produce satisfactory and stable models for GSV modeling compare to the Mauya et al. (2019) [18],
Vafaei et al. (2018) [19], and Sharifi et al. (2015) [64] works. Due to the general novelty of in-depth
and state-of-the-art remote sensing analysis over Hyrcanian forests. In future research, issues such
as the effects of different topographic corrections for polarimetry data, forest species type mapping,
novel SVR kernels, application of feature fusion, and texture features will be explored.

5. Conclusions

This study generated empirical evidence on the use of ALOS-2, Sentinel-2, and Sentinel-1remotely
sensing data for GSV estimation in Iran’s Hyrcanian forests on a landscape scale. We used nu-SVR with
five kernels for non-linear behavior modeling. The result showed that in single sensor approach only
the Sentinel-2 returned better results, while shortcomings were observed when applying ALOS-2 and
Sentinel-1 across heterogeneously-structured and mountainous Hyrcanian forests with limited field
samples. In multi-sensor approach, the curse of dimensionality caused inferior results compared with
the case of Sentinel-2. In addition, we tested selecting features in multi-sensor approach individually
for each kernel by GA based on simultaneous optimization of diagnostic measures in a proposed
fitness equation. This contributed to both higher performance and more model stability with the
lowest underestimation.
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Abstract: Invasive plant species are major threats to biodiversity. They can be identified and
monitored by means of high spatial resolution remote sensing imagery. This study aimed to test the
potential of multiple very high-resolution (VHR) optical multispectral and stereo imageries (VHRSI)
at spatial resolutions of 1.5 and 5 m to quantify the presence of the invasive lantana (Lantana camara L.)
and predict its distribution at large spatial scale using medium-resolution fractional cover analysis.
We created initial training data for fractional cover analysis by classifying smaller extent VHR data
(SPOT-6 and RapidEye) along with three dimensional (3D) VHRSI derived digital surface model
(DSM) datasets. We modelled the statistical relationship between fractional cover and spectral
reflectance for a VHR subset of the study area located in the Himalayan region of India, and finally
predicted the fractional cover of lantana based on the spectral reflectance of Landsat-8 imagery of
a larger spatial extent. We classified SPOT-6 and RapidEye data and used the outputs as training data
to create continuous field layers of Landsat-8 imagery. The area outside the overlapping region was
predicted by fractional cover analysis due to the larger extent of Landsat-8 imagery compared with
VHR datasets. Results showed clear discrimination of understory lantana from upperstory vegetation
with 87.38% (for SPOT-6), and 85.27% (for RapidEye) overall accuracy due to the presence of additional
VHRSI derived DSM information. Independent validation for lantana fractional cover estimated
root-mean-square errors (RMSE) of 11.8% (for RapidEye) and 7.22% (for SPOT-6), and R2 values of
0.85 and 0.92 for RapidEye (5 m) and SPOT-6 (1.5 m), respectively. Results suggested an increase
in predictive accuracy of lantana within forest areas along with increase in the spatial resolution for
the same Landsat-8 imagery. The variance explained at 1.5 m spatial resolution to predict lantana was
64.37%, whereas it decreased by up to 37.96% in the case of 5 m spatial resolution data. This study
revealed the high potential of combining small extent VHR and VHRSI- derived 3D optical data
with larger extent, freely available satellite data for identification and mapping of invasive species
in mountainous forests and remote regions.

Keywords: Lantana camara; SPOT-6; RapidEye; 3D; DSM; Fractional cover analysis
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1. Introduction

Various studies have revealed the importance of plant biodiversity for the functioning of
an ecosystem, which is closely connected with human activities [1,2]. However, apart from its
significance for terrestrial ecosystems, it is much more important to emphasize the qualitative and
quantitative changes or threats to plant biodiversity [3]. A proper regular and effective monitoring
system is evidently required to characterize these changes. With the ability to view terrestrial
vegetation from space, remote sensing has tremendous potential to provide long-term, continuous
solutions at different spatial, temporal and spectral resolutions [4–6]. Satellite remote sensing datasets
can represent a great opportunity when field-based observations are impossible or hampered [7–9].
High-resolution satellite data have enabled the development of species-level distribution maps along
with three-dimensional (3D) information on forest structural traits such as species composition, canopy
diameter, and distribution of age-classes [10]. In recent years, interest in employing multi-spectral,
multi-temporal high and very high spatial resolution data to study biological invasions in plant
communities has grown considerably [11].

Topographic information derived from remote sensing data enhances differentiation of plant or
tree species that are spectrally similar. However, during the last decade, airborne laser scanning has
been the primary data source to capture 3D information on forest vertical structure [12–14]. This tool is
expensive, and possibly unavailable for developing countries [15]. In recent years, the improvement
in space technology has reduced the gap in terms of spatial resolution (up to 30 cm ground sample
distance) between aerial and satellite imagery [16]. Moreover, high-resolution digital surface models
(DSM) are now more widely available through stereo imaging capacities and a worldwide access to
very high-resolution (VHR) satellite data.

Over the last decade, satellite data for large areas provide information only on presence or absence
of forests types or tree cover percentages. Prominently, AVHRR, MODIS or Landsat-based continuous
(fractional) land-cover maps are available at coarser and medium spatial resolutions for forest cover
change [17–19]. Other products also provide information, such as NDVI-derived vegetation fractional
cover data of Oceansat-2 Ocean Color Monitor [20] for India and European initiative coordinated
information on the environment (CORINE) derived land cover inventory data for coniferous and
broadleaf tree species groups [21]. A review and comparison of various land cover products derived
from satellite data can be found in [21]. These data provide an overview of forest types and species
distribution at coarser (250 m to 1 km) and medium (30 m) spatial resolutions, but detailed information
at finer spatial levels like plant species or trees is still lacking.

Previous studies analyzed detailed level species distribution for mapping and identification,
utilizing VHR remote sensing data such as IKONOS or WorldView-2 (WV2) [22–27]. Similarly, a few
studies with spatial resolution <5 m addressed mapping of invasive plant species using IKONOS [28],
Cartosat-I [29] and Pléiades -1A [30] in the western Himalayan region of India. However, such studies
can be only implemented in small areas, due to the high cost and scarcity of VHR and VHR stereo
imagery (VHRSI) data compared with medium and coarser spatial resolution data. Thus, detailed
studies covering larger geographic areas at higher spatial resolutions are still lacking [31], in particular
across the high-altitude, species-rich Indian Himalayan region [32].

An alternative is to develop approaches to estimate the fraction of land cover within each optical
pixel, by linking freely available medium spatial resolution (larger extent) with VHR (smaller extent) data.
Fractional cover analysis has been subjected to intensive research using different satellite and aerial imageries.
Recent studies combined VHR WV-2 with time series Landsat [33], IKONOS with Landsat [34,35] and
GeoEye-1 with Landsat data [36] for generation of high spatial resolution fractional cover maps for larger
geographical areas. It is thus practically crucial to utilize the combination of VHR with freely available
medium spatial resolution datasets such as Landsat or MODIS due to their larger spatial coverage.

In this study, the potential of new-generation VHRSI and VHR multispectral satellite data was
tested for classification and fractional cover analysis of an invasive shrub, lantana (Lantana camara L.),
which extensively affects the western Himalayan forest in India. Fractional cover analysis was
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suggested to address the issue of estimating lantana distribution in Doon Valley. We aimed to (i) classify
VHR SPOT-6 and RapidEye with additional 3D information from VHRSI SPOT-6 generated DSM;
(ii) model the statistical relationship between fractional cover and spectral reflectance derived from high
spatial resolution maps, and predict the fractional cover of lantana in a larger area based on the spectral
reflectance of Landsat 8 imagery; and (iii) compare model performance between Landsat 8—SPOT-6
(1.5 m) and Landsat 8—RapidEye (5 m) fractional cover maps. We expected that Landsat-8-based
upscaled lantana species information derived from input classified VHR imageries would provide
an appropriate baseline for a fractional cover analysis approach for different types of forest regimes.

2. Materials and Methods

2.1. Study Area

The study area is located in the western Himalayan region of Doon valley, Uttarakhand, India
(29,055′ to 30,030′ N and 77,035′ to 78,024′ E), at elevations ranging between 500 and 800 m above
sea level (Figure 1). The climate is humid sub-tropical [37]. The temperature ranges between 16.7
and 36 ◦C during summer, and between 5.2 and 23.4 ◦C in winter [38]. Average annual rainfall is
2025 mm, and is mainly concentrated in the period between June and September. The Doon valley
encompasses subtropical moist deciduous forests (MDF) dominated by sal trees (Shorea robusta G.)
and Mallotus philippensis Lam., with Clerodendrum infortunatum L. and lantana in the understory.
The Lachhiwala and Thano forest areas within the Doon valley were selected for this analysis due to
availability of GPS observations of lantana locations in these forest sites.

Figure 1. Study area location (a) Landsat-8 imagery with larger extent and yellow box showing the
smaller extent of (b) RapidEye and (c) SPOT-6 multispectral imageries.

2.2. Satellite Data

We acquired satellite remote sensing data during April 2013, because shedding of leaves of
overstory vegetation and visibility of understory vegetation (i.e., lantana) culminates in this month [39,40].
Orthorectified Level-3A, cloud free and pre-processed SPOT-6 imageries (multispectral and Panchromatic
(PAN) stereo pair) and RapidEye (multispectral) were acquired (Table 1). The RapidEye sensor has
an additional red-edge band with a spectral range of 690–730 nm; further details on the specifications of
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the RapidEye are given in [41]. We applied atmospheric corrections to convert DN values into surface
reflectance using ATCOR 3 [42]. Selected vegetation indices (NDVI, MSAVI2 and NDRE) were generated
from the surface reflectance values. Pre-processed Level-2, Landsat-8 OLI data were acquired from USGS
(United States Geological Survey) for wider coverage (Figure 1). In this paper, four spectral bands (Blue,
Green, Red and NIR) of Landsat-8 OLI were applied (Table 1).

Table 1. Details of satellite data used.

Satellite Sensors Date of Acquisitions Spatial Resolution (m)

SPOT-6 (Stereo pair PAN) 5 April 2013 1.5
SPOT-6 (Blue, Green, Red and NIR) 25 April 2013 1.5

RapidEye (Blue, Green, Red, Red-Edge and NIR) 12 April 2013 5
Landsat-8 OLI (Blue, Green, Red and NIR) 11 April 2013 30

2.3. High-Resolution DSM

The DSM generation algorithm was adopted from [43]. The process comprised the following
steps: tie points that were common to stereo pair images were generated using an automatic tie
point generation tool. In the case of SPOT-6 imagery, RPC file was used as an input for tie point
generation [44]. Tie points appearing within the overlap portion of the left and right images were
identified. The resulting output consisted of the image location of tie points appearing within stereo
pair rasters. Point cloud data were generated from stereo pairs using the image-matching point cloud
generation algorithm eATE (Enhanced Automatic Terrain Extraction), which is an area-based method
and uses a normalized cross correlation strategy [15,45] in Erdas Imagine (2015). The point cloud
data were then interpolated into raster DSM [46,47] at a spatial resolution of 1.5 m by a triangulation
technique implemented within ArcGIS (2015).

2.4. Image Classification and Generation of Reference Fractional Cover Data

Random forest (RF) classification was applied separately on both SPOT-6 and RapidEye multispectral
VHR datasets (Figure 2). RF is a bootstrapped approach based on classification and regression trees
(CARTs), with implications for both classification and predictive modelling. Detailed information on this
algorithm and its application in remote sensing is available in [48,49]. The classification was carried out
within the RSToolbox library [50] in R [51], following the steps as described by [52]. We generated 10-band
stacked images separately for both RapidEye and SPOT-6 imageries along with the ancillary data and
used them as input variables for the RF classifier. We stacked 5 spectral bands and 5 ancillary variables for
RapidEye, and 4 spectral bands and 6 ancillary variables for SPOT-6.

Ancillary data (Table 2) in the case of classifying SPOT-6 image included (1) the 1.5 m spatial
resolution generated DSM from SPOT-6 stereo pair, (2) slope and aspect calculated from the DSM,
(3) texture measures of entropy and contrast derived for NIR and Red bands [53], (4) normalized
difference vegetation index (NDVI), and (5) modified soil adjusted vegetation index2 (MASVI2). In the
case of the RapidEye data, the ancillary data (Table 2) included (1) resampled 5-m DSM generated
from the SPOT-6 stereo pair, (2) resampled slope and aspect calculated from the DSM, (3) texture
measures of entropy and contrast derived for the NIR and red-edge bands [53], and (4) NDVI as well
as (5) normalized difference red-edge index (NDRE).

Table 2. Global list of variables used as ancillary data.

Variables for Ancillary Data Associated Satellite Data

DSM (1.5m)-elevation, slope and aspect SPOT-6
Resampled DSM (5m)-elevation, slope and aspect RapidEye
NDVI SPOT-6 and RapidEye
MSAVI2 SPOT-6
NDRE RapidEye
Texture measure (Entropy, Contrast) SPOT-6 (NIR, Red bands) and RapidEye (NIR, Red-edge bands)

28



Forests 2019, 10, 540

We followed straightforward rationales in selecting the vegetation indices used in our analysis.
NDVI is a reliable proxy of photosynthetic activity and chlorophyll in vegetation [54]. NDRE leverages
the information from Red-Edge region and is thus closely related to vegetation health [55] and
nitrogen [56] content, and the MSAVI2 has been shown to account for soil background reflectance
in different vegetation covers [57].

Figure 2. Workflow diagram for classification (Step-1) and fractional cover analysis (Step-2).

For each satellite data set, a total of 2000 random points were distributed throughout the training
data from our input variables to grow 400 trees. For every tree, 66% of the data was used to construct the
classification tree, while the remaining 33% was used for validation using out-of-bag (OOB) error [58].
OOB error was used from a classification accuracy matrix [59] as a tool to evaluate the final predictions
with the withheld data and a variable importance plot to assess the relative importance of the 10 bands
used in each classification [48]. Independence of the accuracy assessment was ensured by applying
a 5-fold cross-validation with a 10% withhold of the training data [60], in addition to a post-classification
accuracy assessment. Using this framework, the MDF and its surrounding locations were classified for
SPOT-6 and RapidEye multispectral data. Post-classification accuracy assessment was conducted by
generating stratified random points within each vegetation class. The points were manually attributed
to their actual land-cover type through visual interpretation of Google Earth imagery [61] and to
their attributed class by intersecting with the classified satellite image. A classification accuracy
matrix was constructed to compare the reference class with the one assigned by the classifier and
calculate the overall accuracy (OA), producer’s and user’s accuracies [62]. The Kappa coefficient
was additionally calculated as a discrete multivariate statistic [62]. Lastly, variable importance as
mean decrease in accuracy for each class was computed for classified RapidEye and SPOT-6 data.
Mean decrease in accuracy measures the amount of mean standard error as decreased by removing
a given input variable and it is calculated according to the increase in prediction error when OOB data
(cases left out of the bootstrap sample) for that variable are permuted while all other variables are
left unchanged [48].

2.5. Estimation of Fractional Cover for Larger Extent Using Landsat-8

Fractional cover maps of lantana for the Lachhiwala and Thano forests were generated by RF
after creation of a reference dataset [33]. Fractional cover analysis was performed by taking the
classified RapidEye and SPOT-6 imagery into account as predictors (Figure 2). We used the routine
implemented within the RStoolbox [50]. Fractional cover extracts pixel values in a classified VHR
image that corresponds to a random selection of medium spatial resolution pixels. It then calculates
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the percentage of classified image pixels that represent the cover type of interest. For example, with the
1.5 m pixel size of SPOT-6 VHR imagery and 30 m spatial resolution of Landsat-8, the sampling process
uses 400 blocks of the 1.5-m resolution pixels corresponding to a single 30-m pixel and calculates the
percentage of 1.5-m pixels that belong to the area covered by lantana. That is, with 100 pixels of lantana
and 300 other class pixels, the value given for the output pixel would be 0.25, since 25% of the total
amount of pixels belongs to lantana cover.

3. Results and Discussion

3.1. Classification of Combined Multispectral VHR and VHRSI DSM Data

VHRSI DSM is shown in Figure 3. Results of classifying SPOT-6 and RapidEye imageries in the
MDF showed differences in cover estimation for all categories, in particular for sal tree, agriculture
and lantana. This was related to the intrinsic difference in spatial resolutions (Figure 4). For example,
both user accuracy (measure for commission) and producer accuracy (measure for omission) for
tree-dominated classes (sal tree and lantana) were significantly higher for higher resolution SPOT-6
data, whereas lower resolution RapidEye data classification excessed in both measures for more
homogeneously distributed agriculture class. In addition, a more contiguous and widely distributed
lantana cover was estimated by SPOT-6. Overall, SPOT-6 and RapidEye showed 87.38 and 85.27%
classification accuracy when tested by independent validation (Tables 3 and 4). Results were partially
subjected to omission and commission errors. For lantana, 60 pixels in SPOT-6 and 48 pixels in RapidEye
were assigned to shadow, probably because the larger sal trees were mainly growing on north-west
slopes, and thereby casting shadows over the lantana cover (Tables 3 and 4). It was observed from
previous ground and remote sensing-based studies that selected forest sites were mainly dominated
by lantana as understory components [29,30,63]. In addition, lantana is an effective competitor with
native plant species and is capable of interrupting the regeneration process of other indigenous species
by reducing germination [63]. Therefore, GPS points and Google Earth VHR imagery were used to
derive training data to portray shading of lantana by sal trees, aiming at a more realistic explanation
of the lantana dominated cover. Furthermore, SPOT-6-based classification accuracy matrix revealed
that 179 pixels related to agriculture were assigned to the built-up class, while 44 pixels of built-up
were classified as agriculture. This is presumably related to the similarities in spectral signature
characteristics of fallow land and built-up classes [30]. However, in the case of RapidEye, a negligible
misclassification was observed between agriculture and built-up due to an additional red-edge band,
which is able to precisely separate agriculture compared to the red band of RapidEye data [64].

Sal trees and lantana areas were occasionally misclassified (Tables 3 and 4). In SPOT-6 and RapidEye data,
224 and 350 pixels of lantana were assigned to sal trees class, respectively (Tables 3 and 4). These misclassified
pixels mostly belonged to highly dense forest stands, thus the spectral signature and elevation from VHRSI
DSM were not able to accurately discriminate lantana, which is mainly located in the understory, from sal
tree stands. This resulted in cross-classification of lantana and sal tree classes. Lantana exhibited a kappa
coefficient of 84.84% and 81.13%, whereas user’s accuracy was 96.3% and 92.6% for SPOT-6 and RapidEye,
respectively. VHR SPOT-6-based classification returned the second highest user’s accuracy among all
other classes compared to RapidEye when combined with very high spatial resolution DSM. In the case of
RapidEye, user’s accuracy of agriculture was the highest due to ability of the additional red-edge band
to more precisely discriminate agriculture from sal trees and grasses. This confirmed the advantage of
the applied classification for high spatial resolution multispectral data over medium and coarser spatial
resolution satellite data. This is in agreement with former studies related to RF classification of VHR data
such as WV-2 (2 m) for boreal forest habitats mapping [65], RapidEye (5 m) for classification of insect
defoliation levels with help from the red-edge band, IKONOS (4 m) for tree health identification [66] and
Pléiades-1B (2 m) for classification of wetland land-cover in arid regions [67].
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Table 3. Classification accuracy matrix for SPOT-6.

Reference
Data

Predicted Data
Row Total

Producer’s
Accuracy (%)

User’s
Accuracy (%)

Class
Error (%)Built-Up Agri-culture Sal Tree Lantana Shadow Water

Built-up 945 44 0 1 0 11 1001 94.41 78.16 3.59
Agri-culture 179 806 8 1 7 0 1001 80.52 85.47 1.79

Sal tree 0 1 985 13 2 0 1001 98.40 80.94 3.67
Lantana 12 3 224 703 60 0 1002 70.16 96.30 1.68
Shadow 0 81 0 5 770 0 856 89.95 91.78 1.29
Water 73 8 0 7 0 913 1001 91.21 98.81 2.98

Column
Total 1209 943 1217 730 839 924 5122

Table 4. Classification accuracy matrix for RapidEye.

Reference
Data

Predicted Data
Row Total

Producer’s
Accuracy (%)

User’s
Accuracy (%)

Class
Error (%)Built-Up Agri-culture Sal Tree Lantana Shadow Water

Built-up 261 7 8 1 0 0 277 94.22 93.55 2.28
Agri-culture 4 522 48 1 0 7 582 89.69 97.57 2.29

Sal tree 7 3 935 37 19 0 1001 93.41 69.11 2.69
Lantana 0 3 350 601 48 0 1002 59.98 92.60 5.31
Shadow 0 0 12 9 53 0 74 71.62 41.09 13.60
Water 7 0 0 0 9 986 1002 98.40 99.30 2.88

Column
Total 279 535 1353 649 129 993 3358

The OOB error of SPOT-6, i.e., the internal consistency of the RF model for classifying the training
data, varied between 1.3% and 3.7%, with an average OOB estimate of error of 2.5%. In addition,
the applied 5-fold cross-validation resulted in 97.2 OA and 96.68% user’s accuracy for lantana. A higher
average OOB error of RapidEye was observed (3.58%) due to higher class error (13.6%) and lower
user’s accuracy (41.1%) of shadow (Table 4). The applied 5-fold cross-validation resulted in 96.47% OA
and 94.67% user’s accuracy for lantana. Overall, the classification of VHR SPOT-6 and RapidEye data
achieved practically plausible results, which agreed with previous results of VHR data classification
for detailed land cover (forests and plant species) mapping [27,33,68].

We used DSM (Figure 3) as an additional parameter in RF classification algorithm, which showed
the variation in elevation from 400 to 1500 m. However, the elevation of Lachhiwala and Thano forests
spans between 450 and 750 m (Figure 3). Since forest areas are heterogeneous and complex due to
variations in tree height and stand density [69], high-resolution optical-based DSM can introduce
different structural characteristics among understory and upperstory vegetation, which depends on
the effects caused by tree orientation and sunlight [70]. In addition, shaded areas in high-density forest
stands may reduce the quality of DSM due to variation in topography and sun angle [13]. One may also
note the effect of seasonality on the quality of DSM [71]. We selected the SPOT scene within the leaf fall
season of April, thus it resulted in partial extraction of ground and tree canopy by the applied image
matching algorithm. Our results suggested that the classification accuracy increased by incorporating
DSM from optical VHRSI SPOT-6 (at 1.5-m spatial resolution) for mapping understory (lantana) and
upperstory (sal trees) vegetation. This was in agreement with previous studies, which highlighted the
impact of elevation data as ancillary information in the RF classifier approach to differentiate spectrally
similar objects and accuracy enhancement of land-cover mapping [72,73]. In addition, previous studies
also reported that fine-scale DSM generated from VHRSI data may be used as an alternative to LiDAR
data in areas with restricted accessibility [27,74]. Thus, very accurate large coverage DSM generation
could be possible with the availability of stereo imaging capable VHR satellites and these may provide
cost-effective solutions compared to expensive LiDAR technology for automatic classification of
complex forest environments and delineation of understory plant species from upperstory vegetation.
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Figure 3. DSM of the study area represented by point cloud data (panel a) and 3D view (panel b). Black
color in point cloud data represent NA values.

Overall, our results suggested the ability of SPOT-6 and RapidEye imageries to segregate lantana
from dry sal trees and other land surface classes. However, the presence of lantana in forest areas
generally increased confusion in the overall spectral signature within each pixel due to its competitive
nature when growing with other vegetation types. Furthermore, comparisons across elevation gradients
(see Figures 3b and 4) demonstrated that the classification of lantana and other land surface classes
performed better in lower elevation areas (from 400 to 600 m a.s.l.).
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Figure 4. RF classification of (a) RapidEye and (b) SPOT-6 multispectral imageries for smaller extent.

3.2. Variable Importance

As expected from frequent field visits, DSM-derived elevation was among the most significant
contributors to classification performance, although its influence was somewhat more pronounced when
classifying RapidEye data. The overall importance of elevation was in line with a previous study [71]
that applied Landsat multi-spectral data with ancillary data such as elevation (10 m contour interval),
slope, and aspect for land-cover classification of mountainous areas. Accordingly, the DSM-derived
elevation and slope combined with NDVI were the most important predictors for discriminating
lantana (Figure 5). Whereas topographic information could be derived from a variety of 3D data
sources, here we relied on those extracted from VHRSI due to a general absence of crown-penetrating
LiDAR data across our study region. However, this was entirely due to a practical rationale; a recent
study [74] also suggested that DSMs derived from VHRSI (WV-3 with 0.5 m spatial resolution) during
leaf-off conditions were generally comparable to the LiDAR bare-earth DTM and may be used in land
cover classification of vegetation during leaf-off seasons. In addition, red-edge spectral information of
RapidEye data was ranked high when discriminating understory lantana from agriculture and built-up
land cover, compared with texture parameters. Similar results were observed in a previous study
that combined red-edge and texture parameters for paddy-rice crop classification [75]. Nevertheless,
our study suggested that additional spectral information introduced by the red-edge band of RapidEye
has the potential to discriminate invasive plants from other land-cover classes in relatively complex
heterogeneous forest environments. However, future tests are suggested with freely available Sentinel-2
multispectral data featuring three red-edge bands.
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Figure 5. Variable importance shown as mean accuracy decrease (% decrease in overall accuracy) for
SPOT-6 and RapidEye-based classification.

3.3. Landsat-8-Based Fractional Cover Maps for SPOT-6 and RapidEye

The RF models based on the results of SPOT-6 calibrated with larger extent Landsat-8-based
predictors explained 64.38% of the variance for lantana, and 71.67% for sal trees. Moreover, 37.96%
variance for lantana and 55.63% variance for sal trees were observed with RapidEye fractional reference
map as an input (Table 5). The lower spatial resolution of Rapideye (5 m) compared with SPOT-6
(1.5 m) data resulted in lower observed variance when RapidEye was calibrated with larger extent
Landsat-8. Furthermore, 40% fractional coverage of lantana was observed in lower elevation zones
(400 to 500 m) from the classifications of Landsat-based upscaled maps (Figure 6) for both SPOT-6
and RapidEye fractional reference inputs. This result is in agreement with previous studies [30,63]
that observed the dominance of lantana in open lowland (400–500 m a.s.l.) areas compared to the
high-elevation (>500 m a.s.l.) sal-dominated areas.

Table 5. Fractional cover statistics for lantana and forest classes. Probability of significant relevance
codes are 0.05 < p: ***, p < 0.001.

Class

SPOT-6 RapidEye

R2 RMSE
(%)

Variance
(%)

R2 RMSE
(%)

Variance
(%)

Lantana 0.92 *** 7.22 64.38 0.85 *** 11.8 37.96
Sal trees 0.94 *** 7.73 71.67 0.86 *** 12.1 55.63

The most important variables for lantana estimation were the spectral reflectance of Landsat-8
(NIR, green and red) and April NDVI. Similar features were important for the sal trees models, with the
main difference being the increased importance of NDVI. Higher R2 and lower RMSE were observed
for reference fractional cover data of SPOT-6 when compared to RapidEye for both lantana and sal trees
(Table 5). The accuracy of fractional cover maps increased when higher spatial resolution maps (1.5 m)
were used as a reference. This approach is in line with a previous study [33], which also suggested
developing fractional cover maps for European spruce (Picea abies L.) and Scots pine (Pinus sylvestris
L.) using RF regression by combining VHR WV-2(2 m) and medium spatial resolution Landsat time
series data.

Our results were able to generate fractional cover maps in a heterogeneous environment when
other classes were mixed with sal trees, especially soil-dominated and understory land covers such
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as lantana, agriculture and bare soil in the dry season. This was in agreement with an earlier study
focusing on canopy fractional cover degradation mapping in a heterogeneous tropical forest of Brazil
by combining Landsat ETM+ and VHR IKONOS data [35]. This research suggested the importance
of reducing the mixed pixel problem in medium spatial resolution classification and the necessity of
calibrating Landsat-derived results by the established model based on the combination of Landsat,
SPOT-6, and RapidEye. The combination of open Landsat TM (30 m) and MODIS (250 m) were also
used by [76] to map a forest and extract three fractions of vegetation, shadow and soil, to highlight
deforestation. Since our approach included expensive VHR data, time series analysis could be limited
by high cost. However, this type of analysis could be tested for a combination of open time series
Sentinel-2 (10–20 m spatial resolution) and Landsat-8 (30 m spatial resolution) datasets.

Figure 6. Landsat-8 classification for lantana within fractional cover thresholds (0%–25%, 25%–50%,
50%–90%, 90%–100%) for (a) RapidEye and (b) SPOT-6 data.

4. Conclusions

This study presented a fractional cover approach to predicting the proportion of lantana cover for
a large area based on the spectral reflectance of medium spatial resolution multispectral Landsat-8
imagery in a Western Himalayan region of India. Training data for fractional cover analysis was
classified with smaller extent VHR SPOT-6 (1.5 m) and RapidEye (5 m) imageries by adding VHRSI
information derived from SPOT-6 data. Results of VHR maps showed 87.38% and 85.27% overall
accuracy for SPOT-6 and RapidEye, respectively. Our observations suggested that 3D information from
VHRSI optical satellite data played a crucial role in distinguishing understory (in our case lantana)
from upperstory vegetation, being also a valid alternative to costly LiDAR data. We conclude that
classification accuracy improves at increasing spatial resolution, with decreasing mixed pixel problems
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for fractional cover maps when spatializing data on larger geographical areas. This approach is
consistent and reliable for large mountainous biodiversity hotspots, where direct field observations are
prevented by harsh climatic conditions. This approach may be implemented for other species mapping
over larger areas by combining freely available Sentinel-2 and Landsat datasets.
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Abstract: Three-dimensional point data acquired by Terrestrial Lidar Scanning (TLS) is used as ground
observation in comparisons with fire severity indices computed from Landsat satellite multi-temporal
images through Google Earth Engine (GEE). Forest fires are measured by the extent and severity of
fire. Current methods of assessing fire severity are limited to on-site visual inspection or the use of
satellite and aerial images to quantify severity over larger areas. On the ground, assessment of fire
severity is influenced by the observers’ knowledge of the local ecosystem and ability to accurately
assess several forest structure measurements. The objective of this study is to introduce TLS to
validate spectral burned ratios obtained from Landsat images. The spectral change was obtained
by an image compositing technique through GEE. The 32 plots were collected using TLS in Wood
Buffalo National Park, Canada. TLS-generated 3D points were converted to voxels and the counted
voxels were compared in four height strata. There was a negative linear relationship between spectral
indices and counted voxels in the height strata between 1 to 5 m to produce R2 value of 0.45 and
0.47 for unburned plots and a non-linear relationship in the height strata between 0 to 0.5m for burned
plots to produce R2 value of 0.56 and 0.59. Shrub or stand development was related with the spectral
indices at unburned plots, and vegetation recovery in the ground surface was related at burned plots.
As TLS systems become more cost efficient and portable, techniques used in this study will be useful
to produce objective assessments of structure measurements for fire refugia and ecological response
after a fire. TLS is especially useful for the quick ground assessments which are needed for forest
fire applications.
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1. Introduction

The area burned by a fire and the severity are two key descriptors of forest fires. Fire severity is
directly related to the amount of vegetation consumed by fire, and the regeneration rates of vegetation
after a fire [1]. This removal of vegetation is a contributing factor to post fire erosion [2]. Quantifying fire
severity can be difficult, and improving the accuracy of the assessment will aid in post fire restoration
efforts. Current methods of assessing fire severity are usually limited to on-site visual inspection
of a post fire landscape [3], or the use of satellite and aerial images to quantify severity over larger
areas. For satellite image analysis, the Normalized Burn Ratio (NBR) is a common spectral index
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used to assess fire severity. NBR uses the near-infrared and mid-infrared spectral regions to create a
normalized index.

NBR = (ρMIR − ρNIR)/(ρMIR + ρNIR), (1)

where ρMIR is the mid-infrared and ρNIR is the near-infrared spectral reflectance band.
NBR is widely utilized in fire monitoring protocols and is used to determine the extent of the area

burned [4,5]. The difference between pre- and post-fire NBR (differential NBR, dNBR) has been shown
to be more effective at describing fire severity than the differential Normalized Difference Vegetation
Index (dNDVI) [6]. Related to dNBR is the Relative differenced NBR (RdNBR). Miller and Thode [7]
proposed RdNBR as an improved version of dNBR.

dNBR = (NBRprefire − NBRpostfire), (2)

RdNBR = dNBR/
√

ABS
(
NBRprefire

)
, (3)

where ρMIR is the mid-infrared, ρNIR is the near-infrared, and ρRed is the red spectral reflectance
band. The NBR ranges from −1 to 1. dNBR ranges from −2 to 2. A high value of dNBR and RdNBR
indicates high fire severity.

Which index is better at describing fire severity is dependent on several factors [1,8]. The deviation
of the indices from on the ground assessments of fire severity can be related to seasonal and topographic
conditions [9]. In such instances, the indices can have a limited capability to accurately characterize
fire severity [10–12].

On the ground, one of the most widely used methods to characterize fire severity is the Composite
Burn Index (CBI, [3]). The CBI is mainly derived from visual estimation and subjective judgement and
is a simple and fast approach. However, CBI is prone to observer bias. The values are influenced by
the observers’ knowledge of the local ecosystem and ability to accurately assess several forest structure
measurements [13]. It is still unknown how structural components of the post fire forest influence the
spectral signatures detected by satellites, as well as the fact that CBI assigns a severity value from both
overstory and understory vegetation assessment.

To model the structural components of a post fire forest in relation to RdNBR,
Miller and co-authors [14] used the Forest Vegetation Simulator (FVS, [15]). The FVS was used
with data from the US Forest Service’s Forest Inventory and Analysis (FIA) to simulate forest structure
attributes for a range of variables. FVS was accurate in modeling resultant forest structure attributes for
high severity fires, but failed in moderate and low severity burns. There is a need for high-resolution
quantification of three-dimensional forest structure in relation to fire severity. For this study, a terrestrial
laser scanner is used to produce objective and highly detailed 3D scans of forest structure at various
levels of fire severity.

Three-dimensional point clouds acquired through TLS have been used in numerous ecosystem
studies, including tree stem reconstruction [16,17], measuring biomass of saplings [18], determining leaf
angle and distribution [19], quantifying canopy gaps [20], and various other ecological applications [21].
Fine scale measurements from TLS have also been used for forest inventory [22], biomass allometry [23],
and tree species identification [24]. Using multi-temporal TLS data, small changes in tree height have
been quantified [25], as well as spring phenology [26], crown competition [27], and biomass [28].
TLS has also been used previously to detect forest structural change caused by fire [29]. TLS has proven
to be a valuable tool in not only quantifying above-ground biomass and structure, but also measuring
fine scale change.

The objective of this study is to utilize terrestrial lidar to quantify and compare forest structure
attributes with the spectral signatures of Landsat satellite images. This study notably proposes a
technique to compare the forest structure in different height strata with burned and unburned spectral
reflectance from satellite images.

41



Forests 2019, 10, 444

2. Materials and Methods

2.1. Study Site

The study site was located at Wood Buffalo National Park (WBNP, Figure 1) in Northwest
Territories and Alberta, Canada. WBNP became a national park in 1922 and is a designated wildlife
refuge. Lightning is the major source of forest fires [30,31], and the park is located within the area
known as the fire hot spot of Canada [32,33]. The dominant tree species are Jack pine (Pinus banksiana
Lamb.), aspen (Populus tremuloides Michx.), balsam poplar (Populus balsamifera L.), white spruce (Picea
glauca (Moench) Voss), black spruce (Picea Mariana (Mill.) BSP), and tamarack (Larix laricana (Du Roi)
K. Koch).

 

Figure 1. The study site with Terrestrial Lidar Scanning (TLS) locations denoted by �. The thin black
lines are roads and the shaded polygons are recently burned areas (within the last 3 years). To the right,
panoramic views of TLS point clouds of different fire conditions.

2.2. Methodology

Species composition and stand density are major factors that influence the spectral signature of an
area. A change in the spectral reflectance observed by a satellite between either two different sites,
or the same site at different times, is likely due to differences in species composition or stand density.
The area of our study, i.e., within the boreal forest biome, is covered mainly by homogeneous stands of
the same age and species. The spectral signature of the area is thus also mainly homogenous, unless
altered by some disturbance event (e.g., fire). The area largely consists of native forest stands that have
been self-thinning and undergoing a natural succession process [34,35]. Forest succession entails a
relatively simple structural change, and stand development can be related to the spectral change.

The spectral change due to fire is derived from pre- and post-fire Landsat image analysis using the
Google Earth Engine platform. The structural components of the forest are measured using a Terrestrial
Laser Scanner (TLS) to generate a 3D model of the area. The scans were taken in September of 2016.

To identify the spectral change, both dNBR and RdNBR are calculated. Our area of interest
covered 44,807 km2 requiring several Landsat image tiles to cover the extent. We utilize Google Earth
Engine (GEE) to visualize and analyze the satellite imagery and use the GEE servers to compute dNBR
and RdNBR. The use of an online platform greatly speeds up the processing and spares us the onerous
task of downloading and processing gigabytes of image data [36]. To compute dNBR and RdNBR, pre-
and post-fire dates need to be identified. However, the fires happened in different times and places
within our 44,807 km2 study site. To identify the location and date of each fire, a composite imaging
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technique is used to make pre- and post-fire images. The composite image technique uses a stack of
time-series images to select and store the pixel value when the criteria are matched. In this study, NBR
values are stored when NDVI is maximum for pre-fire condition and NBR is minimum for post-fire
condition. This process is conducted within the study area using multi-temporal Landsat 8 images
with a 16-day revisit cycle during the year of 2016. The images are only selected during the fire season
from June 1st to October 1st. Using this date range, we avoid erroneous values caused by snow on the
ground in spring and winter. An unburnt area has a high NDVI value while the same area post fire has
a low NBR value. The difference between those values is used to produce dNBR and RdNBR values
for each pixel.

The dNBR and RdNBR values are compared to structure measurements obtained with TLS.
The portable laser sensor TX5 (Trimble Inc., Sunnyvale, CA, USA) is used for data collection. The 3D
scan data has the potential to quantify the structural differences more accurately between unburned
and recently-burned sites, compared to human visual observation. The position of the scan locations is
recorded with a consumer grade GPS unit (Montana 600, Garmin Inc., Olathe, KS, USA) with a location
error of 5 m. This locational error is far less than the half pixel size of 30 m Landsat imagery. The TX5
TLS system uses phase shift detection to generate 3D points and the horizontal and vertical scan line
resolution is set to 0.0167◦.

Within our study site, there is a road network bisecting the park in north/south and east/west
directions. The TLS locations are chosen along this road network for ease of data collection (Figure 1).
A systematic random sampling method is used to select sites to cover the diverse range of tree height
and species within the large WBNP area. The scanner collects data every 10 km along the road
(black dots along the road in Figure 1). The scanning locations are at least 30 m away from the road
(perpendicular to the angle along the road) to insure the scan location is within a Landsat pixel that
does not include reflectance from the road. The total 32 TLS scans were collected during Sept. 2016 and
covered the diverse structural range from unburned sites to sites with high severity burn (Figure 1).
All TLS scanning locations (n = 32) are divided into two groups: unburned plots (no fire since 1981,
n = 21) and recently burned plots (most recent fire within the last 3 years, n = 11). Historical fire dates
are determined using a fire map provided by the Canadian Park Services.

A multi-step process is used to derive structural metrics from the 3D TLS point clouds (Figure 2).
A Digital Terrain Model (DTM) is created from the raw 3D point cloud using the climbing and sliding
method [37]. The height of the points is normalized using the derived DTM. Only points within a 15 m
radius of the scan position are used. A 15 m radius provided a point density sufficient to generate
DTMs and is the plot size suggested by the CBI field protocol. The CBI field protocol includes cover
change estimation, species identification, dead or live judgement, color change assessment, and soil
disturbance estimation. They are not directly comparable to the number of voxels. However, the 3D
data can contribute structure measurements by height strata (Box 1). The structure assessment is a
major factor to determine CBI values. Therefore, this study is not aimed to compare values between
CBI and TLS 3D data. The CBI data needs to be collected twice: right after fire for Initial Assessment
(IA) and one year after fire for Extended Assessment (EA). Our field samplings were not collected
right after fire. The timing to take our data is different from CBI.

To quantify the vertical forest structure of the scan sites, voxels are created at a 0.25 m resolution.
The voxel size is fitted to the average stem diameter of this study site. A voxel is created when there
is a laser return point located within a 0.25 m3 grid cell. The number of voxels at different height
strata is counted. There are four height strata adapted to this voxel analysis from the original CBI
definition: 0 m to 0.5 m (ground surface), 0.5 m to 1m (shrubs), 1 m to 5 m (shrubs and understory),
and 5 m above (overstory trees). The number of voxels at each stratum is correlated with the spectral
reflectance measured by Landsat. The voxel is used rather than counting the number of raw returns,
because the voxel approach can reduce the bias caused by the distance from the sensor and normalizes
point density as points are inherently dense and close to the TLS sensor.
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The relationship between counted voxels and spectral indices is examined at plot and strata levels.
The total voxel count per plot is used to obtain the general relationship. The counts are divided into
strata to determine which strata are more significantly related with the spectral change. For the specific
strata, the stronger or strongest correlation is found. A linear or non-linear (2nd order polynomial)
equation is fitted to the distribution between counted voxels and spectral indices. Both equations
used in this study are assessed with R2 values to indicate how strong the correlations are. Moreover,
hypothesis tests are applied to test the difference between the linear and non-linear case. The t-test
is used for the linear case and Shapiro-Wilk normality test is used for the goodness of fit for the
non-linear case. Both cases used a significance level of 0.05. The statistical tests are indicated by p < 0.05
(a significant t-test result) for the linear case and p > 0.05 (a not-significant result with Shapiro-Wilk
normality) for the non-linear case.

Box 1. Comparison between Composite Burn Index (CBI) and Terrestrial Lidar Scanning (TLS) measurements.

The CBI is based on visual estimation and judgement to assess vegetation coverage at different
height strata (Box 1). To simulate human vision and to derive values based more closely on the CBI
protocol, all 3D data are converted to a spherical coordinate system to create a human vision-oriented
image (Figures 2 and 3). Based on TLS sensor location, all XYZ 3D coordinates of voxels are converted
to three variables in spherical coordinates: distance, horizontal angles (θ), and vertical angles (Φ).
The degrees of horizontal and vertical angles are displayed in X and Y axis to make a human
vision-oriented image shown in Figure 3. Then, the counted pixels on the image are compared with
counted voxels to quantify the visual bias for the different height strata. The voxels displayed in
orthogonal coordinates are paired with the satellite image displayed in plain view. To visualize
the bias effect, the voxels in each height stratum in the orthogonal coordinates are counted in total,
and the number of pixels (in spherical coordinates) visible on the human vision-oriented image in each
height strata are also counted. To compare the voxelization method with our simulation of CBI field
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assessment, the counted total is normalized with the maximum number on a scale from 0 to 1, for each
of the height strata, in each scan. A natural logarithmic equation is applied to obtain the non-linear
relationship of the visual bias between x in spherical and y in orthogonal coordinates.

Figure 2. TLS data analysis procedure.

Figure 3. Vertical voxel distribution and counting in orthogonal coordinate (left) and human
vision-oriented image in spherical coordinates (right).

3. Results

There were 32 TLS scans in total. Eleven of these were in recently burned plots and 21 in unburned
plots. There was a linear relationship between the total number of voxels within each scan in the
unburned plots, and satellite derived dNBR (R2 value of 0.54, p value < 0.05) and RdNBR values
(R2 value of 0.60, p value < 0.05) (Figure 4). In the burned plots, there was a non-linear correlation
with R2 values of 0.75 (p value > 0.05) and 0.73 (p value > 0.05) for dNRR and RdNBR respectively
(Figure 4). Similar relationships of dNRR and RdNBR were compared to the number of voxels at each
of the four height strata (Figures 5 and 6). There was a negative linear slope for unburned plots and a
non-linear relationship for recently burned plots.
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Figure 4. The relationship between the total number of voxels at each plot and (a) dNBR and (b) RdNBR
values (marker �: recently burned plots, �: unburned plots, the bold fonts of R2 values are statistically
significant for the linear case and not-significant for the non-linear case with a significant level of 0.05).

Figure 5. The relationship between dNBR and the number of voxels at different heights or strata
(marker �: recently burned plot, �: unburned plot, the bold fonts of R2 values are statistically significant
for the linear case and not-significant for the non-linear case with a significant level of 0.05).
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Figure 6. The relationship between RdNBR and the number of voxels at different heights or strata
(marker �: recently burned plot, �: unburned plot, the bold fonts of R2 values are statistically significant
for the linear case and not-significant for the non-linear case with a significant level of 0.05).

In the recently burned plots, the strongest relationship between voxel counts and dNBR and
RdNBR values was in the 0 to 0.5 m height stratum with R2 values of 0.56 for dNBR ( p value > 0.05)
and 0.59 for RdNBR ( p value > 0.05). Additionally, for burned plots there were weak correlations in
the 0.5 to 1 m and above 5 m height strata with R2 values of 0.18 and 0.28 (p value > 0.05) for dNBR
respectively and R2 values of 0.27 and 0.27 (p value > 0.05) for RdNBR respectively. The unburned
plots had the strongest relationship between voxel counts and dNBR and RdNBR values in the height
stratum between 1 to 5 m, producing R2 values of 0.38 for dNBR (p value < 0.05) and 0.41 for RdNBR
(p value < 0.05) in Figures 5 and 6. The results from Figures 5 and 6 found specific height strata only
related with the spectral change.

There was a non-linear relationship (visual bias) between the voxel approach and the pixel-based
estimation in the three lower strata (0 to 0.5 m, 1 m to 1.5 m, and 1.5 m to 5 m) with a linear relationship
in the upper (+5 m) strata (Figure 7). The bias was greatest in the lowest strata.
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Figure 7. The relationship between the number of pixels in spherical coordinates (x) and the number
of voxels in orthogonal coordinates (y) by different height strata (both axes are normalized by the
maximum number and all R2 values are statistically significant for the linear case and not-significant
for the non-linear case with a significant level of 0.05).

4. Discussion

Comparing dNBR values with RdNBR and the total number of voxels per plot (Figure 4), the range of
RdNBR was wider than the range of dNBR because of the effect of including pre-fire vegetation conditions
in the equation. There was no significant difference between R2 values presented in Figures 5 and 6.

For unburned plots, Figures 5 and 6 show that increased numbers of voxels in the height strata
(1 to 5 m) were negatively correlated with dNBR and RdNBR, because more vegetation structure
developed at the 1 to 5 m height stratum produced less spectral variability in dNBR and RdNBR.
The post-fire NBR values approached the pre-fire NBR values due to the structural change at different
height strata. For burned-plots, the negative correlation in the lowest (i.e., ground) strata indicated
vegetation recovery of the strata. This process of using voxels improves not only the quality of ground
observation data but also allows for better correlation with satellite images. Improved illumination
values were collected from multi-temporal images through the image compositing process to compute
dNBR and RdNBR, and higher precision 3D data were obtained to compare between burned and
unburned plots.

The dNBR and RdNBR are relative measurements between pre and post fire NBR. If the site
has experienced no fire, they are presumed to be zero. However, there were some changed values at
unburned plots in Figures 5 and 6. The slight change was related to the structural difference of the
height strata between 1 to 5 m. This shows an advantage to using high precision 3D data to detect
small changes in that height stratum. This method is useful to describe ecological response to fire in
burned plots and structural development in unburned plots. Through this process, the specific height
strata related with the spectral change are identified by the stronger correlations.

For burned plots, the relationship between counted voxels and spectral indices was non-linear
(Figures 4–6) and was related to the ecological responses of the site conditions. High spectral change
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(in x axis) with low voxel count (in y axis) characterizes the severely burned sites immediately after
fire; middle spectral change with high voxel count means live vegetation remained after fire; and low
spectral change with low voxel count means no vegetation recovery after fire.

The bias shown in Figure 7 helps to understand the non-linear relationship [8,14,38–41] between
satellite image analysis such as dNBR and RdNBR and the ground visual assessment of CBI.
Previous studies have shown that when simulated CBI was prepared from satellite images there was
a linear relationship [42]. However, when the canopy fraction was included in the derived CBI [43],
the relationship became non-linear. If the site has vegetation less than 5 m tall, then height strata need
to be implemented in the severity measurement; the visual bias produces more deviation from the
correlation between satellite and ground observation. The 3D structural data help to visualize the bias
in observed vegetation coverage.

The utility of a 2D severity map from spectral indices such as dNBR and RdNBR is limited to
assess severity. With 3D ground observations, the spectral change can be addressed by structural
change. A good example of this application is fire refugia. The vegetation recovery takes different
trajectoris with the initial structure remaining after fire. The severity assessment with 3D ground
observation helps to characterize the difference.

Three years were required to detect an ecological response at this study site. The severity is
measured by the most immediate fire effects as an immediate assessment and additional responses
of initial severity as an extended assessment. The duration of vegetation recovery depends on the
ecosystem and the climate of the site. The recovery rate is slow in boreal forest region and the recent
fire burned with high intensity. With high intensity fire and slow vegetation recovery, the spectral
change observed over burned plots is more related with ecological response. The three year interval
was needed to detect the ecological response for fire severity. Monitoring ecological response after fire
is an important application of TLS ground observation.

With regard to TLS ground sampling, one third of samples only came from burned plots
(Figures 5 and 6). In this study site, the sampling locations were limited to places along the roads
due to difficult accessibility. The number of burned plots facing roads were more limited than the
number of unburned plots. That is why only one third of samples were from burned plots. The ground
sampling strategy can be improved to capture more diverse fire severity.

A TLS limitation for collecting ground forest structure data includes occlusion of laser returns
by forest obstacles within the scanning view angle [44,45]. In this study, a sampling approach is
applied that isn’t dependent on capturing occlusion free 3D data [16,17]. Our sampling strategy was to
compare 3D data among plots by using a single scanning location. Multiple-scans per plot would be
better to capture more complete structure measurements as occlusion is eliminated, but multiple scans
invite more sampling variation with additional factors of scan positioning and angle being introduced.
The single scanning strategy has been adopted to compare different vertical vegetation profiles and
describe different structural conditions [46]. Calders and co-authors found that a single scanning was
enough to describe various vertical plant profiles. This TLS study does not aim to provide absolute
accuracy in tree measurements of the sites, but the results provides more accurate “relative differences”
among plots without any subjective judgement, which could not be achieved by conventional visual
estimates. This 3D ground truth is needed more in validating fine scale, post fire change when being
estimated by high-resolution optical [47] and radar images [48].

5. Conclusions

Forest fire is measured by extent and severity of fire. The objective of this study was to propose
a new ground observation technique using 3D data collected by Terrestrial Laser Scanner (TLS) in
the field, and to determine its value for ground validation of spectral change on Landsat images.
The spectral change between pre- and post-fire is compared with structural differences amongst the
sites with different fire severities. To compare them, TLS generated 3D data was changed to voxels,
and the number of voxels was counted and compared with dNBR and RdNBR in four different height
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strata. There was a negative linear relationship in the height strata between 1 m to 5 m for unburned
plots and a non-linear relationship in the height strata between 0 to 0.5 m for burned plots. Shrub and
understory development was detected in tall shrub strata for unburned plots, and vegetation recovery
in the lowest height strata (0 to 0.5 m) was detected for burned-plots. Furthermore, there was a
non-linear relationship between visual assessment of CBI and burn indices derived from satellite
images. Fine resolution remote sensing imagery is commonly available and accessible through GEE,
which will require a more accurate validation method from ground data collection. To make it efficient
to collect data and to match the precision of high-resolution data, ground sampling using TLS to derive
3D data will play an important role in improving the correlation between satellite and field data. TLS is
especially useful for quick ground assessments which are needed for forest fire applications.
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Abstract: Maximum tree height is an important indicator of forest vegetation in understanding
the properties of plant communities. In this paper, we estimated regional maximum tree heights
across the forest of the Great Khingan Mountain in Inner Mongolia with the allometric scaling and
resource limitations model. The model integrates metabolic scaling theory and the water–energy
balance equation (Penman–Monteith equation) to predict maximum tree height constrained by local
resource availability. Monthly climate data, including precipitation, wind speed, vapor pressure,
air temperature, and solar radiation are inputs of this model. Ground measurements, such as tree
heights, diameters at breast height, and crown heights, have been used to compute the parameters of
the model. In addition, Geoscience Laser Altimeter System (GLAS) data is used to verify the results of
model prediction. We found that the prediction of regional maximum tree heights is highly correlated
with the GLAS tree heights (R2 = 0.64, RMSE = 2.87 m, MPSE = 12.45%). All trees are between 10
to 40 m in height, and trees in the north are taller than those in the south of the region of research.
Furthermore, we analyzed the sensitivity of the input variables and found the model predictions are
most sensitive to air temperature and vapor pressure.

Keywords: maximum forest heights; metabolic scale theory; allometric scaling and resource
limitation model

1. Introduction

Forests, as a crucial part of terrestrial vegetation, play a central role in regulating the carbon
and water cycles [1–4]. Moreover, height is an important indicator of various forest features, such as
biological productivity, mortality rates, canopy density, and energy exchange [5–9].

Several articles have reported nonphysical or nonphysiological approaches to generate spatially
continuous maps of forest heights by combining remote sensing data and in situ measurements. It is
possible to estimate tree height with optical data and altimeter data from terrestrial, airborne [10,11],
and spaceborne LiDAR [12–16]. Airborne LiDAR and stereo-photogrammetry data can effectively
reflect the vertical structure of forests, but its application is constrained to small regional scale due
to the expensive costs [17]. While the spaceborne LiDAR can provide global elevation information,
the sampling density is insufficient for the complete monitoring of equatorial and midlatitude
forests [18]. In addition, the underlying physical and biological principles of forest growth are
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often ignored in those approaches, and such neglect may lead to nonmechanistic shifts in the modelled
outputs that are easily affected by the quality and quantity of training data [19].

Recent studies have applied spatial statistics and biophysical theories to establish biophysical
models [20–23]. The model can give spatially continuous canopy heights of forests at large scale
with the sparse observations and geospatial predictors like climatic variables and topography [20].
Climatic variables are good candidates for predictors of such models based on an assumption that
climate regulates overall plant growth [24–26]. The model we used here, called allometric scaling and
resource limitations (ASRL), is a biophysical model. The ASRL model integrates metabolic scaling
theory (MST) for plants [27] and the water–energy balance equation [28] to predict potential maximum
tree heights [29,30]. In ASRL model, the biophysical principles provide a generalized mechanistic
understanding of relationships between tree size and geospatial parameters, including topography
and climatic variables [29]. This model can be used for monitoring forests at large scales.

However, the original model is not suitable for some study areas due to differences in forest
growth status, such as canopy density, stand age, and stand density [20,31]. In order to solve this
problem, the ASRL model was improved in this paper to be highly consistent with the forest growth
status in the study area. The improved ASRL model was used to map continuous maximum forest
canopy heights of the Greater Khingan Mountain in Inner Mongolia with actual measurements, climatic
data, and remote sensing data.

2. Data

The study area is situated in the Great Khingan Mountain, located within cold temperate continental
monsoon climate zone of northeast Inner Mongolia, China (119◦36′–125◦24′ E, 47◦03′–53◦20′ N). It is
hot and humid in summer, but cold and dry in winter. The annual average temperature is about
−3.5 ◦C, while extreme low temperature can reach −50 ◦C. The annual mean precipitation in the study
area is approximately 300–450 mm. The main forest in the study area is a mix of Larix gmelinii and
White birch, which is formed by White birch’s invasion after the destruction of the native Larix gmelinii
forest. The forest covers approximately 8.17 million ha, with an elevation range 250–1745 m above
sea level.

Field measurement data were derived from the ground survey data in Genhe city in August
2013 and 2016. Ninety plots were established and measured, including 19 square plots (45 × 45 m,
or 30 × 30 m) and 71 circular plots (radius= 10, or 15 m). Figure 1 presents the distribution of these plots.
The centers of each plot were located using Trimble GeoHX6000 Handheld GPS (Trimble, Sunnyvale,
CA, USA) with an accuracy of approximately 2–3 m. Within each plot, diameter at breast height (DBH)
of all live trees were measured using a diameter tape but only DBH over 5 cm were recorded. Trupulse
TM2000 was used to measure tree height and height to crown base for each stand tree. Crown widths
were approximated to the average of two values measured along two perpendicular directions from
the location of the tree top. In order to avoid double counting of trees, latest record was used if a tree
was measured more than once.

For input climate data, including monthly precipitation, wind speed, vapor pressure,
air temperature and solar radiation, we used the WorldClim Version 2.0 (Sustainable Intensification
Innovation Lab, Kansas State University, Manhattan, KS, USA) dataset averaged over multiple years
from 1970 to 2000 at a 1-km spatial resolution (http://worldclim.org/version2). The input elevation
data were derived from ASTER Global Digital Elevation Map (GDEM) V2 at a 30-m spatial resolution.
All input gridded data were resampled and reprojected at a 1-km spatial resolution with a Lambert
Conformal Conic map project to generate the continuous map of tree heights.

Two types of Moderate Resolution Imaging Spectroradiometer (MODIS) products were used as
ancillary data in this study. Vegetation classification based on IGBP [32] derived from MODIS land
cover type product (MCD12Q1) at a 500-m spatial resolution was used to define forest area (Figure 2a).
Another ancillary data named MODIS Vegetation Continuous Filed (VCF) at 250-m spatial resolution
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was used to identify forest land with percent tree cover over 40 (Figure 2b). The ancillary data was at
the same spatial resolution and had the same projection as the input data.

Figure 1. Distribution of plots in Genhe city.

 
(a) (b) 

Figure 2. (a) Distribution of five surface cover types of the Greater Khingan Mountain in Inner Mongolia
in 2013; (b) Vegetation coverage rate of the Greater Khingan Mountain in Inner Mongolia in 2013.
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Global Surface Altimetry Data (GLA14 product) from 2003 to 2005 was used to extract maximum
tree heights to verify predictions of the ASRL model. The distribution of GLAS footprints is in Figure 3.
According to Ni’s [23] research, when slope is smaller than 10, GLA14 product performs highest
accuracy in maximum tree height’s extraction. The best equation to estimate forest heights is:

H = (WSB −WGP) − d ∗ tanθ
2

(1)

where WSB represent the signal beginning and WGP is the ground peak of GLAS full- waveform.
While d is spot size and θ is topographic slope.

Figure 3. Distribution of GLAS footprints in the Great Khingan Mountain, Inner Mongolia.

3. Methods

3.1. The ASRL Model Framework

Biologists have found that the size and structure of living organisms have a great influence on their
physiological processes [33,34]. In order to meet the needs of physiological processes, there is a stable
proportional coefficient among the internal structure of the organism that accompanies its growth.
The MST assumes that the plant metabolic rate B scales with the size of the whole plant, including
volume V and mass M as: B ∝ Vθ ∝Mθ [35], and the parameter θ is close to 3/4. Kempes C.P. et al. [20]
proposed ASRL tree height model which combines the metabolic scaling theory and energy balance
equation. The ASRL model assumes that: (1) the tree can extract the resources from the environment
which are needed for growth; (2) the ability of absorbing resources depends on the size of the tree; and
(3) the resources that the environment can supply limit the growth of the tree. In the model, this is
expressed by inequalities of three flow rates: Q0 ≤ Qe ≤ Qp. The evaporation flow rate (Qe) of a tree
must satisfy its minimum metabolic flow rate (Q0) but not exceed the potential rate of water inflow (Qp)
that the external environment can provide. These water flow rates are affected by both tree size and
local environment supply. Based on the scale growth theory, we can use tree height to represent other
characteristics of the tree, and the water and energy in the environment can be calculated by climatic
predictors (such as temperature, pressure, water vapor pressure, solar radiation and precipitation).
The basic framework of the model is shown in Figure 4.
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Figure 4. The basic framework of the allometric scaling and resource limitation (ASRL) model.

The basic water flow rate Q0 is expressed as the equation of the tree height h:

Q0 =
12months∑

β1hη1 (2)

where β1 and η1 are the constant and exponent for basal metabolism. The potential water flow rate Qp

is based on tree height h, elevation, and precipitation:

Qp =
12months∑

γ
(
2πr2

root

)
ΨPinc (3)

The root absorption efficiency γ is related to local soil properties and terrain, and the 2πr2
root is

hemispheric root surface area [36,37]. The normalized terrain index Ψ is calculated from the elevation
data, and Pinc is the input precipitation data. Evaporation water flow rate is given as a function of
tree height h and climatic variables, including wind speed, solar radiation, temperature, precipitation,
and vapor pressure:

Qe = aLνwater

12months∑
E f lux (4)

The effective tree area aL is calculated from the single leaf area slea f and the branching
architecture [20]. The molar volume of water νwater can be calculated from the molar mass of
water and the water density. The evaporative molar flux E f lux is related to climatic factors such as
temperature, water vapor pressure, and wind speed.

3.2. Improvements in the ASRL Model

Previous studies have found reasons for deviations from basic MST, including tree species,
plant interaction, self-competition, and forest age [38,39]. The correlation established in the original
model is difficult to reproduce in different research areas or times. According to Choi’s [29] research,
this paper makes the following improvements to the ASRL model to adapt to the research area.
Key parameters in the ASRL model are presented in Table 1.

First, the growth coefficient of tree height and DBH in the MST model (h ∝ rφstem,φ ≈ 2/3) is
replaced with a statistic value of 0.7153. The measured tree height and DBH data is used to reconstruct
the forest allometric scaling equation of the Greater Khingan Mountain in Inner Mongolia and replace
the theoretical value of φ in the MST model. It reflects the differences in forest metabolism and
metabolic variability in different regions [38,39].
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Second, we replaced the scale factor of tree height h and crown height hcro in the MST model
(hcro ≈ 0.79h) with a statistic value of 0.47. Trees need to change their crown geometries and metabolic
properties for the interplant interactions and self-competition [40,41]. The relationship between tree
height and crown height in MST is unreliable, especially in the virgin forests of complex growth.
The measured tree height and crown height data is used to reconstruct the forest allometric scaling
equation of the Greater Khingan Mountain in Inner Mongolia and replace the theoretical value of 0.79
in the MST model.

Third, a dimensionless normalized topographic index Ψ is introduced to reflect local terrain
features. Generally, the flow of water always flows from high to low, and the terrain will inevitably
affect the collection of water flow. In this paper, we introduced a dimensionless topographic index to
simulate the situation:

Ψ = ln[CA/ tan(slp)]/ln[CA0/ tan(slp0)] (5)

where CA is catchment area and slp is terrain slope. Assuming that the catchment area at hill top: CA0

is 1, and slope at flat: slp0 is e−10. The topographic index of each pixel is calculated with DEM data,
indicating the collection of precipitation due to effect of slopes.

Fourth, the canopy is treated as a huge leaf, and the energy exchange of the whole-plant is
calculated based on the PM equation [28]. The soil heat flux G is also added into the energy balance:

Rabs = L + G + H + λE f lux (6)

where, the Rabs is absorbed solar radiation, L is thermal heat, and H is sensible heat.
Fifth, based on the measured tree height data, β1, γ, and slea f are optimized. In the ASRL model,

β1 is metabolic coefficient of a tree, and its theoretical value is 0.017, which is determined by the
biological mechanism of a tree. γ is water absorption rate of roots with a theoretical value of 0.5.
The value of water absorption rate may change in some soil types and environments. slea f is the area of
a single-leaf with a theoretical value of 0.001. Accompanying the tree’s growth, the single leaf area will
gradually change. These three parameters can’t be obtained by direct measurement or calculation,
but are important to the model: the basic water flow rate Q0 is determined by β1, while the value of γ
can affect the potential water flow rate Qp, and the size of slea f can determine the water and energy
metabolism rate of the whole tree. In order to obtain these three parameters, a nonlinear multivariate
optimization equation is constructed:

D
{
β1,γ, Slea f

}
=
∑

n

{[
hobs − hc

(
β1,γ, Slea f

)]2}
(7)

where, hobs is measured tree height and hc is the modeled tree height. By iteration, when the D value is
the minimum, the parameters are considered optimal.

Table 1. Key parameters in the ASRL model compared with previous studies.

Parameters Description Initial values Optimized Values

Φ Exponent for tree height and
stem radius allometry 2/3 0.7153

β1
Normalization constant for the

basal metabolism 0.0177 0.005

γ Water absorption efficiency 0.5 0.31

Ψ Topographic index \ Calculated by slope and
catchment area

β3 Crown ratio 0.79 0.47

slea f Area of single leaf 0.001 0.0004
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4. Results

Based on the improved ASRL tree height model, we generated the map of maximum tree heights
of the Great Khingan Mountain in Inner Mongolia (Figure 5a). Tree heights in the research area are
not more than 40 m. Trees in the north are taller than those in the south. Modelling tree heights are
verified with the GLAS tree heights in the research area, and the results are shown in Figure 5b–d.
The maximum tree height in ASRL predictions has a statistically significant linear relationship with the
GLAS height (R2 = 0.64, RMSE = 2.87 m, PMSE = 12.45%).

 

(c) (d) 

Figure 5. Inversion and verification results of the ASRL tree height model. (a) The distribution map of
the maximum tree heights of the Great Khingan Mountain in Inner Mongolia based on the predictions
of improved ASRL model (unit: m). (b–d) Three kinds of verification results: (b) The linear fitting of
ASRL tree heights and GLAS tree heights (R2 = 0.634, RMSE = 2.87m, PMSE = 12.45%); (c) The residual
distribution of ASRL tree heights to GLAS tree heights, and (d) the counts of (c).

5. Discussions

5.1. Model Improvement

Kempes’ model is based on metabolic scaling theory and resource constraint theory, and theoretical
values of model parameters are given and applied to tree height calculations. In real-world applications
of this model, these parameters have to be replaced and optimized to make the tree height model highly
consistent with the forest growth status in the study area. The optimization of the model includes
three items: parameter replacement, parameter optimization, and introduction of new parameters.
The point with coordinates 121.554◦ E and 53.291◦ N is selected as the verification point to verify the
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results of each optimization by controlling variables. The measured tree height of the verification
point is 24.6 m. Climatic data of the verification point are imported into the model before and after
optimization, and the inversion results are compared and analyzed. Therefore, this paper constructs
the ASRL model in four cases: no parameters replacement (NPR), no parameters optimization (NPO),
no topographic index (NTI), and the optimized model (OM).

In the original ASRL tree height model, the tree height h and DBH rstem. meets the following rule:
h ∝ rφstem,φ ≈ 2/3. Enquist et al. and Kempes et al. found that crown height hcrow and tree height h are
required to be: hcro ≈ β3h, β3 = 0.79. In order to improve the fit degree of the model to the research area,
this paper utilizes the field data of tree heights, DBH and crown height in the Genhe city to establish
the growth relationship between DBH, crown height and tree height, respectively. The results are
shown in Figure 6. According to the measured data, parameter φwas 0.715, and the growth coefficient
of crown height and tree height is hcro ≈ 0.47h.

(a) (b) 

Figure 6. Modeling results of measured data. (a) The linear fitting result of measured tree height and
diameter at breast height (DBH) (R2 = 0.7249, Φ= 0.7249). (b) The linear fitting result of measured tree
height and crown height (R2 = 0.7155, β3 = 0.47).

A cost function D solved by the constrained nonlinear multivariable optimization is used to
optimize the three parameters: β1, γ, and Slea f . The initial ASRL parameters were β1 = 0.01,
γ = 0.5 and slea f = 0.001 [7,20]. Inputting maximum tree height of each measured field as a sample,
we minimized the cost function D by calibrating all three parameters within ranges (0.005 < β1 < 0.02,
0.01 < γ < 1 and 0.0001 < slea f < 0.01). Finally, the optimal parameters obtained in this paper were
β1 = 0.005,γ = 0.31, Slea f = 0.0004.

With no parameter changes, including NPR (Figure 7b) and NPO (Figure 7c), the ASRL predictions
at verification point are smaller than actual measurement. Comparing the curves of three kinds of
water flow rates, the basic water flow rate and the potential water flow rate are not affected, but the
actual evaporation water flow rate is significantly increased, which leads the intersection point of Qp
and Qe to shift left and the predicted tree height to be smaller. The prediction of model without the
normalized topographic index Ψ is 33.2 m. As Figure 7d shows, the potential water flow rate is clearly
increased, which leads the intersection point of Qp and Qe to shift right and the inversion result to
be higher. Comparing with the result of the optimized model (Figure 7a), which is 22.7 m, we found:
(1) parameter adjustment can make the result of evaporation water flow rate more reasonable and
it effectively avoids underestimation of high trees; (2) the introduction of normalized topography
index can reduce the sink flow in the high-terrain area and increase the sink flow in the low-terrain
area, so that the convergence of precipitation on the surface in the model is consistent with the actual
situation and the prediction accuracy of tree height has been improved. In addition, the curves of
the optimized model show that maximum potential tree heights are mainly limited by water supply,
meaning the verification point is a water-limited environment.
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(a) (b) 

(c) (d) 

Figure 7. Analysis of optimization results. ASRL predictions of four case studies using verification point:
(a) Model with parameters replacements, parametric optimizations, and topographic index; (b) Model
with parametric optimizations and topographic index; (c) Model with parameters replacements and
topographic; and (d) Model with parameters replacements and parametric optimizations. X axis
represents the logarithm of tree height (unit: m), and Y axis represents the logarithm of water flow rate
(unit: L/year).

5.2. Model Sensitivity

Sensitivity analysis presents the potential influence for predictions of the ASRL model by the
climatic inputs, including precipitation, wind speed, vapor pressure, air temperature, and solar
radiation. Changes in the water flow rates (Figure 8a–d) and maximum tree heights (Figure 8e–h)
are investigated by perturbing each climatic variable while keeping the others constant. Intervals
of variable alteration are 0.2 ◦C for temperature (ranging from −2 ◦C to 2 ◦C) and 2% for others
(ranging from −20% to 20%). The monthly climatic variables of the verification point (121.554◦ E,
53.291◦ N) imported to the ASRL model are shown in Table 2.

As Figure 8 shows, the modeled water flow rates and potential maximum tree heights are sensitive
to changes of climatic variables, and the direction and magnitude of model sensitivity are not the same
across different variables. For instance, the potential water flow rate is influenced by precipitation,
while the evaporation flow rate is sensitive to the others. A 20% increase in precipitation (Figure 8a)
and vapor pressure (Figure 8e) produced a greater maximum tree height prediction (Δhmax = 3.9 m,
Δhmax = 10.9 m). The modeled maximum tree heights are positively correlated with precipitation
(Figure 8e) and vapor pressure (Figure 8f). In contrast, the predicted maximum tree height became
smaller (Δhmax = −3.4 m, Δhmax = −5.7 m) when wind speed (Figure 8b) and air temperature (Figure 8d)
were added, meaning a negative correlation between modeled tree height and the two variables.
Comparing the slopes of the four curves in Figure 8e–h, the ASRL modeled maximum tree height
is more sensitive to changes in vapor pressure (Figure 8g) and air temperature (Figure 8h) than
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precipitation (Figure 8e) and wind speed (Figure 8f). Changes in wind speed and vapor pressure show
contrary patterns of magnitude sensitivity.

  
(a) Q sensitivity to precipitation (b) Q sensitivity to wind speed 

  
(c) Q sensitivity to vapor pressure (d) Q sensitivity to air temperature 

(e) model sensitivity to precipitation (f) model sensitivity to wind speed 

  
(g) model sensitivity to vapor pressure (h) model sensitivity to air temperature 

Figure 8. Sensitivity analysis of the ASRL model. The sensitivity to climatic variables including
precipitation, wind speed, vapor pressure, and temperature. (a–d) Changes in the water flow rates
are investigated by perturbing each climatic variable while keeping the others constant (precipitation,
wind speed, and vapor pressure changed by ±20%, while temperature changed by ±2 ◦C). (e–h) Percent
changes in maximum tree heights are investigated by perturbing each climatic variables while keeping
others constant (precipitation, wind speed, and vapor pressure changed from −20% to 20% at a rate of
2%, while temperature changing from −2 ◦C to 2 ◦C at a rate of 0.2 ◦C).
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Table 2. The monthly climatic inputs of the verification point.

Group prcp wnd vp tmp srad

January 3 0.8 0.04 −28.7 4.13
February 4 1 0.06 −23.1 7.314

March 10 1.5 0.13 −13.6 12.055
April 23 2.1 0.3 −0.9 16.313
May 32 2.1 0.5 7.8 19.596
June 72 1.6 1.06 14.6 21.009
July 112 1.4 1.46 17.4 19.576

Auguest 102 1.3 1.28 14.8 16.104
September 49 1.5 0.68 7.1 11.953

October 19 1.5 0.29 −4.2 8.073
November 9 1 0.11 −19.1 4.649
December 5 0.7 0.05 −27.4 3.116

Unit mm m s−1 kPa ◦C MJ m−2 day−1

prcp, monthly total precipitation; wnd, mean wind speed; vp, mean vapor pressure; tmp, mean temperature; srad,
mean solar radiation.

The ASRL model is least sensitive to solar radiation, similar to Choi’s [27] result. For a 20%
change in solar radiation, the predicted maximum tree height changes within 0.1 m. The reasons for
this phenomenon are twofold: First, our research area is a water-limited environment, which means
energy is not a major constraint on tree growth. Second, our study area belongs to a middle and high
latitude region with low solar radiation. Due to the lack of experimental data, no more verification has
been done.

6. Conclusions

In this paper, metabolic scaling theory and the Penman–Monteith equation are applied in the
ASRL model to estimate maximum tree heights in the Greater Khingan Mountain, Inner Mongolia.
Temperature, precipitation, wind speed, vapor pressure, and solar radiation are key input variables of
the ASRL model. Model improvement and model sensitivity are also discussed to demonstrate the
prognostic application of the ASRL model. Through our research, we found,

1. New values of the scaling coefficients φ and β3 from field measurements make the model more
consistent with the forest growth state of the study area.

2. Optimization of three parameters, β1, γ, and slea f , improves the accuracy of the model prediction.

3. The introduction of a normalized topography index can effectively avoid overestimating short
trees’ heights in high slope areas and underestimating tall trees’ heights in low slope areas.

4. Sensitivity analysis indicates the ASRL maximum tree height model is more sensitive to
temperature and vapor pressure than any other climatic variables.

Caution is required in interpreting the results of the ASRL model because the current spatial scale
fails to capture local tree height influenced by the small-scale climate variables, especially in mountains
and valleys. Furthermore, species-specific parameters are not included in the model, which may also
affect estimation of tree height and hence biomass. Thus, a progression of this work would be to
account for application of high spatial resolution climate data and species information, and to assess
the performance and utility of these techniques in other forests.
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Abstract: Street tree inventories are a critical component of urban forest management. However,
inventories conducted in the field by trained professionals are expensive and time-consuming.
Inventories relying on citizen scientists or virtual surveys conducted remotely using street-level
photographs may greatly reduce the costs of street tree inventories, but there are fundamental
uncertainties regarding the level of data quality that can be expected from these emerging approaches
to data collection. We asked 16 volunteers to inventory street trees in suburban Chicago using
Google Street ViewTM imagery, and we assessed data quality by comparing their virtual survey data
to field data from the same locations. We also compared virtual survey data quality according to
self-rated expertise by measuring agreement within expert, intermediate, and novice analyst groups.
Analyst agreement was very good for the number of trees on each street segment, and agreement
was markedly lower for tree diameter class and tree identification at the genus and species levels,
respectively. Interrater agreement varied by expertise, such that experts agreed with one another more
often than novices for all four variables assessed. Compared to the field data, we observed substantial
variability in analyst performance for diameter class estimation and tree identification, and some
intermediate analysts performed as well as experts. Our findings suggest that virtual surveys may be
useful for documenting the locations of street trees within a city more efficiently than field crews and
with a high level of accuracy. However, tree diameter and species identification data were less reliable
across all expertise groups, and especially novice analysts. Based on this analysis, virtual street tree
inventories are best suited to collecting very basic information such as tree locations, or updating
existing inventories to determine where trees have been planted or removed. We conclude with
evidence-based recommendations for effective implementation of this type of approach.

Keywords: crowdsourced data; Google Street View; interrater agreement; municipal forestry; species
identification; street trees; tree measurement; urban ecology; urban forestry

1. Introduction

Street trees are trees growing in the public right-of-way along streets in cities, towns, and suburbs.
Though street trees are a relatively small proportion of the overall urban forest in many cities [1], they
are a highly visible component that constitute a major focus of public engagement by municipalities and
nonprofit organizations [2–4]. Street trees generate a range of benefits such as increased property values,
shade, stormwater capture, and aesthetics [5–7]. Street trees can be conceived of as common pool
resources, in that they provide benefits to the general public, but it is often unclear who is responsible
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for the care and maintenance these trees need to ensure future benefits provision [8]. The public
right-of-way in which street trees are located is directly adjacent to both private and public properties,
and may include a sidewalk. Although many municipalities have long directly managed street trees
through municipal laws, policies, and personnel [2,9], these trees exist under a multi-stakeholder
governance regime [10], with residents, municipal agencies, nonprofit organizations, and developers
impacting decision-making.

For municipalities, there are clear costs to, first, not clearly defining management responsibilities
for street trees and, second, not adequately monitoring and maintaining the trees themselves. If trees
are not well maintained, they will not provide maximal benefits to the general public and in the worst
instances may experience increased tree failure and mortality rates [11]. Furthermore, street trees
require maintenance over time, they pose hazards when limbs or entire trees fall, and managers must
balance considerations like tree condition and likelihood of limb or tree failure with the availability
of time, money, and expertise to monitor trees and perform maintenance. Again, these decisions are
further complicated by the multiple stakeholders invested in and gaining from street tree benefits and
maintenance [8].

Informed, strategic management of street tree populations requires current inventory data [12].
Tree risk management – assessing mature trees for structural defects and taking appropriate actions
such as pruning or removal – and associated concerns for liability drive municipal arborists to create
and update street tree inventories [13,14]. Beyond maintenance of large street trees, managers also use
inventories to make decisions about tree planting, with consideration for taxonomic and size class
diversity, urban hardiness, maintenance requirements, and available resources [15–18]. Unfortunately,
street tree inventory data are difficult to generate and to keep up-to-date. Inventories are typically
conducted in the field by trained professionals, which is costly in terms of both time and money [12].
These costs preclude many municipalities from conducting an inventory in the first place, and prevent
many others from updating their inventory data as often as they would like [19,20]. Inventory data are
needed to effectively respond to crises like pest outbreaks, and furthermore, current inventory data
open the door to more proactive management regimes [19,21–23]. In light of the high costs associated
with field inventories conducted by trained professionals and limited municipal resources, there has
been increased interest in using alternative means of data collection to generate street tree inventory
data. This includes both citizen science field data and virtual surveys using emerging digital resources
like Google Street ViewTM (Google Inc., Mountain View, CA, USA), as described below. The potential
involvement of actors beyond municipal arborists in generating street tree inventories is important,
given the multiple stakeholders invested in (and potentially contributing to the management of) street
tree populations in the public right-of-way.

1.1. Citizen Science Tree Inventories

Citizen science refers to public participation in authentic research [24,25]. Citizen science
permits more extensive data collection than could be accomplished by professional researchers alone,
and it simultaneously increases public engagement with societally relevant scientific issues [25–27].
Crowdsourcing, in particular, engages a large number of people in data collection, and the term
crowdsourcing is often used in reference to online data collection [28]. Internet-based mapping
applications have facilitated the collection of geographically referenced citizen science data [24],
and emerging technologies will continue to open new possibilities for the user experience and data
management within citizen science projects [29]. Despite major increases in the size and scope of
crowdsourcing projects (see examples at https://www.zooniverse.org), a fundamental question of data
quality persists because volunteers lack the training and experience of experts when making scientific
observations [30,31]. The perception that citizen science projects produce lower quality data limits
the use of citizen science data in both practical management and peer-reviewed science publications.
Assessments of citizen science data quality have had mixed results, with some studies demonstrating
that volunteers can produce data of comparable quality to experts [26,31]. Notably, citizen science
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data quality varies depending in part on the task complexity, which reflects both the subject matter
knowledge and intricacy of the data collection technique [31–33]. Effective training strategies can
overcome some of the barriers to producing accurate citizen science data [26,33].

In light of the simultaneous need for street tree inventory data and the lack of municipal resources
to conduct inventories, many communities have enlisted citizen scientists to generate street tree
data [34,35]. However, only a few studies have formally assessed the quality of urban tree data
produced by volunteers [26,27,32,36]. These efforts have shown that volunteers can produce reasonably
high quality data (i.e., data of comparable quality to data collected by experts, or data that is deemed
acceptable for the intended application). In general, citizen scientists performed best at recording more
basic variables that require less expertise to document accurately, and their performance was poorer for
more detailed variables and for variables requiring more subjective assessment. For example, volunteer
data for genus identification was in agreement with expert identification over 90% of the time in three
studies, while average agreement rates were lower (64%–85%) at the species level [26,27,32]. Similarly,
citizen scientists recorded diameter at breast height (DBH) within 2.54 cm of the expert measurement
roughly 90% of the time [26], but performance declined when a more precise standard of agreement
with expert data was imposed. Finally, multiple studies have reported that citizen scientists struggle to
produce data that is consistent with expert data for more subjective variables such as maintenance
needs and tree condition ratings [26,27,32,36]. Overall, if the volunteers are asked to collect data
within their capabilities, citizen science approaches to street tree inventories can be an effective way to
generate data at a competitive cost while building community engagement and social capital in urban
forestry programs [27].

1.2. Virtual Surveys Using Street-Level Imagery

Remotely sensed imagery has long been used to generate information about urban tree canopy
cover [37–39], but these products are traditionally limited to canopy abundance information that does
not distinguish individual trees or provide details like species composition or size class distribution.
More recently, researchers have advanced the use of remote sensing to monitor individual trees [40],
and to identify tree species remotely [41]. At present, these approaches require substantial computing
expertise and expensive imagery that is not available in all areas. Publicly available imagery sources
hold potential for generating street tree data widely and at a relatively lower cost compared to
proprietary imagery. For example, Google Street ViewTM (GSV) (https://www.google.com/streetview/)
provides street-level panoramas for most of the USA, and GSV coverage has expanded in recent years
to include dozens of other countries. Similarly, Tencent Maps street view (http://map.qq.com) offers
street-level panoramas in hundreds of Chinese cities.

Street-level panoramic photos capture trees lining streets, so several studies have explored the
possibilities for using such imagery to generate information about street trees and streetscape greenery.
Li, et al. [42] outlined an automated procedure to quantify green pixels in GSV images, and Li, et al. [43]
applied this technique to study relationships between the abundance of street-level greenery and
neighborhood socioeconomic characteristics. Tencent imagery was used to compare street greenery in
245 Chinese cities, and the results showed that cities in western China generally had greener streets
than other regions [44]. GSV has been used to quantify streetscape shade provision in Singapore [45]
and Boston [46]. Seiferling, et al. [47] used GSV imagery and innovative computer vision techniques to
automatically detect the locations of trees and predict tree canopy cover. Computer vision was also
used in Pasadena, California, to detect street trees, identify their species, and monitor changes over
time [48]. While this approach successfully detected only about 70% of street trees, it showed great
promise for identifying trees, monitoring changes, and potentially extending to additional metrics
such as trunk diameter [48]. It seems likely that this type of approach, rooted in machine learning
and computer vision, will eventually become a popular means of generating street tree data, because
it is more efficient than human data collectors and data quality will improve as methods are refined.
On the other hand, these sophisticated techniques for automated tree data generation are currently
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inaccessible to all but a very few communities simply because of the advanced computing skills
required to implement the techniques.

In this study, we chose to explore simpler approaches to street tree data collection that are broadly
accessible because they can be implemented by less skilled computer users. One such approach is a
so-called virtual survey in which analysts record tree data by manually interpreting photos as if they
were walking down the street [49]. This approach is similar to windshield surveys, which involve
rapid data collection by a crew driving a vehicle along streets and have a long history in urban forestry
practice and research [50,51]. Berland and Lange [49] compared GSV virtual surveys to field data
from the same locations, and found that the analyst documented 93% of the trees inventoried in the
field, and produced genus identification data that agreed with the field data for 90% of trees. While
species identifications and diameter class estimates agreed with the field data less often (66% and
67%, respectively), the authors concluded that this simple approach to virtual surveys in GSV showed
promise for generating street tree data efficiently and with a reasonable degree of reliability for basic
variables [49]. However, the analyst in that study had a college degree in field botany and work
experience in urban forestry, and communities interested in applying this approach may not have
analysts on hand with such expertise. As such, we present here an investigation of the level of data
quality that can be generated using GSV virtual surveys employing analysts ranging from trained
experts to novice volunteers.

1.3. Aims and Research Questions

We are aware of several municipalities interested in using citizen science and/or virtual survey
techniques to generate street tree inventory data [34,52–54]. However, there are fundamental
uncertainties about the level of data quality that can be generated using a pairing of volunteer-generated
data and virtual survey techniques. In this study, we compared virtual survey data to field data
from the same locations as a means of assessing virtual survey data quality. We also assessed the
level of agreement among analysts at three different self-rated expertise levels (novice, intermediate,
and expert). We posed the following research questions:

1. To what degree do virtual survey analysts in the same self-rated expertise category agree with one
another? Does this level of agreement vary among expertise categories? For example, do experts
agree with one another more often than novices agree with one another?

2. What is the level of agreement between virtual survey data and field data? How does this vary
according to analyst expertise?

Based on prior citizen science field studies for both urban and rural forestry [26,27,32,34,36,52,53,55,56],
we anticipated that novices would produce high quality data for simple variables such as tree counts, but
experts would produce higher quality data for variables such as species identification that require more
background knowledge. Our findings provide insights into the applicability of using virtual surveys to
generate street tree inventory data, and point to practical recommendations that can be used by urban
forest managers considering this approach to data collection in their communities.

2. Materials and Methods

2.1. Study Area

The study area is the Village of Dolton, IL, USA (41.64◦ N, 87.61◦ W), which lies immediately south
of Chicago. Dolton covers a land area of 12.1 km2, and has approximately 111 km of local public roads.
Dolton had a 2016 population of 23,091 [57]. The median household income was $44,075, and 27%
of individuals lived below poverty level. 86% of residents had at least a high school degree, while
17% had a bachelor’s degree or higher. The population was 91% black or African American, 7% white,
and 4% identified as Hispanic or Latino (of any race). Most homes (77%) were built between 1950 and
1979, 64% of residences were owner-occupied, and the median home value was $94,700 [57].
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Urban forest management in Dolton is constrained by limited municipal resources. There is no
formal urban forestry department or certified arborist in Dolton dedicated to managing street trees.
Street trees in Dolton are under the jurisdiction of the Public Works Department, which maintains all
public infrastructure including streets, sidewalks, and water/sewer lines [58]. However, there is little
active street tree planning and management from municipal personnel. We chose to work in Dolton
because the village had expressed interest in acquiring street tree data to our contacts at the Morton
Arboretum, an organization that supports tree science and stewardship in the Chicago region. Along
streets in Dolton, most trees appear to have been planted at or around the time of housing construction
(estimated age 40–60 years old) or possibly planted later by a homeowner.

2.2. Field Data Collection

The field crew for data collection was composed of two senior undergraduate students majoring
in Environmental Studies at DePaul University. The students had tree identification skills from applied
ecology field work courses that were strengthened during three full days of urban forest inventory
training with the coauthor supervising field work. Field data were collected during summer 2017. The
field crew completed a random sample of street segments along Dolton’s local public roads. Forty-three
street segments were used in the analysis described below to match virtual survey sampling effort.
Field data were collected digitally using ESRI’s Survey123 (ESRI, Redlands, CA, USA). For each tree
encountered, the field crew recorded location information including the street segment identifier,
the street address, and a sequential number to differentiate between multiple trees at a given street
address. They documented tree information including DBH to the nearest 0.25 cm (0.1 inches), mortality
status (alive, standing dead, or stump), genus, species, special notes (e.g., description of the tree’s
location when the street address was not evident), and a timestamp for the record. The field crew also
took multiple photos of each tree including the entire tree, close-ups of the leaves and bark, and any
defining characteristics to help with species identification. These photos were used by the authors to
confirm species identification when the field crew was uncertain.

2.3. Google Street View Virtual Surveys

2.3.1. Recruitment and Training of Analysts

Virtual survey analysts were recruited via email. Potential analysts were identified using the
Morton Arboretum’s contacts in greater Chicago and the professional networks of the authors.
Individuals who were interested in participating were sent a link to a Google FormsTM survey that
was used to obtain informed consent to participate and to collect self-rated expertise information
(Supplementary Material S1). Respondents were asked about their previous experience in citizen
science projects, experience and awareness regarding urban forestry management and field techniques
(including tree measurement and identification), and experience and comfort using Google MapsTM

and GSV. They were also asked background questions about their education, field of employment,
and age. We sought a minimum of three analysts per expertise group, where experts were defined as
those with substantial experience in urban forestry in their professional work, intermediate analysts
were those with some experience collecting tree data in the field and moderate confidence in measuring
and identifying trees, and novice users had very little or no experience collecting tree data in the field
and low confidence in their ability to measure and identify trees.

Citizen science projects typically involve a training component to familiarize volunteers with field
techniques [26,32,36]. Our study was not conducted face-to-face, so the virtual survey analysts received
a set of digital training materials. Each analyst received a PDF document as an email attachment
(Supplementary Material S2). This PDF document contained a project overview; illustrated definitions
of key terms such as tree, street tree, public right-of-way, and street segment; instructions for collecting
data; links to instructional YouTubeTM (YouTube LLC, San Bruno, CA, USA ) videos demonstrating
data collection procedures; links to illustrated reference guides for estimating tree diameter and
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identifying species; and links to the analyst’s personalized data collection form. This training document
also contained contact information for the primary investigator in case the analyst had questions or
problems while collecting data.

2.3.2. Data Collection Procedure

Virtual survey analysts collected data along the same list of randomly drawn street segments in
Dolton. Street segments were defined as the portion of a street between two intersections. To inventory
a street segment, analysts clicked on a link to the segment in a PDF document that directed them to
the beginning of that segment in GSV. The street segment list named the intersecting streets and the
address range along that segment to clarify the precise extent of that segment. Analysts navigated
down the left side of the street in GSV, noting details about any trees they encountered (see below),
or recording that there were no trees present along the left side of the segment. Then they returned
to the street segment list, clicked that same link again, and repeated the procedure along the right
side of the street. This process of inventorying the left and right sides of the street separately reduced
the likelihood of user error. It also helped the authors match trees across multiple users for analysis
purposes because trees were inventoried in a clearly defined order.

When analysts encountered a tree, they recorded information about the tree in a personalized data
collection form shared privately online between the analyst and the authors on Google SheetsTM. For
each tree, the analyst noted the street segment number and side of the street (left or right), the street
address number given in GSV, the estimated diameter class of the tree, the mortality status (alive,
standing dead, or stump), genus, species, and identification confidence. Dropdown lists were used for
street segment number, diameter class, mortality status, genus, species, and identification confidence to
reduce data inconsistencies such as misspellings. The Google Sheet also contained a custom timestamp
that automatically populated a start time when the analyst began recording information about the
tree, and an end time when the analyst completed all the required fields for that tree. Diameter classes
followed common bins used in urban forestry in the USA (0–7.6, 7.6–15.2, 15.2–30.5, 30.5–45.7, 45.7–61.0,
61.0–76.2, and >76.2 cm DBH). We did not ask analysts to estimate DBH with greater precision, because
this proved difficult in a previous GSV study [49], and greater level of precision is not necessarily
useful for most management purposes [32]. Analysts received a DBH reference guide that showed
GSV images of trees within each diameter class, and links to those trees so the analyst could see what
a tree of that size looked like in the native GSV imagery (Supplementary Material S3). The genus
field contained a dropdown list of 51 common genera in the Chicago area drawn from an existing
tree inventory [59], and analysts could select ‘other’ and type in a genus as appropriate. To aid in
identification, analysts received a tree identification guide in PDF format that contained pictures and
links to more information for approximately 60 common urban tree species from greater Chicago
(Supplementary Material S4). Identification confidence was classified as high confidence, somewhat
confident, or not confident.

2.4. Data Analysis

2.4.1. Time Comparison between Field and Virtual Surveys

We calculated the time taken to inventory trees in the field and in the virtual surveys. For the field
data, we used timestamps from the tree records in Survey123 to break the field work into sampling
blocks, where any gap between two trees greater than 30 minutes was considered a separate sampling
block. This was designed to count short breaks during the field work, unique or difficult to identify
trees that might take longer than average time to identify, and travel time between street segments,
but not to count longer discontinuities such as lunch breaks against the total sampling time. After
determining the length of each sampling block and the number of trees inventoried, we divided
minutes by trees inventoried to get sampling time per tree. We did not include travel time to and
from the study area in this calculation, because we are less interested in total time dedicated to field
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inventory activities than in per-tree comparison with virtual survey data collection. Time calculations
for virtual survey data were based on Google Sheets timestamps. Again, we broke the data into
sampling blocks defined by a gap less than 30 minutes between consecutive trees, and divided to
calculate sampling time per tree.

2.4.2. Agreement within and among Analyst Expertise Groups

To assess the quality of data generated using virtual surveys, we compared virtual survey data
among virtual survey analysts, and then separately compared virtual survey data to field data. When
comparing virtual survey data among analysts, we assumed that higher agreement among analysts
signaled higher data quality, particularly in terms of consistency or reliability. Of course, two analysts
in agreement on a species identification could both be wrong, but we expected that agreement would
more likely signal that both analysts arrived at the same accurate classification. Note that this is
analogous to the standard means of assessing data quality in citizen science projects in the field, where
the quality of citizen science data is judged against expert data, where the expert data are assumed to
be correct even though they almost certainly contain some error [32].

Agreement among virtual survey analysts focused on the following four variables: tree count
(the number of trees on each side of each street segment), diameter class, genus, and species. Analysts
were instructed not to record species for Amelanchier Medik., Cornus L., Crataegus L., Malus Mill.,
and Prunus L., because these genera contain many hybrids and cultivars that can be difficult to
distinguish [32]; for these genera, analysts were considered in agreement for species if they both
selected the same genus. Together, these genera only comprised 1.5% of the total trees encountered,
so this decision is likely to have a very minor impact on our results.

We tested agreement among all analysts by variable to determine which variables were collected
more or less consistently among analysts. Raw percent agreement is biased by chance agreement,
particularly when some classification categories are overrepresented. For example, in this study
an analyst could have achieved 73% accuracy for genus identification by simply selecting maple
(Acer L.) for every tree. Thus, we used Krippendorff’s alpha statistic to measure agreement while
correcting for chance agreement. Krippendorff’s alpha ranges from 0 (no agreement) to 1 (perfect
agreement). While there are no absolute benchmarks for satisfactory alpha values, scores >0.8 are
typically considered to indicate good agreement, and scores >0.67 indicate acceptable agreement [60].
In this study, Krippendorff’s alpha was more appropriate than other interrater reliability statistics
because it allows for more than two raters. Furthermore, the statistic accommodates nominal, ordinal,
interval, and ratio data [61], whereas other metrics only accommodate nominal data.

We implemented Krippendorff’s alpha in R using the kripp.boot function [62]. We bootstrapped
95% confidence intervals using 10,000 iterations. Tree count was processed as interval data, DBH
size class was processed as ordinal data, and genus and species were processed as nominal data.
The implication of processing variables as ordinal or interval data is that raters are penalized more
severely when ratings are in stronger disagreement. For genus and species identification, analysts were
allowed to select ‘unknown’ when they felt unable to identify a tree. When calculating Krippendorff’s
alpha, each instance of an ‘unknown’ record was converted to its own unique genus or species
code. This penalized users for selecting the unknown option, and provides a more conservative
estimate of interrater agreement than other strategies (e.g., omitting unknowns from the analysis).
We used Krippendorff’s alpha (a) to examine differences among the four key tree variables for all
users to evaluate which variables exhibited higher overall agreement, and (b) to compare within-group
agreement across the three expertise groups for each of the four key variables to evaluate whether
agreement levels varied among expertise groups. We interpreted non-overlapping confidence intervals
as a conservative indicator of significant differences.
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2.4.3. Agreement with Field Data

Next we compared data from each analyst to the field data using Krippendorff’s alpha. Field
measurements of DBH were converted from cm to diameter classes for comparison. Relatively
higher Krippendorff’s alpha scores indicated higher agreement between the analyst and the field data.
We interpreted higher alpha scores as an indication of higher data quality, which assumes that the field
data are correct. Notably, we could not account for tree plantings or removals between GSV imagery
capture and field data collection. While field data were collected in summer 2017, virtual surveys were
based on GSV imagery captured predominantly in 2012 and during summer months (Table 1).

Table 1. Year and month of Google Street View imagery availability for the street segments included in
the virtual survey.

Year % of Total Month % of Total

2009 3 June < 1
2011 33 July 38
2012 51 August 55
2014 1 September 2
2015 7 November 5
2016 1
2017 5

3. Results

3.1. Overview of Virtual Survey Analysts and Tree Data

We recruited 16 analysts to participate in the virtual surveys. Their ages ranged from 22–72 years
(median = 44.5 years). Nine had prior citizen science experience, and 15 of 16 analysts reported
using Google Maps or Google EarthTM one or more times per week, but responses were more varied
for Google Street View use. The analysts varied in their self-reported knowledge in urban forestry
and confidence in their ability to complete tree identification and measurement tasks. Based on
these responses, analysts were divided into expert, intermediate, and novice groups containing 3, 9,
and 4 members, respectively.

The virtual survey analysts inventoried between 5–43 street segments (mean = 21.8 segments),
and ranged from 53–357 trees (mean = 186.9 trees). The average time per tree was lowest for experts
and highest for novices (Table 2). Nearly half of the analysts (7 of 16) averaged less time per tree than
the field crew, but note that the analysts operated individually while the field crew consisted of two
members. The data from the virtual surveys and the field survey can be found in Supplementary
Material S5.

Table 2. Comparison of time spent per tree during data collection. Group ranges are in parentheses for
virtual survey analysts.

Analyst Group Minutes Per Tree

All virtual survey analysts 3.01 (1.07–8.75)
Expert 1.45 (1.07–1.90)

Intermediate 3.41 (1.45–8.75)
Novice 4.23 (2.99–7.16)

Field crew 1 3.14
1 Field crew times do not include travel time to and from the study area or organization of equipment. The field
crew included two people, whereas the virtual survey analysts worked alone.

3.2. Agreement among Analysts

Interrater agreement among all virtual survey analysts was highest for tree count, followed
by DBH class and genus, and species agreement was lowest (Figure 1). Only tree count had a
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Krippendorff’s alpha score above the heuristic threshold of 0.8 indicating good agreement [60]. Within
expertise groups, experts had the highest level of agreement for DBH and tree count, and experts
and intermediate analysts had higher agreement than novices for genus and species identification
(Figure 2). Novices exhibited relatively high interrater variability on tree count, and this appeared
to be caused by one analyst with a low sample size and low alpha score (see rightmost tree count
data point in Figure 3). Novices had particularly low Krippendorff’s alpha scores for genus (0.29) and
species identification (0.23).

Figure 1. Krippendorff’s alpha scores summarizing interrater agreement among all analysts
for all variables, with 95% confidence intervals. Different letters indicate significantly different
analyst agreement.

Figure 2. Krippendorff’s alpha scores summarizing interrater agreement within analyst expertise
groups by tree variable, with 95% confidence intervals. For each variable, different letters indicate
significantly different analyst agreement across expertise groups.
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Figure 3. Krippendorff’s alpha scores with 95% confidence intervals characterizing agreement between
individual analysts and the field data.

3.3. Agreement between Field Data and Virtual Survey Data

Pairwise comparisons between virtual survey analysts and the field data show high agreement
for 15 of 16 analysts for tree count (Figure 3). Two of the experts outperformed all of the novices for
both genus and species identification; the third expert was penalized for selecting ‘unknown’ relatively
frequently, resulting in a diminished alpha score for genus and species identification (Figure 3).
We observed marked variability among intermediate and novice analysts for DBH, compared with
relatively consistent performance among experts (Figure 3). DBH performance generally decreased
with increasing tree sizes, and all analyst groups tended to underestimate the DBH of larger trees
(Table 3). The top intermediate analysts performed on par with the experts across all variables
(Figure 3).

Maples comprised 72.6% of the trees encountered in the field on the street segments analyzed
here (Table 4), and genus agreement rates were high (88%–96%) for maples across all expertise groups.
Identification performance was much poorer for other common genera including ash (Fraxinus L.), elm
(Ulmus L.), and linden (Tilia L.) (Table 4). With respect to self-rated confidence in tree identification,
analysts across all levels of expertise were more confident identifying to the genus level compared to
the species level (Table 5). When the analysts were confident, overall agreement rates between virtual
survey data and field data were high for both genus (94.5%) and species (89.6%) (Table 5). Experts were
more likely to be in agreement with field data when they were confident, followed by intermediate
and novice analysts. Agreement rates were substantially lower at both the genus and species levels
when analysts rated their identifications as somewhat confident or not confident (Table 5).

75



Forests 2019, 10, 349

Table 3. Diameter at breast height (DBH) classification outcomes by percent, summarized by diameter
class and analyst expertise. Agree indicates agreement with the field measurement, Under indicates
the percent of observations for which the virtual survey analyst underestimated DBH relative to the
field measurement, and Over indicates the percent of observations for which the virtual survey analyst
overestimated DBH relative to the field measurement.

All Expert Intermediate Novice

DBH class Under Agree Over Under Agree Over Under Agree Over Under Agree Over

0–7.6 cm
(n = 1) – 0 100 – 0 100 – 0 100 – 0 100

7.6–15.2 cm
(n = 4) 33 55 12 20 70 10 48 48 5 18 55 27

15.2–30.5 cm
(n = 14) 41 46 14 40 47 13 48 39 13 28 56 16

30.5–45.7 cm
(n = 64) 34 49 17 40 48 12 33 42 25 27 65 9

45.7–61.0 cm
(n = 103) 56 35 9 54 37 9 54 34 13 66 33 2

61.0–76.2 cm
(n = 84) 73 23 4 61 33 7 75 22 3 85 14 1

76.2 + cm
(n = 61) 80 20 – 74 26 – 84 16 – 80 20 –

All trees
(n = 331) 60 32 8 56 37 8 61 29 10 64 32 4

Table 4. Genus identification summarized by analyst expertise. NA indicates the genus was not
encountered by an analyst from that group.

Genus
Field Relative
Frequency (%)

Percent Agreement with Field Identification

All Expert Intermediate Novice

Apple (Malus Mill.) 0.6 75 75 100 25
Ash (Fraxinus L.) 5.5 55 78 58 10
Cedar (Thuja L.) 0.3 60 100 50 0
Cherry (Prunus L.) 0.6 60 50 50 100
Dogwood (Cornus L.) 0.3 13 50 0 0
Elm (Ulmus L.) 9.2 45 68 40 20
Ginkgo (Ginkgo L.) 0.6 43 67 0 100
Hackberry (Celtis L.) 0.3 33 67 25 0
Honeylocust (Gleditsia L.) 2.8 68 77 90 21
Linden (Tilia L.) 2.2 53 57 60 32
Magnolia (Magnolia L.) 0.6 50 100 0 NA
Maple (Acer L.) 72.6 94 95 96 88
Mulberry (Morus L.) 0.3 0 0 0 NA
Oak (Quercus L.) 0.9 93 100 83 100
Redbud (Cercis L.) 0.3 100 100 100 NA
Spruce (Picea A. Dietr.) 0.3 88 100 89 75
Sweetgum (Liquidambar L.) 0.6 100 100 100 NA
Sycamore (Platanus L.) 0.9 56 71 69 0
Tuliptree (Liriodendron L.) 0.9 72 100 50 83

All trees 100.0 84 89 87 74
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Table 5. Percent of total ratings and percent agreement with field data by confidence level and expertise
level for genus and species identification.

Confident Somewhat Confident Not Confident

Expertise
% of

Ratings
%

Agreement
% of

Ratings
%

Agreement
% of

Ratings
%

Agreement

Genus
All analysts 75.9 94.5 13.4 66.3 10.7 36.4

Expert 77.0 98.7 10.8 77.0 12.2 38.8
Intermediate 80.8 94.1 10.4 66.1 8.8 46.3

Novice 64.8 88.9 22.8 59.9 12.4 19.5
Species

All analysts 50.2 89.6 39.6 50.0 10.2 23.3
Expert 47.5 96.0 40.9 59.6 11.6 26.1

Intermediate 57.7 89.8 33.8 46.5 8.4 28.4
Novice 38.9 78.7 49.4 44.7 11.7 12.5

4. Discussion

In this study, we used publicly available GSV imagery to generate street tree inventory data.
We explored how data quality varied from analysts in three self-rated expertise groups. This work
advances our understanding of data quality associated with two approaches to data collection – citizen
science projects and virtual surveys using street-level panoramas – that have potential to become
increasingly prominent for street tree inventories. Below we discuss our findings, describe limitations
of our study, and offer recommendations for future application of this technique.

4.1. Data Quality from GSV Virtual Surveys

The 16 analysts in this study were diverse in age, educational background, and self-rated expertise
related to urban forestry and tree inventory, yet the analysts were able to complete the project tasks
using digital training materials and online data entry. Leveraging familiar, user-friendly digital
platforms like GSV and Google Sheets reduced the time needed to train volunteers on new software or
field equipment. This type of online data crowdsourcing may be useful in similar situations, because
it would allow managers to solicit a substantial amount of data remotely without coordinating the
schedules of volunteers for fieldwork activities. The rate of data collection for an individual analyst
was competitive with that of field crews observed here (Table 2) and in other studies of citizen science
tree inventories [27,32,36]. Slower data collection for novices was likely attributable to more time
spent on tree identification. Analysts were able to participate on their own schedules, regardless of
the weather, from any computer with an internet connection, and seasonal timing of the surveys was
irrelevant because GSV imagery is primarily captured during the growing season (Table 1). On the
other hand, by eliminating site visits and removing the teamwork aspect of field inventories, we may
have missed out on some of the benefits of citizen science fieldwork including community building
and enhanced public support for urban forestry initiatives [26,27].

Agreement among virtual survey analysts was high for the simplest variable, tree count (Figure 1),
which is consistent with previous citizen science studies indicating that volunteers perform on par with
experts for the most basic types of observations [26,27,32]. Even though we simplified data collection
into DBH classes rather than requiring DBH estimation with greater precision, interrater agreement for
DBH was relatively low (Figure 1), and most analysts were in low to marginal agreement with field
data for DBH (Figure 3, Table 3). Likewise, we observed fairly poor agreement for tree identification at
the genus and species levels (Figures 1–3) after Krippendorff’s alpha accounted for the overabundance
of maples in the study area (Table 4). The analyst’s level of confidence in their identification was a
good indicator of data quality, particularly for expert and intermediate analysts (Table 5). Overall,
the expert group had the highest interrater agreement across the four variables we tracked, but even
expert performance only exceeded a Krippendorff’s alpha value of 0.8 for tree count (Figure 2). That
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said, experts also showed promise for identifying trees to the genus level; two expert analysts were in
high agreement (alpha >0.8) for genus identification (Figure 3), while the third expert was frequently
penalized for selecting ‘unknown’ for genus and species. Some intermediate analysts produced virtual
survey data on par with experts across all four variables (Figure 3), indicating that this approach need
not be used by experts alone. As suggested by Roman, et al. [32], volunteers could be evaluated for
species identification accuracy at the beginning of a project, as high-performing individuals may not
consistently identify themselves as such.

4.2. Limitations

Several limitations to our study warrant consideration. When comparing virtual survey data
to field data, we used the term agreement rather than accurate to acknowledge that the field data
likely contained some errors, albeit presumably minimal. We assumed that agreement with field
data represented higher data quality, reflecting the idea that field data are the traditional standard for
data collection. Updates to GSV imagery were beyond our control. Eighty-seven percent of the GSV
imagery in this study was collected five or more years before the field data to which it was compared
(Table 1). GSV imagery for Dolton was updated in summer 2018, but this update occurred after our
analysts had completed the virtual surveys. Along with outdated imagery, we also encountered some
blurry images and, less frequently, portions of streets such as dead ends that were not covered by GSV
imagery. Where imagery was outdated, it is possible that some disagreement between the field crew
and virtual survey analysts was attributable to analyst error or tree change (planting or removal).

The virtual survey analysts worked at their own pace as their schedules permitted. To avoid bias
among analysts, we did not provide midstream feedback to help analysts confirm or recalibrate their
estimates. Berland and Lange [49] found that this type of feedback can improve data quality as an
analyst becomes more experienced. Moreover, Berland and Lange [49] had their analyst conduct a
trial run by surveying a small selection of trees in GSV and then visiting them in the field to help the
analyst calibrate his observations; this was not logistically possible in the present study.

4.3. Recommendations

Based on our findings, we present the following recommendations for those who may be
interested in combining citizen science and virtual surveys to generate street tree inventory data. Our
recommendations echo insights from citizen science and crowdsourcing studies for other environments
and taxa.

• Street tree inventories are used for a wide variety of purposes requiring varying levels of data
accuracy and precision [32]. In deciding whether a citizen science virtual survey is appropriate
for your purposes, consider how the data will be used and then evaluate whether virtual survey data
can reasonably be expected to meet those needs. Our study indicates that virtual surveys may
provide useful information for management purposes, but perhaps not for research applications
requiring more accurate and detailed data, similar to the findings from field-based street tree
volunteer inventories in Roman, et al. [32]. Kosmala, et al. [63] recommend that citizen science
data should be of sufficient quality to address management applications or research questions,
implying that some volunteer data may be “good enough” for specific uses [52].

• Task complexity should be tailored to the expertise of the analyst. Novices may only be able to provide
high quality data for basic variables like tree counts, street address, and broad size classes
(e.g., small, medium, and large), while experts can produce more reliable data for more detailed
tree attributes like genus [49]. When designing a study, familiarity with the potential pool of
participants can help guide the level of task complexity to assign. An iterative process of study
design and refinement should consider the data quality needed for the project objectives as well
as the observed capabilities of volunteers [63].
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• For species identification, volunteers’ self-reported confidence level can be reported with each tree,
or their overall identification skills can be evaluated with pre-tests. We observed substantially higher
data quality when analysts were confident. Similarly, Roman, et al. [52] reported that crews had
less confidence in the variables which showed the lowest consistency with experts. For virtual
street tree surveys, it may be reasonable to accept the analyst’s tree identification when they are
confident (particularly for experts and intermediate analysts). However, data quality results
regarding the importance of prior knowledge and self-reported confidence levels have been mixed
in other citizen science contexts [30].

• Virtual surveys should not replace field inspections by qualified professionals for the purposes of
identifying pest/pathogen problems (but see [64]). Similarly, virtual surveys are not appropriate
for detailed assessments of tree risk because the analyst cannot examine the tree up close or
from all angles, and because municipalities may want only certified arborists evaluating risk and
pruning needs. However, for a very basic inventory that identifies standing dead trees in need
of removal (as opposed to living trees that may be deemed structurally unstable or declining),
virtual surveys may be appropriate [32,52,54].

• Virtual surveys may not be suitable where in-person public engagement is a primary goal. While
virtual survey analysts would engage with the city’s urban forestry program in the process of
contributing data, virtual survey participants in general miss out on chances to engage with
members of the public in the field [65], which occurs frequently as field crews inventory trees.
For example, volunteers with a citizen science street tree inventory in New York City, NY were
motivated by a desire to explore neighborhoods and meet new people [4]. However, virtual
surveys may appeal to individuals who are physically disabled [66], and approaches such as
gamification can deepen engagement and increase participation [67]. Future research about
crowdsourcing in urban forestry could explore motivations for participation and the impacts of
varied engagement approaches.

• Consider how recent the imagery must be to meet management needs. Street-level imagery products
such as GSV offer nearly complete coverage of cities in the USA and many other countries,
but imagery updates are not guaranteed on a timeline that is compatible with your needs. If the
management goal is to produce a baseline inventory of street trees, then outdated imagery may
be acceptable. But if the goal is to update an existing inventory, newer imagery would likely be
necessary to characterize changes since the previous inventory. For example, a virtual survey
could potentially be used to monitor trees from a planting program to assess whether the trees are
alive, standing dead, or removed, as long as the GSV images are recent. Urban forestry nonprofits
sometimes use volunteers to do such monitoring in the field [13,52], but the potential for online
data collection could generate more data about planting program performance across towns that
do not have the institutional capacity for field work.

• Implement a strategy to provide midstream feedback to analysts, as this can improve tree identification
and estimation of DBH [49]. We provided analysts with illustrated examples of common tree
species and GSV photos of trees in each DBH class, but analysts were not given feedback during
the study to learn from their mistakes. Comparing their virtual survey data to field data for a
subset of trees should help analysts refine the self-rated confidence and ultimately improve data
quality. This strategy improved data quality in a previous study of virtual street tree surveys [49]
and it aligns with feedback mechanisms designed to promote data quality and volunteer retention
in other citizen science projects [63].

• Rare taxa slow analysts down, so we recommend using virtual surveys to efficiently inventory
common species and note the locations of unidentifiable trees, which could be identified later in
the field. Alternatively, the analyst could save screen captures of trees that are difficult to identify,
and then an expert could attempt to identify the trees based on the photos. Such expert validation
is a well-established strategy employed in citizen science projects from other fields [63,68]. Rare
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species have been shown to have particularly low species identification quality for other projects
and taxa [69,70].

• Use this technique to update existing street tree inventories. In this study, analysts across all expertise
groups excelled at documenting the locations of trees, but they struggled to identify trees to
the species level and estimate DBH (Figures 2 and 3). Existing inventories will already contain
information on tree species and sizes, so the analysts can focus on documenting tree plantings
and removals. We expect this simple assessment of tree presence/absence would offer significant
time savings over both field surveys and the more detailed virtual surveys used in this study.

5. Conclusions

Virtual surveys using street-level imagery offer an alternative or complementary approach to field
data collection for street tree inventories. Based on data generated by 16 volunteer analysts using
Google Street ViewTM imagery, we assessed data quality by comparing agreement among analysts in
three expertise groups, and by comparing analyst data to field data from the same locations. We found
that self-identified experts generally produced higher-quality data than intermediate and novice
analysts, but some individual intermediate analysts produced data of comparable quality to experts.
Data quality was high across all expertise groups for the simplest variable (tree counts), and data
quality decreased for more detailed variables like species identification. However, when analysts were
confident in their genus and species identifications, their data typically agreed with the field data.
In practical terms, these findings point to the possibility of using virtual surveys to efficiently collect
high-quality tree location data using novice volunteers, and the possibility of collecting more detailed
tree data using more skilled analysts. Additional research and practical application in the areas of
citizen science and virtual tree surveys will continue to improve our understanding of data quality
associated with these approaches. With increasing interest in volunteer-generated data [53] as well
as street-level imagery in urban forestry research and management [42–44,48,49], it is important to
determine appropriate use cases and best practices for citizen science virtual surveys.
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Abstract: The rapid growth of the network of high-voltage power transmission lines (HVPTLs) is
inevitably covering more forest domains. However, no direct quantitative measurements have been
reported of the effects of HVPTLs on vegetation growth. Thus, the impacts of HVPTLs on vegetation
growth are uncertain. Taking one of the areas with the highest forest coverage in China as an example,
the upper reaches of the Minjiang River in Fujian Province, we quantitatively analyzed the effect
of HVPTLs on forest landscape fragmentation and vegetation growth using Landsat imageries and
forest inventory datasets. The results revealed that 0.9% of the forests became edge habitats assuming
a 150 m depth-of-edge-influence by HVPTLs, and the forest plantations were the most exposed to
HVPTLs among all the forest landscape types. Habitat fragmentation was the main consequence
of HVPTL installation, which can be reduced by an increase in the patch density and a decrease
in the mean patch area (MA), largest patch index (LPI), and effective mesh size (MESH). In all the
landscape types, the forest plantation and the non-forest land were most affected by HVPTLs, with the
LPI values decreasing by 44.1 and 20.8%, respectively. The values of MESH decreased by 44.2 and
32.2%, respectively. We found an obvious increasing trend in the values of the normalized difference
vegetation index (NDVI) in 2016 and NDVI growth during the period of 2007 to 2016 with an increase
in the distance from HVPTL. The turning points of stability were 60 to 90 meters for HVPTL corridors
and 90 to 150 meters for HVPTL pylons, which indicates that the pylons have a much greater impact
on NDVI and its growth than the lines. Our research provides valuable suggestions for vegetation
protection, restoration, and wildfire management after the construction of HVPTLs.

Keywords: high-voltage power transmission lines; habitat fragmentation; landscape fragmentation;
normalized difference vegetation index (NDVI)

1. Introduction

To meet the constantly growing electricity demands and to reduce electricity transmission
losses, countries in Europe, North America, and Asia are attempting to develop high-voltage power
transmission lines (HVPTLs) including pylons [1,2]. HVPTLs have become globally necessary
components of power transmission infrastructure, covering 5.5 million km in 2014, with predictions
that this will increase to 6.8 million km in 2020 [3]. Likewise, the development of HVPTL in China
is expected to increase, to reduce electricity transmission energy losses, since long distances exist
between power stations and end-users [4]. With the rapid growth of the electricity grid, HVPTLs will
inevitably cover more complex environments, such as mountains and forests, compared to plains and
cultivated lands [5]. The large-scale increase of this infrastructure necessitates the assessment of its
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degree of impact on vegetation. One of the typical environmental management strategies in the State
Grid of China is to clear vegetation (e.g., grass and shrubs) along HVPTLs within a certain buffer
zone (e.g., 50–100 m) every two to three years [6]. Forest fragmentation caused by the construction of
HVPTLs has been reported in a previous study [7]. However, no direct quantitative measurements
of the effects of HVPTL on vegetation growth have been reported. In order to minimize potentially
negative effects on vegetation, as well as its associated impacts on wildfires and wildlife, further
knowledge on the impact of HVPTL on vegetation is crucial.

Electricity systems are commonly composed of three sections: power generation plants, power
transmission facilities, and consumers. Among the three sections, transmission facilities act as a bridge
connecting the power produced in the plants and the end users. The elements of the transmission
facilities include power lines and power pylons or towers [8]. The transmission of electricity covers
large areas and can produce many negative impacts [9]. Consequently, the possible impacts of HVPTL
have attracted considerable public attention [2,10], including risks to health and safety due to electric
and magnetic fields [4,11], environmental risks from electromagnetic fields [10], biological effects of
electromagnetic fields [4], visual and perception impacts [5,8], and property values [2]. For example,
Tong et al. [11] studied the effects of the electric field of a 500 kV overhead transmission line on
a building and found that high-voltage cables can generate intense electric fields and the fields vary
across locations of buildings relative to their overhead cable. This provides a good reference for
building design. Porsius et al. [10] investigated the nocebo responses to HVPTLs, suggesting an
increasing tendency in the number of health occurrences after exposure to HVPTLs. Previous studies
have reported that HVPTLs increase the risk of thunderstorm asthma and childhood leukemia [12]
and has limited impacts on male reproductive capacity [4]. A monetary quantification evaluation for
eliminating the decline in the aesthetic quality caused by overhead HVPTLs was conducted, revealing
a regional variation in the willingness to pay across different landscape contexts in Italy [8]. Remote
sensing technology has been applied to monitor electric transmission infrastructures. For example, Qin
et al. [3] and Schmidt et al. [13] used Light Detection and Ranging (LiDAR) data and high-resolution
aerial imagery to produce geospatial maps of electric power infrastructure, which are valuable for
analysis, planning, and risk evaluation.

Many of the aforementioned studies focused on the impact of HVPTLs on humans; however, many
other studies have examined the environmental and biological effects of HVPTLs [4]. For example,
environmental effects indicate that corona ions generated by HVPTLs can change the surrounding
electrical environment, thus increasing aerosol charge levels [14]. The concentration of charged particles
was found to be more than two times greater than the mean background value [15]. In another study,
calving site locations and area uses were compared during the calving period before, during, and after
the construction of a power line in Norway. The findings indicated that power line disturbances do
not cause avoidance effects for wild ungulates, whereas construction activities can induce a temporary
reduction in area use [16]. Inspections of vegetation encroachment in the power line corridor have
been conducted based on high spatial resolution hyperspectral imagery, satellite imagery, and LiDAR
data [17,18] because vegetation growth plays a critical role in fire risk in power line corridors [19].
However, few studies have examined the vegetation effects of HVPTLs; hence, more research is needed
to provide valuable recommendations for wildfire management and forest protection.

As airborne and aerospace remote sensors can quickly obtain a wide range of data from different
altitudes, large scales, and multiple spectra, they have been extensively and successfully applied to
meteorological observations, resource surveys, mapping, and military reconnaissance [20,21]. Satellite
imagery has been successfully applied in HVPTL-related studies, such as high-resolution aerial imagery
to classify electric power transmission lines [13] and LiDAR data to detect power line corridors [3].
The combination of high-resolution hyperspectral satellite images and LiDAR data was employed
for vegetation management in HVPTL corridors [17], and satellite images have been combined with
multimedia wireless sensor networks to improve the monitoring accuracy of vegetation. To the best of
our knowledge, few studies have been published on the application of multi-spectral remote sensing
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in detecting the vegetation change response to HVPTLs. In multi-spectral remote sensing images,
vegetation has the following characteristics due to the cellular structure of leaves: (1) High reflectance
in the near-infrared (NIR) band and strong absorption in the red band due to chlorophyll; (2) by
using an algorithm to divide the NIR by the red band (R), the vegetation area on the image has
a relative height value and reaches a saturation value when the green biomass is high. Based on the
characteristics of vegetation, the normalized difference vegetation index (NDVI) was introduced by
Rouse et al. [22]. This is the current optimal indicator for identifying vegetation coverage and its
growth status [23]. Due to the convenience and feasibility of detecting vegetation using remote sensing,
we extracted the NDVI to quantify the vegetation change dynamics in HVPTL corridors.

In this study, the effects of HVPTL on the changes of vegetation and forest landscape fragmentation
in the upper reaches of the Minjiang River of Fujian Province, China were observed based on
a comprehensive analysis of multi-source data using remote sensing (RS) and geographic information
systems (GIS). The objectives of this study were (1) to identify whether and to what extent the
construction of HVPTLs, both line corridors and pylons, impacts vegetation growth in its edge areas,
and (2) to quantify the impact of the construction of HVPTL on the forest landscape structure. Thus, our
research provides valuable information for wildfire management in HVPTL corridors, and vegetation
protection and restoration along the edge habitats beyond the HVPTL corridor.

2. Materials and Methods

2.1. Study Area

Sanming City was selected as the study site to assess changes in vegetation and forest
landscape fragmentation before and after HVPTL construction. This study area (116◦22′–118◦39′

E, 25◦30′–27◦07′ N) is located in the western part of the Fujian Province in Southeastern China
(Figure 1), in the upper reaches of the Minjiang River, which has the seventh highest annual runoff
in China [24,25]. Sanming City was suitable for this study for two reasons: (1) It is located in the
middle subtropical area and is unique for its climatic and terrain features, with high biological diversity
and lush vegetation. The proportion of forest is higher than 80% in the region. (2) Due to HVPTL
construction and development in recent years, the forest in this zone has experienced increasing
disturbances (e.g., affected vegetation growth, forest fires, and reduced forest area). Maintaining
a harmonious relationship between HVPTL extension and the changes in vegetation and forest
landscape fragmentation is one of the key scientific issues for this region and other parts of the world.
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Figure 1. Location of the study area: (a) Fujian province in China and (b) study area in Fujian province.

2.2. Data Sources and Pre-Processing

The Forest Resources Inventory Database (FRID), NDVI, and HVPTL distribution map were used
in this study. The FRID records forest characteristics and some growing factors at the forest patch level,
such as tree species, tree age, tree height, slope, and altitude. The 2016 FRID, obtained from the local
Forestry Bureau, was used to extract the spatial distribution of different forest vegetation types [24,26].
The NDVI data of the study area from 2007 and 2016 were extracted from Landsat remote sensing
images. Landsat TM images from 2007 and Landsat OLI images from 2016 were acquired from the U.S.
Geological Survey (USGS) (https://glovis.usgs.gov/) over a period of nine years. Data pre-processing
included radiometric calibration, atmospheric calibration, and registration [27–29]. The HVPTL dataset
of the study site was obtained from the Maintenance Branch Company of the State Grid Fujian Electric
Power Co., Ltd. (Fuzhou, China).

2.3. Calculation of the NDVI

NDVI is currently the optimal indicator for identifying and assessing vegetation cover and growth
status on different scales [30–32]. The effect of sensor degradation may be reduced by normalizing the
spectral bands of the calculation of NDVI [32] as follows:

NDVI = (ρNIR - ρRed)/(ρNIR + ρRed) (1)

where the ρNIR and ρRed are the planetary reflectance of infrared and near-infrared band in the TM and
OLI sensors, respectively.

To evaluate the effects of HVPTLs on edge vegetation, 10 buffer zones, each with a width of
30 m, were created from the HVPTL outwards towards their edge vegetation. These buffers were then
superimposed on the NDVI maps, and the average value of the vegetation index for each buffer was
calculated using the spatial analysis tool of the GIS.
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2.4. Landscape Classification

For a comprehensive description of the forest landscape structure and fragmentation of the study
region, the FRID image was classified into five categories (Table 1, Figure 2): (1) semi-natural forest,
(2) forest plantation, (3) bamboo forest, (4) other forest, and (5) non-forest land. A uniform spatial
resolution (5 × 5 m) of the forest landscape map was used in this study.

Table 1. Classification of the landscape in the study area.

Landscape Classes Description

Semi-natural forest Forests that have re-grown after a timber harvest for a long enough period
without human interference.

Forest plantation Artificial mixed-species forest and artificial pure-species forest with
artificially planted.

Bamboo forest Phyllostachys heterocycla, Dendrocalamopsis oldhami and D. latiflorus, etc.
Other forest Including shrubwood land, and sparse forest land, etc.

Non-forest land Including construction land, cultivated land, water land, burned area, and
barren land, etc.

Figure 2. Spatial distribution of landscapes in study area.

2.5. Calculation of Landscape Metrics

To investigate the effects of the HVPTLs on forest landscape change, both landscape- and
class-level indices were used to quantify the area, shape, and diversity of the patches and landscape
(Table 2). For landscape-level measurements, the selected indices included patch density (PD),
largest patch index (LPI), mean patch area (MA), area-weighted mean shape index (AWMSI),
Shannon’s diversity index (SHDI), Simpson’s diversity index (SIDI), Shannon’s evenness index (SHEI),
and Simpson’s evenness index (SIEI). For class-level measurements, the applied indices included
PD, LPI, MA, and effective mesh size (MESH). These indices were calculated using the Fragstats 3.4
program to compare the landscape structure and fragmentation with and without HVPTL scenarios [33].
The calculation formula and corresponding descriptions of the above indices can be found in the
Fragstats manual [33,34].
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Table 2. The calculation formulas and descriptions for landscape metrics.

Landscape Metrics Formula Descriptions

Patches density (PD) PD = ni
A × 10000 × 100

Level: C/L;
To describe the degree of fragmentation for
a certain landscape type or a total
landscape.

Largest patch index (LPI) LPI =
maxn

j=1(aij)
A × 100

Level: C/L;
To provide a simple measure of dominance.
It quantifies the percentage of total
landscape area comprised by the largest
patch.

Mean patch area (MA) MA =
maxn

j=1(aij)
ni

× 1
10000

Level: C/L;
To describe the degree of fragmentation for
a certain landscape type or a total
landscape.

Effective mesh size (MESH) MESH =
∑m

i=1 ∑n
j=1 a2

ij
A

Level: C;
To indicate the probability of two points
chosen randomly in a region will be
connected.

Area-weighted mean shape index
(AWMSI)

AWMSI =
m
∑

j=1

(
0.25pij/

√aij

)
·
(

aij/
m
∑

j=1
aij

) Level: L
To evaluate the shape complexity for the
total landscape.

Shannon’s diversity index (SHDI) SHDI = − m
∑

i=1
Pilog2Pi

Level: L
To estimate the level of landscape diversity.
SHDI is somewhat more sensitive to rare
patch types than SIDI.

Simpson’s diversity index (SIDI) SIDI = 1 − m
∑

i=1
P2

i

Level: L
It is another popular diversity measure.
Compared with SHDI, the value of
Simpson’s index represents the probability
that any two pixels would be different
patch types.

Shannon’s evenness index (SHEI) SHEI = −∑m
i=1 Pilog2Pi
log2m

Level: L
To describe the even distribution among
patches. Evenness is the complement of
dominance of certain patch.

Simpson’s evenness index (SIEI) SIEI = 1−∑m
i=1 P2

i
1−( 1

m )
Level: L
Similar as SHEI.

Note: L: Landscape-level; C: Class-level; ni: patch number of landscape type i;A: total landscape area; aij: area of
patch ij; pij: perimeter of patch ij; m: number of patch types (classes); Pi: area proportion of patch type (class) i to
total landscape.

3. Results and Discussion

3.1. Edge Habitat Impacts of the High-Voltage Power Transmission Lines

Previous studies suggested that the edge effect distances along roads vary considerably from
several meters to several hundred meters [35,36]. For comparison, we analyzed the effect of HVPTLs
on edge habitat using 10 buffers with 30 m intervals (Figure 3). The introduction of the HVPTLs
to the forest landscape resulted in 0.9% (1052 ha) of the vegetation as a whole becoming HVPTL
edge habitat, assuming a 150 m depth-of-edge-influence, and 1.8% (2119 ha) assuming a 300 m
depth-of-edge-influence. Then, we calculated the proportion of each forest type in each buffer along
the edge habitat areas. This showed that the proportion of forests gradually increased with increasing
distance from HVPTLs for semi-natural forest (from 23.1 to 26.1%) and the non-forest land (from 3.7 to
6.5%). The proportion of the other forest types declined from 5.0 to 2.4% as the distance increased from
HVPTLs. The proportion of the forest plantation type decreased notably at first, then increased slightly
with increasing distance from the HVPTL. Bamboo forest showed an opposite trend to the plantation,
with an initial slight increase and then decreasing obviously with increased distance. As shown in
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Figure 3, among all the landscapes, the proportions of the forest plantation were the highest, accounting
for more than 50% of all the 10 HVPTL depths-of-edge. The proportions of the semi-natural forest
ranked second among all the landscapes, accounting for 20 to 30% of all the 10 depths-of-edge of
the HVPTLs. The proportions of non-forest and other forest types were relatively low, accounting
for 2 to 7% of all 10 depths-of-edge of the HVPTLs. This effect showed that the forest plantations
and semi-natural forests were the habitat types that were most affected by HVPTLs in the study area.
The reason for this is that the study area is dominated by forests, accounting for more than 80% of
the total land area, and the plantations (i.e., forest plantations) are the main components of the forest
landscape (Figure 2).

Figure 3. Percentage of each landscape type at the edge of high-voltage power transmission lines
(HVPTLs) in 2016.

Using GIS to calculate the area of various forest landscapes (Figure 2), the proportions of forest
plantations, semi-natural forests, bamboo forests, other forests, and non-forest lands were 36.6, 19.6,
23.5, 2.83, and 17.5%, respectively. The proportion of forest plantation in the HVPTL corridor was
significantly higher than in the entire study area. This indicates that the forest plantation was the
most affected landscape type during and after the construction of HVPTL, whereas bamboo forests
and non-forest lands were less affected by the construction of HVPTL. This is in line with a previous
finding, which indicated that power lines inevitably cross more forests with the rapid development
of the network grid [3]. This, in turn, increases forest fragmentation to a certain degree [7]. This is
discussed in the next section.

3.2. Effects of HVPTL on Forest Landscape Fragmentation

Combining the HVPTLs with the forest landscape map of 2016 showed the effects of HVPTLs
on the structure of the forest landscape by introducing landscape metrics at both the landscape and
class levels (Figures 4 and 5). The introduction of HVPTLs to the 2016 landscape increased the number
and proportion of patches by 1.610 and 1.9%, respectively, and decreased the largest patch index
by 2.297 and 20.8%, respectively (Figure 4). Mean patch area decreased by 0.271 and 2.0%, and the
area-weighted mean shape index decreased from 12.135 to 9.896, with a decreasing ratio of 18.5%
(Figure 4). These measures indicate that HVPTL causes an overall degree of fragmentation in the forest
landscape. However, little effect of HVPTLs was observed on the diversity (i.e., SHDI and SIDI) and
dominance (i.e., SHEI and SIEI) of the landscape, which means there is no significant difference in the
overall heterogeneity of the landscapes with and without HVPTL.
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Figure 4. Landscape-level measurements with and without HVPTLs.

Figure 5. Landscape patch-class level measurements with and without HVPTLs. NF: semi-natural
forest; FP: forest plantation; BF: bamboo forest; OF: other forest; NOF: non-forest.

Concerning the HVPTL effects of fragmentation on each landscape type, Figure 5 shows that
the class-level measurements indicated a clear pattern of fragmentation caused by HVPTLs in each
landscape. This is illustrated by the increase in the PD and decrease in the MA, LPI, and MESH. In all
landscape types, forest plantation and non-forest land were most affected by HVPTL construction,
with the values of LPI decreasing by 44.1 and 20.8%, respectively, and the values of MESH decreasing
by 44.2 and 32.2%, respectively.

Even though the overall landscape diversity has not been strongly affected by HVPTL construction,
subtler habitat fragmentations may have a significant impact on the conservation of sensitive interior
forest species [37]. For example, the implications of decreasing MA and MESH, combined with the
aforementioned area-of-edge-influence, manifest largely in the reduction of the amount of interior
habitat in forest plantations available for sensitive interior species. The corridors created by the
HVPTLs can increase human disturbances of the sensitive interior species. Notably, the most affected
habitat type—forest plantation—has a relatively low species richness in the study area.

3.3. Effects of HVPTL on Vegetation Growth Dynamics

To observe the effects of HVPTLs (both lines and pylons) on NDVI, we delimited 10 buffer zones
from high voltage lines and pylons to 30 m away (Figures 6–9).
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Figure 6. Normalized difference vegetation index (NDVI) value varies with buffer gradient based on
data from 2016.

Figure 7. Spatial distribution of NDVI at the edge of HVPTL pylons in 2016: (a) The distribution of the
original value of NDVI; (b) overall distribution of the average value of NDVI in each buffer zone; and
(c) the average value of NDVI in each buffer zone of the extracted location.

Figure 8. Spatial distribution of NDVI at the edge of HVPTL lines in 2016: (a) The distribution of the
original value of NDVI; (b) the overall distribution of the average value of NDVI in each buffer zone;
and (c) the average value of NDVI in each buffer zone of the extracted location.
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Figure 9. NDVI growth during 2007–2016 varies with the buffer width.

Figures 6–8 show a similar trend between the pylons’ and the lines’ effects, with an obviously
increasing trend in the NDVI value with increasing distance from the HVPTLs. The difference between
the two curves is that the NDVI value in the line reached a smooth level 90 m away, whereas the
NDVI value for the pylons reached a smooth level 150 m away. The NDVI values for the lines were
significantly higher than those for the pylons before reaching a plateau. Then, their values were similar
after reaching the peak. Simultaneously, we analyzed the NDVI growth in the corridors (i.e., buffer
zones) of HVPTLs, which revealed that NDVI showed different degrees of increasing trends in different
buffer zones (Figure 9). However, the trend in NDVI growth varied in different buffers, with the NDVI
growing slower near HVPTLs. NDVI growth tended to be stable 60 m from the HVPTL lines, whereas
they became stable at 90 m from HVPTL pylons. These results reveal that pylons have a much greater
impact on NDVI and its value than the high-voltage lines, regardless of the magnitude or range of
the influence.

The reasons for the above effects of HVPTLs on NDVI are as follows: (1) The construction of
HVPTLs is the primary driving factor that induces a temporary reduction in NDVI and its growth in the
corridors. According to the regulations of the State Grid of China on environmental management [6],
the vegetation along the HVPTL corridors (within 50 to 100 m) is usually cleared every two or
three years. This was verified using the results of this study, which show that the NDVI within
the 50–90 m buffer zone is significantly lower than in the farther regions, and the NDVI growth
within the 60–90 m buffer zone is significantly lower than in the farther buffers. (2) In contrast
with the irregular edges created by natural disturbances (e.g., fire and windthrow)—where there
is progressive vegetation recovery, especially in the subtropical region (i.e., this study area) with
sufficient hydrothermal conditions—HVPTL corridors tend to exist long-term and suffer from frequent
disturbances, e.g., vegetation clearance every two to three years. (3) The forest edge experiences
microclimatic changes, including increased evaporation, increased temperature, solar radiation
enhancement, and soil moisture reduction [38]. (4) Some previous findings indicated that the strong
electric fields generated from power lines impact human health [11], whereas others have revealed that
the electric field may not be a disturbance for wild ungulates [16]. Though there are many applications
of satellite imagery for vegetation growth near power lines [18], whether high-voltage magnetic fields
and their electric fields affect NDVI is still unclear and requires further research.

4. Conclusions

To minimize the potentially negative effects on vegetation and closely associated wildfire, further
knowledge on the impact of HVPTLs on vegetation and forests is required. To this end, taking one of
the areas with the highest forest coverage in China as a case (the upper reaches of the Minjiang River
in Fujian Province), we quantitatively analyzed the effect of HVPTLs on forest landscape patterns and
vegetation growth using Landsat images and forest inventory datasets.
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The results revealed that 1.8% of the vegetation as a whole becomes edge habitat, assuming
a 300 m depth-of-edge-influence by HVPTLs. Forest plantations were substantially more exposed to
HVPTLs compared with semi-natural forests, bamboo forests, and other forests.

Habitat fragmentation was the main HVPTL effect; this was highlighted by the increase in
patch density and decrease in MA, LPI, and MESH. In all the landscape types, forest plantations and
non-forest land were most affected by HVPTLs, with the values of LPI decreasing by 44.1 and 20.8%,
respectively, and the values of MESH decreasing by 44.2 and 32.2%, respectively.

Finally, we found that NDVI values increased with increasing distance from HVPTLs in 2016 and
that NDVI growth increased from 2007 to 2016 with increasing distance from HVPTLs. Concerning the
NDVI in 2016, the NDVI value for HVPTL plateaued at 90 m from the HVPTLs, whereas the NDVI
value for the pylons plateaued at 150 m from HVPTLs. From 2007 to 2016, NDVI growth tended to
stabilize 60 m from the HVPTL and 90 m from the pylons. This indicates that the pylons have a much
greater impact on NDVI and its growth than the lines.

We provide strong evidence that HVPTLs occupy a considerable proportion of forest land,
which can have a potentially detrimental impact not only on wildlife habitats but also on wildfire
management. Quantitative remote sensing methods combined with ordinary GIS software enables
analyses to be easily and quickly replicated. These analyses could provide decision support for
vegetation protection, restoration, and wildfire management after the construction of HVPTLs.
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Abstract: Forest canopy height is an important parameter for studying biodiversity and the carbon
cycle. A variety of techniques for mapping forest height using remote sensing data have been
successfully developed in recent years. However, the demands for forest height mapping in practical
applications are often not met, due to the lack of corresponding remote sensing data. In such cases,
it would be useful to exploit the latest, cheaper datasets and combine them with free datasets for the
mapping of forest canopy height. In this study, we proposed a method that combined ZiYuan-3 (ZY-3)
stereo images, Shuttle Radar Topography Mission global 1 arc second data (SRTMGL1), and Landsat
8 Operational Land Imager (OLI) surface reflectance data. The method consisted of three procedures:
First, we extracted a digital surface model (DSM) from the ZY-3, using photogrammetry methods
and subtracted the SRTMGL1 to obtain a crude canopy height model (CHM). Second, we refined the
crude CHM and correlated it with the topographically corrected Landsat 8 surface reflectance data,
the vegetation indices, and the forest types through a Random Forest model. Third, we extrapolated
the model to the entire study area covered by the Landsat data, and obtained a wall-to-wall forest
canopy height product with 30 m × 30 m spatial resolution. The performance of the model was
evaluated by the Random Forest’s out-of-bag estimation, which yielded a coefficient of determination
(R2) of 0.53 and a root mean square error (RMSE) of 3.28 m. We validated the predicted forest canopy
height using the mean forest height measured in the field survey plots. The validation result showed
an R2 of 0.62 and a RMSE of 2.64 m.

Keywords: forest canopy height; ZiYuan-3 stereo images; SRTMGL1; digital photogrammetry;
Landsat 8; mountainous areas

1. Introduction

Forest canopy height refers to the mean height of the top surface of a forest’s canopy. It is useful
in studying biodiversity and the carbon cycle. Many studies have mapped forest canopy height using
remote sensing data [1–9]. The majority of these are based on the light detection and ranging (LiDAR),
synthetic aperture radar (SAR) or digital photogrammetry (DP) techniques [5,8,10].

Researchers have demonstrated the feasibility of airborne laser scanning (ALS) in mapping forest
canopy height under various conditions [10–12]. The Geoscience Laser Altimeter System (GLAS)
onboard NASA’s Ice, Cloud, and land Elevation Satellite (ICESat) produced the most commonly used
spaceborne LiDAR data, which can also be used to map forest height [13]. Researchers also mapped
forest height by combining the LiDAR and auxiliary data, such as the meteorological data and the
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Moderate Resolution Imaging Spectroradiometer (MODIS) data [2,3,14–16]. The SAR is well known
for its high temporal resolution, because it is less affected by weather and illumination conditions [17].
The SAR-based techniques for forest canopy height mapping include radargrammetry, interferometry
SAR (InSAR), and polarimetric interferometric SAR (PolInSAR). The radargrammetry is based on
SAR stereo images [5,18,19]. The InSAR is based on the phase differences between two complex SAR
images [6,20]. The PolInSAR includes phase difference methods and the model-based methods, which
rely on the complex coherent coefficient model [7,21]. In these methods, the TerraSAR-X (X-band),
Radarsat-2 (C-band), and ALOS-2 (L-band) are commonly used SAR data sources. It is expected that
the techniques for mapping forest canopy height using the LiDAR and SAR will be further developed
when data from the ICESat-2 [22], the GEDI [23], the Biomass (P-band) (due for launch in 2021) [24],
and the Tandem-L (L-band) (due for launch in 2022) [25] missions become available. The airborne
DP systems have a large field of view, high cruising altitude, fast data acquisition speed, and easy
flight planning [26]. The spaceborne DP systems can perform continuous and repetitive observations.
Several spaceborne systems, such as the WorldView series, provide sub-meter resolution stereo images
from which high-quality digital surface models (DSM) can be extracted [27]. Since the DSM represents
the surface of the earth, including vegetation, buildings and other man-made features, extracting
canopy height requires a digital terrain model (DTM) that provides the bare earth elevation (another
term that needs to be distinguished here is the digital elevation model or DEM, which is a generic
term that can refer to either a DSM or DTM). In recent years, some studies have mapped forest canopy
height using airborne or spaceborne ultra-high spatial resolution (finer than 1 m × 1 m) stereo images
and the ALS-derived DTM data [9,28–32].

Existing techniques provide a variety of means for mapping forest height. The ALS is probably
the most promising and mature technique. However, the demands for forest canopy height mapping in
practical applications are often not met. Because the data needed in the existing techniques (e.g., LiDAR
or SAR data) may not be available when it comes to a given study area. The lack of data demonstrates
the necessity of making full use of the free datasets, exploiting the latest, cheaper datasets, and
combining them with models for forest height mapping. In this study, we used the ZiYuan-3 (ZY-3)
stereo images to derive the DSM and the Shuttle Radar Topography Mission global 1 arc second
data (SRTMGL1) as the DTM. We correlated the extracted canopy height model (CHM) with the
Landsat data through a regression model and obtained a wall-to-wall forest canopy height product
after extrapolation.

2. Study Area

Our study area is located in the Yangtze River Basin, upstream from the Three Gorges Dam in
Hubei Province, Central China (30◦13’40”–31◦34’32” N, 110◦4’54”–111◦39’11” E) (Figure 1). This is
a transitional zone between the mountains and plains with a total area of 11,339.70 km2. The region
is ecologically fragile and dominated by forest ecosystems. It is an important area for ecological
protection and biodiversity conservation. The region’s ecological significance is the main reason
we chose it as our study area. Due to the completion of the Three Gorges Reservoir, the changes
in the ecological environment in this region have received considerable attention in the last decade.
We expect that the forest canopy height product obtained in this study will serve as a reference for
related future studies.
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Figure 1. Location of the study area.

The study area we selected is mountainous and the terrain is complex. The altitude ranges
from 3 m to 2995 m (Figure 2). The ground slope is between 0◦ and 77◦, with an average of 23.40◦.
The dominant communities include Pinus massoniana Lamb. forest, Cunninghamia lanceolate (Lamb.)
Hook. forest, Quercus variabilis Blume forest, Cyclobalanopsis glauca (Thunb.) Oerst. forest and Pinus
armandii Franch. forest. The main vegetation types are coniferous forest, evergreen broad-leaved forest,
evergreen and deciduous broad-leaved mixed forest, deciduous broad-leaved forest, coniferous and
broad-leaved mixed forest, and shrub [33].

Figure 2. Elevation (SRTMGL1) of the study area.

3. Data

3.1. ZY-3 Data

The ZY-3 satellite, launched on 9 January 2012, is China’s first civilian stereo mapping
satellite. It carries one multi-spectral sensor, and three panchromatic sensors pointing forward,
backward, and nadir directions, respectively. All three panchromatic sensors have spectral ranges of
0.50 μm–0.80 μm. The forward and backward sensors have resolutions of 3.5 m × 3.5 m, while the
nadir sensor has a resolution of 2.1 m × 2.1 m. The angle between the nadir sensor and the other two
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sensors is 23.5◦. The multi-spectral sensor consists of four channels: Blue (0.45 μm–0.52 μm), green
(0.52 μm–0.59 μm), red (0.63 μm–0.69 μm), and near infrared (0.77 μm–0.89 μm), with resolutions of
5.8 m × 5.8 m. The positioning error of the ZY-3 is less than 4 m and the height measurement error is
less than 3 m if the ground control points (GCPs) are available [34–36]. The ground swath is about
50 km × 50 km and the digitalizing bit is 10 bits [37]. The ZY-3 data used in this study were acquired
on 8 October 2014, during the leaf-on season. We ordered the data from the website of the China
Centre for Resources Satellite Data and Application (CRESDA, http://www.cresda.com/CN/). As the
forward view image contained more mountain shadows, we only used the backward and nadir view
panchromatic images to extract the DSM. We used the multi-spectral image to classify the land-cover
and extract forest areas.

3.2. SRTMGL1 Data

The Shuttle Radar Topography Mission (SRTM) data were collected from 11 February 2000 to
22 February 2000, with a radar interferometry system [38–42]. The SRTMGL1 data for China have been
available since July 2015 [43]. The spatial resolution of this data is about 30 m × 30 m in the study
area. Elevation values are stored as 16-bit signed integers in the HGT files. The vertical accuracy of
SRTMGL1 in Hubei Province ranges from 1.9 m to 18.6 m, with higher accuracy in flatter areas. In this
study, we relied on the SRTMGL1 to determine the elevation of the GCPs and used it as the DTM to
calculate the slope and aspect. We downloaded SRTMGL1 Version 3 product from NASA’s website
(https://earthdata.nasa.gov/). This is a void-filled version, with fill value information included in the
ancillary NUM files.

We also used the SRTMGL1 as the DTM to extract the crude CHM in this study. The penetration
capability of the SRTM C-radar was one of the main reasons for this choice. There are also several
other near-global terrain data available [43]. The ASTER Global Digital Elevation Model (GDEM) and
ALOS World 3D-30 m DEM (AW3D30) are based on optical stereo images from multiple periods and
cannot penetrate the forest, in principle. The terrain data produced by the TerraSAR-X add-on for
Digital Elevation Measurements (TanDEM-X) mission are also DSMs because the X-band radar beam
can hardly penetrate the canopy [44,45]. It was reported that the phase center of the SRTM C-radar
is located above the ground in many cases, but specific analysis is required. Forest height, structure,
and density all influence penetration depth. Studies have shown that the SRTM radar phase center can
still reach the land surface if the forest height is relatively low (e.g., less than 30 m, as was the case in
our study area) [39,46]. In addition, the SRTM radar beam should penetrate deeper in leaf-off seasons
(i.e., February 11 to February 22, 2000), because during these times, the bare land surface is visible even
in optical images. If the phase center is close to the land surface, or the penetration depth increases as
the height of the forest increases, using the SRTMGL1 as a DTM remains worthwhile.

3.3. Landsat 8 OLI Surface Reflectance Data

The Landsat 8 Operational Land Imager (OLI) surface reflectance product is derived from
the Landsat 8 Level-1 precision and terrain corrected product (L1TP), using the Landsat 8 Surface
Reflectance Code (LaSRC) algorithm [47]. The acquisition date of the Landsat 8 data used in this
study is 15 September 2013. We used them for the land-cover classification, principal component
analysis (PCA), image segmentation, and to calculate the vegetation indices as well as to predict the
forest canopy height. We also collected the Landsat 8 data acquired in the non-growing season to
help with the classification of forest types. The acquisition date of the non-growing season data is
21 January 2014. We obtained these data from NASA’s website (https://earthdata.nasa.gov/). The
images acquired in 2013 were contaminated by a few clouds and haze on the southwestern and eastern
edges of the study area (Figure 14). The effects of haze were mitigated by the LaSRC algorithm.
The clouds were masked using the Level-2 Pixel Quality Assurance band in the Landsat 8 surface
reflectance product. The cloud flags in the Level-2 Pixel Quality Assurance band were derived from
the Function of Mask (Fmask) algorithm, with the high-confidence cloud pixels dilated [47,48]. A few
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remaining cloud pixels were eliminated after the land-cover classification. The images acquired in
2014 were cloudless but contained more mountain shadows. The shadows in the images were also
masked after the land-cover classification.

3.4. Field Data

We obtained field survey data from the forestry administration. The survey plots were set near
the coordinate grid nodes on topographic maps and were located in intact forests. The plots are square
or rectangular and cover an area of 0.667 hectares. Field measurements were undertaken in the leaf-off
season of 2013. The diameter at breast height (DBH) of all the trees with a DBH greater than 5 cm in
each plot was recorded. Then, three to five trees, with a DBH close to the average, were selected and
their heights were derived from angle and distance measurements. Angles were measured using a
mechanical clinometer. Distances were measured using a laser range finder. The average height of the
selected trees was recorded as the mean height of the forest. The measured mean forest height was
used to validate the predicted forest canopy height of this study.

4. Methods

Figure 3 displays a flow chart of the methods we used in this study. These methods can be
divided into four sections. First, we derived a DSM from the ZY-3 stereo images and subtracted the
SRTMGL1 to obtain a crude CHM. We then applied a series of refining measures to the crude CHM,
including the masking of non-forest areas using land-cover classification results obtained from the
ZY-3 multi-spectral image. Second, we correlated the refined CHM with the topographically corrected
Landsat 8 surface reflectance data, the vegetation indices, and the forest types using a Random Forest
regression model. Third, we extrapolated the model to the entire study area covered by the Landsat 8
data. Finally, we compared our predicted forest canopy height with the mean forest height measured
in the field survey plots.

4.1. Extraction and Refinement of Crude CHM

We extracted the DSM from the ZY-3 stereo images using the OrthoEngine module of the PCI
Geomatica software (PCI Geomatics Enterprises, Inc., Canada). The backward view image was
automatically re-sampled to the same resolution as the nadir view image. The module uses the
polynomial coefficients, GCPs, and tie points to compute a math model that relates the rows and
columns of the matching pixels with ground coordinates and elevations. The polynomial coefficients
are provided in the rational polynomial coefficients (RPC) files distributed with the ZY-3 data. We set
forty-nine GCPs manually in the vegetation-free areas referencing the ZY-3 multi-spectral image,
ESRI’s online World Imagery, and Google Earth (Figure 4). The elevation of the GCPs was derived
from the SRTMGL1 to minimize the elevation differences between the ZY-3 DSM and SRTMGL1.
We collected a total of 208 tie points interactively in the nadir and backward view images. We set the
sampling distance of the output DSM to 2 m × 2 m, to avoid the loss of accuracy.
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Figure 4. The GCPs and ZY-3 multi-spectral image. We set 49 GCPs manually in the vegetation-free
areas and derived the elevation of the GCPs from the SRTMGL1.

The extracted ZY-3 DSM can only represent the elevation of the upper surface of the forest canopy.
We used bi-linear interpolated 2 m × 2 m resolution SRTMGL1 data as the DTM and subtracted it
from the 2 m × 2 m resolution ZY-3 DSM to obtain a crude CHM (Figure 5). We had removed the filled
values from the SRTMGL1 in advance according to the auxiliary NUM files.

Figure 5. The crude canopy height model (CHM) extracted from the ZY-3 DSM and SRTMGL1.

In the crude CHM, forests with canopy heights larger than 15 m are mostly concentrated in the
north and mid-west. This corresponds to the locations of protected areas and scenic spots. Subgraphs
(b) and (f), (c) and (g), and (d) and (h) in Figure 6 show the vertical information of different surface
objects, such as forest patches and new houses.

Rising water levels after the 2009 completion of the Three Gorges Dam are responsible for the
extracted CHM above the Yangtze River. We also found numerous erroneous values in rugged places,
especially on the left and right edges of the ZY-3 coverage, which could come from shadows and
steep terrain. As Figure 6e shows, both the CHM values above 45 m (the red areas) and below −15 m
(the black areas), were erroneous. They correspond to the areas with shadows and steep terrain in
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Figure 6a. In addition, resolution differences could also cause errors, which would be mentioned later.
The erroneous values in the crude CHM highlighted the need for data refining.

(a) (b) (c) (d) 

(e) (f) (g) (h) 

Figure 6. The ZY-3 nadir view images and the corresponding crude CHMs. The crude CHM’s legend
is the same as Figure 5’s. Subgraphs (a) and (e) show the impact of shadows and steep terrain, with the
positive error labelled in red and the negative error labelled in black. (b) and (f), (c) and (g), and (d)
and (h) show the vertical information of different surface objects.

We refined the crude CHM through a series of measures. First, the areas with poor correlation
between stereo images were excluded. We achieved this by masking pixels with scores equal to zero.
The score layer was generated during the DSM extraction process. Pixels with scores equal to zero
are places where the matching between the stereo images failed, and their values were filled based
on the surrounding values. Since they were not calculated from the geometric model, they needed to
be excluded.

Second, we ortho-rectified the multi-spectral image, acquired simultaneously with the stereo
images using the ZY-3 DSM. We then radiometrically corrected it, based on the calibration parameters
downloaded from the CRESDA (http://www.cresda.com/CN/). Next, we used the maximum
likelihood supervised classification method to classify the multi-spectral image into five categories.
Training samples were selected in Google Earth. The number of samples for forest, water body, shadow,
farmland, and bare surface were 80, 20, 50, 95, and 90, respectively. After the classification, only the
CHM pixels in forest areas were preserved. Third, we averaged the 2 m × 2 m resolution CHM pixels
into 30 m × 30 m to align with the pixels of the Landsat. In the process of averaging, we removed
the areas with pixel counts less than 5, or standard deviations larger than 1/3 of the mean values
in each 30 m × 30 m cell, which correspond to the regions with poor uniformity. These regions are
susceptible to the averaging operation. A total of 61.85% of the averaged CHM pixels were excluded
in this way. Fourth, we eliminated 2.80% of CHM pixels, with values less than 0 m or larger than 30 m.
This threshold was determined based on the information provided by the forestry department. Few
forests in this region have mean canopy heights greater than 30 m. Therefore, canopy heights greater
than 30 m are more likely to represent abnormal values.

Fifth, the ZY-3 DSM has a finer resolution and contains more topographical details such as hills
and depressions than the SRTMGL1. This means that when we subtracted the SRTMGL1 from the
ZY-3 DSM, these topographical details would be transferred to the crude CHM and mix with the
forest canopy heights. To solve this problem, we used the slope difference layer between the ZY-3
DSM and the SRTMGL1 as a mask. In order to rule out the undulations on the canopy surface,
we averaged the ZY-3 DSM to the same resolution as the SRTMGL1 before calculating the slopes and
their differences. As Figure 7 shows, we only preserved the CHM pixels with slope differences less
than 4.5◦. We relied on visual inspections referencing the stereoscopic display of the terrain data to
select the slope difference threshold. We found that the areas being masked increased sharply as the
threshold decreased. The 4.5◦ threshold was a compromise option to minimize the interferences from
terrain, while retaining enough samples. The masked parts correspond to the rugged areas where the
CHM is abnormal. A total of 17.85% of the CHM pixels were excluded in this step.
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    (a)       (b)        (c) 

Figure 7. The slope difference mask. Subgraph (a) shows the ZY-3 multi-spectral image of the
demonstration area. Subgraph (b) shows the crude CHM that was contaminated by terrain fluctuations
(the legend is the same as Figure 5’s). Subgraph (c) shows the slope difference mask. We only
preserved the areas with slope differences less than 4.5◦ (displayed in white). The 4.5◦ threshold was a
compromise option to minimize the interferences from terrain, while retaining enough samples.

Sixth, to further reduce the impact of the terrain, the CHM pixels with slopes larger than 7.5◦

were removed, accounting for 16.96% of all CHM pixels. This threshold was also a compromise option
to suppress terrain interference while maintaining sufficient CHM pixels. In addition, we referenced
the filtering methods of the GLAS data in mountainous areas. In those cases, the slope threshold was
set to 5◦ to 7◦ [3,49].

4.2. Preparation of Landsat Data

We used the Level-2 Pixel Quality Assurance band in the Landsat 8 surface reflectance product,
in order to assess the per-pixel quality. In each scene, only the pixels flagged as clear land pixels
were preserved. We then classified the clear land pixels using the maximum likelihood supervised
classification method. Training samples were selected in Google Earth. The number of samples for
forest, water body, shadow, cloud, farmland, and bare surface were 200, 45, 120, 30, 52, and 150,
respectively. We only used the pixels classified as forest in the subsequent processing and modeling.

We applied the C-correction [50] to correct the effects of illumination and terrain on surface
reflectance. It can be calculated as follows:

cos(i) = cos(sz) × cos(sl) + sin(sz) × sin(sl) × cos(az − as) (1)

ρλ,t = bλ + mλ × cos(i) (2)

cλ = bλ / mλ (3)

ρλ,n = ρλ,t × (cos(sz) + cλ) / (cos(i) + cλ) (4)

where cos(i) is the cosine of the solar incidence angle, sz is solar zenith angle, sl is slope, az is solar
azimuth angle, as is aspect, ρλ,t is the spectral reflectance influenced by topography, bλ and mλ

are intercept and slope of the linear regression model between ρλ,t and cos(i). cλ is the empirical
parameter calculated separately for each spectral band λ. ρλ,n is the topographically corrected spectral
reflectance. The slope and aspect data used in Equation (1) were derived from the SRTMGL1. The
solar azimuth and zenith data used in Equation (1) and Equation (2) were provided in the Landsat
surface reflectance product.

Next, we calculated the following four vegetation indices: The normalized difference vegetation
index (NDVI), the enhanced vegetation index (EVI), the soil adjusted vegetation index (SAVI), and the
modified soil adjusted vegetation index (MSAVI).

We classified the pixels of the forest area into different forest types. The classification of forest
types was based on four vegetation index layers derived from the topographically corrected Landsat 8
non-growing season scenes (acquired on January 21, 2014). Again, in this case, we used the maximum
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likelihood supervised classification method. A total of 100 training samples of deciduous forest,
and 100 training samples of evergreen forest, were selected by referencing multi-temporal high
spatial resolution images from Google Earth. We also performed a forest type classification based on
the reflectance bands and NDVI of the topographically corrected Landsat 8 growing season scenes
(acquired on September 15, 2013), using the same set of training samples. This was used to fill the void
areas caused by shadows in the non-growing season classification result.

We performed PCA on seven reflectance bands and four vegetation indices of the Landsat data.
The first and second principal components contributed 93.22% of the accumulative eigenvalue. They
were stacked with the forest type layer to serve as the input data of the multi-resolution segmentation.
We used the eCognition Developer software (Trimble Germany GmbH, Germany) to implement the
multi-resolution segmentation. Then, we calculated the average slope in each segment based on the
slope layer derived from the SRTMGL1. The segments with average slopes of no more than 7.5◦ were
selected to clip the CHM layer. This threshold was also determined by experiments to suppress terrain
interferences, while retaining sufficient CHM pixels. A total of 0.5% CHM pixels were excluded in
this way. Finally, after excluding a total of 99.96% of crude CHM pixels, we obtained the refined CHM
samples for use in subsequent modeling.

4.3. Random Forest Modeling and Extrapolation

Statistical modeling and extrapolation were used in this study for two reasons. First, because we
discarded most of the crude CHM pixels during the refining process, the refined CHM samples might
be very sparse. Thus, we needed to use the statistical model to obtain a wall-to-wall forest canopy
height map. Second, the coverage of the study area is much larger than that of the ZY-3. The use of a
statistical model is more economically efficient. It will reduce the dependence on the abundance of the
ZY-3 data and increase the update frequency of the forest canopy height product.

Random Forest [51] is an ensemble of unpruned decision trees, induced from bootstrap samples.
Each tree is grown with randomized subsets of variables and functions by recursively partitioning
the dependent variable into less varying subsets. A prediction is made by averaging the predictions
of the ensemble. It is robust to noise and has good generalization ability. We employed the Random
Forest algorithm to correlate the refined CHM with the topographically corrected Landsat 8 surface
reflectance data, the vegetation indices, and the forest types. The SAVI and MSAVI were not used in the
regression model as they showed strong correlations with the NDVI and EVI. All the 10 predictor layers
(seven reflectance layers, two vegetation index layers, and a forest type layer) were clipped to the ZY-3
coverage. The Random Forest’s built-in out-of-bag estimation was used to evaluate the performance
of the model. There are two important parameters can be used to tune the model. The mtry is the
number of variables tried at each split. The ntree is the number of decision trees. We determined
these parameters by experiments. The values that produced the best out-of-bag estimation result were
selected. The mtry was set to 4, and the ntree was set to 200 after the experiments. Variable importance
was evaluated by the percentage increase in the mean squared error (%IncMSE) and the increase in
node purity (IncNodePurity). The %IncMSE is the increase of mean squared error after randomly
permuting the values of the variable, averaged over all trees and normalized by the standard deviation
of the differences. The IncNodePurity is calculated by adding up the decreases of residual sum of
squares when the variable splits nodes, calculated over all trees.

We used the random Forest package in R environment (R Development Core Team,
http://www.R-project.org) to implement the Random Forest algorithm. We extrapolated the
regression model to the entire study area to obtain a wall-to-wall forest canopy height product. The
predicted forest canopy height was independently validated using the mean forest height measured in
the field survey plots.
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5. Results and Discussion

5.1. Refined CHM Samples

Figure 8 shows the refined CHM samples. Most of the samples were located in the relatively flat
areas between the mountains. Some were at the tops of the mountains. The number of samples was
1,020. Their mean was 9.55 m, close to the reference mean forest height of 8.59 m provided by the
forestry department for this area. The spatial resolution of the refined CHM samples was 30 m × 30 m.

Figure 8. Refined CHM samples on the elevation layer.

5.2. Forest Type Classification

Figure 9 shows the forest type classification result. To evaluate the classification accuracy,
we randomly set 500 points in the study area and used manual interpretation in Google Earth to
determine the reference categories for each point.

The number of points used for assessing the accuracy of classification was determined based
on a balance between what was statistically sound and what was practically attainable. Congalton
proposed an empirical minimum number of points of 50–100 for each category. He also pointed out
that this number should be adjusted according to the relative importance and the inherent variability
of each category [52]. In our case, a total of 321 points fell into the deciduous forest areas, 143 points fell
into the evergreen forest areas, and 36 points fell into the non-forest areas. Non-forest areas (accounting
for 7.27% of the total area) got relatively less points. But this was acceptable, since they were mainly
composed of waters with small variabilities and were less important relative to forests. At the same
time, the workload of manually interpreting 500 points remained attainable.

The confusion matrix showed producer accuracy values of 0.62, 0.94, and 0.78 for non-forest area,
deciduous forest, and evergreen forest, respectively. The user accuracy values were 0.89, 0.84, and 0.87,
respectively. The total accuracy was 0.86 and the kappa coefficient was 0.73.

It was found that the deciduous forests were widely distributed throughout the study area. They
covered a total area of 7,275.02 km2 and had an average distribution-altitude of 923 m. The evergreen
forests showed a clustered distribution. They covered a total area of 3,240.54 km2 and had an average
distribution-altitude of 917 m.
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Figure 9. Classification result of forest types.

5.3. PCA and Multi-resolution Segmentation

Figure 10 shows a piece of the composited layer of the first principal component (PC1), the second
principal component (PC2), and the forest type. The red channel represents PC1, the green channel
represents PC2, and the blue channel represents forest type.

Figure 10. A piece of the composited layer of the first principal component (PC1), the second principal
component (PC2), and the forest type. We performed multi-resolution segmentation, based on the
composited layer.

We performed multi-resolution segmentation based on the composited layer. Segmentation
parameters were set interactively to ensure that different forest types were separated and the segment
size was about 1 km. Finally, we obtained 357,628 segments with a mean area of 3.17 hectares.

5.4. 30 m × 30 m Resolution Forest Canopy Height Mapping

As Figure 11 shows, band5 (Near infrared band) and band3 (Green band) were the most important
variables in the Random Forest model. Band5 had the highest %IncMSE (18.84%) and band3 had the
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most significant impact on the IncNodePurity. Band1 (Coastal/Aerosol band) and band4 (Red band)
also had relatively high levels of %IncMSE, and IncNodePurity, respectively.

The importance of bands 3 (0.53 μm–0.59 μm) and 5 (0.85 μm–0.88 μm) have a bio-physical
basis. Band3 is related to chlorophyll. A more intense reflectance in this band usually corresponds
to younger forests and therefore, corresponds to a lower canopy height. Band5 is associated with
biomass, and biomass is highly correlated with forest canopy height. Therefore, we suggest that they
deserve closer attention in future research. If studies use multi-spectral data, other than Landsat, they
should make the existence of these two bands a prerequisite.

Figure 11. Variable importance of the Random Forest model.

We performed a piecewise averaging of all samples to reveal the relationships between predictor
variables and refined CHM (Appendix A). It was found that, with the increase of the refined CHM,
the reflectance of all bands showed a downward trend, and the NDVI and EVI showed upward trends.
Evergreen forests usually accounted for larger proportions in the groups with higher refined CHMs.
We used out-of-bag estimation to evaluate the Random Forest regression model. The canopy height
of each sample was predicted, based on about 1/3 of the regression trees. The estimation showed a
coefficient of determination (R2) of 0.53 and a root mean square error (RMSE) of 3.28 m (Figure 12).

Figure 12. Out-of-bag estimation of the Random Forest model.

Figure 13 shows the predicted forest canopy height, which was related to the forest type to some
extent. For example, two areas, one northeast of the Three Gorges Dam and the other east of the study
area, had relatively large canopy heights and both of them were evergreen coniferous forest areas.
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Figure 13. Forest canopy height predicted by the Random Forest model.

The predicted forest canopy height also responded to altitude. In high mountain areas, forest
canopy heights gradually decreased as the altitude rose, forming sunken patches centered on the
mountain peaks. Some alpine regions in the northwest corner (red areas in Figure 2) of the study
area are covered with snow for months every year and the forest canopy heights in these areas were
also low.

The study area has long been a region with frequent human activity. Except for some planted
forests on the hillsides, orchards and tea trees dominate the areas below the altitude of 800 m. The
predicted forest canopy height confirmed this. As Figure 13 shows, except for some planted forests in
the east, the forests located below the altitude of 800 m had lower canopy heights than other forests.
The spatial distributions of these forests were also fragmented. In contrast, forests in protected areas
and scenic spots had higher canopy heights and more continuous distributions.

Our methods produced three kinds of canopy heights: (1) The crude CHM had a resolution
of 2 m × 2 m and represented the heights of different positions on the canopy surface. (2) During
the refining process, we averaged the crude CHM in 30 m × 30 m cells. Thus, the refined CHM
had a resolution of 30 m × 30 m and could be regarded as a mean canopy height. (3) We used the
refined CHM as the target value in the Random Forest model, thus the predicted canopy height also
represented the mean canopy height.

5.5. Independent Validation of the Predicted Forest Canopy Height

Figure 14 shows the spatial distribution of the 20 field survey plots on the Landsat image. They
are distributed between 390 m and 1520 m above sea level, and their slopes range from 8◦ to 42◦. The
age of the forests surveyed is between 8 years and 48 years. The measured mean forest heights range
from 5.2 m to 15.2 m, with an average of 8.79 m. All the survey plots used for validation are occupied
by coniferous and broad-leaved mixed forests. Considering that the forest type classification in this
study was rough and the forest type did not play a significant role in the model (Figure 11), the survey
plots occupied by other forest types were not used.

Before validation, we averaged the predicted forest canopy height in a 4 × 4 pixel window around
the GPS position of each survey plot to reduce the effects of GPS positioning errors and the residuals of
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topographic correction. The validation result (Figure 15) showed an R2 of 0.62 and a RMSE of 4.66 m.
An offset of 6.5 m was observed. After compensating the offset, the RMSE dropped to 2.64 m.

Figure 14. Spatial distribution of the survey plots.

Figure 15. Independent validation of the predicted forest canopy height.

Two factors might be responsible for the offset in the validation. First, we used 49 GCPs set
in vegetation-free areas when extracting the ZY-3 DSM. Most of the GCPs were located on artificial
surfaces, such as roads and farmlands in valleys. Since the SRTMGL1 has a spatial resolution of
30 m × 30 m, the extracted elevation of GCPs might be affected by the surrounding hillsides and be
higher than the actual elevation. This might shift the ZY-3 DSM upwards, causing an over-estimation
of the CHM and, in turn, an over-estimation of the predicted forest canopy height. The second factor,
perhaps a more influential factor, might be the topographic correction. An insufficient topographic
correction would result in lower reflectance in shady slopes. This would also lead to an over-estimation
of the predicted forest canopy height, since the reflectance had negative correlation with canopy height,
as shown in Figure A1. Further studies may require more data, with higher spatial resolution and
vertical accuracy. In the future, we plan to apply this method to areas covered by ALS data for a
more comprehensive assessment. The ALS data can also be used to calibrate the possible offset of the
predicted forest canopy height.
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5.6. Limitations and Future Outlook

In the refining of the crude CHM, we excluded pixels from areas of moderate or high relief, which
is a limitation of this study. However, it was necessary for exploring the correlation between the
CHM and predictor variables, since the forest height information was overwhelmed by erroneous
values in many places. We believe that to remove this limitation, a more complicated and ingenious
method is needed to refine the crude CHM, which is the direction of our future research. In addition,
two assumptions guided the extrapolation of the model. First, we assumed that the topographic
correction effectively eliminated the effects of terrain and illumination on the reflectance. This meant
that the same object should have the same Landsat reflectance, regardless of the slope, aspect, and light
source direction. Second, we assumed that the forests with the same type and Landsat reflectance
would have the same canopy heights, no matter where they were. However, we had observed many
small-scale residuals from the topographic correction in the rugged areas. We also greatly simplified
the classification of forest types. These are issues that need to be addressed in future research.

The resolution difference between the ZY-3 DSM and SRTMGL1 had a significant impact on
the CHM. The ZY-3 DSM had a finer resolution and contained more topographical details than the
SRTMGL1. Although we interpolated the SRTMGL1 to 2 m × 2 m resolution before subtracting it
from the ZY-3 DSM, small-scale elevation changes on the ZY-3 DSM would still be transferred to the
crude CHM and mix with the forest canopy heights. The resolution of the DTM also limited the use
of other multi-spectral images with higher resolutions. It was used for the topographic correction of
multi-spectral image in mountainous areas, which had a direct impact on the model-predicted forest
canopy height. These problems indicated the importance of the DTM.

In the validation of the predicted forest canopy height, only 20 survey plots were used. This was
determined by the rough forest type classification and the lack of other validation data, such as LiDAR
in the study area. Our next work will attempt to conduct a more detailed forest type classification
by using multi-temporal or hyperspectral data. We also plan to apply this method to areas covered
by LiDAR data for a more comprehensive assessment. Researchers familiar with LiDAR, especially
airborne LiDAR, may not be satisfied with the accuracy of the proposed method. However, we would
like to clarify that our goal was to develop a complementary approach to existing techniques, and the
complex terrain in the study area was also a big challenge. The method is expected to achieve better
accuracy in areas where the composition of forests is simpler and the terrain is gentler. The results in
this study could be considered as a conservative assessment of the proposed method.

The use of the ZY-3 and SRTMGL1 data could facilitate the forest canopy height mapping over
large regions. The processing steps mentioned in this study were important for solving the problems
caused by the resolution differences between data, and for suppressing the interferences from rugged
terrain. In this study, the slope difference layer was very important. Multi-resolution segmentation
also played a significant role in refining the crude CHM. If we had not used the average slope of
segments as a criterion, the R2 of the out-of-bag estimation would not have exceeded 0.36, and the
RMSE would have been larger than 4 m.

6. Conclusions

This study explored the feasibility of mapping forest canopy height in a mountainous area
of Hubei Province, Central China using the China’s stereo mapping satellite ZiYuan-3 (ZY-3) data,
the Shuttle Radar Topography Mission global 1 arc second data (SRTMGL1), and the Landsat 8
Operational Land Imager (OLI) surface reflectance data. We found that the crude CHM, derived from
the ZY-3 and SRTMGL1, contained information on the heights of surface objects, but was contaminated
by many erroneous values. The slope difference and the average slope of segments criteria played
important roles in refining the crude CHM. The near infrared band and green band of the Landsat 8
data were the most important variables in the Random Forest model. The evaluation of the model
using out-of-bag estimation showed an R2 of 0.53 and a RMSE of 3.28 m. The predicted forest canopy
height responded to forest types, altitude, and human activity. We validated the predicted forest
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canopy height using the mean forest height measured in the field survey plots. The validation showed
an R2 of 0.62 and a RMSE of 2.64 m. It will be easy to combine the proposed method with other
techniques. For example, a DSM derived from the X-band SAR images through radargrammetry can
be used as a substitute for the ZY-3 DSM in this study. Combining the ZY-3 DSM, with a ALS-derived
DTM may improve the quality of the CHM, simplify the refining process and increase the number
of training samples. Forest heights derived from the spaceborne LiDAR data, that do not provide
full coverage, such as those from the ICESat-2 and GEDI missions, can be used as a substitute for the
refined CHM samples in this study to establish and extrapolate the regression model in combination
with the Landsat 8 data.
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Appendix A

We sorted all of the samples, based on their refined CHM values and segmented them at 0.5 m
intervals. We then averaged the refined CHM and predictor variables in each interval (i.e., piecewise
averaging) and created scatter plots to demonstrate the relationship between them. For the forest type,
we counted the number of samples instead of averaging. Figure A1 shows the scatter plots of the
piecewise averaged predictor variables and refined CHM. Data points with refined CHM less than 3 m
or larger than 23 m were discrete, because these intervals contained few samples.

113



Forests 2019, 10, 105

Figure A1. Scatter plots of the piecewise averaged predictor variables and refined CHM.
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Abstract: The height of tree stumps following mechanized forest operations can be influenced
by machine-, tree-, terrain-, and operator-related characteristics. High stumps may pose different
economic and technical disadvantages. Aside from a reduction in product recovery (often associated
with sawlog potential), leaving high stumps can complicate future entries if smaller equipment
with low ground clearance is used, particularly in the case where new machine operating trails are
required. The objective of this exploratory study was to examine if correlations existed between
the height of tree stumps following mechanized harvesting and the shape of the above-ground root
collar, stump diameter, and distance to the machine operating trail. In total, 202 sample stumps of
Norway spruce (Picea abies (L.) Karst.) and the surrounding terrain were scanned with a terrestrial
laser scanner. The collected data was processed into a 3D-model and then analyzed. Stump height
was compared with different characteristics such as stump diameter at the cut surface, distance to
the machine operating trail, number of visible root flares per stump, and the root collar. The number
of root flares per stump had a positive influence on stump diameter and height, showing a general
trend of increasing diameter and height with the increasing number of root flares. Root angles also
had an influence on the stump diameter. The diameter of a stump and the shape of the root collar at
the cut surface together had a significant effect on stump height and the model reported explained
half of the variation of stump heights. Taken together, these findings suggest that other factors than
the ones studied can also contribute in influencing stump height during mechanized harvesting
operations. Further investigations, including pre- and post-harvest scans of trees selected for removal,
are warranted.

Keywords: stump diameter; stump height; harvester; product recovery; Norway spruce

1. Introduction

A recent change in German forestry has been the increased use of mechanized forest operations,
particularly when considering the cut-to-length (CTL) method [1]. In a fully mechanized CTL system,
a harvester is commonly used to fell, delimb, and buck the stem into logs of various lengths directly
on the machine operating trail after which a forwarder is used to transport the processed logs to
the roadside or to a landing area. Harvesters were first introduced in Germany during the 1990
large-scale wind-throws, which uprooted about 72.5 million m3 of wood and required a sudden
widespread increase of mechanized operations to safely and efficiently harvest the unusually large
amount of wood [2]. Nowadays, hundreds of harvesters are in use in Germany and they are the most
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common machines encountered in mechanized operations [3]. The proven benefits of fully-mechanized
harvesting systems are the increased work safety, the combination of different working steps into
one process, and increased monetary profits via higher productivity and efficiency [4]. Currently,
about 60% of all wood harvested from German public forests is with mechanized forest operations and
from this proportion, the entirety is with the cut-to-length (CTL) method [1]. While tree size and shape
have less influence on the feasibility of chainsaw operations, harvesters can reach their operational limit
with large diameter trees or with trees exhibiting relatively large diameters and complex root systems,
thus potentially leaving high stumps in the forest. Such stumps can be unwanted obstacles making it
difficult to maneuver machines through the forest or transport wood without damaging residual trees.
Additionally, the Food and Agriculture Organization of the United Nations suggests stump height
should be as low as practicable and identifies 30 cm or lower as a preferable threshold to maximize
merchantable volume [5]. With advancements in machine design and with specific requirements
from third-party certification programs, it is not uncommon to see alterations in the design/layout
of machine operating trails. Any modification in spatial alignment or spacing of machine operating
trails will entail that some new trails have to be created in areas that were previously in the leave strip
(area adjacent to two trails). It should also be of interest to harvest as much woody biomass as possible
and produce logs of longer length, especially in the lower section of the tree, where the diameter is the
greatest and normally presents fewer irregularities and, thus, providing higher returns.

Concerning woody biomass, measurements done throughout the last century were mostly
performed manually with simple techniques, tables, and often relying on estimations rather than
actual measurements. The terrestrial laser scanner (TLS), on the other hand, provides a relatively
easy, fast, and precise method to scan and measure forest structures by sending out an infrared
laser beam scanning the surrounding environment on the millimeter scale. This is of particular
importance when the scanning subjects have an irregular shape, such as tree stumps. The TLS is a
non-intrusive and non-destructive measurement device that allows for repeated measurements at the
exact same locations. Initially developed to address issues in the industrial building sector, the use
of TLS in forestry settings is increasing in frequency. TLS data have already been used to estimate
forest structures such as sub-canopy architecture [6], leaf area index [7–9], tree height, diameter and
diameter at breast height [10–15], and specific tree properties, such as stem volume [14] and crown
characteristics [16–19]. Regarding stump measurements, TLS was used to assess above-ground stump
biomass and the associated indirect emission of bioenergy [20]. The most noticeable advantages of this
system are the possibilities of capturing data without disturbing the forest environment. Once recorded,
the data can be used to measure variables of interest without the need to revisit the study area if further
information is missing. Despite the research and advancements listed above, very limited research
has been completed with TLS to measure stump characteristics in order to investigate the influence of
above-ground root collar on stump height following mechanized felling.

To allow mechanized forest operations to be as effective as possible, it is necessary to identify
and understand physical barriers that might influence the height at which a tree can be cut and felled.
Such a barrier might be the stump diameter. Each harvesting head has a limited range of stem diameters
which can be cut. The diameter can be limited either by the opening of the feed-rollers or the length of
the saw bar. If the diameter close to the ground is too large, the harvesting head can be lifted upwards
until a suitable diameter is reached, thereby creating a higher stump. Striking root flares might also
hinder an adjustment of the harvesting head close to the ground. Together with an increasing distance
from the machine, the lifting force of the harvester boom decreases. Some harvesters can hardly lift
the harvesting head alone if the boom is fully extended. In this case, a proper arrangement of the
harvesting head at the tree is difficult. At greater distances, the visibility of operators can also be
hindered. Both might contribute to higher stumps with an increasing distance between the machine
operating trail and the tree.

In the scope of this study, we intended to test the following hypotheses:

119



Forests 2018, 9, 709

Hypothesis 1. We anticipate a correlation between stump height and stump diameter, which will lead to higher
stumps as the diameter at the cut surface is increasing.

Hypothesis 2. We anticipate a correlation between the distance from a stump to the machine operating trail
and stump height resulting in higher stumps as the distance between the stump and trail is increasing.

Hypothesis 3. We also anticipate a correlation between stump diameter and root collar, which will lead to a
higher stump diameter as the root angles are getting flatter and are, therefore, also causing higher stumps.

Through the use of a TLS, the objective of this study was to find possible correlations between
stump height and physical parameters, such as stump diameter, above-ground root collar, and distance
to the machine operating trail following mechanized operations. In this context, we defined a root
collar as the above-ground widening of the stump beyond its natural taper.

Other factors may also affect stump height. This can be the power of the harvester, the skill of the
operator or the tree species being harvested. These factors can only be analyzed when a large number
of different logging operations are observed. However, we investigated the stumps of only one logging
operation and could, therefore, not address the above-mentioned factors.

2. Materials and Methods

2.1. Research Site and Experimental Design

Research sites were located in southern Germany near the town of Freising (Figure 1A). In total,
103 stumps were measured in the forest district Rappenberg (48◦24′25.2” N and 11◦42′19.6” E) and
99 stumps in the neighboring district Wippenhausereinfang (48◦25′33.1” N and 11◦41′13.6” E). The sites
were chosen because of the fully-mechanized operations and their proximity to the Technical University
of Munich. Mechanized harvesting was performed in February and March 2015 by an experienced
entrepreneur commissioned by the Bavarian State Forest Enterprise to harvest trees following a
wind-throw. This calamity triggered an opportunity to perform additional thinning operations near
the affected areas. However, only the trees that showed no sign of wind-throw were analyzed in this
study. To exclude the influences of different mechanical specifications, the study area only involved
the sections harvested by the same machine and operator.

Figure 1. (A). Location of research sites depicted by star symbol within the State of Bavaria, Germany;
(B). Top and side-view of a Komatsu 360.2 harvesting head along with dimensions of the main
components [21].

The forest is mainly stocked with Norway spruce (Picea abies) (80%) and European beech (Fagus
sylvatica L.) (15%) mixed with a few Douglas fir (Pseudotsuga menziesii (Mirb.) Franco), larch (Larix
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decidua Mill.) and oak (Quercus L.) trees constituting the remaining 5%. The mechanized portion
of the felling and our associated measurements were performed in a Norway spruce-dominated
stand. For this study, stumps originating from 202 harvester-felled Norway spruce trees with varying
diameters along with the corresponding machine operating trails and surrounding forest areas were
scanned with a TLS. The only stumps targeted were those that were (i) not affected by the wind-throw
and, thus, possessed an undisturbed root collar and (ii) stumps originating from the current harvest.
Due to the very limited spatial extent of the test site, similar stand and terrain conditions were present.

All of the 202 trees corresponding to our sampled stumps had previously been harvested and
processed with a Valmet 921 (Komatsu Forest AB, Umea, Sweden) six-wheeled single-grip harvester
with a 10 m long boom equipped with a Komatsu forest 360.2 harvesting head (Komatsu Forest AB,
Umea, Sweden) (Figure 1B). This particular harvesting head had a maximum opening of the upper
delimbing knives of 64 cm and a maximum feed roller opening of 55 cm [21].

2.2. Instrumentation and Sampling

Initial field tests relied on conventional measurements of stump characteristics using rulers, string
and a builder’s level. However, severe difficulties were encountered when measuring the angles of the
root flares since it was almost impossible to have a fixed reference point perpendicular to the ground
and this for each 5 cm layer. For this reason, a TLS was instead chosen to collect field data consisting
of 3D point clouds. The settings (resolution and quality) selected for this experiment corresponded to
a point distance of 7.8 mm in a scan distance of 10 m with an average scan time of 190 seconds (not
including site preparation and TLS setup) [22]. With these recording parameters, high accuracy was
achieved while keeping the amount of data and scanning time appropriate.

Preliminary test scans indicated that moss and branches on the surface and sides of stumps could
cause difficulties during data processing. Therefore, prior to the start of a scan, all sample stumps were
cleared of moss and loose material (branches, leaves, dead material, etc.) from the cut surface down to
the soil layer with the use of steel brushes, a procedure that took on average one minute per stump.
Surrounding under-growth vegetation was also removed if it was deemed to hinder the upcoming
scanning campaign. To facilitate the identification of the measured stumps within the point cloud,
a wooden stake was inserted near each sampled stump prior to scanning.

Spheres of 145 mm diameter, automatically detectable by the processing software, were used in
the field to facilitate merging point clouds originating from different scans. It was necessary that at
least three spheres remained in the same location between two adjacent scans, thus permitting the
software to triangulate the positions of the scanner. Prior to a scan, all positions of the spheres were
verified by line-of-sight to ensure the scanner could detect the spheres from its current position.

To allow for exact measurements, the TLS was leveled at every scan position with the use of an
adjustable tripod. Under ideal scanning conditions, a stump was scanned from three sides. One scan
was always performed directly from the machine operating trail so that the horizontal distance between
the trail centerline and the target stump could be measured. Whenever possible, the scans followed a
diagonal pattern on one or both sides of the machine operating trail (Figure 2). In areas where dense
vegetation or complex root systems were present, scanning frequency was increased accordingly to
assure that all required data was captured.
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Figure 2. Schematic of an optimal scanning pattern to allow visualization and measurements of the
stumps and machine operating trail.

2.3. Data and Statistical Analyses

Following the field campaign, data was examined using a point cloud processing, visualizing, and
analyzing software. To perform exact measurements of the stump architecture, it was first necessary to
create a mesh on the surface of the stump rather than try to obtain required measurements via the point
cloud. This procedure, performed for all target stumps and corresponding machine operating trails,
consisted of creating a triangular irregular network, which converted the point clouds into surfaces.

This study focused on characterizing four main parameters; stump diameter, stump height, root
collar geometry, and distance to machine operating trail. Since it was of interest to understand the
change in stump diameter from the cut surface down towards the soil surface, three different types of
stump diameters will be discussed (diameter at cut surface, diameter at the 5 cm segment, and diameter
at the 10 cm segment). All stump diameters have their starting point or starting horizontal plane on
the top surface (cut surface) of the stump, which was in contact with the saw of the harvesting head.
Unless otherwise specified, the diameter at cut surface is the origin (0 cm) and from this position,
measurements were recorded in a vertical downward direction towards the ground in 5 cm increments.
As an example, the further described 5 cm segment was the segment from the edge of the cut surface
to a plane 5 cm below the cut surface (Figure 3E). Methods used to quantify stump characteristics are
summarized below.

• Diameters: Similar to the method used by [23,24], average stump diameters (mm accuracy),
irrespective of their vertical position on the stump, were calculated using two outside bark
diameter measurements (shortest and longest) extending through the geometric center of the
stump (Figure 3C).

• Heights: Stump heights were measured with mm accuracy from the ground level on the high
side (in reference to the ground) of the stump to the height at the geometric center at the cut
surface [23] (Figure 3D).

• Root collar: To appropriately describe the root collar, every angle between the created vertical
segments on the stump was measured to a horizontal line. The first angle was always the angle
from the edge of the stump cut surface down to the 5 cm line. The angles were measured on top
of the roots in a downward direction towards the ground (Figure 3F). Root collar was assessed in
three segments; cut surface (0 cm) to 5 cm, 5 to 10 cm, and 10 to 15 cm. For example, a 90◦ angle
would correspond to a root not extending beyond the natural taper of the stem.
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• Number of root flares per stump: Above-ground root flares were defined as visually discernable
parts of a stump beyond its natural taper, which continuously extended down to the soil layer (as
shown in Figure 3C).

• Distance to machine operating trail: The distance from a stump to the machine operating trail
was measured from the geometric center of the stump to the centerline of the operation trail in a
90◦ angle. To allow for this type of measurement, a line was generated following the middle of
the trail and used as a reference for the 90◦ measurements (Figure 3B).

The measurements described above only consider the shape of the top 15 cm of a stump as
expressed from the cut surface downwards. In order to consider the shape of the entire stump,
the diameters and root angles of a subsample of 100 stumps (randomly selected from the entire
202 stump data set) were also measured with the point of origin now beginning from the ground
surface upwards in 5 cm layers until reaching the cut surface. In this subset, minimum diameters were
measured similar to the functioning of a tree caliper. Thus, smaller diameters only caused by grooves or
protrusions on a stump did not influence the caliper-type diameter measurements. The complimentary
analysis was performed to better link the stump characteristics to the functioning of a harvesting head
as it is being positioned at the base of a tree.

Figure 3. (A) Point cloud of the stand; (B) isometric-view of machine operating trail and stumps;
(C) top-view of stump depicting the location of diameter measurements; (D) side-view of stump
depicting height measurement; (E) side-view of stump showing the first three 5 cm segments and
corresponding surfaces, and; (F) isometric-view of the angles measured for each layer and each root flare.
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For all ensuing measurements, data was transferred and analyzed in Minitab 17 and R Statistics.
All response variables (diameters at different heights, height, distance to machine operating trail)
were first tested for normality with the Anderson-Darling normality test. One-way ANOVAs were
performed in Minitab with the diameter and height set as response variables and the number of roots
per tree as the factor. R Statistics was used to obtain Pearson correlations. Additionally, a multiple
linear regression analysis (ordinary least squares method) was performed in SAS 9.3 where the stump
height was the dependent variable and the minimum diameter and average root angles at the cut
surface and the number of root flares and the distance to the machine operating trail used as predictor
variables. Outliers were identified by Cook’s D, which combines information on the residual and
leverage [25]. The normality of the residuals was proved by the Shapiro-Wilk W test for normality
and homoscedasticity was tested by performing the White test. Lastly, multicollinearity was tested by
looking at the variance inflation factor.

Another linear regression was performed with the data from the subsample of 100 stumps where
measurements originated from the ground. The minimum diameter and the average of the angles of
all roots were the explanatory variables and the distance to the cut surface the dependent variable.
Here the average of the root angles of successive layers was assigned to the diameter between both
segments. In addition, a quantile regression for this model was executed since they are useful in
applications where extremes are important [26]. Therefore, the model should reveal if the variation
of stump heights at the lower end are limited by stump diameter and the root collar and ultimately
shed some light on if a threshold on the stump height imposed by the stump shape can be determined.
In all statistical tests, a significance level of 0.05 was used.

3. Results

3.1. Stump Characteristics

3.1.1. Diameter and Height

All stump diameters, irrespective of their layers of measurement, (e.g., at cut surface, 5 cm or
10 cm below cut surface) followed a normal distribution based on the Anderson-Darling normality
test (Figure 4A–C). At the cut surface (Figure 4A), stump diameters ranged from 13.3 cm to 62.3 cm
with an average of 37.9 cm. As Figure 4A–C show, stump diameter increased as the measurement
plane approached the soil surface with averages of 37.9, 41.4, and 44.0 cm for the cut surface, 5 cm
segment, and 10 cm segment, respectively. At 10 cm below the cut surface, the total number of stumps
with a diameter greater than 45 cm was 94 instead of 56 when only considering the diameters at the
cut surface. That implies that 38 stumps (19% of the total population) were reaching this diameter in
only a 10 cm height difference on the vertical. It was apparent that the average diameter, minimum,
and maximum was increasing as the measurement plane moved in a downward direction towards
the soil surface. In fact, the diameters of stump increased on average by 9.2% between the 0 and 5 cm
segments and by 4.6% between the 5 and 10 cm segments.

Unlike the frequency distribution of stump diameters, which all followed a normal distribution,
stump heights were not normally distributed (Figure 4D). There was a higher frequency of stumps
with heights between 15 and 25 cm as compared to the normal distribution curve. Stump heights
varied between 8.8 cm and 57.1 cm with an average of 30.8 cm.

3.1.2. Root Collar

On average, 3.5 root flares per stump were detectable (Figure 5A). Only seven stumps (3.5%)
showed no visible above-ground root flares meaning that the stump maintained somewhat of a
cylindrical shape from the cut surface down to the soil layer. Due to the absence of visible root flares,
those seven stumps were excluded from all upcoming root-related calculations. In general, most of the
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stumps (119 out of 195) had three or four root flares per stump, whereas only seven stumps had six or
more visible above-ground root flares.

Figure 4. Frequency distributions for (A) stump diameters at cut-surface; (B) stump diameters at the
5 cm surface; (C) stump diameters at the 10 cm surface, and; (D) stump heights.

Figure 5. Frequency distributions for (A) number of root flares per stump; (B) root angles within the
0–5 cm layer; (C) root angles within the 5–10 cm layer; and (D) root angles within the 10–15 cm layer.

The 202 analyzed stumps provided 675 visually detectable above-ground root flares (as seen from
the root collar) (Figure 5B–D). In general, a higher frequency of shallow root angles was measured as
the plane used for calculations approached the ground. When focusing on root angles above 72.5◦,
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the frequency of root flares decreased from 46% to 38% and down again to 20% for segments at cut
surface, 5–10 cm, and 10–15 cm, respectively.

3.2. Investigation of Relations

3.2.1. Relation between Stump Height/Diameter and Distance to Machine Operating Trail

There did not seem to be any trend between stump diameter and distance to machine operating
trail (Figure 6A), a result also supported by a very low Pearson correlation of 0.08 (p = 0.25). In fact,
75% of the stumps were located within 8 m from the centerline of the machine operating trails and only
12% were situated beyond 10 m. As the point cloud in Figure 6B shows, there was again no discernable
linear correlation between stump height and distance to machine operating trail, as supported by a
poor Pearson correlation of 0.06 (p = 0.40). There was in fact, high variability in stump height for a
respective distance to trail.

Figure 6. Relation between (A) stump diameter and distance to machine operating trail; and (B) stump
height and distance to machine operating trail.

3.2.2. Relation between Stump Diameter and Stump Height

To determine if stump height was influenced by stump diameter, a possible correlation
between both parameters was examined by plotting those two values against each other (Figure 7).
To investigate the relationship, a Pearson correlation coefficient of 0.44 (p = 6.66 × 10−11) was calculated
indicating that higher stumps tend to have larger diameters at the cut surface. The square of
the obtained coefficient indicated that the stump diameter could explain 19% of the variation in
stump heights.

Figure 7. Relation between stump height and stump diameter.
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3.2.3. Relation between Number of Root Flares per Stump and Stump Diameter/Height

A statistically significant (F = 12.40, p = 0.000) positive relationship existed between stump
diameter and its corresponding number of root flares (Figure 8A). Average stump diameters increased
from 20.4 cm when no above-ground root flares were visible within the root collar to 50.0 cm when six
root flares were visible per stump. Stump height was also statistically influenced by the number of root
flares per stump (F = 2.71, p = 0.01) with an increasing stump height as the number of root flares per
stump increased (Figure 8B). When performing Fisher pairwise comparisons between the frequency of
root flares per stump, statistically significant average stump heights were detected.

Figure 8. The influence of the number of root flares per stump on (A) stump diameter; and (B) stump
height. Different lower case letters indicate a statistical difference at alpha 0.05 between the number of
root flares per stump and stump diameter or height.

3.2.4. Concurrent Effects on Stump Height

The multiple regression model of stump height being predicted by diameter, root angle at the cut
surface, number of root flares and distance to the machine operating trail revealed that the last two
variable coefficients, were not significantly different from zero. Thus, these variables were excluded

127



Forests 2018, 9, 709

from the model, as well as 12 outliers. Both coefficients as well as the intercept of the following model
(Equation (1)) were significantly different from zero (Pr > |t| is < 0.0001):

Stump height (mm) = −326.39 + 0.813 × minimum diameter (mm) + 4.96 × root angle (◦) (1)

The positive signs of the predictor variable coefficients were plausible and the adjusted R-square
was 0.49. Linearity between the predictor variables and stump height existed and the residuals were
normally distributed. A variance inflation factor of 1.2 indicated no collinearity, while the White test
indicated homoscedasticity.

The model was also tested with the average diameter and the maximum diameter at the cut
surface instead of the minimum diameter. The coefficients were always significantly different from
zero. However, the adjusted R-square was slightly lower with 0.46 in case of the average and 0.40 in
case of the maximum diameter. In addition, a model was tested with the root angle and the number of
root flares being the predictors of the stump height. However, in this instance, the coefficient of the
variable root flare number was significantly different from zero but this model gained an adjusted
R-square of only 0.14 and, thus, could hardly explain any variation of the stump heights.

3.2.5. Relationship between Diameter and Root Angles and Their Distances to the Cut Surface

The regression analysis of the minimum diameters and average root angles at all 5 cm-segments
from the ground upwards being the predictors and the distance to the cut surface as the response
variable also showed a significant relationship. The coefficients of all parameters, minimum diameter,
average root angle and intercept were significantly different from zero (Pr > |t| < 0.0001). The model
is (Equation (2)):

Distance to cut surface (mm) = 284.51 + 0.172 × minimum diameter (mm) − 3.997 × root angle (◦) (2)

An increasing diameter as well as a decreasing root angle as the distance from the cut surface
downwards increased was plausible. The adjusted R-square was 0.61 and linearity between the
predictor variables and the distance to the cut surface existed. The Shapiro-Wilk W test provided a
p-value of 0.0640, thus, still indicating a normal distribution of the residuals. The variance inflation
factor of 2.1 indicated no collinearity of the parameters, whereas the White test indicated that
heteroscedasticity was highly significant (Pr > ChiSq is < 0.0001) (Figure 9.) There is a sharp edge at
the lower end of both axes.

Figure 9. The residuals plotted against the predicted values.
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The quantile regression for the 10%-quantile of the data delivered the following coefficients
(Equation (3)):

Distance to cut surface (mm) = 124.1323 + 0.2112 × minimum diameter (mm) − 3.0189 × root angle (◦) (3)

All coefficients were significantly different from zero. Figure 10 shows the plane spanned by this
equation. The border between the green and purple area identified the threshold of the minimum
diameter and the average root angles at the cut surface and thus the theoretical threshold for minimum
stump height.

Figure 10. The plane of the 10%-quantile presented in a three-dimensional diagram (stump diameter,
root angle, and the distance to cut surface).

Table 1 lists the threshold of diameters and root angles at a distance of zero to the cut surface.
For a given diameter, the root angle at the cut surface could be steeper, but not lower than shown in
Table 1. Conversely, for a given root angle the minimum diameter could be smaller, but not larger
than listed in the table. Only 16% of the stumps had a root angle at the cut surface steeper than 79◦.
Only two stumps of the subsample exceeded a minimum diameter of 600 mm. No stump was located
beyond the threshold of both, 600 mm and 79.2◦. This corresponded well to the technical configuration
of the harvesting head studied. The opening width of the feed rollers was 550 mm, thus indicating the
limit for gripping a tree.

Table 1. The threshold of diameters and root angles at the cut surface.

Minimum Diameter (mm) 100 200 300 400 500 600 700

Root Angle (◦) 52.5 57.9 63.2 68.5 73.9 79.2 84.6

Figure 11 shows the frequency of stumps at different length classes indicating the length of stump
sections being higher than the 10%-quantile. This analysis implied that 62% of the stumps could have
theoretically been cut lower to the ground. The difference between the 10%-quantile and the actual
height of the stump could be used as an indicator of unexploited volume since in theory, cutting the
tree lower (thus providing a lower stump height) would entail a longer stem than if the tree was cut
at a higher position. The length of this potentially unexploited stem wood was mostly shorter than
16.0 cm with an overall average of 9.9 cm corresponding to a total volume of 8.5 dm3. Considering all
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stumps, and applying the results from the 10%-quantile analysis, about 0.4% of the core wood of all
removed trees was probably unexploited during the mechanized operations.

Figure 11. The frequency of stumps presented in classes referring to the length of potentially exploited
wood derived by the 10%-quantile analysis.

4. Discussion

4.1. Stump Characteristics

The dataset of 202 stumps supported a positive trend of increasing stump height with an increase
in stump diameter. This implies that for those stumps that were close to the maximum operating
capability of the harvesting head, stump diameter should have an impact on stump height. Despite
the relatively small stump sizes in relation to the maximum opening of the harvesting head, high
variation in stump height was observed suggesting that the height at which a stump is cut during
mechanized harvesting operations might not be entirely related to physical parameters of the stump
or the maximum opening of the harvesting head.

4.2. Root Flares and Root Collar

A positive linear trend could be noticed between the number of root flares per stump and stump
height. A much stronger relationship was apparent between the number of root flares per stump
and stump diameter. The trend through the entire dataset can be explained as large diameter trees
often grow supporting roots to stabilize themselves against side-pressure associated with wind forces.
All stumps with no visible above-ground root flares in the dataset had, therefore, relatively small
diameters. The development of the trend implied that, when a certain above-ground root flare mass
was grown, this effect was getting smaller. By comparing the diameter segments, a second trend could
be seen. The point clouds were moving to the top right corner with an increase in diameter class.
This also seemed to be caused by the increasing diameter and not by flatter angles. The initial trend
was similar throughout the diameter classes but was less apparent at higher diameters.

4.3. Machine Operating Trail

At the onset of the study, we anticipated that as the distance from a stump to the machine
operating trail increased, that the operator visibility would be hindered and the lifting force of the
boom would decrease, both contributing to higher stumps. However, the horizontal distance between
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sampled stumps and the machine operating trail did not influence diameter and height of the stumps
that were scanned. Of course, the diameter of a tree influences its weight, which can become a limiting
factor in relation to the maximum reach of the harvester and its ability to perform adequate and safe
felling, but for the study, a consistent deviation of all stump diameters and heights up to the maximum
reach of the boom was reported. For some instances, distances measured between the center of the
machine operating trail and the center of the sample stumps was greater than the reach of the harvester
boom. It is possible that on some occasions, the harvester operator performed so-called poke-ins
or pockets with the harvester to be able to reach trees located further away from the trail. With the
presence of brush mats coupled with a single machine pass, these pockets can be difficult to detect in
the scan. The likelihood of this scenario occurring was increased since operations were performed
following a wind-throw. In such conditions, all trees were felled and processed with machines to
ensure the safety of all workers. Second, it is also possible that the bird’s eye view projection of the
machine operating trail centerline was not located precisely because of too high and dense vegetation
on the trail at the end of the field campaign. Therefore, in further projects it is recommended to scan
early at the beginning of the growing season or control competitive vegetation such as Himalayan
balsam (Impatiens glandulifera Royle). This particular vegetation became a significant problem by
covering up the operating trails and masking them in the scans.

4.4. Concurrent Effects on Stump Height

The diameter of a stump and the shape of the root collar at the cut surface together had a
significant effect on stump height. The model explained even half of the variation of stump heights.
The minimum diameter contributed more to the explanation of stump height variation than the average
or the maximum diameter. This was plausible because it was rather the minimum diameter which
limited the grabbing of the tree by the harvesting head, since the later could be swiveled during the
positioning at the base of a tree.

Somewhat contradictory appeared the observation that the stump height increased with the
diameter, as well as the number of root flares, but in the multiple regression model the number of
root flares revealed no significance. The regression model showed no critical multicollinearity of the
diameter and the number of root flares when both parameters were included into the model. But in a
model with the predictors “root angle” and “number of root flares”, the coefficient of the root number
also became significantly different from zero. However, this model without the predictor “minimum
diameter” had an adjusted R-square of only 0.14. Thus, the number of root flares other than the
diameter could explain hardly any variation of the stump heights.

The minimum diameters and average root angles at all 5 cm-segments from the ground upwards
seemed to have a significant relation to their distance to the cut surface. However, this model violated
an important assumption of linear regression models, because the residuals were not homogenous
as expressed by the scatterplot of the residuals showing a sharp edge. Nevertheless, this edge was
artificial, because no negative distances to the cut surface were allowed. The edge was marked by the
straight line where the negative residuals equaled the predicted values. At a predicted distance of
e.g., 100 mm to the cut surface the minimum residual that could occur was –100 mm. The deviation to
the negative side could not be greater, because no negative distances to the cut surface were in the
data set. If we had measured the tree before logging, we could have determined the distances from
above the cut surface too and these distances could have been introduced as negative values into the
model. Thus, we would have received a homogenous distribution of the residuals. There might also be
certain physical factors located higher than the cut surface that could have influenced stump height but
were not considered in the study since only the stump sections were scanned. Further investigations
should also consider the shape of the tree before harvesting via a scan of the first 2–3 meters from the
ground surface.

A quantile regression applied to the dataset of the last model revealed the lower limit of stump
heights, which was imposed by the diameter and the root collar. The model disclosed a limit of
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minimum diameters at the cut surface of 600 mm. The limiting factor of the particular harvesting head
was the opening width of the feed-rollers, which was 550 mm. However, this point was not detected
as it was located on the log rather than on the measured stump. The center of the feed-rollers was at a
distance of approximately 0.75 m from the level of the saw bar. Therefore, a diameter at the cut surface
slightly wider than the maximum opening of the feeding rollers was plausible.

Almost one-third of all stumps could have been cut at a lower level according to the observed limit.
There might have been reasonable explanations for cutting the trees at higher levels but they could
not be assigned to the size of the stump and the root collar. In the study, the amount of wood which
was not exploited was low (0.4% of core wood) but could easily increase in the case of higher stumps.
We do not know the variation between different logging operations. Perhaps the stump heights were
close to the optimum in our case study and our case is far away from the average. Considering a unit
price of 100 €/m3 for Norway spruce sawlog of high quality and an average tree diameter of 1 m3,
a monetary loss of about 0.40 €/m3 could be anticipated. At first sight, this might seem quite trivial but
when considering that about 60% of the harvests on public forests (approx. 3,000,000 m3) in Bavaria
are performed with fully-mechanized systems, the potential value loss could be considerable.

4.5. Review of the Applied Methods

The thresholds detected in this study cannot be generalized as they refer to the specific
configuration of the harvesting head. A harvesting head with a greater opening width of the feed-rollers
should allow larger diameters at the cut surface. In other cases, the limiting factor might be the width
of the lower knifes of the harvesting head. Further studies with different harvesting heads could
disclose the effect of the configuration on the cutting level. We recommend scanning the trees before
logging and the stumps after logging. Through this method, the shape of the stem above the cutting
level could also be included in the model and the distribution of the residuals should be homogenous.
Additional attributes of a tree above the cut surface could also be included in the explanatory model.

Within this study, the operator’s line-of-sight and visibility within the harvester cabin was not
considered as the field measurement campaign was performed after the completion of the operations.
Nevertheless, as one scan was always taken from the intended machine operating trail (clear visibility
towards the stump was indispensable), a clear line-of-sight was present for all measured stumps. In a
further approach, recording the angle formed between the boom being extended from the machine
towards the stump could provide additional information on the position of the harvester and the
associated visibility of the operator, thus, further helping to understand the effect of visibility on
stump height.

Measuring the minimum diameter at grooves of the contour of the cut surface delivered results
which certainly do not refer to the configuration of the harvesting head. In this study, minimum
diameters were measured like a caliper measures only for the subsample of 100 stumps. Further
studies should measure the diameter in this way, too.

Lastly, we could have chosen other predictor variables. We also could have taken the minimum
root angle instead of the average. In fact, we tested different models but the average angle of all roots
at one layer delivered better results measured by R-square as compared to the minimum value.

5. Conclusions

In total, 202 mechanically harvested stumps were examined through the use of a TLS,
which proved to be a valuable tool for data recording and ensuing assessment. The distance between a
stump and the nearest machine operating trail showed no influence on stump height nor did it seem
to affect stump diameter under the tested conditions of relatively flat terrain. The diameter alone was
able to explain about 20% of the variation in stump heights. The number of above-ground root flares
per stump had no noticeable influence on stump height but stump diameters were greater with an
increase in the number of roots. The diameter of a stump and the shape of the root collar at the cut
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surface together had a significant effect on stump height as the model explained half of the variation
of stump heights.

Future studies with expanded data sets could shed more light onto the influence of root collar
geometry particularly if they are conducted to include physical features of the bottom log on stump
height following mechanized forest operations.
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Abstract: Understanding relationships among tree species, or between tree diversity, distribution,
and underlying environmental gradients, is a central concern for forest ecologists, managers, and
management agencies. The spatial processes underlying observed spatial patterns of trees or edaphic
variables often are complex and violate two fundamental assumptions—isotropy and stationarity—of
spatial statistics. Codispersion analysis is a new statistical method developed to assess spatial
covariation between two spatial processes that may not be isotropic or stationary. Its application to
data from large forest plots has provided new insights into mechanisms underlying observed patterns
of species distributions and the relationship between individual species and underlying edaphic and
topographic gradients. However, these data are not collected without error, and the performance of
the codispersion coefficient when there is noise or measurement error (“contamination”) in the data
heretofore has been addressed only theoretically. Here, we use Monte Carlo simulations and real
datasets to investigate the sensitivity of codispersion to four types of contamination commonly seen
in many forest datasets. Three of these involved comparing codispersion of a spatial dataset with a
contaminated version of itself. The fourth examined differences in codispersion between tree species
and soil variables, where the estimates of soil characteristics were based on complete or thinned
datasets. In all cases, we found that estimates of codispersion were robust when contamination was
relatively low (<15%), but were sensitive to larger percentages of contamination. We also present
a useful method for imputing missing spatial data and discuss several aspects of the codispersion
coefficient when applied to noisy data to gain more insight about the performance of codispersion
in practice.

Keywords: codispersion coefficient; codispersion map; imputation; kriging; measurement error;
missing observations; spatial noise

1. Introduction

Spatial associations are a fundamental aspect of most ecological and environmental data, including
size-frequency distributions of trees, their co-occurrence and diversity, and the relationships between
trees and underlying edaphic characteristics or topographic variables such as distance to water table,
slope, and aspect. Although accounting for spatial covariation has become routine in ecological data
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analysis [1], forest ecologists have been slower to appreciate and account for anisotropic patterns
and processes (but see, e.g., [2]). Codispersion [3] measures lag-dependent spatial covariation in
two or more spatial processes, which may be anisotropic. Codispersion recently has been used to
examine interactions between species, and relationships between species distributions and underlying
environmental gradients in large (>25-ha) forest dynamics plots. These analyses have provided new
insights into potential ecological processes that underlie observed patterns in co-occurrence between
pairs of tree species [4], in relationships between attributes of individual tree species and underlying
edaphic characteristics [5], and in forest structure through time [6].

All applications of codispersion analysis that have been published to date have assumed either that
there are no errors in the datasets or that any errors that are present would have no effect on the analysis.
These assumptions are clearly unrealistic. The goal of this paper is to better understand how sensitive
the codispersion coefficient is to different types of noise and measurement error (“contamination”) in
analyzed datasets, and address the implication of this sensitivity for spatial analysis of data collected
on forest structure and composition. We approach this goal by using Monte Carlo simulation studies
to examine several classes of noise that we would expect to occur in datasets or images analyzed
using codispersion. Our focus here is on the analysis of data gathered from large forest plots either by
remote sensing or on-the-ground sampling that are used to describe forest structure or test hypotheses
regarding the relationship between spatial distribution of trees and edaphic variables. However, the
results are generalizable to any dataset for which there is either measurement error in the spatial data
collected or process error in the spatial models that are used in subsequent analysis.

Measurement (observation) error can occur in several ways. For example, trees can be
misidentified by observers or pixels in remotely-sensed images can be misclassified. Either can
affect inferences about interspecific relationships or associations between plant species and edaphic
characteristics. To examine the effect of these “simple” observation errors (misidentification or
misspecification) on codispersion analysis, we added statistical noise to a fixed number of random
points (or pixels) in a dataset (here, a remotely-sensed image of a forest stand) either as white noise
(spatially independent and identically distributed) or as a spatially-dependent process.

Another type of measurement error would be when clusters of individuals are missed or
overlooked in a census of a forest stand, either through human error of if clusters of pixels in a
remotely-sensed image are unmeasurable because of cloud cover. Spatial analysis of such data would
require that these gaps be filled, and we present and assess the consequences of different algorithms
for interpolation prior to calculation of codispersion [7].

The flip-side of interpolating missing data is to smooth sparsely-collected data (e.g., soils data
smoothed using kriging, splines, etc.); the smoothed surface is subsequently sampled at specific
(otherwise unsampled) points to test for associations between individual tree species and (estimated)
local environmental (e.g., soil) properties. Errors here can occur because of mis-specified models or
because too few data are available to construct a reliable smoothed surface. We examined these issues
for the assessment of relationships between trees and soil characteristics when different amounts of
modeled error were introduced into the environmental data as a result of kriging surfaces derived
from complete or “thinned” datasets; the latter mimicked datasets with missing values.

In all of these cases, the effects of error were tested in one of two ways. For single datasets
(images) to which we added random or clustered errors, we calculated the codispersion between the
original dataset (image) and the contaminated version of itself. In those cases, we examined differences
between high- and lower-quality (error-filled) images. For species–soil relationships, we compared
the results obtained using kriged surfaces derived from the complete sample of soil properties versus
those derived from soil samples missing random points (the “thinned”) data.

In Section 2, we describe the codispersion coefficient and a way to visualize it (i.e., a codispersion
map). We also specify the different types of contamination and observation error that we added to both
real and simulated datasets, and describe the method we used for imputing missing data. Results are
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presented in Section 3, and discussed in Section 4. Technical details on simulation and imputation
algorithms are given in Appendix A.

2. Methods

2.1. Preliminaries and Notation

Here, we briefly introduce the notion of the codispersion coefficient, first described in [8], and
the graphical codispersion “map” developed in [3] and applied to forest data in [4]. These statistical
entities characterize the spatial correlation between two spatial processes as a function of the separation
distance (lag) between the points.

Let us consider two spatial processes {X(s) : s ∈ D ⊂ R2} and {Y(s) : s ∈ D ⊂ R2}, where
both processes are defined on a part of a region D ⊂ R2 (or on a rectangular lattice D ⊂ Z2). For two
intrinsically stationary processes X(·) and Y(·), the codispersion coefficient is defined as

ρXY(h) =
E [(X(s + h)− X(s))(Y(s + h)− Y(s))]√
E[X(s + h)− X(s)]2E[Y(s + h)− Y(s)]2

, (1)

for h = (h1, h2), s + h ∈ D. This coefficient shares several properties with Pearson’s correlation
coefficient (r). First, the structure of ρxy is computationally similar to r. Second, like r, −1 ≤ ρXY(h) ≤ 1,
which facilitates its interpretation because the upper and lower bounds define perfect negative or
positive spatial association, respectively. Unlike r, however, ρxy depends on the spatial lag h, which
emphasizes that spatial correlation is a value associated with a distance on the plane. This facilitates the
computation of correlation for different distances and directions on the space. In this sense, Pearson’s
correlation is a crude measure of the spatial association between two processes.

For n sampling sites s1, . . . , sn, the sample-based estimator of (1), based on the method of
moments, is

ρ̂XY(h) =

∑
s∈N(h)

(X(s)− X(s + h))(Y(s)− Y(s + h))√
∑

s∈N(h)
(X(s)− X(s + h))2 ∑

s∈N(h)
(Y(s)− Y(s + h))2

, (2)

where N(h) = {(si, sj) : ||si − sj|| ∈ T(h), 1 ≤ i, j ≤ n}, T(h) is a tolerance region around h,
and || · || denotes the Euclidean norm in R

2. The estimator of the codispersion coefficient given in
Equation (2) can be computed for any fixed spatial lag h. This computation can be difficult if the
number of points is small or if N(h) is an empty set. We emphasize that the empirical estimator of the
codispersion coefficient makes real sense when the processes are defined on a finite rectangular grid in
a two-dimensional space that corresponds to the assessment of the similarities between two digital
images [9].

When the codispersion coefficient is computed for many directions, it is useful to display those
values on a single graph. Vallejos [3] suggested a graphical tool called the codispersion map to visualize
the spatial correlation between two sequences on a plane. The estimated values illustrated by the
codispersion map are based on Equation (2). A finite grid on the plane is first defined on which the
codispersion coefficient will be computed for each location in that grid. The codispersion map itself is
the graph of ρ̂XY(h1, h2) versus (h1, h2); plotting the codispersion map summarizes the information
about the spatial association between two sequences in a radial way on the plane circumscribing the
map in a semicircle of fixed radius.

Note that ρ̂XY(h) does not capture similarity that is related to the patterns or shapes that are
present in the images. Rather, it captures the spatial dependence between the processes for a given lag
distance h.

137



Forests 2018, 9, 679

2.2. Types of Error

In spatial modeling and time series, several types of error (a.k.a. noise) can be specified [10,11].
Here, we considered five types of error frequently observed in spatial data; our examples are drawn
from data collected from forest stands, which to date have been the primary testbed for ecological
applications of codispersion analysis.

1. “Salt-and-pepper” noise on an image: Salt-and-pepper noise—so-called because of its
resemblance to dust on images that appears to have been distributed by a salt or pepper shaker—is
used widely in image processing and computational statistics to represent real distortions [12]
and to generate different scenarios via Monte Carlo simulation [13]. Salt-and-pepper noise can be
added to an image using a simple algorithm:

Assume that {X(s) : s = (i, j), 1 ≤ j ≤ m, 1 ≤ j ≤ n} is the original image whose individual
observations are points or pixels representing leaves or trees and Y(i, j) is the contaminated image
with salt-and-pepper noise such that the additive noise is drawn from a normal distribution with
mean = 0 and variance τ2, with τ2 	 σ2, where σ2 is the variance of X(i, j). The contamination
is located randomly in space such that a small percentage of observations are corrupted with a
probability δ [3]. Specifically,

Y(i, j) = X(i, j) + ν(i, j)V(i, j), i = 1, . . . , m, j = 1, . . . , n, (3)

where the ν(i, j)V(i, j) is an outlier generating process such that ν(i, j) is a zero-one process with
P[ν(i, j) = 1] = δ and P[ν(i, j) = 0] = 1 − δ, and V(i, j) ∼ N (0, τ2).

We used Monte Carlo simulations of (3) to generate salt-and-pepper noise on a 5616 × 3744-pixel
aerial image of a forest stand at Harvard Forest in Petersham, MA, USA (Figure 1). We considered
σ2 = 1, τ2 = {1, 5, 10}, and the percentage of contamination δ = {0.05, 0.1, 0.25}. We conjectured
that the codispersion coefficient would be robust for δ ≤ 0.05. That is, for relatively small amounts
of measurement error, we could still recover the relevant spatial information present in the
remotely-sensed image.

In Figure 1a, we illustrate the noise-free image. Figure 1c,e,g is contaminated versions of the original
one when δ = {0.05, 0.10, 0.25}. The corresponding perspective plots shown in Figure 1b,d,f,h
depict the effect of contamination on the gray intensities. The greater the contamination, the greater
the dispersion, which is plotted on the z-axis of the three-dimensional scatter plots displayed in
Figure 1.

We then compared the codispersion calculated for the original image to that calculated for the
contaminated images. In addition to the reference image shown in Figure 1a, we considered other
aerial images. The codispersion maps of these images are presented in the supplementary material
for this paper. We emphasize that the computation of the codispersion coefficient requires that both
processes are measured over the same domain, thus the codispersion between a reference image
and its contaminated versions make sense. To address the codispersion between two images taken
from different scenarios (for instance, images displayed in the supplementary material), rasterized
versions of the original images could be considered following the guidelines given in [4].
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 1. (a) reference image of size 5616 × 3744 pixels taken above a section of forest at the Harvard
Forest, Petersham, MA, USA and (b) its corresponding gray scale values. (c,e,g) are the same image
distorted with increasing amounts of salt-and-pepper noise. The percentages of contamination are
5%, 10%, and 25%, respectively; (d,f,h) show the change in gray intensity after the addition of
salt-and-pepper noise to the images.
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2. Salt-and-pepper noise on dependent processes: More generally, Reference [14] extended the well
known Matérn class of covariance functions to a multivariate random field. For multivariate
Gaussian and second-order processes, the multivariate Matérn covariance function is defined as

M(h|ν, a) =
21−ν

Γ(ν)
(a||h||)νKν(a||h||), (4)

where ||h|| is the distance lag, Kν is a modified Bessel function of the second kind, a > 0 is a spatial
scale parameter, and ν > 0 is a smoothness parameters that defines the Hausdorff dimension and
the differentiability of the sample paths. In particular, a Gaussian and second-order stationary
process (X(s), Y(s))�, s ∈ D ⊂ R

2 has a bivariate Matérn covariance matrix if(
C11(h) C12(h)
C21(h) C22(h)

)
, (5)

where h ∈ D, Cii(h) = σ2
i M(h|νi, ai) are the marginal covariance functions, with variance

parameter σ2
i > 0, smoothness parameter νi > 0, and scale parameter ai > 0 for i = 1, 2.

C12 = C21 = ρ12σ1σ2M(h|ν12, a12) is the cross-covariance function, with correlation coefficient
ρ12, smoothness parameter ν12, and scale parameter a12. In all cases, M(·) is the function defined
in Equation (4). The parsimonious bivariate Matérn model has the restriction

|ρ12| ≤ (ν1ν2)
1/2

1
2 (ν1 + ν2)

. (6)

The correlation between the spatial variables X(·) and Y(·) is controlled by the parameter ρ12, which
allows one to generate bivariate Gaussian spatial processes with different levels of dependence.
The spatial correlation defined by Equation (6) is not necessarily bounded by 1. Without loss of
generality, it can be assumed that the mean of the bivariate process is zero, but the theory works
well for any bivariate process with mean (μ1, μ2)

�. Any type of contamination can be applied over
the generated dependence data. In this case, we applied salt-and-pepper noise.

We generated dependent random fields from the bivariate Matérn class of covariance functions
described in Equation (5) by Monte Carlo simulation using the R package RandomFields [15].
We then added the salt-and-pepper noise, varying the additional parameter ρ12, which represents
the known correlation between processes X(·) and Y(·).
Figure 2 shows one realization of size 512 × 512 from a bivariate Gaussian process (images (a)
and (b)) with correlation equal to 0.8, and ν1 = ν2 = ν12 = 0.5, σ2

1 = σ2
2 = 1, μ1 = μ2 = 0.5 and

a1 = a2 = 2/512. Figure 2c,d,e show versions of (b) contaminated with salt-and-pepper noise with
the percentage of contamination equal to 5%, 15%, and 25%, respectively. Because the Gaussian
process is stationary, images (a) and (b) look very regular (approximately constant mean and
variance), and any correlation between them (if it exists) is difficult to observe in the printed images.
Other parameters used in the simulation study are ν1 = ν2 = 0.5, ν12 = 1.5, σ2

1 = σ2
2 = 0.125,

μ1 = μ2 = 0.5, ρ12 = 0.1 and a1 = a2 = 4/512. The results are similar to the shown here, but with
a codispersion map close to zero.
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Figure 2. Images (a,b) are dependent processes generated from a Gaussian process with a covariance
matrix as in (5); (c–e) salt and pepper contamination of (b) considering δ = (0.05, 0.15, 0.25), and
ν1 = ν2 = ν12 = 0.5, σ2

1 = σ2
2 = 1, μ1 = μ2 = 0.5, ρ12 = 0.8 and a1 = a2 = 2/N in each case, where

N × N is the size of the image.

3. Missing observations at random locations: We used the salt-and-pepper scheme to randomly
delete n observations. We first defined the percentage of contamination (δ), and then deleted that
many observations from the dataset. In practice, we replaced observations with non-observed (NA)
at the randomly-selected locations. The main feature of these missing observations is that they are
spatially independent of one another, but, for the posterior data analysis, they will remain fixed.
The imputation algorithm described in the Appendix A was not applied here because codispersion
calculations are not affected when the percentage of contamination δ is small.

In Figure 3, we illustrate the missing-observations-at-random-locations with nine contaminated
versions of the original image shown in Figure 1a. The columns show the effect of increasing the
percentage of contamination (5%, 15%, and 25%, respectively), and the rows depict the effect of
increasing the block size of contaminated pixels, which are 15× 15, 30× 30, and 60× 60 respectively.
The contaminated pixels have been colored in white. NAs were ignored in the computation of
the codispersion coefficients because for large gaps of missing observations the computation of
the codispersion coefficient will be affected for those directions h such that ||h|| is less than the
maximum diameter of the missing block.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 3. Contamination of of the reference image shown in Figure 1a by salt and pepper at random
locations. The missing blocks are of size 15 × 15, 30 × 30, and 60 × 60, respectively, shown in the
different columns. (a–c): the proportion of missing blocks is 0.000002; (d–f): the proportion of missing
blocks is 0.000004; (d–f): the proportion of missing blocks is 0.000008.

4. Gaps resulting from clusters of missing observations: Missing values may be clustered,
for example, either because of local difficulties in sampling or because large sections of a
remotely-sensed image are obscured by, for example, clouds or shadows. We simulated clustered
missing observations for the image shown in Figure 1a, given three different pixel sizes for the
contaminated block: 200 × 200, 400 × 400, and 800 × 800 (Figure 4). We used simple clustered
geometries (squares) for ease of computation. The difference between the previous type of
contamination and this one is that, in the former, the contamination consisted of several blocks of
small size. Here, we introduced just one gap containing a large number of pixels, which, in Figure
4, is located for illustrative purposes in the center of the image. In our simulations and analysis,
the size of the missing block and its location were fixed.

To compute codispersion coefficients for datasets with such large blocks of missing data, we needed
to fill the missing gaps (impute missing data) prior to computing the codispersion coefficient.
We used and compared two different methods of imputation (gap-filling).

First, the image with a missing gap was represented by a first-order spatial autoregressive process.
The fitting of the parameters of the models was done via least-squares estimation following the
guidelines given in [16]. This estimation method was studied in [17] and found to yield an
approximated image Ẑ of the original one X (see Algorithm 1 in the Appendix A).
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(a) (b) (c)

Figure 4. Gaps of missing observations of sizes 200 × 200 (a); 400 × 400 (b); and 800 × 800 (c).

Second, to predict the values of the process in the locations belonging to the missing block, we
applied Algorithm 1 to predict missing values in the four closest blocks to the missing gap as is
illustrated in Figure A1. This prediction scheme is summarized in Algorithm 2 (Appendix A).
Briefly, the first step represents the image intensity by an autoregressive process that assumes that
the intensity of any pixel is a weighted average of the intensity of the surrounding pixels. This is a
model-based alternative to the average or median commonly computed using the intensities of
a moving window across the image. The second step predicts the missing values using similar
autoregressive models to represent the surrounding blocks. The predicted value of a pixel belonging
to the missing block is a weighted average where the weights are proportional to the distance from
the missing pixel to the surrounding blocks.

5. Sampling error: Values for edaphic or environmental variables at specific locations in space often
are sampled from a smoothed (kriged) surface, which itself was generated from a much smaller
set of field observations. The actual information in the kriged surface is a function of both the
number of observations and the smoothing parameter of the covariance function [18]. For a pair of
spatial point processes X(·) and Y(·) (e.g., individual forest trees and soil nutrient concentrations
at each tree, respectively), where the number of observed trees (hundreds to thousands) vastly
exceeds the number of soil samples (tens), we kriged the soil chemistry variables after thinning
(or not) and then calculated the codispersion between the observed tree diameters and the value of
the soil-chemistry variable predicted (at each tree location in X(·)) from the kriged surface Ŷ(·) of
soil-chemistry data. The kriged surface was computed either from all the data or from “thinned”
soil datasets that contained 90% or 80% of the original soil chemistry data [18]. The sampling error
here is error in the predicted values at points on the kriged surface caused by fitting the surface to
fewer and fewer points in the “thinned” datasets.

To illustrate the effect of this sampling error, we used data from plants and soils collected in the
50-ha forest dynamics plot on Barro Colorado Island, Panamá [19–21]. Of the 299 plant species
mapped, identified, and measured every five years in this plot, we used six: Alseis blackiana,
Oenocarpus mapora, Hirtella triandra, Protium tenuifolium, Poulsenia armata, and Guarea guidonia
(Figure 5). The abundances of unique single-stemmed individuals of each of these six species
ranged from 993 (Poulsenia armata) to 7928 (Alseis blackiana), and included species that had a range
of positive, negative, and weak associations with measured soil variables [22]. Spatial locations
and “diameters at breast height” (at 1.3 m aboveground) of individual trees of each species
(excluding dead individuals and individuals with more than one stem) were taken from the
seventh (2010) semi-decadal census of the plot.
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Figure 5. Distribution and size of the six species of trees growing in the 50-hectare plot at Barro
Colorado Island, Panamá that we analyzed to assess the effect of sampling error.

Soil samples were collected on a 50-m lattice in 2005 with additional samples taken at finer
spatial grains at alternate sampling stations [22]. Soil samples were analyzed for concentrations
of 11 elements; we used only data for concentrations of calcium (Ca), phosphorus (P), and
aluminium (Al), as these three had the highest loadings on the first three principal axes of a
multivariate analysis (NMDS) on the complete soil dataset [22]. We used ordinary kriging in the
geoR package [23], version 1.7-5.2, to fit a surface to the data for each soil element and predict its
concentration at the location of each tree (Figure 6). Variogram models (exponential, exponential,
and wave for Ca, P, and Al, respectively) needed as input for the kriging function were fit to
detrended (2nd-order polynomial) data that had been Box–Cox transformed (λ = 0.5, 1.0, and 1.0
for Ca, P, and Al, respectively); kriging was done on back-transformed data to which the trend
had been added. Nuggets were estimated empirically for Ca and P, but the nugget for Al was
fixed (following visual inspection of the empirical variogram) equal to 4000. Alternatively, in order
to take into account the spatial heterogeneity, one could perform a test to measure the degree of
spatial heterogeneity along the lines given in [24], before applying the kriging interpolation.
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Figure 6. Kriged surfaces of the concentration (mg/kg) of aluminum (Al; top), calcium (Ca; center),
and phosphorus (P; bottom) in the 50-hectare plot at Barro Colorado Island, Panamá. Contours were
estimated for a regular grid (5-m spacing) based on data from samples taken at approximately
50-m intervals. Interpolated values of mineral concentrations were estimated at individual points
(locations of trees) shown on the plots.

3. Results

We used codispersion maps [3,4] to explore the possible patterns and features caused by the
introduction of noise and to evaluate the performance of the codispersion coefficient when the process
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was contaminated with one of the distortions described above. Recall that the generation of the noise
is through statistical models that do not necessarily include a particular direction in space. The effects
of specific directional contamination on codispersion was investigated in [3].

The only effect observed when the forest image was contaminated with salt-and-pepper noise
(Figure 1) was a trend of decreasing codispersion between the original and contaminated images with
an increase in the percentage of contamination (in Figure 7, notice a color degradation in the map
as the percentage of contamination increases). In the case of the dependent processes generated by
a Gaussian process with covariance matrix as in (5), we plotted the codispersion maps between the
original and contaminated images displayed in Figure 2. The salt-and-pepper contamination caused
a complete loss of correlation between the two images, which were originally correlated strongly
(r = 0.8; Figure 8). This is in agreement with [3], who reported that visually, it is possible to observe
a degradation of the original patterns as an effect of the percentage of contamination. A decrease
in codispersion between the original and contaminated images was also observed when noise was
introduced through missing observations at random locations or as the missing block size increased
(Figure 9).

Figure 4 illustrates how we introduced large gaps of missing values in the center of the reference
image shown in Figure 1a. Before computing the codispersion map, we imputed the missing data
(Algorithm 2 in the Appendix A). Although the performance of such algorithms strongly depends on
the size of the block of missing observations, the construction of it is based on the spatial information
contained in the nearest neighbors (Algorithm 1 in the Appendix A). The spatial autoregressive lags
in the AR-2D process are fixed when the order of the process is chosen. In this case, three neighbors
were considered in a strongly causal set to guarantee an infinite moving average representation of the
process. The images filled by the imputation algorithm are shown in Figure 10d–f. The filled areas
are smooth in terms of texture and have a smaller variance. Visually, the imputation of the larger
missing block looks different from the rest of the image. For small missing blocks, it is difficult to see
the imputed values. From Figure 10g–h, we observed that Algorithm 2 was able to recover valuable
information and that the codispersion between the original and imputed images in all cases was close
to one.

Finally, the codispersion between tree species’ diameters (for the six species shown in Figure 5)
and the three soil elements (Figure 6) sampled in the Barro Colorado Island plot at three levels of data
“thinning” (i.e., estimates of soil properties derived from kriged surfaces of all the soil samples, 90% of
them, or 80% of them) showed that codispersion was robust to this form of error. Only the results for
the most abundant (Figure 11) and the least abundant (Figure 12) species are shown.

(a) (b) (c)

Figure 7. Codispersion map between (a) the original Figure 1a,c (5%); (b) the original Figure 1a,e
(15%); (c) the original Figure 1a,g (25%).
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(a) (b)

(c) (d)

Figure 8. Images (a–d) are the corresponding codispersion maps between Figure 2a and the
contaminated Figure 2b–e.

147



Forests 2018, 9, 679

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 9. Codispersion map between the reference Figure 1a and the images contaminates with missing
observation at random locations depicted in Figure 3a–i. Images (a)–(i) show how the correlation
decreases when the missing block size increases.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Figure 10. Contamination of the reference Figure 1a by gaps resulting from clusters of missing
observations. Images (a–c) contain only one missing block in the center of the image of sizes 200 × 200,
400× 400, y 800× 800, respectively. These missing data were filled in images (d–f) using the imputation
algorithm described in the Appendix. Images (g–l) are the corresponding codispersion maps between
Figure 1a and the imputed images (d–f).

149



Forests 2018, 9, 679

(a) Al (b) Al90 (c) Al80

(d) Ca (e) Ca90 (f) Ca80

(g) P (h) P90 (i) P80

Figure 11. Codispersion between species A. blackiana and soil chemistry variables; (Al (a–c); Ca (d–f)
and P (g–i)). Soil data were unthinned (a,d,g); thinned 10% (b,e,h); or thinned 20% (c,f,i).
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(a) Al (b) Al90 (c) Al80

(d) Ca (e) Ca90 (f) Ca80

(g) P (h) P90 (i) P80

Figure 12. Codispersion between species P. armata and soil chemistry variables; (Al (a–c); Ca (d–f) and
P (g–i)). Soils data were unthinned (a,d,g), thinned 10% (b,e,h), or thinned 20% (c,f,i).

4. Discussion

The methods and examples developed in this paper improve our understanding of the behavior
of the codispersion coefficient when data are noisy or have been contaminated by various types of
errors common in remotely-sensed images or in interpolated and predicted (e.g., kriged) surfaces.
The codispersion coefficient appears to be robust for small percentages of contamination (<15%) but
always leads to an underestimation of the codispersion between the datasets. As the percentage of
contamination increases, codispersion decreases uniformly for all directions on the plane, thus the
types of noise considered in this paper did not affect the codispersion in any particular direction(s).
Although the performance of codispersion for directional noise was explored in [3,25], directional
noise has not yet been observed in real datasets.

When applied to data collected from large forest plots, codispersion has been shown to be
useful for describing scales of covariation in two or more variables across complex spatial gradients
(e.g., [4,5]). Our ability to detect such spatial pattern depends on the grain of spatial variation in
the data and how this compares to the lag sizes used in the codispersion analysis. For example,
the complete loss of correlation between the two images in Figure 2 with only a small degree of
contamination highlights the importance of considering the spatial grain of the datasets relative to that
of the noise-inducing processes. The coarser-grained spatial pattern in the forest images is retained,
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even under contamination, whereas the spatial dependence in the images in Figure 2 is at a smaller
grain than the extent of the image, which is relatively heavily disturbed by the salt-and-pepper noise.

The imputation algorithm described in Appendix A seems to be a promising technique to
handle blocks of missing observations. Several aspects of it are worth exploring with future research.
These include the success of the algorithm in recovering missing observations as a function of the block
size; how to select the number of neighbors to be considered in the AR-2D process; and the similarity
between the texture of the imputed observations and the texture of the reference image. For simplicity
and without loss of generality, the missing blocks we illustrated were square regions located in the
center of the image, but certainly Algorithm 2 could be extended to other types of regions located
anywhere in the image.

More general aspects of codispersion analysis are in need of further exploration and testing. First,
it will be of interest to study the results of codispersion analysis of rasterized images. This is because
rasterization of images is widespread and common rasterization methods rarely, if ever, preserve
the original spatial correlation of each process. The development of a new rasterization method that
preserves better the spatial correlation within processes could follow [26]. Second, the computation
of codispersion maps is computationally expensive. Thus, the development of efficient algorithms
capable of creating codispersion maps for large images is still needed.

5. Conclusions

The codispersion map is a useful tool that illustrates those directions for which the codispersion
coefficient between two spatial processes attains its maximum and minimum values. When the
direction of interest in unknown, the codispersion map also visually and concisely summarizes the
correlation between two processes in a plane. When data are noisy or have some degree of observation
or process error our results suggest that:

(1) The codispersion coefficient is robust to small percentages of contamination (less than 15%).
(2) The codispersion coefficient decreases as the percentage of contamination increases no matter the

type of noise or direction.
(3) For data collected from large forest plots, the codispersion coefficient and the associated

codispersion map provide useful information to describe covariation in the data across complex
spatial gradients or patterns.

(4) An imputation algorithm can be used to smoothly fill blocks of missing observations with little
impact on the codispersion coefficient.

The development of codispersion maps for large data sets can be addressed by using the effective
sample size for spatial variables, recently proposed in [27].

Supplementary Materials: Analyses were done using the R software system, version 3.3.1 [28]. The images and
all the code used in this paper are available from https://github.com/JAcostaS/Code-and-Example-Codismap.git.
Barro Colorado Island (BCI) vegetation and soils data are available from http://ctfs.si.edu/webatlas/datasets/
bci/.
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Appendix A. Image Imputation Algorithm

The algorithm described below is based on the fact that it is possible to represent any image by
using unilateral AR-2D processes [17,29]. The generated image is called a local AR-2D approximated
image by using blocks.

Let Z = {Zr,s : 0 ≤ r ≤ M − 1, 0 ≤ s ≤ N − 1} be an original image, and let X the original image
corrected by the mean. That is, Xr,s = Zr,s − Z, for all 0 ≤ r ≤ M − 1, 0 ≤ s ≤ N − 1, and for which Z
is the mean of Z.

Following [30], assume that X follows a causal AR-2D process of the form

Xr,s = φ1Xr−1,s + φ2Xr,s−1 + φ3Xr−1,s−1 + εr,s,

where (r, s) ∈ Z
2, (εr,s)(r,s)∈Z2 is Gaussian white noise, and φ1, φ2, and φ3 are the

autoregressive parameters.
Let 4 ≤ k ≤ min(M, N). For simplicity, we consider that the images to be processed are arranged

in such a way that the number of columns minus one and the number of rows minus one are multiples
of k − 1; Then, we define the (k − 1)× (k − 1) block (ib, jb) of the image X by

BX (ib, jb) = {Xr,s : (k − 1)(ib − 1) + 1 ≤ r ≤ (k − 1)ib, (k − 1)(jb − 1) + 1 ≤ s ≤ (k − 1)jb},

for all ib = 1, · · · , [(M − 1)/(k − 1)] and for all jb = 1, · · · , [(N − 1)/(k − 1)], where [·] denotes the
integer part. The M′ × N′ approximated image Ẑ, where M′ = [(M − 1)/(k − 1)] (k − 1) + 1 and
N′ = [(N − 1)/(k − 1)] (k − 1) + 1 can be obtained by the following algorithm.

Algorithm 1 Approximated AR-2D Image.
Input: An original image Z of size M × N.

Output: An approximated Ẑ of size M′ × N′.

1: for each block BX (ib, jb) do
2: Compute the least square (LS) estimators of φ1, φ2 and φ3 associated with block BX (ib, jb) .
3: Define X̂ on the block BX (ib, jb) by

X̂r,s = φ̂1 (ib, jb) Xr−1,s + φ̂2 (ib, jb) Xr,s−1 + φ̂3 (ib, jb) Xr−1,s−1,

where (k − 1)(ib − 1) + 1 ≤ r ≤ (k − 1)ib, (k − 1)(jb − 1) + 1 ≤ s ≤ (k − 1)jb, and φ̂1 (ib, jb),

φ̂2 (ib, jb), and φ̂3 (ib, jb) are the LS estimators of φ1, φ2 and φ3 respectively.
4: end for
5: The approximated image Ẑ of Z is:

Ẑr,s = X̂r,s + Z, 0 ≤ r ≤ M′ − 1, 0 ≤ s ≤ N′ − 1.

6: Return Ẑ.

Now suppose that image Z has a rectangular block of missing values. Without loss of generality,
assume that the rectangular block of missing values is of size (K − 1)× (K − 1). Furthermore, in each
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border, X(l), l = 1, 2, 3, 4, is defined as a block of information of Z of size K × K, such as appears in
Figure A1.

Figure A1. Block of missing values.

In addition, assume that all l, X(l) are represented by a AR-2D model of the form

X(l)
r,s = φ

(l)
1 X(l)

r−1,s + φ
(l)
2 X(l)

r,s−1 + φ
(l)
3 X(l)

r−1,s−1 + ε
(l)
r,s , l = 1, 2, 3, 4,

where φ
(l)
1 , φ

(l)
2 , and φ

(l)
3 are estimated using the block X(l) for l = 1, 2, 3, 4, respectively. Then, the

prediction model is

X̂(l)
r+i,s+j =

⎧⎨⎩ φ̂
(l)
1 X̂(l)

r+i−1,s+j + φ̂
(l)
2 X̂(l)

r+i,s+j−1 + φ̂
(l)
3 X̂(l)

r+i−1,s+j−1 ; (r + i, s + j) �∈ A(l),

X(l)
r+i,s+j ; (r + i, s + j) ∈ A(l),

where A(l) is the index set for which X(l) is known and i, j = 1, . . . , K. The prediction algorithm is
the following
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Algorithm 2 Prediction Algorithm.
Input: An image Z with a missing block, and K.

Output: Image Z without missing values.

1: Get a sub-image X of Z of size 3K × 3K, so that the missing data is in the center of X.
2: Get X(l), for l = 1, 2, 3, 4, and reverse the order of the rows in X(3) and the columns in X(4), i.e.,

X(3)
i,j = X(3)

K+1−i,j, and X(4)
i,j = X(4)

i,K+1−j

3: Compute φ̂
(l)
1 , φ̂

(l)
2 and φ̂

(l)
3 for l = 1, 2, 3, 4.

4: Let K2 = K.
5: while K2 > 0. do

6: for j = 1 until j = K − 1 do

7: Compute:

XK+1,K+j = φ̂
(1)
1 XK,K+j + φ̂

(1)
2 XK+1,K+j−1 + φ̂

(1)
3 XK,K+j−1

XK+j,K+1 = φ̂
(2)
1 XK+j−1,K+1 + φ̂

(2)
2 XK+j,K + φ̂

(2)
3 XK+j−1,K

X2K−1,K+j = φ̂
(3)
1 X2K,K+j + φ̂

(3)
2 X2K−1,K+j−1 + φ̂

(3)
3 X2K,K+j−1

XK+j,2K−1 = φ̂
(4)
1 XK+j−1,2K−1 + φ̂

(4)
2 XK+j,2K + φ̂

(4)
3 XK+j−1,2K

� For those points that the estimation is repeated consider the average of both estimations. These

points are obtained for j = 1 and j = K − 1.

end for
8: Put K2 = K2 − 2 and K = K + 1.

end while

9: Replace the NA values of Z by X.
10: Return Z.
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Abstract: Abundant and refined structural information under forest canopy can be obtained by using
terrestrial laser scanning (TLS) technology. This study explores the methods of using TLS to obtain
point cloud data and estimate individual tree height and diameter at breast height (DBH) at plot level
in regions with complex terrain. Octree segmentation, connected component labeling and random
Hough transform (RHT) are comprehensively used to identify trunks and extract DBH of trees in
sample plots, and tree height is extracted based on the growth direction of the trees. The results show
that the topography, undergrowth shrubs, and forest density influence the scanning range of the plots
and the accuracy of feature extraction. There are differences in the accuracy of the results for different
morphological forest species. The extraction accuracy of Yunnan pine forest is the highest (DBH: Root
Mean Square Error (RMSE) = 1.17 cm, Tree Height: RMSE = 0.54 m), and that of Quercus semecarpifolia
Sm. forest is the lowest (DBH: RMSE = 1.22 cm, Tree Height: RMSE = 1.23 m). At plot scale, with the
increase of the mean DBH or tree height in plots, the estimation errors show slight increases, and
both DBH and height tend to be underestimated.

Keywords: diameter at breast height (DBH); tree height; random Hough transform; point cloud;
terrestrial laser scanning

1. Introduction

Earth’s forests, which cover 30% of the total land area, are dynamic systems that are constantly
in a state of change and drive/respond to the changes taking place in our environment. Tree height,
diameter at breast height (DBH) and other forest structure parameters are examples of the important
basic data recovered from a traditional forest resource survey. They are of great significance for the
research on forest biomass estimation, forest carbon cycle, carbon flow and global climate change.
With the development of remote sensing technology, especially the technology of Light Detection and
Ranging (LiDAR), many research results have been obtained by using remotely sensed data to extract
information on forest structure parameters. There are mainly two ways for estimating parameters
of forest structure using traditional passive optical imaging: (1) the correlation between forest
structural parameters and spectral information is established by using multi-spectral characteristics
of optical remote sensing data [1,2]; and (2) forest structure parameters are extracted using high
spatial resolution image texture features [3–5]. However, due to the complicated structure of forest
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canopy cover, atmospheric scattering, and topography, it is difficult for optical remote sensing to
provide accurate information about the vertical distribution of the forests [6,7]. As microwaves can
penetrate dense canopy to obtain information on the branches and trunks below forest canopies,
synthetic aperture radar (SAR) is more advantageous than passive optical remote sensing methods
to detect forest structure parameters and biomass [4]. Backscattering mechanism of SAR data [8–10]
and interferometric synthetic aperture radar (InSAR) [11,12], polarimetric synthetic aperture radar
interferometry (POLinSAR) [13,14] and polarization coherence tomography (PCT) [15,16] techniques
all have obtained many research results on forest structural parameters. Meanwhile, LiDAR has
been intensively applied to the study of forest structural parameters. As space-borne LiDAR can
obtain a wide extent of tree height information, it has been applied to studies on large-scale forest
biomass [17,18] and forest canopy height [19,20]. However, the new generation of LiDAR satellite
ICESat-2 has not yet been launched, and the lack of spaceborne LiDAR data remains a limiting
factor [21]. Airborne LiDAR has the ability to obtain the vertical structure of large areas of forest, but it
usually cannot reflect detailed structural information under tree canopy [22]. Compared with the
above two LiDAR platforms, terrestrial laser scanning (TLS) obtains high density point clouds and can
get more detailed information on forest internal structure, including tree location, DBH, tree height,
crown width, and other biophysical parameters.

TLS is a laser-based instrument that measures its surroundings using LiDAR for range
measurement and precise angular measurements through the optical beam deflection mechanism
to derive 3D point observations from the object surfaces [23]. The high-density point cloud data
obtained by TLS is widely used and researched in many fields such as engineering surveys [24,25],
Earth sciences [26,27], natural disasters [28–30], coastline erosion [31–33], vegetation monitoring [34,35],
and digital terrain mapping [35,36]. In recent years, TLS has been increasingly applied to forest resource
surveys, forest management and planning [37,38]. Among a variety of forest structural parameters,
DBH and tree height are the most important ones obtained in forest resource surveys. They can
provide not only structural parameters of individual trees but also information and data on sample
plot level, which are of great significance for the study of forest carbon storage and biomass estimation.
Many researchers have conducted investigations on how to extract DBH, tree height and others
structural parameters using TLS data efficiently and accurately.

In terms of methodology, the methods for automatically extracting DBH from TLS data
mainly include Hough transform [22,39,40], circle fitting algorithm [41–47], and cylinder fitting
algorithm [42,48,49]. Li [40] used the Hough transform method to detect circles on rasterized point
cloud data to estimate DBH and tree height. Liu et al. [22] applied the Hough transform method to
natural forest and plantation in Puer City, China, and concluded that TLS data could be used to extract
DBH (RMSE = 2.18 cm, R2 = 0.91). Bienert et al. [41] used a method for fitting circles to extract DBH
of trees accurately, and concluded that the tree trunks blocked each other when the tree density was
high, which resulted in the reduction of DBH extraction precision or even led to the unrecognizable
trees. Moskal et al. [38] used the method of cylindrical fitting to extract DBH, with an RMSE of 9.17 cm.
The main reasons for the relatively low accuracy were the poor visibility of the scanning station and
the blockage of individual tree trunks. Due to mutual occlusion between the canopy of individual
trees, tree heights extracted from TLS point cloud data are always lower than the measured values [22].
The most commonly used method for tree height extraction is to obtain the highest point over the
ground within a certain range of a single tree, and use the height of the highest cloud point as the tree
height [50]. In order to improve the extraction precision of tree height, most studies have employed
the circle fitting method to determine the growth direction of the tree trunk, and calculate the tree
height along the growth direction of the tree trunk [22,40,51]. In order to improve the efficiency of the
algorithm, the method of extracting DBH based on circle detection or circle fitting needs to rasterize
the point cloud data, which reduces the availability of data and the extraction accuracy [22].

As far as study areas are concerned, most of the studies on the extraction of forest structural
parameters from TLS data focus on plantations of single forest types or a small amount of natural
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forests, and research on tree height and DBH extraction of natural forests from typical tree species in a
particular area is lacking. Also, most of studies on DBH and tree height inversion have been carried
out at scales of individual woods, and studies at scales of forest sample plots with multiple tree species
and multi-aged forests are still lacking.

To improve the efficiency and accuracy of forest resource surveys, this study explores methods for
extracting tree height and DBH at plot level in complex terrain and different sub-wooded environments
using TLS data. Four types of dominant forest species (Pinus yunnanensis Franch., Pinus densata Mast.,
Picea Mill. & Abies fabri (Mast.) Craib, Quercus semecarpifolia Sm.) are investigated in Shangri-La,
northwest of Yunnan, China. Identification of individual trees and extraction of DBH from TLS point
cloud data are implemented by using octree segmentation, connected component labeling (CCL) and
Random Hough Transform (RHT), following the tree growth direction obtained from TLS point data.
Based on the extracted individual tree DBH and tree height, the average DBH and the average tree
height are obtained by method of square average.

2. Materials and Methods

2.1. Study Area and Sample Plots

Shangri-La is located in the northwestern part of Yunnan Province, China, the eastern part of
Diqing Tibetan Autonomous Prefecture, between 26◦52′~28◦52′ N and 99◦22′~100◦19′ E with an area
of 11,613 km2. It is one of the largest county-level administrative areas in Yunnan Province (Figure 1).
With elevations over 3000 m above sea level in most areas of Shangri-La, the main landform types in
the region are subalpine and alpine, which determines the distribution of cold-temperate coniferous
forests and temperate-cool coniferous forests in the area. The area of woodland is 962,159.3 hectares in
Shangri-La, and total volume of living wood is 133,224,410 m3; the forest coverage rate is 76.00%, and
the forest greening rate is 83.19%. Quercus semecarpifolia, Pinus yunnanensis, Pinus densata, and Picea &
Abies fabri (including Abies georgei Orr, Abies delavayi Franch., and Picea likiangensis (Franch.) E.Pritz.)
account for 90.8% of the total area of arbors in Shangri-La.

 

Figure 1. Study Area.
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This study used the Leica P40 to acquire high-precision 3D point cloud data. The P40 is Leica’s
latest generation 3D laser scanning device for fast, high-density point cloud and panoramic image
collection. The main performance indicators of the device are shown in Table 1.

Table 1. Main performance indicators of Leica P40.

Indicators Descriptions

Range Accuracy 1.2 mm + 10 ppm

3D position Accuracy 3 mm @ 50 m
6 mm @ 100 m

Wavelength 1550nm (invisible); 658 nm (visible)

Scan Rate Up to 1,000,000 points per second

Field-of-View 360◦ (Horizontal); 290◦ (Vertical)

Range and Reflectivity
Minimum range: 0.4 m

Maximum range at reflectivity:
120 m (8%), 180 m (18%), 270 m (34%)

Range Noise 0.4 mm RMS at 10 m
0.5 mm RMS at 50 m

Point cloud data were obtained at three different times (August 2016, July 2017 and September
2017) respectively. Because the point cloud data of all trees in a sample plot cannot be acquired by only
one scanning station, the method of measuring from multiple stations is used in the study. In each
plot, five stations (four stations in some samples) were scanned. One station was in the center of the
plot with refined scanning method for 10-min scanning, and panoramic photos were obtained at the
same time. Other stations were set up on the edge of the sample plot with a 5-min scanning. The study
obtained 196 stations of LiDAR point cloud data in 39 forest sample plots (Table 2), which were
distributed in various townships in Shangri-La (Figure 2).

In order to obtain a sufficient amount of data for verification and ensure the reliability of research
results, we used DBH rulers, Trueyard SP1500H laser rangefinder and steel tape to obtain forest
structural parameters in all 39 forest sample plots (Figure 2). The range of forest plots varies according
to topography and forest density, but the diameter of each plot is not less than 40 m. With the
topographical conditions permitting, the range of the sample plot was expanded as much as possible
to obtain more data of the tree and to verify the range and accuracy of laser scanning.

Table 2. Number of different types of forest sample plots in the study.

Dominant Forest
Species

Age of
Stand

Number of
Sample Plots

Number of
Stations

Average Altitude
(Unit: m)

Average Slope
(Unit: Degree)

Quercus
semecarpifolia Sm.

Young 1 5 3892 11.0
Middle 2 10 3673 15.0
Mature 1 4 3723 30.0

Pinus densata
Mast.

Young 3 17 3225 16.0
Middle 4 20 3210 16.4
Mature 2 9 3128 23.5

Pinus yunnanensis
Franch.

Young 3 14 2538 19.3
Middle 5 25 2692 15.3
Mature 8 43 2316 13.9

Picea Mill. &
Abies fabri (Mast.)

Craib

Young 2 10 3453 23.3
Middle 4 20 3604 13.0
Mature 4 19 3680 15.6
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Figure 2. Forest sample plots in Shangri-La, Yunnan, China.

2.2. Data Acquisition and Processing

The main research process includes point cloud data preprocessing, normalization of point cloud
height, point cloud segmentation, trunk identification, and tree height and DBH extraction. A flowchart
detailing the methods in this study is shown in Figure 3. First, a software, Leica Cyclone, is used to
stitch multi-site point cloud data based on the Leica 4.5” circular black & white target. Because there is
a lot of redundancy in multi-site point cloud data, the software also is used to deduct data so that we
can reduce the time cost in data processing under the premise of ensuring data extraction accuracy.
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Figure 3. Flowchart detailing the methods in this study. (a) In order to remove useless data and
reduce the amount of data, point cloud data needs to be preprocessed; (b) Normalization of points
height facilitates the extraction of DBH and tree height; (c) The slicing and segmenting point clouds
can improve the efficiency and accuracy of trunk recognition; (d) According to the trunk position,
directly we extract or fit the DBH. Tree heights are obtained based on the tree growth direction and
continuity detecting.

2.2.1. Normalization of Point Cloud Height

A morphological filtering method [52] is used to separate ground points from non-ground
points. The main idea of morphological filtering is to use the corrosion and expansion operations in
mathematical morphology to remove the higher point cloud in the point cloud and keep the lower
point cloud to achieve the purpose of extracting ground points [53]. Ground points are interpolated
and meshed by Inverse Distance Weighting (IDW) method. Finally, using the generated grid of
ground, points heights are normalized to eliminate the difference in tree height caused by differences
in elevation (Figure 4).
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Figure 4. Normalization of point cloud height. (a) Original point cloud data acquired using TLS; (b)
Filtering results with ground points in red and non-ground points in gray; (c) Ground points with RGB
color; (d) Points with normalized height.

2.2.2. Slicing Point Clouds

When obtaining 3D point cloud data in forest sample plots with higher density trees or
undergrowth shrubs, it is more likely that trees will block one another and undergrowth shrubs
will block the trunks, producing incomplete point cloud data at a certain height which leads to
missing or misidentification of trees. Several studies [22,40,42] have shown that the method of slicing
point clouds can effectively improve accuracy of octree identification. Unlike existing studies using
hierarchical rasterization of collected point clouds, this research directly deals with point cloud data to
ensure the accuracy of point clouds and make full use of all acquired data. The thickness of each layer
of point cloud is also an important factor that affects tree identification and DBH estimation. In order
to ensure the accuracy of DBH estimation, tree diameters were calculated at 1.3 m using multi-layer
thickness of point clouds, and the accuracy results are shown in Table 3.

Table 3. Point Cloud Thickness and Accuracy.

Thickness (cm) RMSE 1 Number of Trees
Detected Correctly

Number of Trees
Undetected

Error Detection 2

1.00 2.92 53 27 22
2.00 3.04 63 17 20
3.00 2.58 75 5 29
4.00 2.99 74 6 14
5.00 2.57 74 6 8
6.00 2.33 75 5 5
7.00 2.53 75 5 7
8.00 2.62 78 2 17
9.00 2.65 78 2 15

10.00 2.74 76 4 12
1 RMSE: Root mean square error compared with the measurement result; 2 Error Detection: Number of misidentified
trees compared with manual recognition.

It can be seen from Table 3 that, when the thickness of slicing point cloud is 6 cm, the RMSE of
individual tree DBH is the smallest (2.33 cm). Therefore, point clouds at 0.97 m–2.03 m are sliced
into 11 layers with an interval of 0.10 m and a thickness of 0.06 m (0.97 m–1.03 m, 1.07 m–1.13 m,
1.17 m–1.23 m, 1.27 m–1.33 m, 1.37 m–1.43 m, 1.47 m–1.53 m, 1.57 m–1.63 m, 1.67 m–1.73 m,
1.77 m–1.83 m, 1.87 m–1.93 m and 1.97 m–2.03 m).
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2.2.3. Octree Segmentation and Connected Component Labeling

In order to reduce redundancy and improve processing efficiency and accuracy, octree
segmentation and connected component labeling are combined to segment the point clouds before
trunks are identified.

The method of connected component labeling [54] is usually used to detect connected areas of
binary images in the field of computer vision. It can be used for processing color images and higher
dimensional data as well. Different from the image data, point cloud data is composed of a large
number of independent, discrete points with spatial coordinates. Therefore, the method of octree
segmentation is used to obtain voxelization data of the hierarchical point cloud. Voxelization is a
processing of point cloud segmentation based on octree. First, a closed minimal cube is determined as
a root node or a zero-level node, and then the root node is subdivided into eight voxels recursively.
Non-empty voxels continue to be divided until they are divided into the remaining thresholds or the
minimum pixel size criteria are reached [55].

As shown in Figure 5, the raw point cloud contains a large number of useless points (shrubs,
weeds, etc.). With the increasing depth of octree (Figure 5b–h), the points are divided into relatively
independent spaces. When the octree level = 10, trunks, shrubs and weeds show better separability.
By further increasing the depth of the octree (Octree level = 11 or Octree level = 12), the original
separability between the trees is maintained, but the amount of data has increased substantially.
Therefore, this study uses the octree segmentation method with octree level = 10 to voxelize each layer
of cloud data of trunks. Based on voxelization of points, we use the method of connected component
labeling to get point cloud voxels connected and complete the segmentation of tree stem form stratified
point clouds. The segmentation results are shown in Figure 5i.

Figure 5. Processing of octree segmentation and connected component labeling (top view). (a) Raw
point cloud with shrubs and weeds; (b–h) With the increasing depth of octree, the points are divided
into independent spaces relatively; (i) The point cloud is divided into different parts (represented by
different colors), and randomly taking points within a single area can effectively reduce the invalid loop.
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2.2.4. Random Hough Transform and DBH Extraction

The detailed process of extracting DBH using random Hough transform is shown in Figure 6.
For sliced point cloud data, the RHT method is used to sequentially perform circular detection from
multiple sub-regions in each layer respectively until extraction of all sliced point cloud is completed.
The process of extracting each sub-partition (point cloud set P) of each layer is as follows:

(1) First, the point set P is projected onto the X–Y plane in the direction of Z-axis to form a 2-D
point cloud set P′ (Figure 6f). Defining the Hough space M (m, n, r) is carried out, where m is
the number of grids with 0.01 m intervals for point cloud set P’ in the direction of X-axis, n is
the number of grids with 0.01 m intervals for P′ in the direction of Y-axis, and r is the radius
stored in millimeters (Figure 6g, the gray grid under points). Three points p1(x1, y1), p2(x2, y2),
p3(x3, y3) that are non-collinear and where the distance between any two points is greater than
0.02 m are selected from the point cloud set P’ randomly. The condition of three non-collinear
points p1(x1, y1), p2(x2, y2), p3(x3, y3) can be expressed as:∣∣∣∣∣∣∣

x − x1 y − y1 z − z1

x2 − x1 y2 − y1 z2 − z1

x3 − x1 y3 − y1 z3 − z1

∣∣∣∣∣∣∣ = 0 (1)

The distance conditions between the points are:√
(x1 − x2)

2 + (y1 − y2)
2 > 0.02√

(x1 − x3)
2 + (y1 − y3)

2 > 0.02√
(x2 − x3)

2 + (y2 − y3)
2 > 0.02

(2)

Then, these 3 points can form a circle C1, with the center point O1 (a1, b1) (Figure 6g) and the
radius r1 of the circle can be obtained. According to our field survey results, if r1 > 0.7 or r1 < 0.03
(trees with DBH larger than 1.40 m or less than 0.06 m are not extracted), a new set of three points
should be selected for calculating the radius ri until ri satisfies 0.03 ≤ ri ≤0.7. The corresponding
Hough parameter space is voted in as M(ai,bi,ri) = M(ai,bi,ri) + 1.

(2) This method is repeatedly performed on the remaining point clouds until the elements in P′ are
depleted, so that the final M is obtained. If the difference between the radii of two concentric
circles in M is less than 0.01 m, the circles are considered to be the same circle, the average radius
of all concentric circles is used as the final radius, and the final voting result is the sum of all
circles that meet the conditions. Formula (3) expresses the voting result in M:

M(ai, bi, ri)

max(M)
> ε (3)

where, ε is the threshold value of a circle detected for sliced point cloud of trees. Many tests in
the study show that the accuracy of DBH extraction is high when ε = 0.80. The next condition
needing to be tested is the relative position between any point (xi,yi) in point cloud P’ and the
circle Ci (ai,bi,ri) satisfying the voting result in M:√

(xi − ai)
2 + (yi − bi)

2 < 0.7 × ri (4)

Equation (4) indicates that there are points inside the identified trunk, which are inconsistent
with the actual results and should be excluded from the circle that satisfies the voting result.

(3) Using this method, all layers of point clouds are extracted, and the trunk position and the trunk
section radius of each layer of trees are obtained. If the position of tree trunk is detected in four
or more layers, it is assumed that there is a tree at this position, and the single-wood position is
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the center of the trunk closest to the ground. If a trunk can be accurately identified at a height
of 1.30 m, DBH of the tree is diameter of the circle identified (Figure 6k). If the trunk cannot be
identified, the linear regression method is used to fit the trunk radius and trunk height to obtain
DBH (Figure 6i).

Figure 6. The detailed process of extracting DBH using random Hough transform. After extracting
and slicing point cloud data from normalized data, each layer of point cloud is processed separately.
Methods of octree segmentation and connected component labeling are used to segment each layer’s
points. Finally, RHT method is used to extract the trunk and obtain the DBH.

2.2.5. Tree Height Extraction

According to the field surveys, trees in most sample plots in the study area grow in a vertical
direction and the trunks are relatively straight. Using the extracted tree locations, point clouds are
sliced at an interval of 1.00 m with a thickness of 0.06 m. The RHT method is used to obtain the
diameter of multi-layer trunks and the centers of the circles, and the multi-layer centers of circles are
used to fit a straight line in the space, which is the growth direction of the tree. Based on the different
DBH of each tree, the point clouds are cropped from the bottom to the top along the fitted line within
a certain range. These point clouds are considered to be from the same tree, and the height of the
tree is considered to be the height of the highest point of all points. However, for sample plots with
higher density of forest trees, this method cannot be applied to the lower trees because there may be
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point clouds of other trees along the growth direction of the trunk, as shown in Figure 7a. To handle
such situations, Liu et al. [22] adopted a method of vertical detection along the growth direction of
the trunk to calculate the tree height of the lower tree by counting the changes in the voxel of the
point cloud. However, the method can only reflect the change of the number of point clouds in the
direction of Z-axis, and cannot accurately stratify the different levels of trees. In order to detect the
attributions of the tree point cloud effectively, extracted tree points (Figure 7b) are segmented using
the CCL method based on the octree segmentation described previously. The segmentation result is
shown in Figure 7c. It can be seen from Figure 7c that the algorithm separates points of the low tree
and points of high-level tree accurately, and the height of the low tree can be obtained from the highest
z value of the segmented tree.

Figure 7. Height extraction of trees in a natural forest. (a) Mixture of trees with different heights; (b)
The height of the highest point of a point cloud may not represent tree height; (c) Segmented tree points.

3. Results and Discussion

3.1. Analysis of the Influence of Forest Density on Scanning Range and Accuracy

Forest point clouds collected by TLS are often affected by mutual shelter between trees. Mutual
obstruction between trunks results in lower accuracy in tree segmentation and DBH extraction, while
mutual shelter between canopies leads to lower accuracy of tree height extraction. From Table 1, it can
be seen that the Leica P40 can obtain a large range of high-precision 3D data. However, due to the
shelter between trees, the extent of scanning is limited, and the density of trees in forest limits the
size of forest sample plots. In order to ensure the accuracy of tree height and DBH extraction, three
typical sample plots of Pinus yunnanensis (plot numbers 20170726012, 20160831017 and 20160824002)
are selected to analyze the accuracy of the same tree species with different forest density (Table 4).
According to the result of that, we can determine a range of sample plots suitable.

It can be seen from Figure 8 and Table 4 that topography and forest density affect the scanning
range and scanning accuracy of the terrestrial laser scanner.

(1) The scanning range of high-density young forest sample plots is seriously affected by the mutual
obstruction between trees. Trees can be identified more accurately (99/106) within a range of
15 m centered on the central station, but there are a small number of missing trees (7 trees) due
to mutual shelter between trees within the forest sample plot (5 m–10 m). The identification
accuracy of trees near the edge of the young sample plot (distance from the center of the sample
plot > 15 m) is low, and there are a large number of missed trees (35). The DBH and extraction
accuracy of tree height of the entire sample plot is relatively high (mean RMSE of DBH is 1.03 cm,
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and mean RMSE of the tree height is 0.51 m). The maximum error is also located near the edge of
the sample plot.

(2) The scanning range of the medium–density plot is mainly affected by the topography and low
bushes under the forest canopy. In areas with low tree density and relatively flat terrain, a larger
range of scanning areas can be obtained and the accuracy of tree identification and height/DBH
extraction are higher as well. For the sample plot of NO. 20160831017, within the range of 20 m
from the center of the sample plot, 64 out of 66 trees are identified, with an RMSE of 1.28 cm for
DBH, and an RMSE of 0.57 m for tree height. When the distance from the tree to the center of the
sample plot exceeds 20 m, the tree recognition accuracy decreases slightly. The tree height and
DBH extraction accuracy also slightly decreases with the increase of the distance from the tree to
the center of the sample plot.

(3) Low–density mature forests have a relatively complete vertical structure of individual trees.
The growth space under the forest canopy is sufficient for the growth of low shrubs. It can be
seen from the point clouds (Plot 20160824002) that a large number of shrub points are included
in the point cloud near the ground. Meanwhile, the effective range of sample plots obtained
by multi–station scanning is limited due to terrain influences. It can be seen from Table 4 that
extraction results obtained within the range of 20 m is better than those beyond the range: The tree
detection rate is high (36/40), with an RMSE of 1.24 cm for DBH, and an RMSE of 0.46 m for tree
height. When the distance from the tree to the TLS scanner is more than 20 m, the accuracy of
tree detection is slightly reduced (40/51) due to the longer distance and the influence of shrubs
around the station.

 
Figure 8. Results of trunk extraction in different density plots of Pinus yunnanensis.
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Table 4. Effects of Forest Density and Distance on Scanning Range and Accuracy.

Plot #
Stand
Age

Mean
DBH

Mean
T.H. 1

<5 m 5 m–10 m

RMSE Trees
Num.

ER
Trees 2

RMSE Trees
Num.

ER
TreesDBH T.H. DBH T.H.

20170726012 Young 11.30 8.2 0.91 0.41 13 0 1.09 0.44 43 7
20160831017 Middle-age 24.70 15.2 1.27 0.54 2 0 1.20 0.89 18 0
20160824002 Mature 28.40 18.0 0.68 0.59 2 0 1.64 0.46 6 0

10 m–15 m 15–20 m >20 m

RMSE Trees
Num

ER
Trees

RMSE Trees
Num.

ER
Trees

RMSE Trees
Num.

ER
TreesDBH T.H. DBH T.H. DBH T.H.

0.81 0.57 43 0 1.30 0.60 12 35 – – � –
1.28 0.56 18 1 1.36 0.30 26 1 1.33 0.78 218 30
1.64 0.52 10 2 1.00 0.17 18 2 1.43 0.84 40 11

1 T.H.: Tree Height; 2 ER Trees: Error trees, misidentified trees.

3.2. Analysis of the Influence of Forest Types on the Accuracy of Results

The morphological characteristics of forest trees often change with forest species, forest age and
growing environment. Pinus yunnanensis and Pinus densata are genus Pinus, and their trunks are
mostly straight–lined and their crowns clustered (Figure 9a,b). The trunk of Picea and Abies fabri grows
upright and the lateral branches grow into the surrounding layers. The shape of the tree crown shows
an approximate cone (Figure 9c). Quercus semecarpifolia is significantly different in morphology from
the other three tree species, with a more curved trunk and wider coverage of the crown (Figure 9d).
The young, middle-aged and mature forest sample plots of the four types of dominant forest species
are selected to analyze the differences in extraction accuracy of tree height and DBH for different forest
types and different tree shapes.

Figure 9. Morphological characteristics of dominant forest tree species in Shangri-La. (a) Pinus yunanensis;
(b) Pinus densata; (c) Picea & Abies fabri; (d) Quercus semecarpifolia.

(1) The influence of forest types on DBH extraction accuracy

It can be seen from Figure 10 that the accuracy of DBH extracted from point cloud data of four
main tree species is very high using the method described in Figure 3, with an average RMSE of 1.28 cm,
and a minimum error of 1.17 cm for Pinus yunnanensis. The RMSE of DBH extracted is 1.52 cm, but the
correlation is highest among all forest types (R2 = 0.986). It can be seen from Figure 9 that the four tree
species have different morphologies, but the trunks are all nearly circular and are mostly straight near
the ground. The results suggest that it is conducive to use the RHT method to extract DBH.
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Figure 10. Accuracy analysis of four dominant forest species in Shangri-La. (a,b) Pinus yunanensis;
(c,d) Pinus densata; (e,f) Picea & Abies fabri; (g,h) Quercus semecarpifolia.

(2) The effect of tree species on tree height extraction accuracy

Several studies [38,56,57] have shown that the extraction of forest trees by TLS cannot obtain
the point cloud information at the top of the canopy due to the mutual occlusion between canopies,
which leads to an underestimation of tree height. The forest in the study area is mainly coniferous with
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some broad-leaved trees. Compared with broadleaf forests, coniferous forest canopy has some voids,
and relatively accurate tree heights can be obtained in a certain range when the stations are properly
arranged. It can be seen from Figure 10 that the largest underestimation of tree height is from Picea
& Abies fabri (RMSE = 1.28 m), followed by Quercus semecarpifolia, Pinus densata and Pinus yunanensis.
The mean RMSE of 4 species is 0.95 m, and all of them showed good correlation.

3.3. Accuracy Analysis of Results in Forest Sample Plots

Major elements of forest surveys include tree diameter, height, coverage, and density, among
which the tree height and diameter are the most important ones. Mean DBH is the diameter
corresponding to the average basal area of dominant tree species, which is a basic index reflecting
the forest roughness. The methods of calculating mean DBH include the arithmetic mean method,
quadratic mean method, volume mean method, mode method, and median method. At present,
the method of quadratic mean is commonly used in forest surveys:

D =

√
∑ d2

i
n

(5)

where, D is the mean DBH, di is the DBH of tree i, and n is the total number of trees in forest
sample plots.

The mean stand height is an important indicator that reflects the height level of stands, and it is
an important tree parameter in forest surveys. For the measurement of arborous forest, it should be
determined by selecting 3 to 5 average sample trees among the main forest layer dominant tree species
according to the average DBH, and the average tree height should be calculated using the arithmetic
mean method.

In this paper, the mean DBH and mean stand height are calculated by using the methods above,
and compared with the measured data in sample plots for accuracy assessment. It can be seen from
Figure 11 that the mean DBH and mean tree height extracted by the RHT method combined with
octree segmentation have strong correlations (correlation of DBH is R2 = 0.957, correlation of tree
height is R2 = 0.905) with the measured data. The mean RMSE of the extracting method is 1.96 cm.
The smaller the mean DBH, the higher the extraction accuracy. With the increase of the mean DBH
in plots, the errors tend to increase slightly. The RMSE of the extracted mean stand height is 1.40 m.
Because the canopy obscures the point cloud, results of tree height extracted by TLS data are slightly
lower than the actual tree height in forest sample plots with higher average tree heights.

Figure 11. Accuracy analysis of DBH and tree height in forest sample plots.
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4. Conclusions

The study focused on extracting tree height and DBH data of natural forest species at plot level in
Shangri-La, Northwest Yunnan, China. Combining methods of octree segmentation, CCL and RHT
algorithm, tree heights and DBH of natural forests at individual tree level and plot level were obtained.
Topography, understory shrubs and tree density influence the TLS scanning range and accuracy
of results. Because of different morphology of different tree species in Shangri-La, the accuracy of
tree height and DBH extraction for different tree species is different using the method. In general,
Pinus yunnanensis, Pinus densata and Picea & Abies fabria are coniferous forests, with vertical trunks and
similar morphological structures and tree height extraction precision is high. Quercus semecarpifolia is a
broad–leaved forest species, and its morphology is different from that of coniferous forest, leading
to relatively low extraction accuracy. In general, the methods used in the study have high accuracy
for the extraction of DBH and tree height for four dominant tree species in Shangri-La. The average
RMSE of DBH is 1.28 cm, and the average RMSE of tree height is 0.95 m. The results at forest sample
plot levels also show that the method can obtain the mean tree height and mean DBH accurately in
complex terrains. In the last few years, mobile/personal laser scanning and image-based techniques
have become capable of providing similar 3D point cloud data, and have their own advantages,
e.g., lower cost when using image-based techniques and high efficiency when using mobile/personal
laser scanning. Further studies need to demonstrate the added value of using TLS, which most
probably comes from the highly accurate tree attribute estimates.
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