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Abstract: This Editorial provides an introduction to the Special Issue “Methods and Concepts for
Designing and Validating Smart Grid Systems”. Furthermore, it also provides an overview of the
corresponding papers that where recently published in MDPI’s Energies journal. The Special Issue
took place in 2018 and accepted a total of 19 papers from 19 different countries.

Keywords: design, development and implementation methods for smart grid technologies; modelling
and simulation of smart grid systems; co-simulation-based assessment methods; validation techniques
for innovative smart grid solutions; real-time simulation and hardware-in-the-loop experiments

1. Introduction

Energy efficiency and low-carbon technologies are key contributors to curtailing the emission
of green-house gases that continue to cause global warming. The efforts to reduce green-house gas
emissions also strongly affect electrical power systems. Renewable sources, energy storage systems
and flexible loads provide new system controls, but power system operators and utilities have to deal
with their fluctuating nature, limited storage capabilities and typically higher infrastructure complexity
with a growing number of heterogeneous components. In addition to the technological change of new
components, the liberalisation of energy markets and new regulatory rules bring contextual change
that necessitates the restructuring of the design and operation of future energy systems. Sophisticated
component design methods, intelligent information and communication architectures, automation
and control concepts, new and advanced markets, as well as proper standards are necessary in order
to manage the higher complexity of such intelligent power systems that form the smart grid.

Due to the considerably higher complexity of such cyber-physical energy systems (CPES),
constituting power system, automation, protection, information and communication technology (ICT),
as well as system services, it is expected that the design and validation of smart grid configurations will
play a major role in future technology and system developments. However, an integrated approach for
the design and evaluation of smart grid configurations incorporating these diverse constituent parts
remains evasive. Validation approaches available today focus mainly on component-oriented methods.
In order to guarantee a sustainable, affordable and secure supply of electricity through the transition
to a future smart grid with considerably higher complexity and innovation, new design, validation
and testing methods appropriate for CPES is required. Papers that present results related to the design
and validation of smart grid systems have been targeted by this Special Issue.

Energies 2019, 12, 1861; d0i:10.3390/en12101861 1 www.mdpi.com/journal/energies
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2. Content of the Special Issue

The accepted and published papers address a wide range of challenging and interesting methods
and concepts in the domain of designing and validating smart grid systems, which can be mainly
grouped into six clusters related to the following;:

(1) System design methods;

(2) Simulation concepts;

(3) Co-simulation approaches;

(4) Hardware-in-the-loop (HIL) experiments;
(5) Laboratory tests; and

(6) Optimisation techniques.

Table 1 provides a brief overview of the assignment of the papers to the aforementioned clusters.

Table 1. Topics and included papers of the Special Issue.

Topic References
System design methods [1-3]
Simulation concepts [4-7]
Co-simulation approaches [8,9]
Hardware-in-the-Loop experiments [10-14]
Laboratory tests [15,16]
Optimisation techniques [17-19]

2.1. System Design Methods

Often, the development of new approaches and methods begins with the design of the target
system. This forms the basis for the implementation, which in turn can be evaluated in various ways.

For example, in [1], a market design was developed that addresses system balancing products
within a web-of-cells (WoC) architecture. The focus is on a solution that is as economically efficient
as possible. Based on a literature search, as well as analysis methods, different possibilities were
compared. In contrast, the authors in [2] explored ways to transfer approaches from other domains,
such as healthcare, to the domain of smart grids. In particular, within the framework of the project
“Integration of the Energy System” (IES), Austria, interoperable communication will be the focus of
attention. An essential element of this is a standard from the International Electrotechnical Commission
(IEC), namely IEC 61850. A third approach to architectural modelling is the smart grid architecture
model (SGAM) [3]. The SGAM, which provides a structured basis for the design, development and
validation of new solutions and technologies, will be analysed in terms of its past use in Europe and
its adaptations to other domains.

2.2. Simulation Concepts

A first and early approach to evaluate new concepts is simulation. With simple models, quick
first insights can be gained, which can lead to the successive improvement of the solution. Simulations
can be used in many different ways.

In [4], simulation was used to analyse a four-cell reference power system to evaluate a new
controller. This controller follows a new strategy for dynamically adjusting the power frequency
characteristic based on the imbalance state. The authors in [5] were able to demonstrate through
simulations that their proposed effective filtering approach (EFA), to improve network traffic
performance for the high-availability seamless redundancy (HSR) protocol, reduces network unicast
traffic by up to 80%. Simulation of an unbalanced 12.47-kV feeder with 12,780 households and
1000 electric vehicles (EV) under peak and auxiliary load conditions was conducted in [6] to analyse a
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three-phase loss allocation procedure for distribution networks. The authors in [7] in turn simulated a
well-known IEEE 14 bus test system for analysing a developed data mining algorithm. The data came
from phasor measurement units (PMU), and the algorithm pursued the goal of better integration of
wind turbines.

2.3. Co-Simulation Approaches

In some cases, it is not possible to determine in advance how the environment will look for a new
solution. This also implies that it is not clear which factors influence a new solution. This is where the
co-simulation approach has become established. Different simulation environments and models are
coupled in order to map complex overall system scenarios.

Since the term co-simulation can be a broad field that takes very different depths of detail into
account, the authors in [8] devoted themselves to a systematic structuring of different approaches.
The authors in [9] used a specific co-simulation platform to demonstrate that the public mobile
telecommunication system 4G long-term evolution (LTE) is applicable for fault location, isolation
and system restoration (FLISR) applications in radially- and weakly-meshed medium voltage
distribution networks.

2.4. Hardware-in-the-Loop Experiments

However, in comparison to co-simulation, if the deployment environment of a new solution, such
as that of a controller, can be clearly defined, HIL-based tests are an obvious choice. Here, the real
environment of the controller is simulated, and its behaviour is evaluated.

In the field of energy supply, a specific form of HIL, power hardware-in-the-loop (PHIL), has
become established. Since the interface between the virtual part (simulated environment) and the real
part (for example, the controller) is of the highest importance here, so far, many interface algorithms
(IA) have been developed. The authors in [10] examined which IA were suitable for which PHIL
experiments. In [14], two concrete approaches—a conventional PHIL design and a simplified structure
based on a quasi-dynamic PHIL approach—were compared. Another important aspect of PHIL
experiments is that the simulated system or its behaviour may be heavily dependent on whether the
hardware being tested is connected. In particular, the initialisation of a real-time simulator (RTS) can
lead to problems here. This problem was addressed by the authors in [12] by introducing a procedure
for initialising PHIL simulations for synchronous power systems. Another field of application for PHIL
is microgrids or their control; in particular, distributed concepts, e.g., through the implementation of
multi-agent systems, and experiments are offered for PHIL in [13]. The simulation of PMU has already
been mentioned, and distribution phasor measurement units (D-PMU) and micro-synchrophasors
(micro-PMUs) are also addressed in [11]. Specifically, the authors presented a vendor-agnostic PMU
real-time simulation and HIL (PMU-RTS-HIL) approach.

2.5. Laboratory Tests

The methods described so far for the validation of new approaches are characterised by a
predominant use of software. Solutions that have a higher degree of maturity are then validated
in lab-based tests before being field-integrated into real systems.

The authors in [15] dealt again with microgrids. They investigated whether distributed voltage
control systems can be a serious alternative to centralised approaches. For this purpose, the
development, the structure and the operation of a corresponding hardware-based lab test stand
was described. In a further laboratory setup, the behaviour of active distribution networks was
analysed, which were strongly penetrated by renewable energies [16]. This was examined by means
of various parameters (tap changers of the transformers in the primary substation, reactive power
injections of the renewable energy sources and active and reactive power exchanged between adjacent
feeders being interconnected through a direct current link), to show what an optimal control can
look like.



Energies 2019, 12, 1861

2.6. Optimisation Techniques

In addition to the development of new solutions, a significant part of research and development
in smart grid systems is also concerned with the optimisation of existing approaches and methods.
However, these optimisations can only be performed if the system was fully understood in advance.
This in turn implies extensive prior validations.

The authors in [17] dealt with an optimisation of the coordination of reserve allocations in
multiple-cell-based power systems. The starting point was the implementation of linear decision rule
(LDR)-based guidelines. An energy market-based optimisation was pursued by the authors in [18].
The intended goal was to offer flexibility bids for a real-time balancing market. Finally, in [19], the concept
of microgrids was focused on again. The authors investigated how microgrids prevent weather-related
network outages by creating more robust structures. The result was an optimised power supply.

3. Conclusions and Outlook

All 19 papers (17 articles and two reviews) described exciting new design, validation and testing
methods for CPES. Several of them were done in the context of funded research and development
projects, especially with support from the European Union framework programmes. They covered
approaches from system design to (co-)simulation and HIL, to laboratory tests and optimisation. With
those methods in hand, the validation on system level becomes possible. However, future research and
technology development are still necessary in order to further develop those approaches, to harmonise
them and to provide corresponding frameworks and tools.
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D-PMU Distribution phasor measurement unit

EFA Effective filtering approach

EV Electric vehicle

FLISR Fault location, isolation and system restoration
HIL Hardware-in-the-loop

HSR High-availability seamless redundancy

IA Interface algorithms

ICT Information and communication technology
IEC International Electrotechnical Commission
IEEE Institute of Electrical and Electronics Engineers
IES Integrating the energy system

LDR Linear decision rules

LTE Long-term evolution

Micro-PMU  Micro-synchrophasor

PHIL Power hardware-in-the-loop

PMU Phasor measurement unit

RTS Real-time simulator

SGAM Smart grid architecture model

WoC Web-of-cells
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Abstract: Significant power sector developments beyond 2020 will require changing our approach
towards electricity balancing paradigms and architectures. Presently, new electricity balancing
concepts are being developed. Implementation of these in practice will depend on their timeliness,
consistency and adaptability to the market. With the purpose of tailoring the concepts to practice,
the development of a balancing market is of crucial importance. This article deals with this issue.
It aims at developing of a high-level economically efficient market design for the procurement of
system balancing products within the Web-of-Cells architecture. Literature and comparative analysis
methods are applied to implement the aim. The analysis results show that a more efficient balancing
capacity allocation process should be carried out in a competitive way with closer allocation time
to real-time, especially with increased penetration of renewable energy sources. Bid time units,
the timing of the market, procurement and remuneration schemes as well pricing mechanisms are the
most decisive elements of the market. Their respective advantages and disadvantages are analyzed
in the article, as well as their analysis is done against the selected assessment criteria. The results of
the analysis show that seeking to improve the operational efficiency of the market, the sequential
approach to the market organization should be selected and short-term market time units should be
chosen. It is expected that price efficiency could be improved by establishing an organized market
where standardized system balancing products should be traded. The balance service providers,
who own capital expenditures (CAPEX) sensitive production units, should be remunerated both for
the availability of balancing capacities and for their utilization. Uniform pricing rule and cascading
procurement principal should be applied to improve the utilization efficiency.

Keywords: market design; market design elements; Web-of-Cells; procurement scheme; remuneration
scheme; pricing scheme; cascading procurement

1. Introduction

The overall Pan-European political goals of decarbonising the power sector have already resulted
in substantial growth of generation from renewable energy sources (RES) in Europe. In Germany the
share of electric power from RES during the first part of 2017 reached 35% of the total generation
mix [1], while in Denmark wind power already accounted for 42% of all electricity generated in 2016
and is expected to cover 48% in 2020 [2]. This process has been reinforced by massive subsidies,
channelized via various support schemes as feed-in tariffs, feed-in premiums, quota obligation systems
and combinations of these approaches, which are the most commonly applied. Other instruments
such as quota systems with tradable green certificates and priority dispatch for RES are also applied
in several European countries (for detailed descriptions see [3]). Apart from their positive effects,
i.e., increasing the share of RES in the European generation mix, these support schemes combined
with some inherited properties of variable renewable energy have also caused several interrelated
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challenges for the European power sector on the market level (for a complete overview see [3]) as well
as the system level. Among latter the following may be mentioned:

Local grids cannot maintain normal n — 1 security (transmission systems shall be designed
to maintain a n — 1 security criterion, meaning that the system is in a secure state with all
transmission facilities in service and in a satisfactory state under credible contingent events. n — 1
is a common security standard in many countries. The single contingencies to be considered
under an n — 1 criterion are: loss of a single transmission circuit, loss of a single generator, loss of
a high-voltage, direct current (HVDC) pole, loss of a single bus section, loss of an interconnecting
transformer, loss of a single shunt connected reactive component) if local generation exceeds local
demand and if separation of generation and consumption is insufficient. Restoration after fault
has become more complicated and more time consuming (the case of Western Denmark with its
high share of wind power [4]).

Security analysis has become less accurate due to missing information on local generation and the
unpredictable nature of wind and solar power.

Traditional under-frequency load shedding schemes will disconnect both load and generation.
Growing share of RES, following decommissioning of the nuclear generation and reduced
operational time for thermal power plants will lead to declining of system inertia and accordingly
system’s stability [5].

These challenges have raised the necessity of reconsidering the existing power system architecture.

Several initiatives have been working in this direction during the recent years. Depending upon the

time horizon and the scope, the ambitions may vary from rather evolutionary, which require minor

changes in the system’s architecture, to very radical approaches:

The FP7 project EcoGrid EU (2011-2015) worked on development and testing of new market
concept allowing to improve the balancing mechanisms by introducing a 5 min real-time price
response that will provide additional regulation power from smaller customers directly to
Transmission System Operators (TSOs) [6].

Moving in the same direction, the H2020 project SmartNet (2015-2018) attempts to rethink
the system architecture and corresponding market arrangements. This will improve TSO-DSO
interaction the acquisition of ancillary services (reserve and balancing, voltage balancing control,
congestion management) from subjects located in the distribution segment (flexible load and
distributed generation) [7].

More radical approaches are attempting to redesign the overall system architecture, especially

aiming for division of the power system into separated grid areas with various level of autonomy:

The concept developed by the Danish Cell Project led by Energinet.dk looked at dividing
the power system into virtual fully autonomous grid areas in terms of control, so-called cells.
The cell concept could be realized through the development and implementation of an advanced
monitoring and control system capable of monitoring the state of the cell and—in extreme
situations—taking control of its individual units such as circuit breakers, transformers, wind
turbines and combined heat and power (CHP) plants [8].

Division of the grid into semi-autonomous units is studied by H2020 project Fractal Grid [9] and
recently started C/sells project [10].

Among the most recent initiatives one can mention FP7 ELECTRA IRP [11], which addresses the
issue of deployment of RES connected to the network at all voltage levels as well as establishes
and validates proofs of concepts that utilize flexibility from across traditional boundaries in
a holistic manner.

In particular, the FP7 ELECTRA IRP [11,12] observes that beyond 2020 the European power

sector will undergo significant developments. Electricity production will shift from traditional fossil
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fuel-based units to units using intermittent RES. Electricity producing units will be connected both to
transmission and distribution networks. A wave of electrification of transport and space heating sectors
will rise and strengthen towards 2050, resulting in increasing demand for electricity. Electricity storage
technologies will become cost-effective solutions for the provision of balancing services. Extensive
amounts of flexible loads having fast activation and short ramping times will be available at all voltage
levels. Therefore, the demand for activation of balancing capacities to correct the imbalances caused
by forecast errors of intermittent RES and flexible loads will increase. The present power system
balancing paradigm will need to be transformed from generation following load to load following
generation. The location of imbalance-causing problems, which require activation of balancing capacity
and resources, will move from transmission to distribution network level.

For that reason, ELECTRA proposes a new cell-based decentralized control framework named
Web-of-Cells. In this view the power system is split into control cells. An ELECTRA Cell is a portion
of the power grid able to maintain an agreed power exchange at its boundaries by using the internal
flexibility of any type available from flexible generators/loads and/or storage systems. The total
amount of internal flexibility in each Cell shall be at least enough to compensate the Cell generation
and load uncertainties in normal operation.

In short, the solution is starting from the current control area (Transmission System Operator-based
(TSO-based)) balancing approach and applying it at any voltage level/power size with enhanced
control through concurrent service deployment and greater autonomy and collaboration at local levels.

An ELECTRA Cell has several specific characteristics [12,13]:

e local problems are usually solved within a Cell where local observables are used to decide on
local corrective actions to handle local issues;

e communication and computational complexities are minimised;

e  local grid conditions are explicitly taken into consideration when deciding what kind of resources
are used;

e  provision of a distributed bottom-up approach for the restoring of the system balance;

e  focus more on balance restoration—and thereby restoring frequency as well—rather than the
current traditional sequence of frequency containment followed by frequency restoration.

e the total amount of internal flexibility in each Cell is at least enough to compensate the Cell
generation and load uncertainties in normal operation.

For a detailed description of rules, which define the Cell, see [12]. Moreover, some key roles—Cell
operator (CO), balance service providers (BSPs), balance responsible parties (BRPs) and load and
generation forecaster (LGF)—are identified for the future electricity market design within the ELECTRA.

In addition, an advanced Web-of-Cells control scheme is developed within the ELECTRA [12,13].
It is characterized by six high-level functionalities—balance restoration control (BRC), adaptive
frequency containment control (aFCC), inertia response power control (IRPC), balance steering control
(BSC), primary voltage control (PVC) and post-primary voltage control (PPVC)—and the following
fundamental characteristics [12]:

e solve local problems locally;

e  responsibilisation with local neighbour-to-neighbour collaboration;

e ensuring that only local reserves providing resources will be used whose activation does not
cause local grid problems.

The above shortly presented Web-of-Cells architecture shall require reconsidering presently
existing electricity market design for the procurement of system balancing products. The aim of this
article is to demonstrate a high-level market design for the economically efficient procurement of
system balancing products within a new architecture called Web-of Cells.

To implement the aim, the following tasks are set:
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e  todevelop the concept of the market design for the procurement of system balancing products by
identifying the most crucial structural elements of market design;

e  to determine the assessment criteria of economically efficient market design;

e  to assess the alternative solutions of market design elements by considering their advantages and
disadvantages and against the assessment criteria;

e to prepare a market design for the procurement of system balancing products within the
Web-of-Cells architecture.

There is a large volume of literature [14-27] that discusses the design of balancing markets in
the presence of intermittent RES. The novelty of this article beyond the prevailing literature is that
it proposes harmonized and unified rules for trading standardized system balancing products intra-
and inter-Cell between the identified types of the market participants in an organized market to
implement the merit order collection (MOC) and merit order decision (MOD) functions of Web-of-Cells
architecture. The market for system balancing products is designed in accordance with the general
principles of a competitive market, the principles of a wholesale electricity market and the principles of
the market for ancillary services. In addition, the market for system balancing products is developed
in accordance to the assessment criteria of “economic efficiency” and in line with the requirements
tackling the issue of climate change.

A critical review of scientific publications, research projects, energy market monitoring reports
and European Union-wide Directives and following Regulations is done. This allowed identifying the
alternatives of market design elements, perceiving the structure of existing European electricity market,
its strong sides, which should be respected within the Web-of-Cells architecture, and weak aspects of
market design, which should be transformed in a way to implement the MOC and MOD functions
of the Web-of-Cells architecture. Comparative analysis method is the secondary method applied to
understand the advantages and disadvantages of collected market design elements. Assessment of
market design elements as a tertiary method is used to rank the market design elements based on the
economic efficiency criteria, to identify the key market design elements (the best alternative from the
entire set of possible options) and finally take a decision regarding the particular option of market
design element, which well fits to the Web-of-Cells market design.

The remainder of the article is organized as follows: in Section 2, the concept of market design
for the procurement of system balancing products is developed based on results of literature analysis.
In Section 3, market participants and their roles within the Web-of-Cells architecture are identified.
Sections 4 and 5 discuss peculiarities of marketplaces and auctions possibly available for a new
power grid structure, respectively. Section 7 analyses options of market design elements to improve
operational efficiency. Options of market design elements to enhance price efficiency and utilization
efficiency are discussed in Sections 8 and 9, respectively. The concluding remarks are drawn in the
final section.

2. Concept of Market Design

2.1. Theoretical Background

There is no single and universal definition of the market design [28-32]. Definitions significantly
depend on, and they are related to the practical policy goals for achievement of which market design is
developed, peculiarities of economic sector or country under consideration, aspects of market design
discussed, analysis method applied, assessment criteria used or scientist’s insights and penetration
glance into the issue.

Considering to a great variety of factors, which disclose an array of research issues the market
design covers, the market design for the procurement of system balancing products under the
Web-of-Cell architecture is developed considering three concepts, which are market and its roles,
designing and market design. The interrelation between them is given in Figure 1 and discussion is
provided below.
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Market Designing
 Exchange and auction;  Engineering approach; Market design
—
* System balancing products; * Market elements. —

* BSPs and CO.

1

Roles (objectives) of the market for electricity
* Competitive situations;
* Economic efficiency;
* Reliable supply of electricity;
* RES & DR & Storage integration into the market for balancing products.

Figure 1. Structural representation of market design concept for the Web-of-Cells architecture.

The primary role (objective) of the electricity market is to establish competitive situations,
particularly, preventing the creation or the strengthening of market power or prohibiting the abuse of
a position of substantial market power (monopolization) [33].

Competitive situations are established by implementing the competitive electricity market. In [34],
five core attributes of a competitive market are segregated. These are ease of market entry and exit,
the absence of significant monopoly power, transparency, the absence of market externalities and
achievement of public policy goals, such as ensure a reliable supply of electricity, increased production
of electricity from RES. The list of attributes of a competitive market could be expanded by including
trade in standardized products, which are perfect substitutes for each other [35], great variety of
market participants [36], etc. Violation of any attribute of a competitive market hinder the market to
achieve both its primary and secondary roles, which are as follows [14,15,37]:

e  to promote economic efficiency and lower delivered product costs;

e to foster liquidity. Liquidity seems to be very important, especially for bilateral markets.
However, the article does not consider liquidity for the time being, since the concept is very
new, but this will be studied further in the subsequent activities;

to avoid undue barriers to entry for new BSPs;

to increase the choices to market participants;

to assure level playing field to all the BSPs;

to be transparent;

to be flexible;

to fit for future;

to be consumer-oriented, etc.

Within the Web-of-Cells architecture, the market means an auction-based exchange where system
balancing products are traded between the market participants, who are the BSPs and the COs (their
description and responsibilities in the market are defined in Section 3). This keeps the primary and
secondary roles for a well-functioning market for system balancing products. However, this article
concentrates on the role of the market to be economically efficient.

Within the Web-of-Cells architecture, the concept of the market presented above is expanded by
adding supplementary structural components, called market elements. It is known that at the procurement
side of the market for system balancing products attention should paid at balancing service classes, reserve
requirements, control system, timing of the markets, activation strategy, bid requirements, program time
unit, scope of balance responsibility, gate closure times (GCT), types of balances, closed/opened portfolio
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positions [16], types of market participants, contracting approach, contract duration, scoring rule, dispatch
criteria and cost allocation [17], transaction mechanisms and payments to the BSPs, response time and
duration period [18], structure for bids and payments [19], types of procurement and remuneration
methods, price caps [19,20], types of auction [21], number of markets, pricing rule, number of bid
submissions, scarcity pricing and cascading procurement [22], approach towards markets organization [23]
and other. However, with the purpose to establish an economically efficient market design, the following
market design elements are considered [16,24-26,38,39]: system balancing product resolution in time,
bid time unit, frequency of bidding, frequency of clearance, establishment of Merit Order list, distance to
real time of the auction, procurement scheme, remuneration scheme and pricing mechanism.

2.2. Concept of Market Design

By combining the concepts of market and design into a single new concept, the market design is
defined as a solution of the process of designing market elements requested within a market, which meets
the objectives held for the market [40]. The concept of proposed market design encompasses the institution
established for the system balancing products trading, interacting market participants and a set of market
design elements.

2.3. Market Design Assessment Criteria

Market design (more precisely separate its elements) is assessed against the following economic
efficiency criteria [16]:

o Operational efficiency is economic efficiency of handling the transactions related to the administrative
process in the market for system balancing products, including of energy schedule and system
balancing product bid submission and balance settlement.

e Price efficiency involves the cost-reflectivity of system balancing product prices paid to the BSPs.
The premise that prices are efficient, to the extent that they already factor in or discount all
available information.

o Utilization efficiency is defined as the economic efficiency of the utilization of available balancing
resources, i.e., the degree to which the least and cheapest balancing resources are used to maintain
the system balance.

Utilization, price and operational efficiencies are also criteria against which market elements are
assessed. The market elements in relation to the criterion of economic efficiency are summarized in
Figure 2.

System balancing product resolution in time

Bid time unit;

Frequency of bidding and clearence;
Operational SRR s

efficiency Establsihment of the Merit Order list;

N N NN

Distance to real time of auction.

Price v Procurement scheme;

efficiency

v' Remuneration scheme.

Utilization
effciency

v" Pricing mechanism;

v' Cascading procurement.

Figure 2. Market elements in relation to criterion of economic efficiency.
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3. Roles and Responsibilities in the Market for System Balancing Products

Several key roles are foreseen at the procurement side of the market for system balancing products
developed within the Web-of-Cells architecture.

The balance service provider (BSP) is a market participant who is responsible for the provision of
system balancing products to the CO if it is in a contract agreement with the CO. In accordance to
existing practice and the “Winter package”, the list of system balancing products provided by the BSPs
is limited to balancing capacity and balancing energy. Within the Web-of-Cells architecture, the BSP
has a responsibility to trade in inertia capacity, inertia, balancing energy and balancing capacity for
upward or downward regulation.

Within the Web-of-Cells architecture various types of BSPs take part in the market for system
balancing products. A detail list of the BSPs in the framework of the Web-of-Cells architecture is given
in Figure 3.

Balance service
providers

Thermal power
plants
such as motor, gas,
CHP and

condensing

Renewable energy

sources
using technologies
such as wind, solar,

hydro

Demand response
technologies
such as industrial
loads, electric
vehicles, and

Storage
technologies
such as batteries

and pumped hydro

household

Figure 3. List of the BSPs.

As the share of intermittent RES significantly increases in future, additional flexibility will become
a valuable source to balance real-time generation and consumption. The CO will have to rely on flexible
BSPs who could tailor (adapt) their generation and consumption by either producing and consuming
above or below their set schedule with the aim to solve the imbalance in the Cell. Thus, in addition to
presently acting BSPs, who are centralized gas-fired or hydropower plants, new BSPs will be requested
and, indeed, available. They will be found at the distribution level. RES, demand response and storage
technologies will be available new BSPs in future. Moreover, seeking to increase the size of the BSPs,
an aggregation is believed to be of critical importance. Thus, the aggregators as a separate type of the
BSPs will be requested under the Web-of-Cells architecture.

The responsibilities of the BSP in the market are in line with the requirements determined in [26],
however, responsibilities are expanded to new types of system balancing products developed within
the Web-of-Cells architecture. Therefore:

e the BSP qualifies for providing bids for inertia capacity, inertia, balancing energy or balancing
capacity which are procured and activated by the CO;

e each BSP participating in the procurement process for inertia capacity submits and has the right
to update its inertia capacity bids before the GCT of the bidding process;

e each BSP participating in the procurement process for balancing capacity submits and has the
right to update its balancing capacity bids before the GCT of the bidding process;

e each BSP with a contract for inertia capacity submits to its CO the inertia bids corresponding to
the volume, products, and other requirements set out in the inertia capacity contract;
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e each BSP with a contract for balancing capacity submits to its CO the balancing energy bids
corresponding to the volume, products, and other requirements set out in the balancing
capacity contract.

The Cell operator (CO) (TSO/DSO) within the Web-of-Cells architecture is a market participant
procuring system balancing products from the BSPs to balance electricity consumption and production
in real time. The CO decides on the demanded volume of system balancing products considering to
load and generation forecasts provided by Load and Generation Forecaster (LGF) and energy schedules
provided by the Balance Responsible Parties (BRPs).

The CO is responsible for the performance of the Cell operation, maintenance and development
to ensure electricity supply in a safe, efficient and reliable manner too. More precisely, it is responsible
for the secure operation of the Cell, measurement of electricity demand on high voltage (HV), medium
voltage (MW) or low voltage (LV) grid, maintenance of HV, MV or LV grid and procurement of the
system balancing products for its Cell (based on [41]), which demand arises due to the occurrence of
the following events [20]:

e unexpected RES generation variations;

e unexpected consumption variations;

e unplanned outages of generation and consumption capacity and grid elements;

e if discrepancies between the duration of day-ahead/intraday markets periods and real-time
settlement periods exists;

e  discretization of continuous time in discrete market periods.

Presently, the TSOs are responsible for the preparation of market regulations to the BSPs on the
procedure for the procurement of system balancing products. In the Web-of-Cell architecture, this task
is under the responsibility of COs, who prepare uniform and harmonized rules for the procurement of
system balancing products. The rules are applied to all market participants. For a detailed description
of other non-market related responsibilities of the CO, see in [12].

The load and generation forecaster (LGF). Nowadays the TSOs calculate day-ahead, week-ahead,
month-ahead and year-ahead forecasts of total load, estimate of the total scheduled generation (MW)
and forecast wind and solar power generation (MW) per bidding zone, per each market time unit of
the following day [39,42]. Generation units and DSOs located within a TSO’s control area provide
the TSO with all important information necessary to calculate the load and generation forecasts.
This information is used by the TSO to determine volume of system balancing products required
to balance electricity consumption and production in real time. In the Web-of-Cells architecture,
generation and load forecasts are made by two types of entities. These are the large-scale BRPs,
receiving all necessary information from their large-scale generating and load units, and the Aggregator,
collecting all important information for this task from the small-scale BRPs who themselves are
supplied with data by small-scale generating and load units. The LGF is responsible for provision of
load and generation forecasts to the CO.

4. Description of System Balancing Products

A variety of system balancing products, which are procured by the CO and supplied by the BSPs
to assure the balance between electricity production and consumption in real time, is suggested within
the Web-of-Cells architecture. They differ in functions, technical characteristics, procurement schemes
and other requirements.

In Figure 4, the list of system balancing products traded within the Web-of-Cells architecture is
presented by categorizing them into classes, directions and types.

In the framework of the Web-of-Cells, four classes of system balancing products in separate
sub-markets are traded with the purpose to keep the system frequency target value within the certain
limits [43]:

13



Energies 2018, 11, 729

o Inertia response power control (IRPC) service where each unit, involved in inertia control,
automatically changes its level of inertia power response (synthetic inertia) depending on certain
predefined characteristics. Reacts to frequency changes over time.

o Adaptive frequency containment control (aFCC) service will not be fundamentally changed compared
to today’s schemes, except that the resources providing containment reserves will be different:
generating units (in the broadest sense) as well as loads and storage distributed across the power
grid (within each Cell). Reacts to deviations of the absolute frequency value so as to contain any
change and stabilize frequency to a steady-state value.

e Balance restoration control (BRC) service initiates the restoration of the Cell balance and load flows
based on local information. It is assumed that (almost) all prosumers, that are connected through
public communication infrastructure, will be able to offer fast BRC capacity, e.g., through their
flexible loads, and possibly local storage. Reacts to absolute frequency deviations in conjunction
with the tie line deviations from the scheduled interchanges so as to restore both quantities to
their initial values.

e Balance steering control (BSC) service will replace the BRC in a more economic manner if this can
be done safely or adjust the balance set points. It can as well have pro-active activation based on
prognoses. This control deploys resources not only within the Cell but also from neighboring
Cells. Regulates power balance within a Cell in order to replace the BRC reserves or mitigate
potential imbalances in a cost-effective manner.

System balancing
products
Classes Types Direction
Inertia Response Inertia (1) Downward (D)
— Power Control
service (IRPC)

coprety (@ m
Adaptive Frequency

—— Containment Control Energy (E)
service (aFCC)

Balance Restoration
Control service (BRC)

Balance Steering
Control service (BSC)

Figure 4. The categorization of system balancing products.

The system balancing products are standard. The minimum requirements are set for them (Table 1).

Table 1. Requirements for the standard system balancing products [44].

Characteristic IRPC aFCC BRC BSC

Ramping period <1 MW:s/s <1 MW/s <10 MW/min Same with BRC
Full activation time <ls 2-5s 10-30's 10-30's

Minimum and maximum quantity <1 MW-s <1 MW 1-5 MW 1-5MW
Preparation period <ls <5s <1 min <1 min
Deactivation period <20s 10-30s 10-30's 1-30s
Minimum and maximum duration of delivery period 15-60 min

Validity period 15 min 15 min 15 min 15 min

Mode of activation Merit order Merit order Merit order Merit order
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Based on today’s operation a clear direct link between the quality of system balancing products
and their price is established, showing that the quality of system balancing products is hierarchical
in nature. Therefore, the primary control service is a higher quality-balancing product than the
secondary control service, which in turn is a higher quality-balancing product than the tertiary control
service. Thus, it is reasonable that higher quality balancing products are priced at higher prices. In the
Web-of-Cells architecture, the relationship between the quality of system balancing products and their
price could be kept too (Figure 5), however, there are some differences.

Price J
4

Inertia Response
Power Control
(IRPC) service

Balance Steering
Control (BSC)
service

Balance

Restoration
Adaptive Control (BRC)
Frequency service

Containment
Control (aFCC)
service

Quality of the service

Figure 5. The relation between the inertia, classes of the balancing products in respect to their quality and price.

The IRPC service is the most difficult service, thus, it is expected that it will be the most expensive.
The cost (price)—quality of the aFCC and BRC services should not vary, since the type and mechanisms
of resources providing these two services are very similar and, if anything, the BRC service could be
even more expensive because it is more crucial as a service. The BSC service is not anymore tertiary,
hence cheaper, reserves. The BSC involves the change of tie-lines set points only and that is not based
on reserves. This means that the commodity here is rather different that the other three services. In any
case, the cost are expected to be higher than the BRC’s because otherwise, the COs would always tend
to modify their set-points and that should be done only in exceptional cases.

The direction of the system balancing products corresponds to upward and downward regulation.
Upward regulation means an increase in generation (or decrease in consumption) and down regulation
means a decrease in generation (or increase in consumption). Upward regulation is provided by
units that are more expensive than the marginal unit of the day-ahead or intraday markets, meaning
that the system balancing product of upward regulation is traded at higher price than the day-ahead
price. For downward regulation those units that already received payments from the day-ahead
and/or intraday markets can save the fuel costs by decreasing generation. Splitting the market for
procurement of system balancing products into the sub-markets of “upward” and “downward” and do
not setting /keeping the requirement for bid symmetricity creates preconditions and lead to increasing
number of the BSPs in the corresponding sub-market. For example, loads are more familiar and
capable of reducing load than increasing it. Therefore, if symmetric bids are not required, the available
balancing capacity could be better used.

Three types of system balancing products are traded. They are inertia, balancing energy and capacity
necessary for balancing and inertia. Balancing energy means energy used by the CO to perform balancing
and provided by the BSPs. Balancing capacity means a volume of reserve capacity that the BSP has agreed
to hold and in respect to which the BSP has agreed to submit bids for a corresponding volume of balancing
energy to the CO for the duration of the contract. In line with the determination of balancing capacity and
balancing energy, the capacity necessary for provision of inertia and inertia are determined, respectively.

Separate sub-markets are established to trade a particular class, direction and type of system
balancing product. Coding of system balancing products is established to increase the transparency
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and operational efficiency of the market and with the purpose of quickly directing the BSP and the
COs to the appropriate sub-market. The following structure of coding is applied: C-D-T: YMD_H_Q,
where C—class, D—direction abnd T—type of the system balancing product and Y, M, D, H, Q—year,
month, day, hour and quarter hour of system balancing product delivery. Thus, under the coding
aFCC-U-C: 20171026_15_00 the upward regulation (U) balancing capacity (C) for the provision of
adaptive frequency containment control (aFCC) service is traded, when the system balancing product
has to be delivered on 26 October 2017 at 3 pm.

5. A Marketplace

The Web-of-Cells architecture keeps an idea that all system balancing products, which are needed
to operate the Cells are procured in a marketplace. Three types of marketplaces are considered.
They are exchange, organized over-the-counter (0OTC) and bilateral over-the-counter (bOTC) [45].

Exchange as a type of organized market is needed. The Web-of-Cells architecture prefers the
exchange because of the reasons discussed in [46], the most important of which are the pursuit
of transparency, confidentiality, anonymity and publicity. In the exchange, only standard balancing
products are traded meaning that contracts are uniform regarding their structure and form. This enables
the CO to compare identical system balancing products and activate the most cost-efficient solution.
Standardized system balancing products support the integration of RES&DR&Storage technologies
into the market. Due date, place of delivery, the time in which the deliveries take place and the
conditions for clearing and settlement are standardized too. The set of rules such as the conditions
to be admitted to trade on the exchange are made public and are the same for every BSP. Prices and
revenues are made public too and this allow the BSPs evaluating the position of their bids on an initial
Merit Order list relative to bids from other BSPs. The participation is voluntary and non-discriminatory.
Trading partners do not have to be found and the counterparty risk is minimized. Since the trading
process is anonymous, the BSPs can keep their strategy in secret. Also, the process to offer flexibility in
the market is easy with a low entry barrier.

All the COs and the BSPs use a common platform for trading system balancing products,
however, they are not pooling the bids and offers into a single integrated market for system balancing
products, except in case of trading the BSC service, when every bid and offer available to one of
the Cell is available to other Cells. This comes from the feature of the Web-of-Cells architecture
that, basically, local problems should be solved locally and only in case there is a shortage in inertia,
balancing capacity and balancing energy, they are procured from the neighboring Cell by procuring
the BSC service.

6. An auction

6.1. General Issues

Auction as an instrument promoting competition in procurement of system balancing products
is applied within the Web-of-Cells architecture. In addition, within the Web-of-Cells architecture it
is used as a mechanism to coordinate efficient production. Moreover, it is chosen as an institution
determining the price and conducting the trade in the exchange. It is worth mentioning that within
the Web-of-Cells architecture an auction serves as the economic (market) mechanism used to allocate
the system balancing products in economically efficient way. The main arguments for the choice of
the auction are derived from the following advantages of the auction to be fair, open, transparent,
objective, non-discriminatory, and timely process, which well corresponds the determined roles of
the market for the procurement of system balancing products to be market facilitating. The trade in
system balancing products in the auction is organized in Cell- and inter-Cell levels. The IRPC, aFCC
and BRC services are traded within a particular Cell, but the BSC service is traded between the Cells,
i.e., the COs organize a common auction to trade in the BSC service.

16



Energies 2018, 11, 729

6.2. Types of Auctions

6.2.1. Closed-Type vs. Opened-Type Auction

In relation to the extent to which information about orders submitted to the auction are provided,
closed-type auctions instead of opened- ones are established. In a closed (sealed-bid)-type auction,
the BSPs, who are the auction participants during the bidding process, privately submit their bids and
offers to the CO, who is the auctioneer, and the CO keeps this information private, such that there is
no sharing of bidding information amongst the BSPs. The BSPs are informed whether they won or lost.
It is expected that limiting the provision of information works as a constraint on exercising market
power and thereby increasing prices of system balancing products.

6.2.2. Uniform Auction vs. Discriminatory Auction

Two types of closed-type auctions differing in bidding formats and pricing mechanisms are considered
within the Web-of-Cells architecture. They are uniform and discriminatory auctions. The results of scientific
investigations regarding the type of the auction, which is superior another, are controversial and comparison
of the auctions is complex, since it depends on the objective of the auction (Table 2) [47]. Thus, there is no
unanimous opinion, which type of the auction should be selected.

Table 2. Comparison of uniform and discriminatory auctions [47].

Objective of the Auction Uniform Auction Discriminatory Auction
Revenue maximization v
Assurance of the continuity of financing and reduction in price volatility 4
Learning about honest valuations Vv
Increase in number of bidders and strengthening of the role of the market v
Increase in efficiency Vv
Prevention of collusion v
Selling near the market price v

However, based on the observations provided in [47] that aim at maximizing revenue, increasing
the number of bidders, strengthening the role of the market and selling at the market price, the priority
should be given to the uniform auction. In [48], it is supposed that uniform auction is relevant because
of its simplicity and effectiveness when responding to the main questions, such as who should receive
system balancing products, who should supply them and at what price system balancing products
should be traded. Moreover, when the market is competitive the uniform auction has two features,
such as short-run and long-run efficiency [48]. In addition, consumers and BSPs are much better off
with uniform auction than with other alternatives and the main argument against uniform auction
is political but not economical [48]. Research findings of [49] suggest that discriminatory auction
may lead to inefficient production. The [50] concludes that discriminatory auctions could reduce
volatility, but at the expense of higher average prices. Findings of [51] suggest that switching to
a discriminatory auction will not necessarily result in greater competition or lower prices. Considering
to advantages of uniform auction and disadvantages of discriminatory auction, the authors of the
article have good motives to select the uniform auction design to trade in system balancing products
within the Web-of-Cells architecture.

The peculiarities of the uniform auction are as follows: the uniform auction design is selected
when at least the one CO and many competing BSPs participate in the market for system balancing
product, which has to allocate multiple units of system balancing product. Subject to the uniform
auction, the CO collects all the bids and offers from the bidders (BSPs), creates an initial Merit Order
list for the system balancing product, and match it with the requested volume of system balancing
product. The CO establishes the market-clearing price (MCP) by matching supply and demand of
system balancing product. Win the bidders (BSPs) whose bids, or sections of their bids, offered lower
price than the MCP. All winners (BSPs) receive the same price, independently on their financial offers.
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The advantage of a uniform auction is that it is fair and attracts the participation of small bidders.
Since this is a closed-type auction, no information is published before the clearing takes place. It is
expected that under the Web-of-Cells architecture the level of competition is achieved high in the
market and many small-scale BSPs participate here. Therefore, this type of auction is selected.

6.2.3. One-Sided vs. Two-Sided Auction

In relation to types of market participants involved in the auction both one-sided and two-sided
auction designs are relevant for the Web-of-Cells architecture.

The need for one-sided auction comes from the “local problems should be solved locally” feature
of the Web-of-Cells architecture. This feature leads to the establishment of a monopsonistic market
structure (one-sided), where the CO is a single buyer of the system balancing products and there
are many local small-scale BSPs supplying the system balancing products. The peculiarity of the
one-sided auction is that only the BSPs bid (peer of price and volume) in the auction and form the
price-responsive supply curve of the particular system balancing product. The nature of demand,
for establishment of which the CO is responsible, is price-non-responsive. The CO determines the
demanded volume of system balancing product but no price is established at which the CO would
prefer to procure the system balancing product. The CO is not allowed to bid price because it is a single
buyer and can dampen the price, which then could be too low for the BSPs to participate in the market.
One-sided auction is established to trade in the IRPC, aFCC and BRC services.

Principally, the two-sided auction design features a number of the COs and the BSPs from
different Cells and enables the active participation of supply and demand sides to compete on
a level-playing-field basis, where both the BSPs and the COs are allowed to bid. It enables forming
the aggregated price-responsive demand curve too, when the COs bid both quantity and price in the
auction and in such a way show their preferences. The two-sided auction is established for trading in
the BSC service, since cross-Cell trade in the BSC service is allowed and more than one buyer exists.
The advantage of the two-sided auction over the one-sided auction is that the former ensures lower
transaction cost for the BSPs and the COs. Thus, operational efficiency improves. It helps to control
market power, increase price and utilization efficiencies and enhance the social welfare of the market
through the establishment of the competitive situations in the market too.

6.3. Consistency of Auctioning

Depending on the consistency of the auctions held during the time, two categories of auctioning
(sequential and simultaneous auctioning) are considered for the Web-of-Cells architecture. Based on their
peculiarities, the Web-of-Cells architecture develops an idea of the hybrid auctioning, which combines the
features of both sequential, which is applied in European countries, and simultaneous, widely used in
USA, auctioning.

The hybrid auctioning takes into account the approach of the sequential auction that market for
electricity (day-ahead and intraday) products and market for system balancing products are cleared
sequentially meaning that the market for balancing energy is cleared after the clearance of day-ahead
and intraday electricity markets. Winners in the sequential auctioning are chosen easy by selecting the
lowest price-offering participants for each product separately. This type of auctioning is selected as
a core auctioning mechanism because of its practical use in European countries. The transformation of
electricity markets auctioning to simultaneous auctions shall mean significantly increased cost. Subject
to the simultaneous auctioning, the products to bidders are allocated along with the minimization of
joint bid cost of providing energy and balancing services. In this approach, it is hard to justify the
schedule and pricing of the product.

The Web-of-Cells architecture improves the sequential market mechanism by adding the cascading
procurement principle applied in the simultaneous auctions. In result, the system balancing products
are procured by the CO in a way that total cost of providing system balancing services products
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is reduced. That is, the reduction of total cost of system balancing products achieved through the
application of the cascading procurement principle, which is described in a more detail in Section 9.2.

7. Analysis of Market Design Variables for Improvement of Operational Efficiency

7.1. Timing of the Market for System Balancing Products

The Web-of-Cells architecture proposes a novel approach towards an organization of timing of
the market for system balancing products. The approach is based on the finding of the solutions to
reduce the costs of system balancing products provision (see in detail Section 7.2), the rolling schedule
of bidding, clearance and the Merit Order list establishment (see in detail Section 7.4), the transparency
of rules how the market for system balancing products is organized and the non-discrimination of
system balancing products provision against the time criteria. The composition and alignment in point
of timing of the market for system balancing products is provided in Figure 6.
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Figure 6. The timing of the market for system balancing products. Here: BP—bidding process;
CP—clearance process; Merit order—establishment of Merit Order list.

The market for system balancing products is organized in a way that initially, the BSPs decide
on in which sub-market—inertia capacity or balancing capacity—they will take part in. Those BSPs
who decide to participate in the sub-market for inertia capacity and whose bids are accepted, are not
allowed participating in other sub-markets, except for inertia. The same is valid for the BSPs who bid
balancing capacity. Those BSPs who decide to participate in the sub-market for balancing capacity
for a particular service (either this is the BSC, BRC or aFCC service), and whose bids are accepted are
not allowed participating in other sub-markets, except in the sub-market for balancing energy for this
particular service.

The Web-of-Cells architecture assumes that the sub-markets for balancing capacity for the BSC,
BRC and aFCC services are organized in a sequential manner. After the sub-market for balancing
capacity for the BSC service is cleared, the sub-market for balancing capacity for the BRC service is
cleared and later on the sub-market for balancing capacity for the aFCC service is cleared. Such a layout
of the system balancing products in time is recommended for several reasons, including to reduce the
costs of the system balancing products provision and to limit a “price reversal” effect of lower-quality
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balancing capacity to be priced at a higher price. Aiming at implementation of aforementioned
recommendations, the cascading procurement principle is implemented (see the arrows connecting
separate sub-markets for balancing capacity). Therefore, higher-quality balancing capacity is cleared
one hour earlier than lower-quality balancing capacity. This hour is required both to move the rejected
by the market higher-quality balancing capacity bids (the bids submitted but not accepted by the
sub-market) to the sub-market for lower-quality balancing capacity, if they correspond to technical
requirements held for the system balancing product of this sub-market and clearing the sub-market.
The sub-market for upward and downward regulations are organized in parallel, i.e., they have the
same timing.

The sub-markets for inertia capacity and balancing capacity are organized earlier than the
sub-markets for inertia and balancing energy, since inertia and balancing energy bids are submitted to
the market by the BSPs who won capacity auction and thus have an obligation to keep the capacity for
the particular hours in real time. Thus, clear interrelationships of the timing of the sub-markets for
inertia capacity and inertia, balancing capacity and balancing energy are established.

Considering to the criteria of transparency and non-discrimination, the length of bidding and
clearance processes as well as the length of the Merit Order list establishment is based on the following
time-related principles:

e  the BSP submits bids for inertia capacity and balancing capacity during 8 h;

e the clearance process takes 1 h;

e if inertia capacity or balancing capacity bids are accepted, the inertia and balancing energy bids
are submitted during 6.5-8.5 h depending on the service for the provision of which the inertia
capacity and balancing capacity is reserved, respectively;

e the Merit Order list for inertia and balancing energy provision is established during 15 min and
15 min before real time.

7.2. System Balancing Product Resolution in Time

In Europe, both short- and long-term markets for the provision of system balancing products are
established. The products (balancing capacity and balancing energy) for primary control are acquired
by entering into hourly, daily, weekly, monthly or annually contracts. The system balancing products
for secondary and tertiary controls are purchased in the long-term markets by entering into contracts,
the duration of which varies from week to year or more [30]. Certainly, in some countries both short-
and long-term markets for the provision of secondary and tertiary services are established. The “Winter
Package” sets that the contracting period should have a maximum of one day.

Considering to the experience of European TSOs and suggestions provided in the “Winter
Package”, short and long contracting (procurement cycles) is considered within the Web-of-Cells
architecture. Shorter procurement cycles allow new entrants and BSPs with a small portfolio of either
generation units and/or schedulable load to participate in the market for system balancing products.
The BSPs owning RES units prefer short procurement cycle because RES capacity can be used only for
a limited time, for example, 3500 h a year whereas traditional fossil fuel-based power plants can run for
much longer period. Therefore, if a system balancing product’s resolution (in time) is set long, the BSPs
owning RES units will not be technically capable to provide the required capacity. Thus, utilization
efficiency of available resources reduces. Since an entry barrier for intermittent low marginal cost
technologies is created, the price efficiency reduces too, because these RES technologies do not take
part in the market and do not form prices. Thus, prices are tended to be high reflecting marginal cost
of traditional production technologies. The BSPs operating peak/marginal plants as well some large
consumers are interested in longer procurement cycles to guarantee fixed revenues [27].

The system balancing product resolution (in time) as a market element is essential for the BSPs
under the Web-of-Cells architecture, especially for the demand response, RES and storage technologies.
The market element’s relevance for the BSPs who aggregate consumption units or electric vehicles
is highly dependent on the habits of consumers. The amount of reserve they are able to provide is
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variable and it will be precluded from a market where the time is too long. Demand response providers
are smaller than traditional generators and may be limited in the contiguous period in which they
deliver the system balancing product. With the aim to increase the number of demand response related
participants and competition between the BSPs, shorter balancing product resolution (in time) should
be set. However, short system balancing product resolution (establishment of short-term markets) alone
could be too volatile and risky to support procurement of the products. Thus, long system balancing
product resolution (long-term contracts) could be considered as an alternative too. It is justified for the
purpose to protect investments. Moreover, long-term markets could give the BSPs the opportunity
to better control risks by fixing the contracted volume and price for long-term. However, from the
point of view of Web-of-Cells architecture and the European Commission’s approach to long-term
contracts [52], longer system balancing product resolution (in time) potentially comes with some
drawbacks, for example:

e itreduces competition in future bidding processes since the COs who are beneficiaries holding
long-term contracts will effectively be out of the market for the duration of the contract;

e it transfers risks to the BSPs (both the risk that prices of balancing products will rise in future and
capacity prices fall, and—as more contracts are signed—the risk that contracted capacity will not
be required in future).

e itincreases the costs of any future market design transition (operational efficiency reduces), since
long-term contracts would in principle need to be honored if in future a new market design will
be adopted.

Considering advantages and disadvantages of different length of the system balancing product
resolution, the results of EcoGrid EU project (in the EcoGrid EU project a 5 min resolution was initially
used, but the overall conclusion was that 15 min would be enough and serve the purpose), EU practice,
and requirements set in “Winter Package” for future power systems, the Web-of-Cells architecture
establishes the short-term market for system balancing products.

7.3. Bid Time Unit

Within the Web-of-Cells architecture, the bid time unit (BTU) is closely linked to the energy
schedule time unit (STU), which divides responsibility between the CO and the BRPs, and imbalance
settlement period (ISP), the period for which imbalance of the BRP is calculated. The recommendation
to link BTU to STU and ISP comes from the need to harmonize time units to increase operational
and price efficiencies. The explanation of how different types of time units are interrelated is derived
from the analysis of the following chain of events—information (in terms of prices of the system
balancing products) received from a particular BTU is used to price an imbalance of a particular ISP,
which is established taking into account energy schedules from a particular STU. Thus, if time units of
BTU, STU and ISP are not equalized and harmonized the operational efficiency and price efficiency
reduces. Operational efficiency reduces because additional tasks should be performed by the market
participants to normalize the results of transactions exercised in one type of time unit (for example,
in the BTU) in a way that they could be available for use in other types of time unit (for example, in the
ISP). The comparability of information received from time units of different length is complicated.
Moreover, more time, qualified personnel and physical infrastructure is required, which increases cost
and reduces price efficiency.

The Web-of Cell architecture considers short and long BTU&STU&ISP. Short BTU&STU&ISP is
selected of 15 min and long BTU&STU&ISP—of 60 min. It is expected that a short BTU&STU&ISP
provides the BRP with a stronger incentive to balance the available energy portfolio than a long
BTU&STU&ISP because more accurate information is available on short terms, and deviations from
the scheduled energy will be smaller. Thus, balance planning accuracy shall increase. This shall lead
to smaller energy imbalances at the Cell level. Thereby, the CO will activate less balancing energy
bids, as demand for balancing energy will be lower. Indeed, reduced demand for the balancing
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energy will lower imbalance price, which in turn will diminish incentives for the BRPs to balance
their energy portfolios, as imbalance cost could be smaller than cost if the balancing efforts were
placed. However, short BTU&STU&ISP shall raise the transaction cost because energy schedules and
balancing energy bids shall be submitted and imbalance shall be calculated frequently. Within a short
BTU&STU&ISP, the reduced demand for balancing energy will influence the improvement of criteria
of the availability of balancing resources in a way the BSPs will have more opportunities to provide
balancing energy, even if they have abundant commitments in the intraday electricity market. Subject
to the abundant commitments in the intraday market and long BTU&STU&ISP the BSP may be
technically incapable to provide balancing energy for BTU&STU&ISP of 60 min. If only few BSPs are
capable to provide balancing energy, they can start using power in the market and offer balancing
energy at price not reflecting actual cost. Thus, price efficiency shall reduce. Within the framework of
the Web-of-Cells architecture, the BTU&STU&ISP is set of 15 min.

7.4. Time Horizon (Frequency) of Bidding, Clearance and Establishment of Merit Order List

The time horizon of the system balancing products’ bidding, clearance and the Merit Order list
establishment is short in the Web-of-Cells architecture. This means that bidding and clearance processes as
well as the establishment of the Merit Order list for the particular system balancing product is performed
hourly instead of daily, quarter-annually, semi-annually or annually and on the rolling schedule.

Short time horizon means that the BSP has a right to take part in 24 auctions per day for the
particular system balancing product selling if the CO organizes the auctions. The auction can be held
24 times a day for each coming hour of the day. The BSPs and the CO submit bids for each hour,
which inter alia is divided into quarters. These quarters are known as the market time units (MTU).
Thus, totally 96 MTU are foreseen per day. Bids that are submitted for a particular MTU can be changed
until the clearance process of inertia capacity or balancing capacity starts or the Merit Order list for
inertia or balancing energy is established. The rolling schedule means that the proposed timing of the
sub-market for system balancing product (see Figure 6) moves forward in a way that the Merit Order
lists for the MTUs of the particular hour are established 15 min before the real time.

Short time horizon has sense in terms of improved utilization and price efficiency. For instance, if the
sub-market for system balancing capacity is cleared yearly, then only those BSPs who have balancing
resources, which are available across the whole year, could offer balancing resources. Indeed, this is
an entry barrier for many RES&DER BSPs since they are intermittent and cannot offer capacity for
the whole year. Thus, efficiency of RES&DER utilization reduces. Because of limited supply, the price
efficiency reduces too [16].

7.5. The Distance to Real Time of the Auction

The general existing practice in Europe is that the TSOs organize auctions or enter into the
agreement for the procurement of the balancing capacity for the delivery of the primary control
services day- or week-ahead from real time while agreements for the provision of services for the
secondary and tertiary control are signed from day- to year-ahead from real time. Long distance to
real time is favorable to the TSOs since it reduces the uncertainty of balancing capacity availability.
However, the uncertainty increases the risk premium added on the top of balancing capacity
procurement price. Therefore, balancing capacity procurement price can be high. During the long
time many events (including new lower cost balancing capacity BSPs could appear) could happen.
Their impact will not be reflected into the price of balancing capacity agreed in advance. Thus, the real
value of the balancing capacity will be rarely reflected in the procurement price. Seeking to avoid such
situations, the distance to real time of the auction should be reduced.

The general practice is that the distance to real time of the auction/agreement is linked to the
system balancing product resolution (in time). It is well known that long-term contracts are agreed in
advance from real time and they are effective far ahead from real time. Indeed, this proclaims that
market is “locked” for new BSPs even for several years forward because old annual contracts are
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valid and additional contracts for the following years have been already agreed. Thus, new BSPs have
not even possibility to enter the market until the old contracts expire. And this is a serious barrier,
which hinder and inhibits competition in the market. Therefore, the price of balancing capacity will
not reflect its true value and the price efficiency will reduce.

What could happen if the existing practice was hold for future? Let’s consider the case of the
aggregator. Long distance to real time of auction will induce uncertainty on decision making. If the
procurement of balancing capacity was made long before the real time, the aggregator would made
particular assumptions on the amount of reserve it could provide. For instance, if the procurement
of balancing capacity was made one year in advance, the aggregator would submit the bid on the
number of units at the time of the bid, and it would not be able to take into account all the potential
new aggregated units. Thus, in real time, the utilization efficiency would reduce, since additional
balancing capacities would not be requested and accepted by the market.

Thus, for the future market design the distance to real time is reviewed and shortened, as it is proposed
in the “Winter Package”. The Web-of-Cells architecture proposes to solve the issue of risk premium,
reflection of the real value in the price of the system balancing products, reduction in price efficiency and
utilization efficiency by organizing auctions day ahead from real time and on rolling schedule.

8. Analysis of Market Design Elements for Improvement of Price Efficiency

8.1. Procurement Scheme

Within the Web-of-Cells architecture, several types of schemes for the procurement of inertia
capacity, inertia, balancing capacity and balancing energy are considered (Figures 7-9, respectively).

Organized and bilateral markets are recognized as two main market arrangements for the
procurement of the system balancing products within the Web-of-Cells architecture, although
alternative procurement schemes (mandatory offers, etc.) are considered too. However, alternative
procurement schemes are not discussed in this article as they are usually country-specific.

The peculiarity of the procurement scheme in the organized market is that there is no contract or
obligation for the BSPs to offer capacity for inertia, inertia, balancing capacity or balancing energy in the
market; the BSPs voluntarily participate here and bid a price, at which they wish to sell, and volume.
This is a centralized market, where the CO utilizes a merit order to dispatch the generators and
loads in a least cost way. Besides, standardized products with a short duration are exchanged here.
The organized market model enhances transparency and fosters competition. The drawback of the
market model is high data management costs and availability to facilitate the exercise of market power
by some BSPs.

If the BSPs and the CO are allowed negotiating a contract regarding the offered system balancing
product (its quantity and quality) and its price, bilateral market is established. Negotiations (through
the customization) provide a flexible way to determine prices, quality of the system balancing product,
financing terms and other, but they are costly (high transaction cost) and time consuming.

Inertia capacity and inertia

[
IRPC
service

Organized market

Bilateral market

Figure 7. The methods for procurement of inertia capacity and inertia.
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Figure 9. The methods for procurement of the balancing energy.

The CO and the BSPs may want customized contracts that offer flexibility because there are
many uncertain factors that have an influence on predictions of electricity consumption, production
and price in the future. The flexibility enables them to make adjustments more easily and at lower
cost when the factors become better recognized. The economists argue that this type of market
arrangements is decisive to the functioning of electricity markets, because they provide parties with
price stability and certainty necessary to perform long-term planning and to make rational and
socially optimal investments. Bilateral markets are valuable since they protect the BSPs and the COs
against price uncertainty and make revenue and payment streams more predictable. As a result,
investment decisions are facilitated. Within the Web-of Cells architecture they could be used to provide
location-based services where there are potentially insufficient volumes of competition. The bilateral
market is a decentralized market, where the CO is constrained in scheduling by negotiated contract
price and volume. The advantage of the bilateral market model against the compulsory provision
is the fact that the CO procurers only the amount it needs and deals only with the cheapest BSPs.
However, the bilateral market model has drawbacks, which are discussed in [19].

Taking into account the advantages and disadvantages of the markets for procurement of system
balancing products, as well as the requirements established in the “Winter Package” (particularly,
that “the procurement processes ... are transparent while at the same time confidential ... ”,
’ the procurement . .. is organized in such a way as to be non-discriminatory between the market
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participants ... ”and “ ... procurement ... is market-based ... ” [26]) the Web-of-Cells architecture
accepts organized market for the system balancing products’ procurement processes.

8.2. Remuneration Scheme

The Web-of-Cells architecture considers that the system balancing products are procured on
commercial basis and the BSPs are remunerated for the provision of them. The COs can apply different
remuneration mechanisms (Figure 10).

Method for the BSPs remuneration

1
I 1

Availability Utilization
1 1
I 1 1 1 I 1 1 1
lRP.C aFCp BRC service| |BSC service IRPAC anC BRC service| |BSC service
service service service service

Figure 10. Methods of the BSPs remuneration for system balancing products.

In case of aFCC, BRC and BSC services, the COs pay the BSPs for balancing capacity availability
(i.e., for holding balancing capacity) and for its utilization (i.e., for the delivery of balancing energy)
(Figure 10):

e the availability payment is made to the BSP in return for the balancing capacity being made
available to the CO during the MTU. The availability payment is equal to the price (EUR/MW) at
which all the BSPs are paid for holding balancing capacity for the MTU;

e later, when balancing capacity is called upon, in addition to the availability payment the CO
pays a utilization price (EUR/MWh) for balancing electricity delivery. The utilization price may
be noticeably different from the price the BSP asked for the activation of balancing capacity.
The utilization price therefore reflects the prevailing market price at the time of use.

In case of IRPC service the BSPs are remunerated for availability of inertia providing capacity
(EUR/(MW x s)) and for its utilization (delivery of inertia) (EUR/kg x m?).

9. Analysis of Market Design Elements for Improvement of Utilization Efficiency

9.1. Pricing Mechanisms for the System Balancing Products

The Web-of-Cells architecture considers both market-based pricing mechanisms and pricing
exercised by the regulating authority or the CO. By definition, the regulated price is set by the
regulating authority or the CO and is the same for all the BSPs. The use of regulated price is related
to the mandatory provision of the services by a few BSPs (often large producers) since there is no
information to choose the BSPs based on their cost [30]. Asitis argued in [30], even if the rules allow for
new entrants, such as aggregators to propose system balancing products, the selection of the capacity
will be made by an administrative rule, which would not allow new participants competing effectively
with incumbent market participants. Thus, this form of pricing should be or is used, when market
power is an issue in the market. However, a regulated price is not a desirable choice since it reflects
very imperfectly the actual cost of providing the balancing service, especially, if cost changes in time
and circumstances [19]. This means that regulated price does not take into account the market value
of electricity generation [30]. With a fixed guaranteed and unchanging price, a generator can receive
cross-subsidies [30].

The Web-of-Cells architecture considers two alternative market-based pricing rules to the
regulated price. In particular, it considers uniform and pay-as-bid pricing rules.
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Under the uniform pricing rule all market participants with accepted bids are paid a uniform (single)
price, which is the market-clearing price (MCP), regardless of their bids. The MCP is determined as the
offer price of the highest accepted offer in the market, as it is shown in Figure 11.

Price, EUR/ MWh

S, supply curve
MCP=Ps=45 |
Total procurement cost, EUR
"
P=20
D, demand curve
Pi=! —
Qi Q Qs Quantity, MWh

Figure 11. Price determination and total procurement cost subject to uniform pricing rule.

The uniform pricing rule is beneficial to apply because the MCP aligns the actions of the BSPs and
COs with maximizing the gains from the trade. The reason for the application of the uniform pricing
rule to determine the price in the market for system balancing products is twofold [48]:

e the incentive to provide for efficient dispatch. The uniform pricing rule means that the BSPs offer
the system balancing products at prices closely reflecting their marginal costs. This results in
operationally efficient dispatch meaning that demand is supplied by the lowest cost resources
and technologies, which are owned by the BSPs;

e the optimal investment means that generation technologies are built in necessary places at required
time with the investment risks borne by the investors but not the tariff payers.

In [48], four principal criticisms against the application of the uniform pricing rule to set the MCP
(Figure 12) are discussed.
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Figure 12. Principal criticism of the uniform pricing rule [48].
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In [48], it is argued that the critique of employing the unified pricing rule in electricity market
includes a reference to the thoughtful unfamiliarity with the price setting process and application
possibilities. However, critics do not notice that the pricing mechanism is successfully implemented
in other commodity markets. Nowadays, considering to its wide application in all timeframes of
electricity market, the argument is not significantly relevant, but it should be taken into account when
introducing uniform pricing in newly developed markets, including market for system balancing
products. The potential exercise of market power is an issue too, but if market power is an issue under
the uniform pricing rule, it could be also an issue under an alternative pricing rule, i.e., pay-as bid.
In [48], it is argued that the shift from a uniform pricing rule does not curb the exercise of market
power. A number of measures available to mitigate market power that is consistent with the uniform
pricing rule could be used. Since the MCP could set by the expensive offers (for instance of gas-based
generators), there is a criticism about the excessive level of payment to baseload resources such as coal
and nuclear generators—particularly to owners of old assets those construction cost was lower than
presently new construction cost. This means that BSPs owning old baseload generation units receives
high operational profit. However, the excessive payments to the BSPs is reduced by allowing of varies
technologies, including RES having low marginal cost participating in the market. The current practice
shows that subject to the uniform pricing rule and high shares of RES-E in the market, electricity prices
are low or even negative [53]. The generation side is threatened by closure of conventional power
plants that are presently experiencing decreasing profitability due to low electricity prices and limited
number of operating hours [54,55]. However, changes in pricing rule aimed at reducing or increasing
profitability to the generating assets are unfair [48]. It would signal to the investors in generating assets
that they are exposed [48]. Volatility of prices caused by the unified pricing rule is an issue too [48] but
forward contracts could be applied to hedge against price variability and reduce exposure to volatility.

Under the pay-as-bid pricing rule (it is commonly applied at the Nordic regulating power
market for so-called “special regulation” e.g., resolving congestions, where location of the resource is
important), the prices are set based on a first-come, first-served principle, where best prices, which are
the lowest selling prices offered by the BSPs, come first. Figure 13 illustrates price setting and total
procurement cost of the pay-as-bid pricing rule.

Price, EUR/ MWh

3, supply curve

Total procurement cost, EUR.

P
e
Py oo s o - - p———
D, demand curve
P
Q @ Qs Quarntity, MWh

Figure 13. Price determination and total procurement cost subject to pay-as-bid pricing rule.

As it is seen from Figure 13, under the pay-as-bid pricing rule, the BSPs with the accepted bids
are paid according to their bids, i.e., prices Py, P, and P3, respectively. No single MCP is established.
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Total procurement cost (TPC) is the sum of individual procurement cost, as it is expressed by
Equation (1):
TPC =Y P, x Qu @

where: n—is the identification BSP; P,,—price of accepted bid of the n-th BSP; Q,—volume of accepted
bid of the n-th BSP.

Thus, total procurement cost, which are defined as the payment by the CO as a representative of
demand side, typically involves the demand paying a price that is equal to the BSPs weighted-average
price. Using the BSPs-weighted average price ensures that the total payment by the CO equals total
paid to the BSPs.

The pay-as-bid pricing rule is typically used as a measure tackling the issues of the unifom pricing.
The pay-as-bid pricing rule used for continuous trading meaning that BSPs and COs submit supply
and demand bids to a central platform (exchange) and matching bids are continuously cleared on
an individual basis. The continuous trading order book is visible to all market participants and contains
all submitted bids that have not cleared yet. The BSPs can cancel submitted and not-cleared bids at
any time. Continuous trading bids are matched based on price-time priority: orders are matched in
sequence of the attractiveness of their price. If offers have identical prices, the time of submission is
the decisive factor. It implies that BSPs have to anticipate the clearing price and accordingly mark
up their bids. There is no empirical or experimental evidence that pay-as-bid or other alternatives
would reduce prices significantly compared to a single market-clearing price design. In fact, some
evidence suggests that pay-as-bid would increase prices compared to explicitly setting the single MCP.
Moreover, pay-as-bid pricing rule has some significant drawbacks [48,51]:

e When bidding truthfully, non-marginal BSPs may receive smaller remuneration for the system
balancing products they supply compared to the BSPs paid at uniform pricing rule. In this case,
the CO meets more favorable prices compared to a uniform pricing rule, however, is at risk of losing
the opportunity to match bids if it waits too long. Thus, continuous trading with a pay-as-bid pricing
rule may incentivize market participants do not bid truthfully. Thus, incorrect demand and supply
signals could happen;

e A market based on continuous trading with a pay-as-bid pricing rule includes a certain
first-come-first serve characteristic, as matching bids are immediately cleared, which may not
lead to a welfare maximization and an optimal allocation of balancing resources;

e Animportant question regarding the organization of continuous trading with a pay-as-bid pricing
rule that is not answered yet includes the optimal number of auctions and their timing, taking
into account the impact on liquidity;

e Inefficient dispatch. Under the pay-as-bid pricing rule, a profit maximizing offer involves
prediction of the MCP. When uncertainties exist, the forecast is inaccurate and different BSPs
will forecast different values of the price. Since the CO uses offers to decide on the dispatch, this
means that occasionally a high marginal cost BSPs with a lower offer will be dispatched instead
of low marginal cost BSP submitting higher offer, i.e., the efforts to maximize profits will result in
inadequate dispatch decision. Inefficient dispatch wastes costly resources and is undesirable;

e Another inefficiency of pay-as-bid pricing rule is the cost of forecasting market prices that it will
impose on all BSPs and COs. Under the uniform pricing rule, the BSPs are motivated to bid at
marginal cost, which are available to them. If the method is changed to pay-as-bid pricing rule,
uncertainty about market price calculation and large cost to forecast it are introduced. Moreover,
small companies achieve much higher cost per unit of output, although they put as much efforts
to forecast price as large ones.

e  Bias against the small BSPs. The basic argument against pay-as-bid pricing rule is that the bsps
suffer relatively higher costs in the assessment required to form their offers for pay-as-bid pricing
rule than assessment required for offers for uniform pricing rule. Under the pay-as-bid pricing
rule, the MCP is forecasted instead of offering a price reflecting the marginal cost. This requires
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knowledge about the market and more investment in market analysis and data gathering are
required. Large BSPs could spread the associated cost across a greater amount of output while
this is not possible by small BSPs who as a result may lose their competitive position. From this
perspective, pay-as-bid pricing rule is more favorable to large BSPs. A pay-as bid pricing rule
make it relatively harder for new entry by small BSPs than entry under the uniform pricing rule.

e  Difficulties with market monitoring. The aim of market monitoring is to assess if prices are not
competitive. The assessment is done considering the offers. Under a pay-as-bid pricing rule,
competitive offers involve markup above the marginal cost. There is no easy to assess if or not
such offers are exploiting market power, i.e., market power monitoring becomes impossible under
the pay-as-bid pricing rule. Under the uniform pricing rule there is a particular test to monitor
market power. This is an assessment whether offers track marginal cost.

e Investment. Under the pay-as-bid pricing rule the prices paid to the bsps would be driven
towards recovery of operating cost only. This would fail to provide enough remuneration to cover
investment cost. Owners of generating assets will find themselves going bankrupt and no new
investment will be available. Thus, pay-as-bid impede capacity expansion, which alongside with
a demand-side response is a measure for a better performance of the market. The pay-as-bid
impede new entry, which is a measure of mitigating market power.

e Tend to weaken the competition in generation that is the remedy against of monopoly power,
which may cause the steady price increase at times of peak demand.

Pricing mechanism for the Web-of-Cells architecture is chosen in a way that selected pricing
mechanism performed three important functions [56]:

e  Signaling, meaning that changes in prices provide information both to the CO and the BSPs about
changes in the market conditions, prices reflect scarcities and surpluses,

o Transmission of preferences meaning that through the choices the CO send information to the BSPs
about the changing nature of needs;

e  Rationing meaning that when there is a shortage of balancing product, its price will rise and deter
some CO from buying the balancing product.

The “Winter Package” foresees that the uniform pricing rule as an advanced method of pricing
should be applied for the pricing balancing energy instead of pay-as-bid. Considering to results of
analysis of advantages and disadvantages of different pricing mechanism and in accordance to the
proposal of “Winter Package”, that prices should be formed based on demand and supply and price
signals should drive the market to react to shifting energy demands and fluctuating renewable energy
generation, the Web-of-Cells architecture suggests that all system balancing products are priced by
a uniform pricing rule.

9.2. Cascading Procurement

A sequential auction with uniform pricing rule in each round and without the substitution of
a higher-quality system balancing product for a lower-quality product may result in a price reversal.
“Price reversal” is the phenomena when prices for lower-quality system balancing products are set
higher than prices for higher-quality products. Lower-quality products clear at higher prices than
higher-quality products due to lower capacity availability after the initial rounds of procurement.
To examine how the price reversal may occur, a behavior of the generator, which keeps small capacity
for higher-quality product and as a result maintains large capacity for lower-quality product that is
offered at high price, could be discussed. In this case, the CO has to satisfy demand for higher-quality
product by purchasing it from other generators. Consequently, the CO has no choice but to pay high
price for lower-quality product offered by the first generator since there is no sufficient lower-quality
product providers as they sold their capacities for higher-quality product. The lack of competition is
increased and it becomes necessary to plan measures preventing the generator to introduce low-quality
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product for higher prices. In the perfectly competitive markets, the phenomenon shouldn’t be
found [46]. The Web-of-Cells architecture foresees what is called the cascading procurement to
solve the issue of the “price reversal”.

To achieve the cascade, the sub-markets of system balancing products are cleared in sequence
starting with the highest-quality and applying the rule of substituting the higher-quality lower-cost
products for the lower-quality higher-cost products if total procurement cost is reduced. Qualities of
reserves are graded by quickness and sureness of their response. The benefit of the variable of market
design—the cascading procurement—is both reduced procurement cost and expanded supply [46].

The main question is how the substitution should be conducted? The Web-of-Cells architecture
assumes that any surplus of high-quality system balancing product could be automatically transferred
by the CO to the market for lower-quality product and so on (see Figure 6). This should increase the
efficiency of the markets compared to the absence of a cascade.

It is worth noting that cascading procurement contributes to the reduction of price reversal but
it cannot avoid. For example, if there is shortage in the market for low-quality product and totally,
but not in markets for high- and medium-quality product, then the price in the market for low-quality
product is set higher than in other markets. In such case, high-quality reserve units will try to sell in
the market for low-quality product. Indeed, this could result in an inefficient use of reserves [46].

10. Conclusions

The paper investigated the scientific issue of designing the market for power system balancing
products within the Web-of-Cells architecture. An integrated approach, combining the concepts of
market and its objectives, market elements, designing and market assessment criteria, to the issue
of the economically efficient market design for the procurement of system balancing products has
been developed.

During the research three-core elements of the market were analyzed. These are exchange, system
balancing products and market participants. Thus, the market for system balancing products was
determined an auction-based exchange where system balancing products should be traded between
BSP and the COs. The research results show that with an increasing volume of intermittent RES
integrated into the power markets, new types of BSPs should be requested. Thus, in addition to the
centralized thermal power plants, small-scale RES, demand response and storage technologies should
be available at the distribution level. With the purpose to increase the size of the BSPs, aggregators
should play an important role too. An organized marketplace (exchange), contributing to improvement
of operational efficiency, developing preconditions for competition, assuring transparency and
level-playing field to all the BSPs and the COs, should be established. Auction as an instrument
promoting competition, as an institution determining price and as the economic (market) mechanism
used to allocate the balancing products in economically efficient way should be used. With the aim to
overcome market failure due to the missing market problem, new classes, types and directions of the
system balancing products should be suggested and traded in separate sub-markets. The direct link
between the quality of system balancing products and their price should be established through the
implementation of the principle of cascading procurement and by considering the distance to real time
of auction.

The analysis of market elements improving operational efficiency of the market for system
balancing products showed that bid time unit and timing of the market are of pivotal importance.
Bid time unit should be selected in relation to the energy schedule and imbalance settlement time
units. Moreover, priority should be given to short-term bid time unit instead of long-term since it
should increase balance planning accuracy, availability of balancing resources and price efficiency.
The sequential approach to the market for procurement of system balancing products organization
should be applied meaning that market for lower-quality system balancing product should be closed
and cleared after the clearance of the market for higher-quality system balancing product. The length
of bidding process should be selected in a manner that sufficient time is left to the BSPs for bidding
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system balancing products. With the purpose to increase liquidity, price efficiency and utilization
efficiency in the market, bidding and clearance of system balancing products should be performed
often and time horizon should be reduced. It is suggested that bidding and clearance of system
balancing products should be executed hourly. Auctions for the procurement of system balancing
capacity should be organized not earlier than one day ahead from real time because more accurate
information is available close to market time unit; therefore cost-reflectivity in price increases, more
BSPs will participate in the market. Balancing product procurement cycle should be short (for instance,
quarter-hour), since it shall contribute to new entries and providers with a small portfolio of either
generation units and/or schedulable load should be capable to participate in the market for system
balancing products.

The analysis of market design elements for improvement of price efficiency showed that system
balancing products should be supplied by the BSPs on voluntary basis and procured by the COs on
commercial basis through the organized markets. The organized market should assure transparency,
equity, anonymity, clear trading and pricing rules, as well should fosters competition. Moreover,
standardized products should be traded here. The BSPs should be remunerated for balancing capacity
availability and its utilization in real time. The need to be remunerated for the balancing capacity
should come from the market structure, where CAPEX (instead of operating expenditures (OPEX))
intensive power plants are abundant.

The analysis of market design elements for improvement of utilization efficiency showed that
pricing mechanisms are of high importance. Seeking to improve utilization efficiency, priority
should be given to the market-based pricing mechanisms instead of regulated pricing. Subject to
the market-based pricing mechanisms, market forces should influence on the level of price and its
changes, but not the regulator who could establish it based on average cost. Moreover, priority should
be given to a uniform pricing rule instead of pay-as-bid pricing rule. An incentive to provide for
an efficient dispatch and contribution to optimal investments are relevant reasons for an application
of a uniform pricing rule. The features of first-come-first-served, high transaction cost, untruthfully
bidding and other of pay-as-bid pricing rule send wrong signals to the market, may not lead to
welfare maximization, optimal allocation of balancing resources and cause difficulties in monitoring.
These features are drawbacks of the pay-as-bid pricing rule and quite good arguments for the uniform
pricing rule, which tackles them. The principle of the cascading procurement should be implemented
too. Its implementation should serve as an element limiting the behavior of lower-quality balancing
products to be priced at higher prices. By implementing the principle, the bids submitted but not
accepted by the market of higher-quality balancing products should be shifted to the market for
lower-quality balancing products (if they satisfy technical requirements). In such a way, cost effective
balancing resources should be utilized and balancing cost reduced.
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Abstract: The project Integrating the Energy System (IES) Austria recognises interoperability as key
enabler for the deployment of smart energy systems. Interoperability is covered in the Strategic Energy
Technology Plan (SET-Plan) activity A4-IA0-5 and provides an added value because it enables new
business options for most stakeholders. The communication of smart energy components and systems
shall be interoperable to enable smooth data exchange, and thereby, the on demand integration of
heterogeneous systems, components and services. The approach developed and proposed by IES,
adopts the holistic methodology from the consortium Integrating the Healthcare Enterprise (IHE),
established by information technology (IT) vendors in the health sector and standardised in the draft
technical report ISO DTR 28380-1, to foster interoperable smart energy systems. The paper outlines
the adopted IES workflow in detail and reports on lesson learnt when trial Integration Profiles based
on IEC 61850 were tested at the first Connectathon Energy instalment, organised in conjunction
with the IHE Connectathon Europe 2018. The IES methodology is found perfectly applicable for
smart energy systems and successfully enables peer-to-peer interoperability testing among vendors.
The public specification of required Integration Profiles, to be tested at subsequent Connectathon
Energy events, is encouraged.

Keywords: interoperability; smart energy systems; use cases; IEC 62559; SGAM; TOGAF; integration
profiles; IHE; testing; gazelle; connectathon

1. Introduction

The energy transition refers to the migration toward solely renewable energy sources (RES)
feeding the power grid. Their diverse size, their fluctuating production potential, their total number
and their intrinsic heterogeneity makes it somewhat difficult to meet legacy grid requirements and
challenges the reliable grid control. Solar energy drives all renewable sources. The sun enables the
growth of plants, propels the weather system and thereby the wind and the water cycle, which in
addition to photo-voltaic panels and mirror based systems are utilised to generate green secondary
energy by wind turbines, hydroelectric power plants, and bio-gases. However, these primary sources
are fluctuating, they are not available in the same amount at all times [1]. In Figure 1, an overview of
the central participants of a Smart Grid are shown.
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Figure 1. The Smart Grid: Services based on Information and Communication Technology (ICT) Define
if appropriate. are added to the established energy management paradigm to support efficient grid
control in the presence of distributed energy resources (DER).

Figure 1 also sketches the communication demand among the participants required to safely
operate the grid. For safe operation, it is necessary to constantly balance the power grid by assuring that
atany time the energy production meets the consumption. To better integrate small and less control-able
distributed energy resources (DER), these assets can be yoked into Virtual Power Plants (VPP). A VPP
commonly combines many different DER to constitute a virtual plant that can communicate as one
entity with energy markets and grid operators, the latter being local Distribution System Operators
(DSOs) and possibly transnational Transfer System Operators (TSOs) [2—4]. The aggregation reduces
the communication interfaces to external partners and enables more flexible energy production and
consumption management in defined areas.

Internal as well as external communication interfaces, data models and operation protocols need to
be sensibly specified to allow the integration of DER from different vendors. Thus, interoperability [5,6]
is a key factor to successfully integrate distributed RES and smart DER in the energy distribution
and grid control, which constantly improved over many decades. Integrating novel energy sources
and services is, therefore, a big challenge. The individual components of any smart energy system
rely on seamless cooperation, i.e., on exchanged information used to reliably support the operation of
physically connected system of systems (SoS) being the power grid.

The deployment of a Smart Grid is possible when vendors and customers work together to
establish joint solutions, where smart energy systems’ interaction is feasible. Organisations like the IEC
and VHPready recognised that and develop basic application profiles utilising joint consortia consisting of
different vendors (cf. Sections 2.6 and 2.7). The Austrian Project Integrating the Energy Systems (IES) [7]
adapted the IHE methodology from the healthcare sector to match the energy domain by specifying
exemplary use case centric interfaces for energy systems and by establishing an interoperability testing
framework, the annual Connectathon Energy. The main goal of IES is to provide a workflow for the
energy domain that fosters interoperable energy system components required for the communication
in Smart Grids. The core contributions of the work performed are:

e  Transferring the IHE methodology into the energy domain,
e  Providing a test environment to specify and document test cases and test sequences,
e  Validation of the IES methodology via exemplary profiles for VPPs based on IEC 61850.

The IES workflow and the results from the Connectathon Energy presented in the following
are an extension of the conference poster abstract [8]. The proposed workflow is explained in more
detail, from profiling to testing. In the following Section 2, the considered methodologies and some
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other works in the field of interoperability are outlined. The IES workflow is introduced in Section 3
and Sections 4 and 5 describe the major steps. The validation of the IES workflow is presented and
discussed in Section 6. Section 7 concludes the paper providing an outlook on further envisaged and
progressing steps toward a general application of the methodology.

2. Related Work

The concept and methods applied by the project Integrating the Energy System are based on
recent research results and recommendations on achieving interoperable IT solutions and the
Single Digital Market envisaged by the European Commission [9]. These are briefly outlined in the
following subsections.

2.1. The IEC 62559 Use Case Methodology

The IEC has standardised the Use Case Methodology from the European mandate M /490 in the
series IEC 62559 [10]. The methodology describes complex systems functionalities, actors and processes
in a structured way. The methodology is used to analyse requirements and to detect standardisation
gaps; e.g., in data models and protocols. Use Cases are first building blocks in software engineering
to specify systems. The system functionality is approached from a static and a dynamic point of
view: involved actors and system boundaries are considered static and relations between the actors
contributing to a Use Case show dynamic aspects [1,11].

With the IEC 62559 Use Case Methodology, use cases are textually described in a template by
application and implementation experts. The template is specified in IEC 62559-2. The other three
parts of the standard series classify the operational use of the methodology, possible tool-support,
and best practices. For the template, an XSD schema is defined to enable content exchange between
different tools [10]. The template contains the eight parts shown in Table 1. The first two parts can be
defined by domain experts: it provides the management perspective. The technical requirements are
specified by application and implementation experts in parts three to six. The last two parts are jointly
completed where necessary. Based on the structured Use Case description, technical specifications can
be derived; i.e., architecture models (cf. Section 2.2) and interface specifications (cf. Section 4.2).

Table 1. The eight parts of the Use Case template—content and viewpoint.

Use Case Template Content Viewpoint
1 Description General info: identifier, name, non-technical description,
boundaries, objectives, etc. management
2 Diagram Visual representation of the Use Case: e.g.,, UML Use Case ~ Perspective
Diagrams, Sequence Diagrams.
3 Technical List of actors (humans/systems) involved in the Use Case
details with brief role explanation.
4  Step-by-step Technical description of implementation: data exchanged,
analysis information objects, requirements. ICT experts
5 Information List of information objects exchanged between actors.
exchanged
6 Requirements List of requirements that have to be adhered to actors and
information objects.
7 Common terms Glossary of the Use Case: define the terms used.
and definitions stakeholders

Custom
information

Further information/explanation that cannot be addressed
elsewhere.

(if necessary)
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2.2. The Smart Grid Architecture Model (SGAM)

For visualising connections within Use Cases, the Smart Grid Architecture Model (SGAM)
can be applied. The SGAM resulted from the European Mandate M/490, where the GridWise
Architecture Council (GWAC) stack became adopted for the Smart Grid domain [12,13]. The SGAM is
a three-dimensional visualisation, presented in Figure 2, that helps to identify components and their
relations. An example application is later shown in Section 4.1.

Business Objectives
Polit./Regulat. Framework

Business Layer

Function Layer, - . 4 -
Outline of Usecases T
Interoperability Information Layer Data o /,,’.
Layers /.

. .DaLaModw..' -
.pmmcol
Promcol.

>

Station

Communication Layer
Market

Enterprise

Component Layer Operation

Generation < 4
Transmission z#{
D isu-ibmio
DER

Domains Customer
Premises

Field

Figure 2. The Smart Grid Architecture Model [12]: a three-dimensional positioning scheme to identify
and confine features and systems of smart grids, © CEN/CENELEC, reproduced with permission.

From the top to the bottom, five layers are used to consider different interoperability aspects
(viewpoints). It starts with the Business Layer, where regulatory and economic structures, business
models and processes are positioned. On the next layer, the functional view, the functionalities are
located. The required functionalities result from analysing different Use Cases. On the Information Layer,
the used and exchanged information is considered; i.e., the Use Case specific semantic for functions and
services to enable an interoperable information exchange. Therefore, information objects and canonical
data models are positioned here. On the Communication Layer, protocols and mechanisms for the
information exchange between actors are positioned; i.e., the data channel specification. The Component
Layer is the lowest level and covers the individual entities that contribute to the Smart Grid. It includes
autonomous systems, connected components, atomic applications, and any kind of smart devices.
Each layer spans all domains along the energy conversion chain, from generation to consumption,
as well as the control and management zones, from process until market control and management,
respectively [14].

The energy conversion chain starts with the generation of electric energy that is typically connected
to the transmission system. The transmission is the infrastructure and organisation that distributes the
electricity over long distances to major industry and cities. The distribution represents the infrastructure
and organisation that distributes the electricity to customers within a specific region. Distributed Energy
Resources (DER) are comparably small power plants feeding electricity into the distribution grid. At the
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end of the chain, customer premises refers to the industrial, commercial, and residential facilities of
energy consumers. The aggregation, separationand utilisation of the information used to manage the
power system is governed by organisational and legal rules on participating in the energy sector. In the
market zone, possible market operations along the energy conversion chain are considered; e.g., energy
and capacity trading. The enterprise zone covers commercial and organisational processes and services;
e.g., customer contracting and billing. The operational zone refers to power system control operations
for the generation, the transmission and the distribution systems. The station zone aggregates data
and functions from the field zone, which describes the equipment to protect, control, and monitor
physical processes and power flows. In the process zone, physical, chemical, and spatial transformation
of energy, the applied physical/mechanical/electrical equipment, is represented [14].

2.3. The Open Group Architecture Framework (TOGAF)

The concept considering different viewpoints on an architecture is also used by The Open
Group in their Architecture Framework (TOGAF) [15]. This logical cyclic process for developing
an architecture is depicted in Figure 3. It is a widespread and mature enterprise architecture
development framework that covers three high-level viewpoints; i.e., business, information system
and technology architecture [1,15]. The business architecture addresses management and planning; e.g.,
business strategies, governance, and organisation. The information system architecture can be divided
into data and application centric views. The former supports database designers, administrators
and systems engineers to structure an organisation’s logic, its data assets and resources. The latter
addresses system and software engineers describing the logic of the system; i.e., the business processes.
The technology architecture describes the hardware and software capabilities to implement business
needs; i.e., data and application services [1].
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Figure 3. The Open Group Architecture Framework: a logical, cyclic, step-by-step requirements
elicitation guideline.

The cyclic TOGAF process consists of eight steps plus a preliminary step and a central constantly
used, as shown in Figure 3. A possible application of the steps is described in Sections 4 and 4.2.
In brief: A preliminary phase takes place to identify enterprise-specific frameworks or principles
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before the architecture development starts. The first step in the actual architecture development is
the architecture vision. It is about the definition of the envisioned architecture scope and analysis of
stakeholders and their needs. Defined objectives are the basis for architecture viewpoints. Following
the first step, the business, the information systems, and the technology architectures are developed.
Base thereon the initial implementation is planned in opportunities and solutions. During migration
planning, an implementation and migration plan is developed, which include the definition of
working packages and building blocks. Implementation governance addresses the supervision of the
implementation; e.g., check whether the implementation meets the objectives. The TOGAF process
ends with the step architecture change management, where based on monitoring and verifying the
reactions a subsequent iteration of the process may be triggered. The requirements management action is
connected to every step because it covers the requirement monitoring necessary in parallel to each step.

2.4. Integrating the Healthcare Enterprise (IHE)

Formed by healthcare professionals and industrial partners the IHE initiative aims to empower
secure and coherent transfer of information between involved computer systems. The ability of
a system to communicate with other products or systems, whose interfaces are completely understood,
without any restrictions, is a basic concept of interoperability. The IHE initiative defines interoperability
profiles based on existing standards (e.g., DICOM, HL?), creating a framework for interoperability
testing definitions. Each profile contains the definition of involved actors, transactions and their
mutual relationship in terms of information transfer. The experts supervised interoperability testing
events, called Connectathons, take place annually [16,17]. The IHE process consists of four steps:

1. Critical aspects of information transfers are identified and thereby relevant Use Cases defined.
2. IHE profiles are jointly developed to detail every communication via established standards.

3. Vendors develop systems that implement the communication as specified in IHE profiles.

4. The interoperability of a vendor’s system is peer-to-peer tested at Connectathon events.

2.5. Gazelle—A Test Platform for Interoperability Testing

Gazelle is the name of the test bed used at the IHE Connectathons since 2006 [18]. It provides the
means for mainly two flavours of software testing: (1) interoperability testing and (2) conformance
testing [19] as shown in Figure 4. Meanwhile, the list of features supported by Gazelle has risen. From
the test organisation perspective, this tool is used to register the companies, the systems under test
(SUT), and their implementer. On the other hand, it provides Gazelle with the Integration Profiles that
can be tested (including relevant actors and transactions) and the related test case definitions.

To capture exchanged data, Gazelle provides a proxy that is configured to log all messages
exchanged between SUTs participating in a test case. The logged messages (traces) can be validated
for syntactic and semantic compliance in a subsequent step using the validation services available
in Gazelle or from external sources. The Gazelle Transformation Service facilitates binary to XML
transformation by means of DFDL (Data Format Description Language) schemata.

Figure 4. Testing interoperability and validating the conformance with Integration Profiles.
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Finally, the Gazelle platform documents the result of every conducted test step and hosts
the Connectathon results and a Products Registry for successfully tested products that achieved
an Integration Statement.

2.6. IEC Basic Application Profiles

The Smart Grid Mandate M /490 developed a concept to achieve interoperability by using existing
standards. The concept is named Basic Application Profiles (BAP) [20]. BAPs define elements in
modular frameworks for specific Use Cases of energy systems—a standard set for an application.
Contrary to common standards, the BAP specification contains only mandatory aspects that have to
be implemented to realise the Use Case and enable interoperability [21]. Use Cases address business
problems identified by vendors and customers who need a solution for as specific issue in a given
environment. To solve it, every feature is divided into elementary parts, which can be recombined to
define more complex Use Cases. A profile consists of a profile name, requirements, boundaries and
scalability, standards and specifications, communication network topology, and best practices.

Each BAP can be used as building blocks that, in combination with others, realises complex
applications (cf. Sections 2.3 and 4.2.1 where the concept of building blocks is also used). An extension
of BAPs are Basic Application Interoperability Profiles (BAIOP) [22] based on the V-Model [23].
BAPs provide an implementation strategy and BAIOPs contain an approach for testing on different
levels (e.g., unit, integration, system, and acceptance testing) that also considers interoperability.
Therefore, further specifications are defined with BAIOPs: device configuration, test configuration,
test cases for the BAPs, specific capability descriptions and engineering frameworks for data modelling
and communication infrastructures, which together enable the testing of a proposed system.

2.7. VHPready

VHPready e.V. [24] is an alliance, founded by stakeholders of the energy industry targeted to
specify an industry-standard enabling interoperable communication in the field of virtual heat and
power plants. The communication is based on IEC 60870-5-104 [25] or IEC 61850-7-420 [26]. Based on
these standards and identified Use Cases, VHPready defines a set of data points that specify needed
data objects either from IEC 61850 or 104. Based on the specified restrictions, VHPready compliant
systems can be modelled and implemented. Moreover, the list of data points enables a mapping
between the two different standards.

VHPready focuses on the interoperable communication between DER and a VPP operator
(aggregator) and does not consider issues with other assets and entities of the energy system that may
be needed to fulfil related Use Cases that reach beyond the boundaries of managing a VPP.

3. IES Workflow Overview

The project IES migrates and adopts the established and matured IHE methodology on achieving
interoperable IT based healthcare systems. All started with incompatible digital X-ray images
(radiology) in 1999 and by today covers many areas and achieved wide acceptance in the US, Europe,
and East Asia. For example, the Austrian digital health record database [27] is entirely based on public
IHE Integration Profiles. The generality and success of the methodology motivates the migration into
the energy sector with similar security demands, market structure and regulatory governance.

The IES methodology realises the four basic steps shown in Figure 5, which evidently split up
into many more intermediate steps [28]. A moderate expansion yields:

1. Identify Use Cases where interoperability is an issue and specify these by identifying system
borders and requirements [11]:

. Write a Business Overview (define actors, the environment and the general issue),
e  Describe Business Functions (apply the Use Case Methodology and draw UML use
case diagrams),
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e  Reuse Integration Profiles where possible (save specification and test effort).

2. Jointly identify how interoperability issues can be prevented and specify the requirements
normatively as Integration Profile [19]:

Evaluate which standards can be used to fulfil the Use Case requirements,
Specify the process to realise a Business Function (UML sequence diagram),
Define the actors and transactions (decompose Meta-Actors into modules),
Describe the role of the individual actors (modules),

Draw an Actors-Transactions Diagram (decompose the process into steps),
Draw detailed UML sequence diagrams per transaction (steps sequence),
Specify additional communication and security requirements.

3. Test independent prototype solutions against each other on annual plugfest and improve the
Integration Profiles until it is fixed [29]:

Specify test cases and test sequences according to Integration Profile specification,
Integrate test cases, procedures, and documentation in test environment (Gazelle),
Create or integration conformity validation tools (e.g., Schematron),

Develop simulators as dummy pre-Connectathon test partner (optional),

Execute test cases with at least two independent peer vendors,

Validate recorded messages/traces and log passed test results (neutral monitor),

4. Publish successful test results: who has successfully tested which Integration Profile [29],

e  Publish which vendors successfully tested an Integration Profile (Result Browser),
e  Get written approval for successful implementation (Integration Statements).
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Figure 5. The IES process to interoperability are, in brief, four steps: identify — specify — test — sell.

Integration Profiles shall be living documents that improve and grow until they become stable.
The core idea of the methodology is lively cooperation between the users and vendors. All stakeholders
shall participate in the process as peers and contribute jointly to the development of demand oriented
solutions. Sometimes, interoperability can be achieved most reliably with very simple means that work
fine for many. In contrast to certification, where one system is tested against a set of rules or a single
reference system, here the implementer from different vendors test their solutions among each other.

All peers participating in a test case have a common goal: they want to ultimately pass the test.
A multi-day plugfest provides the environment and time to learn and make corrections prior to the
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final decisive test. Implementer can talk to each other and jointly identify why something does not
work as it should. Such issues are often based on different interpretation of the Integration Profiles,
which demands amendment of the text. Comments and errors recorded at the test event are the
most valuable and powerful input to improve Integration Profiles. This feedback is practice driven
and supports the advancement of the Integration Profiles in becoming a good basis for interoperable
systems that can be integrated in the bigger system-of-systems.

3.1. Process Coordination and Control

The committees of IHE are instruments that manage and implement the industry integration
process. Their importance may be concealed by results, being the Integration Profiles produced and
test events organised. However, it requires coordination and cooperation to achieve interoperability.
It is important that a committee is addressable, so tasks can be forwarded to it and its decisions are
accepted by all stakeholders. Committees fulfil required roles that demand certain skills, which are
presented in this section. Different skills are fundamental to execute the various management tasks that
coordinate and control the IES process. Committees, depicted in the centre of Figure 6 as connected
circles stating the skills grouping foreseen, manage the topics related to profile preparation and test
execution, shown on the left and right sides, respectively.
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Expertise

Domain
Coordination.

Test Definitions
per Integration Profile

Integration Profile
solve interoperability issue

Integrating
the
Energy System

Integrating
IES:
Energy System
Application Implementation

Expertise Expertise
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Figure 6. Functional Committees: coordinating, managing, and executing bodies that drive and
manage the IES based process to integrate energy enterprises.
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Peer-to-Peer Specification
Interoperability Conformance
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Functional roles are defined to manage the integration process by the committees. Experts can
serve in one, two or all roles, depending solely on skills they actually contribute. Participants in
committees shall be voluntary delegates from institutions, companies, and enterprises interested in
interoperable solutions.

The planning committee and the technical committees are the main working bodies. The planning
committee assigns Integration Profiles to Technical Frameworks and is responsible for organising
testing events, including the decision whether profiles are ready for testing either as trial or mature
Integration Profile. The technical committees are the task forces writing Integration Profiles and
specifying test scenarios, i.e., test cases and sequences, and providing tools like the test platform
Gazelle (cf. Section 2.5) and its components (proxy, simulators, evaluators, as well as the logging,
reporting and documenting means and repository), essential to reliably execute test cases. In addition,
the domain coordination board, composed of experts covering all domains, is in between and resides
slightly above. It determines which domain a Technical Framework shall be assigned to. Moreover,
it supports technical committees by proposing cross-domain reuse of existing Integration Profiles to
prevent the development of redundant Integration Profiles. Thereby, the technical solutions landscape
is also harmonised across frameworks, simplifying interoperability beyond domain borders.
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3.2. Participation Benefits—Implicit and Explicit

The benefits of vendors and customers in contributing to the Integration Profile development is
manifold. First of all, the contributing parties can influence the solution design. Thereby, customers
can be sure that profiles match their needs. Both customers and vendors, gain an advantage from
knowing early what will be specified when new profiles become released—not least, gain vendors and
customers trust and respect from working together toward a solution that satisfies both sides.

The publicly available Integration Profiles speed up the development of products because they
provide clear answers to questions on possible options. Profile conformity allows start-ups and small
companies to offer sub-systems that can be integrated into big systems without the need to develop
dedicated interfaces to potentially proprietary systems on the market. Market leaders need only one
extra interface to make their solution interoperable.

Testing prototypes at a Connectathon Energy has two main benefits: firstly, vendors profit from
testing their prototypes with peers. In the course of the test event, they can identify and possibly even
solve problems in an early development stage, with the active help of their peers who also want to
solve their issues and pass the tests eventually. Secondly, companies that successfully pass the test
cases of an Integration Profile become publicly listed after the event in the public accessible Result
Browser. On demand, vendors can get Integration Statements. These list the Integration Profile related
test cases that a system (product and version) has successfully passed. Such a statement is essential if a
tender requests the successful testing of certain profiles. The latter is a clear advantage for customers
because it enables them to precisely specify what they want without going deep into technical details.

Finally, if wished by the vendor, Integration Statements can be added to the publicly accessible
Products Registry. Being listed is of particular importance for start-ups and companies that launch
new products they might not be known for. The registry is a neutral, still valuable, marketing and
advertisement forum. System purchasers can find matching components by comparing the passed
tests listed in the Integration Statements.

4. Technical Frameworks

A Technical Framework (TF) is dedicated to a Business Case, e.g., the operation of a Virtual Power
Plant (VPP), that belongs to a Business Domain—here the electrical energy production, distribution,
regulation, and market area. The structure of a TF shown in Figure 7 is predefined, basically following
a top-down approach in accordance with the IEC 62559 Use Case Methodology [10], the SGAM [14],
the THE Global Standards [30], and the V-model [23]. The relation to the architecture development
framework TOGAF (The Open Group Architecture Framework) [15] and the European Interoperability
Reference Architecture (EIRA) [31] is addressed later on. Figure 7 also shows that a Technical
Framework is divided into two parts: a solely informative use cases (Business Functions) identification
(volume 1) and a more normative solutions specification (volume 2).

Domain Overview

Technical Framework xy

Business Overview
(operation basics, targets, issues)

Vol.1

Business Functions
(def.: meta-actors, interop. issues, sol. architecture

(spec.: Interop. Use Case — impl. requirements)

Transactions
(communication procedures)

Vol.2

|

]

I Integration Profiles l
|

|

Actors
(software modules)

Figure 7. The Document structure of Technical Frameworks: a top-down approach from Use Cases
definition to Integration Profiles specification.
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4.1. Volume One—Informative

A Technical Framework starts with the Business Overview detailing the system environment,
possible variants, and functional requirements. For the TF on VPPs, this includes at least the
basic architecture, possible archetypes, and operational objectives. These are required to enable
the specification of functional requirements. The application centric view corresponds with the
Business Layer of the SGAM [14], shown in Figure 2, and step B in TOGAF [15], shown in Figure 3.
The three-dimensional SGAM view (cf. Section 2.2) positions a VPP in the Distribution, DER, and
Customer Premises realm and shows that the VPP operation covers all layers from Process till Market.

The next level of detail (one step down in the TF structure) identifies the functionalities required to
establish a Business Case, which are called Business Functions in accordance with their implementation
in the Function Layer of the SGAM. For a remote controlled VPP, functions like establish the VPP,
send planned schedules, provide measurement values are specified. The identified Business Functions are
documented applying the IEC 62559 Use Case Methodology (cf. Section 2.1). Information exchange
sequences between actors comprise of steps from two categories: those that a business actor (meta-actor)
performs on its own, and those where more than one actor is involved. The former, called Operational
Use Cases, do not raise interoperability issues. The latter, called Interoperability Use Cases, are essential for
interoperability because, for their realisation, more than one actor is needed. To prevent interoperability
issues, these latter interactions need to be specified as Integration Profiles (cf. Section 4.2).

An excerpt of the Use Case specification that describes the Business Function send planned schedule
from the VPP operator to some DEU controller is shown in Figure 8. It consists of the Use Case
identification, the Narrative Use Case description and the Steps—Scenarios table as specified in the IEC
62559 Use Case template.

Use case identification

1D Area Domain(s)/ Zone(s) Name of use case
VPPO4 IES/DER/Operation,Station Field Process | Send planned schedule
Send

planned

schedule

Narrative of use case

Short description

Controlling the energy production and load of DEUs is the main purpose of a VPP to participate in the energy market. Based on
this agreement, the VPP creates schedules that are transmitted to the DEUOP as a regional schedule or to DEUCs as
individual schedules

Complete description

Based on the agreement achieved on the market (committed schedule sold), the VPPOP splits the schedules into feasible
regional schedules, which may be coordinated with the involved DSOs (cf Use Case VPP-02), and finally transmits individual
schedules to the DEUOPs and DEUCs involved. In case a DEUORP is involved, the DEUOP splits the received regional
schedule further into individual schedules per managed energy asset and sends these to the DEUCs controlling the different
DEUs. Depending on the features of the DEUCs these schedules may be sent as a complete schedule by the VPPOP oras a
sequence of adjustment messages by the DEUOP, such that the connected DEUs execute the individual schedules. A DEUOP
merges individual local DEUs into one and adds local flexibility (smartness) by enabling the DEUOP to decide locally when
which asset shall produce or consume how much energy. Local fluctuations and short-term demands can be
compensated/fulfilled locally, without involving the VPPOP, as it is required where the VPPOP communicates directly with the
DEUC. Regarding normative operation, no difference is made between direct and indirect control.

Scenario
Scenario name : Send schedule directly to the DEUC
Step Event Name of Description of | Service .
No. process/ process/ producer receiver exchanged R-ID
activity activity (actor} (actor) (IDs)
01 Created Send The functional | GET VPPOP DEUC 225
schedule | schedule schedule is
sent from the
VPPOP to the
DEUC
02 Got Control DEU | The DEUC GET DEUC DEU 219
schedule creates control
signals based
on the
functional
schedule and
uses these to
control the
DEU

Figure 8. A Use Case Template excerpt showing three parts: (top) Use Case identifier, relations, and name,
(middle) narrative definition of the Use Case, and (bottom) interaction steps and their allocation.
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The Use Case identification provides a unique label (ID) according to a jointly agreed methodology.
Next, it points out the placement of the Use Case in the SGAM area domains and zones (cf. Section 2.2).
Finally, a human readable descriptive name of the Use Case is defined. The narrative Use Case description
is composed as a short still complete textual description, providing a brief explanation of the Use
Case. The complete description is a comprehensive user viewpoint centric narrative on what happens
how, where, when, why, and under which assumptions. The narrative shall be written in terms and
a language well understood by non-experts. The Steps—Scenarios table details the scenarios of Use
Cases. The scenario name in the headline shall be the same as in the Overview of scenarios section of the
template. The steps of a scenario are listed in consecutive execution order. Every step is identified by
a step number and specifies the triggering event that causes the execution of the step. A triggering
event is often an activity that also gets a unique name and may contains a short explanation of the
procedure taking place, in addition to the name and description of the step it triggers. The service
column states the nature of the information flow, e.g., get, create, or change, and the columns to the
right specify the source, the destination, the information object exchanged, and additional requirements
to be met.

The Use Case mapping into the SGAM is shown in Figure 9. The affiliation of the Use Case
Send Planned Schedule to the VPP Business Case, the used data models and communication standards,
and the involved actors are identified at a glance.

Business
Layer

Function
Layer

Information
Layer

Communication
Layer

Component
Layer

Generation Market

Transmission Enterprise

T Operation
Distribution

Station

Customer

. Process
Premise

Figure 9. Positioning of features in the three-dimensional SGAM: selected VPP features mapped onto
the three reference designation axes.
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The result of these first two steps in preparing a TF, writing a Business Overview and identifying
the required Business Functions, shall be summarised in a use case diagram. In this visualisation
the involved actors (i.e., Meta-Actors that provide the sum of all features required to perform their
tasks) get connected by the Business Functions they contribute to. This representation is the basis
for the detailed Actors-Transactions Diagram, which shows only the interoperability relevant data
exchanges between the actors (software components) the Meta-Actors are composed of. The detailed
Actors-Transactions Diagram provides the schematic overview of the Meta-Actors composition at the
beginning of Volume Two, summarising the technical functionalities to be specified by the Transactions
of different Integration Profiles.

The TF-VPP example of a Use Case Diagram on requesting electricity production, i.e., Send
Planned Schedule, is shown in Figure 10. Managing the information object functional schedule (FSCH)
specified in IEC 61850 comprises three functions: (a) transferring the requested (intended) schedule
from the operator to the production asset; (b) controlling the power generation according to the
received (current) schedule; and (c) potential schedule adjustment in between reception and execution,
as partially contained also in the template excerpt shown in Figure 8. Only the Send schedule function
involves more than one actor (cf. Figure 10). Therefore, only this may cause interoperability issues.
Interoperability among the involved actors is essential to correctly realise the transfer of the information
contained in an FSCH object. The other two functions do not constitute interoperability issues and
need not be specified by Integration Profiles and Transactions. Their correct implementation can be
left open to the vendor.

Yy

VPP
1: Send
schedule

2: Adjust
schedule

3: Control DEU T

VPPOP DEUOP

DEUC

Figure 10. Use Case Diagram: Meta-Actors (here: Virtual Power Plant Operator, Distributed Energy
Units Operator, Distributed Energy Unit Controller) connected to Use Case specific functions.

For the Interoperability Use Case [Send schedule, an Actors-Transactions Diagram is created,
shown in Figure 11. It depicts the schematic view of the interoperability issue to be solved for the
Business Function Send Planned Schedule. The diagram depicts the interdependence of actors; i.e.,
the interoperability demand of actors, and thereby the Interoperability Use Cases to be normatively
specified in Volume Two. In the example, a VPPOP (Virtual Power Plant Operator), a DEUOP
(Distributed Energy Unit Operator) and a DEUC (Distributed Energy Unit Controller) are required
to realise the Business Function Send Planned Schedule that achieves the essential exchange of the
information object FSCH, required to manage the power production of remote assets (here DER).

The Actors-Transactions Diagrams (cf. Figure 11) establishes the connection to the technical
specifications in Volume Two and concludes the purely informative description of Volume One.
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This first part is required to understand why and where interoperability is necessary, being readable to
managers and users likewise. Experts confident in the matter may go directly for Volume Two and
consult Volume One where questions arise only.

VPPOP
Send FSCH DEUOP
[SPS-01]
Send FSCH
[SPs-01] Send FSCH
[SPS-01]
DEUC

Figure 11. Actors-Transactions Diagram: Meta-Actors connected by the functions to be specified in
Volume Two for interoperability.

4.2. Volume Two—Normative

Volume Two of a Technical Framework specifies normatively how the Interoperability Use Cases,
identified and defined in Volume One, shall be technically solved, optionally including informative
implementation examples. The resultant normative parts, each covering a Business Function’s
interoperability issues, are the Integration Profiles, which constitute the core of any TF. They are
so called because they specify what is required to achieve the interoperability necessary to pass the
system integration test from the V-model [23].

Multiple features, for example operational, technical and security requirements may be specified
within one Integration Profile or separately. To enable the latter, Integration Profiles can be grouped
(bundled) to realise the complete Business Function, i.e., all its Interoperability Use Cases, via grouped
Integration Profiles. Whether or not to split features depends on the reusability of features for other
Business Functions, i.e., if the addressed Interoperability Use Case can be solved in the same way for
different Business Functions. For example, setting up a secure connection between two actors most
likely occurs with many Business Functions and shall therefore be specified in a reusable fashion,
as an individual Integration Profile that can be bundled with other Integration Profiles to compose the
different actors (software modules) that all use the same method to set up a secure connection if not
already established.

Therefore, one of the first normative specifications required to get a complete Integration Profile
is a table that specifies which other Integration Profiles need to be bundled with the one specified.
Formally, this can be expressed by

a/Pw—i/D, (1)

where 4 identifies an actor (or Meta-Actor) and P an Integration Profile. The generic bundling rule in
Equation (1) states that the actor a from Integration Profile P shall be mandatory bundled with the
actor & from Integration Profile P. If all actors of a profile shall include the same actor of some other
profile, we can use * as wildcard, i.e., x/P > i/ .

This mapping nomenclature may be used with Transactions t and Business Functions f as well,
where, for the latter, we need to specify the Technical Framework F instead of an Integration Profile P.
For example,

f/F— [x/P, t/D] )]

48



Energies 2018, 11, 3375

states that, for the Business Functions f/F, all actors from Integration Profile P and the transaction f
from some other Integration Profile P shall be grouped. To do so, the actors 4; required for the
transaction f shall be specified in profile P,

F/P s (81, 8y, ... 8y) /D, 3)

where, in Equation (3), actors from other profiles may as well become included using the nomenclature
exemplified in Equation (2). How this formal approach can be extended and formally used to automate
the specification of composed Integration Profiles is presented in [32].

In general, the specification of an Integration Profile follows the TOGAF steps C, D, and E,
going down the SGAM Model from the Information Layer through the Communication Layer down
to the Component Layer, respectively.

1. Specify semantics and syntax for the required Information pieces, i.e., how information shall be
converted into data and vice versa, how information shall be handled (protection) and in which
format data shall be exchanged among actors.

2. Specify the transactions, i.e., the communication channel and protocol that shall be used to
transport data chunks from one actor to the other.

3.  Specify the actors, i.e., features and characteristics of sender and receiver components (drivers) to
be integrated with actors.

These steps, and the two from Volume One, are reflected in the document structure, where, in
Figure 12, the multitude of Technical Frameworks, Building Blocks, Transactions, and Actors
is indicated.

Domain Overview

TF x Technical Framework y TF 2

Business Overview

(operation basics)

Vol.1 inf. Vol.1 5 = . Vol.1 inf.
. usiness Function

BFi<k (meta-actors, interop. issues) BF ...

Integration Profile c

IPal|IPb (Interop. Use Case)

Vol.2 spec. Vol.2|t;(a) || t:(b) : T(rsrnoscaecdtllj?g)z Et#i(c) ti(...) Vol.2 spec.

a;(a)||a;(b) (M<j(<3):

Figure 12. The Extended Document Structure: Technical Frameworks are collections of many parts,
each assigned to a layer, that may be individually extended and adjusted following changing demands
and the progress of technologies over time.

In each step, on each layer, every interoperability relevant aspect concerning applied standards
and available options, is to be normatively specified. This is a balancing act between flexibility
and dogmatism because the actual implementation shall be technology-neutral and remains
a vendor decision.
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Sometimes, for specific customer demands, deviations from the generic approach are required.
For example, options provided by a standard that differ from those specified in Volume Two may be
implemented on customer or vendor demand. Such options, which do not comply with the generic
specifications in Volume Two, shall be specified in Volume Three. Similarly, deviations enforced by
regional legislation are to be specified in Volume Four. These extra Volumes are solely provided to
allow deviations without spoiling the generic definition. Evidently, they shall be kept to the absolute
minimum truly required.

The next step in developing products is combining the individual functional actors specified with
the Integration Profiles into the Meta-Actors that realise the Business Functions defined in Volume
One (i.e., step F and G in TOGAF and system integration in the V-model). This may be environment
and variant dependent, and is consequently not part of the Technical Framework. The same applies
for the last step H in TOGAF (and also the first, being A), which is performed by the system planner
that decides which features to buy and how to integrate them in the existing system architecture.

4.2.1. Relation to TOGAF and EIRA Architecture Building Blocks

The sequential separation into individual parts is typical for top-down approaches, as are the Use
Case Methodology [10] or the TOGAF Architecture Development Method [15,31,33]. What we call
Business Functions, or more precisely the individual features a Meta-Actors shall or may implement,
are the Architecture Building Blocks (ABBs) in TOGAF/EIRA nomenclature. Their normative
specification, the ABB_spec, is alike the IES Integration Profile. The Solution Building Blocks (SBBs)
are the chosen standards, the exemplary specified transactions and the provided implementation
examples, as shown in Figure 13.

EIRA / TOGAF

European Interoperability Reference Architecture /
The Open Group Architecture Framework

Architecture ABB Solution
Building Block Specifications Building Block
(ABB) (ABB Specs) (SBB)

Volume 1 Volume 2
(informative) (normative)

IES Technical
Framework
Template

IES Technical Framework

Figure 13. The Open Group Building Blocks: coarse relation of Business Function, Integration Profiles,
etc. to Architecture and Solution Building Blocks used by TOGAF/EIRA.

Note that SBBs are always examples only. How a vendor achieves the fulfilment of an ABB_spec,
which here implements the specifications stated in an IES Integration Profile, is not relevant for the
interoperability. Only what is actually required for interoperability needs normative specification.

Having noticed that modern standards offer a plurality of options to realise certain features,
all based on the same technical background but with many options, it appears straightforward
to use the features that a standard offers as solution building blocks. These can than be bundled
(grouped) with Integration Profiles, as shown in Figure 14. Their usage shall be constrained by the
calling Integration Profile, such that interoperability is achieved precisely as required for the related
Business Function.
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Business V. Business
Function 1 Function n
./ derive from /
Integration Integration
Profile 1 b\_ﬁ,@\—e’ _-»| Profilei
I? Integration |-~ intO Integration
K Profile2 J--____ ) Profile j
K /,f" . -“~~-,__~ ’_,"’ LN
Common | Common [ "=~ Common
Feature a Feature b Feature z
extract from
Standard A Standard Z
(Technology) °e (Technology)

Figure 14. Common Features: bundling highly flexible features as provided by modern standards.

These solution building blocks we call a Common Feature (CF). They represent best practice
solutions or excerpts from standards. They may refer to a single standard only, and shall provide the
full flexibility available. To specify a feature of a standard as individual CF is only economic if this CF
is used by many Integration Profiles. However, if that is the case, CF saves redundant specification of
similar usage of the same feature in multiple Integration Profiles.

CF may be used to specify parts of the conformance tests. The more restrictive interoperability
tests, and the conformance to the Use Case specific, Business Function related, restrictions, obligations,
and constraints, cannot be derived from CF because these are specified in the Integration Profiles
only. Therefore, for the remaining discussion, we assume generally that tests are derived from
Integration Profiles, presuming that requirements and specifications from bundled in profiles and CF
are completely considered for every Integration Profile.

5. Testing the Interoperability and Profile Implementation Conformance

The IES approach on interoperability and Integration Profile conformance testing is the central
pillar of the IES methodology, as shown in Figure 15. The Technical Framework, containing the
Integration Profile definitions introduced in Section 4, specifies the requirements on how different
assets (actors) exchange information to implement the functionality required to realise a Business
Function, and thereby enable a business case. The well established IHE methodology underlines
the essential importance of peer-to-peer testing to ensure interoperability between systems. Publicly
available test results serve as proof of a system’s compliance with the specifications evaluated when
passing a defined test case. When a software vendor passes all test cases defined for an Integration
Profile, an Integration Statement can be requested. This document formally proves that the component
it is issued for has successfully passed all defined tests to evaluate the implementation’s compliance
with the listed specifications (Integration Profiles). The Integration Statement enables the vendor to
promote its products, makes offers to tenders requesting compliance to listed profiles and convinces
customers that the product can be integrated in an existing infrastructure.

Specifications may include uncertainty, such that vendors may implement specifications in
divergent ways. To overcome this issue, peer-to-peer interoperability testing between independent
developed systems is necessary. This kind of software test is most effective when a system from vendor
A is tested directly against a system from an independent vendor B, as shown in Figure 16. To perform
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this, IHE hosts the Connectathon test events, which are an established and proven means to ensure the
interoperability of systems beyond company boundaries [29].

Integrating the Energy System

Profiles

Technical
Framework

Tests

Test
Tools

Results

Result
Browser

[e—\

Figure 15. The three pillars of the IES approach: identification and specification, peer-to-peer testing,
public available specifications and results (Open Access).

Specifications/Standards
Conformance
testing
/ \
nteroperability

< —
testing

VENDOR A VENDOR B

Figure 16. Peer-to-peer interoperability testing: independent implementations get connected and their
cooperation is evaluated, including verification of exchanged messages (formats and contents).

The Connectathon test events are scheduled annually in Europe, the US and East Asia.
The implementer of different vendors come together for a whole week and test whether information
can be exchanged according to IHE Integration Profiles between their prototype implementations.
These Connectathon events bring together the implementer for discussions and gives the community
a forum for the validation of stated IHE specifications. Technically, IHE provides the test bed Gazelle [34].
This web-based tool provides, aside from event organisation functionalities, the features needed for
test case management, system management, data traffic logging, message and sequence validation,
and test documentation.

Gazelle’s validation uses primary XML validation methodologies, i.e., the validation services
check the XML payload: if it is well-formed, whether the payload adheres to specifications specified in
XML schema files, and if additional formatting rules are fulfilled, using XML-Schematron validation.
Since the example VPP profiles specify the use of IEC 61850 compliant data objects exchanged
using MMS to generate and transport data, here the payload is binary encoded. To validate the
exchanged messages using Gazelle’s validation services, the binary encoded data need to be transferred
into an XML representation. Therefore, the Data Format Description Language (DFDL) [35] and
a Daffodil-Transformation [36] are used for the example. DFDL is an XML schema like a definition
language extending classics schema file with additional information on how single bytes, and even
bits, shall be interpreted in a form of annotations. Daffodil-Transformation is an open source tool
that processes the binary data and generates XML files based on the specifications stated in a DFDL
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file. Gazelle already includes capabilities for this transformation step and, therefore, only the DFDL
files need to be defined to create XML files from the logged messages containing binary encoded
information. The resulting XML files can be further validated with the common Gazelle tools.

An essential features of the test-bed Gazelle is its capability to record messages that are exchanged
between the systems under test (SUT). To use this feature called Proxy, the SUT needs to be configured
not to communicate with test partners indirectly via the Proxy, as shown in Figure 17.

System B
192.168.4.22

Gazelle Proxy

Proxy Proxy IP
Ports 192.168.3.2
650 v

o )

[[102_ ] Consumer
Port

i

H..

Consumer
Port

Direct Communication Line

System C
192.168.4.23

System A
192.168.4.11

Figure 17. Derailing communication via Gazelle proxy service: port numbers are assigned to the
systems prior testing, transferred messages are captured to undergo validation.

The proxy needs to be configured to assign all the corresponding endpoints to test instances and
SUTs, such that messages received from a SUT are logged and in parallel forwarded to the correct
receiving SUT. Logged messages can be forwarded to Gazelle’s validation tools (or external validation
options). Only during this last step the Daffodil-Transformation stated above is applied to gain an
XML representation of the message content for the actual validation.

6. Realisation of the IES Workflow

First trial peer-to-peer testing sessions have shown that interoperability between vendors is
possible by using Integration Profiles demonstrated at the first IES Connectathon in conjunction with
the IHE Connectathon 2018 in the Hague, Netherlands. Four different vendors have successfully
implemented the following Transactions from trial Integration Profiles, and passed the according
interoperability tests:

e  Send MMXU: specifies how measured values are sent from a DEUC to DEUOP or VPPOP using

the IEC 61850 logical node MMXU.
e  Send FSCH: specifies how a functional schedule is sent from a DEUOP or VPPOP to a DEUC using

the IEC 61850 logical node FSCH.
e  Send DRCT: specifies how DER controller characteristics are transferred from a DEUC to a DEUOP

or VPPOP according to IEC 61850.

6.1. Test Setup for Interoperability Testing at the Connectathon 2018

Exchanged messages are recorded using the proxy of a dedicated Gazelle instance. The Gazelle
instance is installed at the University of Applied Sciences Technikum Wien in Vienna, Austria. The local
area network (LAN) used at the Connectathon floor for testing the energy components is managed
by the IES team, independent from the IHE floor-LAN. The Gazelle instance running in Vienna is
connected using a virtual private network (VPN) connection, as shown in Figure 18. This enables the
recording and validation of exchanged messages via the Gazelle instance running on servers in Vienna.
Gazelle management and configuration are performed via the Gazelle web interface.
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Gazelle Test Bed

Validation Transformation
. Proxy .
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Router

VPN Tunnel

A
VPN

Router

Figure 18. Schematic set-up for interoperability testing: directional communication is routed through
the VPN connection to capture, transform and validate messages using the according Gazelle tools.

6.2. Interoperability testing Result—Send Functional Schedule

Test steps are defined for selective interoperability test scenarios. In general, the sequence diagram
shows the required information exchange steps that need to be performed during a given testing
instance. The transaction Send Functional Schedule (Send FSCH) is shown in Figure 19. The according test
scenario evaluates the communication between VPPOP or DEUOP (System A) and DEUC (System B):

SPS-GII

% Initiator FSCH: Initiator | | Responder FSCH: Responder I

user

Send Unit from Schedule Intervale

'l\ SPS-01 : SPS-01_Schdintv_Units N
1

write the physical unit of the ValASG, ]
Based on the number communicated in H
NumEntr, this message SHALL be sent |
multiple times i
'I—Lspsm | SPS-01 ValASG_Unit N

1l

Sending the Validate Request (Oper, type
“Oper_Boolean”, with ctival = true,
origin.orCat = XX, origin.orident =
“testername”, ctiNum =0, T=
currentTime, Test = false, Check = XX

Figure 19. Sequence diagram sketch for the in total eleven test steps to be evaluated for the transaction
sends FSCH in accordance with IEC 61850.

The data packages transferred between system A and B are captured via the Gazelle Proxy and
undergo transformation into an XML representation, according to a predefined DFDL schema that
converts the ASN.1 encoded binary data blocks into ASCII text. Based on this, conformity assessment
as shown in Figure 20 (a screenshot from the external evaluation tool) is performed in three steps,
each resulting in either pass or fail. First, the XML document adherence to the XML 1.0 syntax rules
(well-formed) is inspected. Secondly, the document is checked against the associated XSD schema.
The last step includes content validation applying rules defined in a Schematron.
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Validation Results
Schematron validation

Well-formedness [ZEEEE)

The document you have validated is supposed to be a well-formed document. The validator has checked if it is well-formed, results of this validation are gathered in this section

The document is well-formed

Schema Validation detailed Result [ZEEET0

Your document has been validated with the appropriate schema, here is the detail of the validation outcome.

The document is valid regarding the schema

Schematron Validation details [ZEE=00
Result {75550
SummaryNo error

No wamning
No note

Figure 20. External validation service result showing conformity assessment for captured messages.

An overview of the interoperability test-results achieved at the Connectathon 2018 is shown in
Figure 21 (screenshot from Gazelle). The systems under test supporting given Integration Profiles are
listed: Send Measured Values (SMV), Send Planned Schedule (SPS), and Send Asset Configurations
(SAC), Their role is either the Initiator or Responder actor, depending on which entity starts the
communication. Information about the required number of independent test-runs for receiving an
integration statement and the list of different test instances conducted is shown. Individual steps can
be opened in the user interface and manually inspected. Altogether, the interoperability testing in
the energy domain performed at the Connectathon 2018 comprised of twenty-one tests instances for
the three Integration Profiles. Four DEUC and three VPPOP prototypes/systems from four different
manufacturers were tested.

Sys v Profile Actor & Profile Option % Type RO % Partners "4
SMv Initiator MMXU ar 110 100%
Test Meta test
SMV-01_V00.01 + R3S 33 14807

14808
14809
One test
SMV Responder MMXU T 1/0 67%
Test Meta test
SMV-01_V00.01 o7 R/3 3 14807
14811
One test
ISES Responder FSCH T 1/0 67%
Test Meta test
SPS-01_V00.02 o 7 RS 22 14806
14810

Figure 21. Connectathon 2018 test-results: the VPPOP, DEUOP and DEUC communication interfaces
from four different manufacturers were tested on interoperability and compliance with the SMV,
SPS and SAC Integration Profile (Gazelle screenshot).
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7. Conclusions and Outlook

The research presented is based on the design research principle by Hevner et al. [37]. The main
principle of the approach taken is to point out the utility of an artefact for a given scope and problem.
The scope was to find a meaningful canonical, standardised process to create profiles for interfaces
between components of Smart Grids. As of now, no such process existed in the domain of electrical
engineering in the context of Smart Grids. There is no standardised way for system-of-systems based
interoperability testing. However, a well established design artefact in from of the IHE (Integrating the
Healthcare Enterprise) concept existed. The healthcare domain has similar problems motivated form
the view of system-of-systems integration. However, it uses different processes, protocols, and data
formats and ontology. A particular challenge was to establish these for the Smart Grid domain and
to do a first trial of the well-established healthcare originated methodology in the energy domain.
Since this particular aspect is not in the scope of the EU and its European Interoperability Framework
(EIF), going vertical with established methods, we conducted the first Connectahon Energy using the
IHE Gazelle successfully. This has proven to be a first proof of concept and was considered successful
form the healthcare experts. Time will show how many interfaces and use cases will emerge with IES
compliant profiles to be tested in the coming years.

Based on the experience from the first Connectathon Energy in the Hague 2018, including the
preparation time for this test event, one of the lessons learned is strengthening and aligning the
test specification within Gazelle with the Integration Profile development. Companies participating
in the Connectathon Energy in the Hague reported that some assertions need to be made more
restrictive. Besides the refinement of specifications, Gazelle’s feature for pre-Connectathon testing should
be considered; i.e., before a face-to-face test event, vendors want to run conformance tests using the IES
Gazelle instance by uploading captured message contents/traces for validation. Feedback gathered
at Connectathon Energy events will be considered for upcoming events. Besides updated and new
test specifications, web-calls shall be scheduled to support interested and registered companies with
detailed technical information on how to prepare best and how Gazelle tools can be accessed and used
prior to the event. Concerning the upcoming Connectathon Energy end of January 2019 in Vienna,
more trial profiles for interoperability and conformance testing have been prepared and are ready
to be tested. The new profiles specify how to communicate metered values and schedules using the
IEC 60870-5-104 standard in accordance with specification efforts from VHPready.

The IES activity has resulted in becoming part of work done within the ISGAN initiative.
The main objective of ISGAN Annex 6 is to establish a long-term vision for the development of
future sustainable power systems. The Annex 6 on Power Transmission & Distribution Systems
focuses on system-related challenges, with an emphasis on technologies, market solutions, and policies
that contribute to the development of system solutions. The work is carried out by a global network of
experts and is managed in four Focus Areas: Expansion Planning and Market Analysis, Technology Trends
and Deployment, System Operation and Security, and Transmission and Distribution System Interactions.
The active dissemination of the IES methodology is an integral part.

IES Europe is listed as activity A4-IA0-5 in the European Strategic Energy Technology-Plan
(SET-Plan) as an Implementation Plan Increase the resilience and security of the energy system [38].
This listing supports the opportunity to specify IES Technical Frameworks and Integration Profiles in
the course of international R&D projects with great visibility.
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Abbreviations

The following abbreviations are used in this manuscript:

ABB Architecture Building Block

ABB_spec  ABB Specifications

ACM Association for Computing Machinery

BAP Basic Application Profile

BAIOP Basic Application Interoperability Profiles

CEN European Committee for Standardization
CENELEC  European Committee for Electrotechnical Standardization
CF Common Feature

CG Coordination Group

co2 Carbon Dioxide

DER Distributes Energy Resource

DEU Distributed Energy Unit

DEUC Distributed Energy Unit Controller

DEUOP Distributed Energy Unit Operator

DFDL Data Format Description Language

DICOM Digital Imaging and Communications in Medicine
DRCT DER Controller Characteristics

DSO Distribution System Operator

DTR Draft Technical Report

EIRA European Interoperability Reference Architecture
ETSI European Telecommunications Standards Institute
FFG Austrian Research Promotion Agency

FIP Functional Integration Profile

FSCH Functional Schedule

GWAC GridWise Architecture Council

HL7 Health Level 7

ICT Information and Communication Technology

1D Identification

IEC International Electrotechnical Commission

IEEE Institute of Electrical and Electronics Engineering
IES Integrating the Energy Systems

IHE Integrating the Healthcare Enterprise

P Internet Protocol

ISGAN International Smart Grids Action Network

ISO International Standardization Organization

IT Information Technology

KLIEN Austrian Climate and Energy Fund

LAN Local Area Network

M/490 European Mandate 490

MMXU Measurements

OASIS Organization for the Advancement of Structured Information Standards
PHR Personal Health Record

RA Reference Architecture

R&D Research and Development

RES Renewable Energy Source

SAC Send Asset Configuration

SBB Solution Building Blocks
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SET Strategic Energy Technology

SETIS Strategic Energy Technologies Information System

SG Smart Grid

SGAM Smart Grid Architecture Model

SMV Send Measured Values

SoS System of Systems

SPS Send Planned Schedule

SUT Systems Under Test

TF Technical Framework

TOGAF The Open Group Architecture Framework

TSO Transmission System Operator

UML Unified Modelling Language

VPN Virtual Private Network

VPP Virtual Power Plant

VPPOP Virtual Power Plant Operator

XML Extensible Markup Language

XSD XML Schema Definition
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Abstract: The continuously increasing complexity of modern and sustainable power and energy
systems leads to a wide range of solutions developed by industry and academia. To manage such
complex system-of-systems, proper engineering and validation approaches, methods, concepts,
and corresponding tools are necessary. The Smart Grid Architecture Model (SGAM), an approach
that has been developed during the last couple of years, provides a very good and structured
basis for the design, development, and validation of new solutions and technologies. This review
therefore provides a comprehensive overview of the state-of-the-art and related work for the
theory, distribution, and use of the aforementioned architectural concept. The article itself provides
an overview of the overall method and introduces the theoretical fundamentals behind this approach.
Its usage is demonstrated in several European and national research and development projects.
Finally, an outlook about future trends, potential adaptations, and extensions is provided as well.

Keywords: Architecture; Development; Enterprise Architecture Management; Model-Based Software
Engineering; Smart Grid; Smart Grid Architecture Model; System-of-Systems; Validation

1. Introduction

The continuously increasing complexity of modern and sustainable power and energy systems leads
to a wide range of solutions for operating transmission and distribution grids. Those approaches developed
by industry and academia in the context of Smart Grids become increasingly specific to the individual
topology of the power grids in which they are to be deployed. At the same time, however, those solutions
should be transferable to other topologies, preferably in an easy and cost-efficient way. In addition,
competing technical and operational solutions, with their respective costs, needed Technology Readiness
Levels (TRL), advantages and disadvantages, are being developed for various problems occurring due to

Energies 2019, 12, 258; doi:10.3390/en12020258 61 www.mdpi.com/journal/energies
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the new operation paradigm in the context of Smart Grids [1]. While it can be argued that energy transition
to Smart Grids may also be a sociological problem [2], we take the technological perspective from systems
engineering view here.

To evaluate different operational approaches for power grids, a growing number of methods
and techniques are introduced and applied today. One problem arising is that Smart Grids must be
still considered an emerging topic and transferring solutions from one utility to another with parts
and technologies being replaced is usually not an easy task. Techniques usually come in so-called
technology experience packages and someone learns about one specific instance in a package [3].
For example, replacing a single technology (e.g., wired communication by power line carrier or wireless
communication) in a solution could lead to unexpected results. To learn from previous experience in
Research and Development (R&D) projects, demo, or field trials, those solutions have to be thoroughly
documented in a meaningful way.

Unfortunately, those solutions could have some characteristics that make knowledge preservation
difficult. Typically, the projects use various combinations of runtime environments, software, and
algorithms, from different vendors and Original Equipment Manufacturers (OEM). The systems under
scope must be considered a System-of-Systems (SoS) with all the implications to the complexity arising in
those projects [4]. Finding a definite “best” solution is hard as a lot of contextual knowledge and degrees
of freedom has to be known to the team implementing the solution. The knowledge and agreement on
requirements, both functional as well as non-functional, become apparently more of a socio-technical
than purely technical problem [4]. Various projects have addressed this issue when trying to document
knowledge gained from field trials in order to disseminate the results [5]. One of the most important
things to get to know to transfer a technical solution is to know its scope and applicability. To assess
for this information, so-called tacit knowledge is often needed. Tacit knowledge (as opposed to formal,
codified or explicit knowledge) is the kind of knowledge that is difficult to transfer to another person by
means of writing it down or verbalizing it [6]. For re-use, certain important aspect of a technical solution
given in a procedural context must be made formal.

In modern systems and software engineering, specifications are created and based on some kind of
a requirements engineering process. Mostly, this process is used for elicitation of the information
needed for creating a solution architecture and implementing and operating it. The architecture
of a system is one key element to work towards the common project goal of deploying a product
according to the specification. However, this documentation used to be done by mid-sized teams
who could communicate a lot on the needs, mostly in-house. With the SoS-based needs, this process
should be carried out in a formal and knowledge-intensive manner. Engineering teams are responsible
for different components and parts, the knowledge and work is far more fragmented in the process.
For the dissemination of a solution and achieving a higher TRL (possibly levels 7-9), the process must
be formalized and governed. Typically, (formal) standards are needed at a certain point. Therefore,
the whole development and validation process of Smart Grid projects need to be more professional in
terms of products, processes, and governance of operations. One part of the solution is to use a method
which has proven to be useful over the last couple of years, the so-called reference designation system
Smart Grid Architecture Model (SGAM) [7].

The main aim of this review article is to provide a comprehensive overview of the state-of-the-art
and related work for the theory, distribution, and usage of the SGAM. The contribution itself focuses
on an overview of the overall method, the theoretical fundamentals and foundation as well as current
applications of the method in various projects. Finally, an outlook about future trends, potential
adaptations, and extensions is provided as well.

The remainder of this review is structured as follows: First, the concept and the history of SGAM
are introduced in Section 2. Afterwards, corresponding tools and their usage in different projects and
initiatives are discussed in Section 3. Section 4 shows how this architectural model can be applied also
to other domains, while Section 5 discusses potential adoptions. Finally, the article is concluded with
Section 6 providing the lessons learned and the main findings.
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2. Overview of the Smart Grid Architecture Model (SGAM)

The original scope of the SGAM was created in the M /490 mandate of the European Commission
(EC) to the European standardization bodies CEN (Comité Européen de Normalisation), CENELEC
(European Committee for Electrotechnical Standardization), and ETSI (European Telecommunications
Standards Institute) with the focus on finding existing technical standards applicable to Smart Grids
as well as identifying gaps in state-of-the-art and standardization. Given the distribution and sheer
number of the experts, it apparently became somewhat of a problem to agree on terms, technology,
scope, and subjects for discussion [8]. Therefore, the SGAM was used as a tool for reference designation
to solve this wicked problem (i.e., the fact that formulating the problem itself is already a problem [9]).
Originally, the References Architecture Working Group (RAWG) and the Sustainable Processes (SP)
group worked in parallel. One had the aim to create a methodology to elicit applications for future
and emerging Smart Grids, while the other to come up with a solutions and blueprint for technical
architectures of future technology portfolios. Both groups worked in parallel due to time constraints
but shared experts. Therefore, the groups could both apply the IntelliGrid Use Case Template and
IEC PAS 62559 for standardizing user stories and use cases to provide a basic documentation from the
functional point of view for future Smart Grids as well as a reference designation system to document
three main viewpoints of a technical Smart Grid solution. Both methods can be used on their own,
but they work seamlessly and elicit data based on a common meta-model shared by the ISO 42010
architecture standards. Therefore, the dynamics of a static architecture with processes and exceptions
can be documented in a IEC 62559 template while the individual solutions can be put into the reference
designation system [4]. Filling out a use cases provides enough information to get to know the basic
information needed to create SGAM models [10]. The following paragraphs elaborate more on the
design decisions taken and the rationals behind the current SGAM method as well as taking into
account a Systems Engineering perspective.

Considering the Smart Grid from a Systems Engineering perspective and following the classification
given by Haberfellner et al. [11], it can be categorized as a complex system. More precise, it can be
argued that the electric power grid evolves from a massively interconnected, complicated system into
a complex system. As depicted in Figure 1, such a system is characterized by its constituent subsystems
reflecting a certain level of diversity/variety/scale on the one hand and its structure being subject to
a certain dynamic/alterability on the other hand [4].
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Figure 1. Classification of system types [11].

In the recent past, however, a subset of complex systems have been identified as System-of-Systems
(S0S), characterized by at least eight criteria postulated by Maier [12] and DeLaurentis [13]:

Operational Independence of Elements
Managerial Independence of Elements
Evolutionary Development

Emergent Behavior

Geographical Distribution of Elements
Interdisciplinary Study

Heterogeneity of Systems

® NGk W=

Networks of Systems

The SoS perspective is of importance for taking into account interoperability between the
constituting systems. This challenge has been identified as mostly a problem of standardization.
It became apparent that the integration cost drivers were mostly from unharmonized technical
models and semantics [6]. To deal with these issues, standardization bodies issued work on reference
architectures and corresponding road-maps [8]. Therefore, the EC issued the M/490 mandate.
Within the scope of this mandate, gaps in standardization, needed use cases, security requirements
and reference architectures had to be defined [5].

The work acted as initial focal point for basic method engineering research on how to model
and document Smart Grid architectures using standardized canonical methods. In addition to the
IEC 62559 use case template and methodology for documenting meaningful blueprint solutions for
Smart Grid systems of systems to be implemented [10], the SGAM has been created for the purpose of
identifying gaps in existing and future standardization. The SGAM acts as a reference designation
system [14], providing three main axis for the dimensions of: (i) value creations chain (“Domains”);
(ii) automation pyramid (“Zones”); and (iii) interoperability (“Interoperability Layer”). Within this
visual representation (cf. Figure 2), systems and their interfaces can be allocated to some point in the
reference model, thus providing a categorization and classification of individual parts, data exchanged
and interfaces of the system landscape.
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Figure 2. Overview of the Smart Grid Architecture Model (SGAM) [7].

The Domains basically represent the energy conversion chain as described in the fundamental and
well-known NIST Conceptual Model [15]. The individual domains are described as follows [7]:

e  Bulk Generation: Represents generation of electricity in bulk quantities, such as by fossil, nuclear
and hydro power plants, off-shore wind farms, large scale solar power plant (i.e., Photovoltaic (PV)
and Concentrated Solar Power (CSP)), which are typically connected to the transmission system.

o  Transmission: Represents the infrastructure that transports electricity over long distances.

e  Distribution: Represents the infrastructure that distributes electricity to customers.

o  Distributed Energy Resource (DER): Represents distributed electrical resources directly connected
to the public distribution grid, applying small-scale power generation technologies (typically in
the range of 3-10 MW). These distributed electrical resources may be directly controlled by a
Distribution System Operator (DSO).

e Customer Premises: Host both end users of electricity and producers of electricity. The premises
include industrial, commercial and home facilities (e.g., chemical plants, airports, harbors, shopping
centers, and homes). In addition, generation in the form of, e.g., PV generation, Electric Vehicles
(EV), storage, batteries, micro turbines, etc., are hosted.

The Zones are orthogonal to the domains and basically represent the Information and
Communication Technology (ICT) based control systems, controlling the energy conversion chain.
Based on the automation pyramid, the individual Zones are described as follows [7]:

e  Market: Reflects the market operations possible along the energy conversion chain, e.g., energy
trading, mass market, retail market, etc.

e  Enterprise: Includes commercial and organizational processes, services and infrastructures for
enterprises (utilities, service providers, energy traders, etc.), e.g., asset management, logistics,
work force management, staff training, customer relation management, billing, etc.
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e Operation: Hosts power system control operation in the respective domain, e.g., Distribution
Management Systems (DMS), Energy Management Systems (EMS) in generation and transmission
systems, microgrid management systems, virtual power plant management systems (aggregating
several DER), and EV fleet charging management systems.

e  Station: Represents the areal aggregation level for field level, e.g., for data concentration, functional
aggregation, substation automation, local Supervisory Control and Data Acquisition (SCADA)
systems, plant supervision, etc.

e  Field: Includes equipment to protect, control and monitor the process of the power system, e.g.,
protection relays, bay controller, and any kind of Intelligent Electronic Devices (IED) that acquire
and use process data from the power system.

e  Process: Includes the physical, chemical or spatial transformations of energy (electricity, solar, heat,
water, wind, etc.) and the physical equipment directly involved (e.g., generators, transformers,
circuit breakers, overhead lines, cables, electrical loads, any kind of sensors and actuators that are
part of or directly connected to the process, etc.).

To maintain interoperability between any two components in the Smart Grid, interoperability needs
to be considered on five different Interoperability Layers. The first two layers are related to functionality,
whereas the lower three layers can be associated with the intended technical implementation.
The interoperability layers being used are basically derived by the GridWise Architecture Council
(GWAC) interoperability stack [16] and described as follows [7]:

e  Business Layer: Provides a business view on the information exchange related to Smart Grids.
Regulatory and economic structures can be mapped on this layer.

e  Function Layer: Describes services including their relationships from an architectural viewpoint.

e Information Layer: Describes information objects being exchanged and the underlying canonical
data models.

o Communication Layer: Describes protocols and mechanisms for the exchange of information
between components.

o Component Layer: Physical distribution of all participating components including power system
and ICT equipment.

3. Application of the Smart Grid Architecture Model

SGAM models soon proved to be a useful solution in both standardization and research and
development projects in order to document system architectures in a canonical and standardized
manner and gained attention in the community over the years to come. In addition, many tools were
developed to cope with the graphical representation as well as the procedural application of the method
and toolchain. Various funding schemata, such as the German SINTEG (Schaufenster Intelligente
Energien), the Austrian “Energieforschung” or the European H2020 LCE calls, have adopted the need
to document the research conducted in a standardized way.

However, it became apparent that the model has already outgrown its original purpose of allocating
standards to various Smart Grid systems and interfaces as it was envisioned in the mandate M /490 [8].
Cost-benefit analysis, security analysis, technical debt analysis and maturity levels of organizations
can be visualized using the SGAM. One missing link as of now has been the coupling of the “higher”
interoperability levels such as the ones described in the LCIM [17] in order to cope with conceptual
dimension which is relevant for, e.g., simulation purposes. Therefore, in the following sections,
an overview of the usage of the SGAM approach is provided, which is divided into the categories:
(i) software tools; (ii) European and (iii) national-funded projects; and (iv) further activities.
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3.1. Software Support and Tools

3.1.1. SGAM Toolbox

Due to the inherent complexity of Smart Grids, the realization of particular solutions has proven
to be a challenging task. Possible concepts for dealing with this challenge can be found in the field
of Systems Engineering [18,19] with a special focus put on Model Based Systems Engineering (MBSE) [20].
This approach targets a consistent understanding of systems as possible approach to manage complexity.
To establish such a consistent understanding, the MBSE concept fosters the utilization of different nodels
in order to establish well-defined views over well-defined abstraction levels. This concept has proven to be
of value especially in terms of interdisciplinary development.

One of the key concepts in MBSE is the definition of particular views on basis of viewpoints.
According to ISO 42010, it can be said that one viewpoint governs one particular view [21]. Furthermore,
a viewpoint is intended to frame one or more concerns associated with one or more different stakeholder.
An overview on these relations can be seen in Figure 3.
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Figure 3. Conceptual model of an architecture description according to ISO 42010 [21].

Considering the structure of the SGAM cube as described in Section 2, one could argue that
the individual layers (“Interoperability Layers”) represent a set of basic viewpoints for Smart Grid
architectures. The particular concerns addressed in this structure are business, functional, informational,
communication, and physical aspects. Besides the consideration of views, the definition of abstraction
layers with explicit transformations in between is of very importance. During the research conducted
in this area, the concept of Model Driven Architecture (MDA) [22] has been chosen as main paradigm.
The MDA concept basically aims at a separation of functionality and technology. To individually address
these different aspects, the following abstractions were defined:
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o Computation Independent Model (CIM): The CIM can be interpreted as “System Level” describing
a system from its outside perspective, which means focus is put on the delivered functionality
rather than on the technology. Please note that the IEC 61970/61968 series [23,24], also known as
CIM (Common Information Model), which is an ontology for defining objects and relations to
model power system, is indeed a PIM in the sense of MDA.

e Platform Independent Model (PIM): This layer can be seen as “Architecture Level”. It aims at
focusing on the decomposition of the system without considering detailed technical aspects of
individual components.

e Platform Specific Model (PSM): The PSM describes the technical aspects for realizing the individual
components. Thus, it can be seen as Detailed Design Layer.

e Platform Specific Implementation (PSI): This last layer represents the realized implementation.
In case of one artifact being realized as software, this can be seen as the source code created.

By aligning the MDA concept with the SGAM, it could be argued that the CIM is represented
by the Business and Function Layer viewpoints as they analyze and define the systems functionality.
Furthermore, the PIM can be associated with the lower three layers (Information, Communication,
and Component Layer). According to this mapping the SGAM can be used to describe the overall
architecture to a level that considers the constituent components as black-boxes. Keeping the described
system-focus in mind, a domain-specific description (as the SGAM delivers) appears suitable.

For the detailed design of the individual components (PSM) and their implementation (PSI),
the modeling language of choice should rather be associated with the “type” of the component
(software could be designed by means of UML, embedded systems with SysML, control functionality
with linear algebra, etc.) than domain specific concepts. Considering this changing perspective,
the transformation between the architectural level and the design level typically also represents the
handover between, for example, a DSO and an OEM from the supply chain. An overview on the
alignment between the SGAM and MDA as described can be seen in Figure 4.

When it comes into practical application of these concepts, the need for an appropriate
modeling language and corresponding tools arises. In the fields of Software and Systems Engineering,
the utilization of so-called Object Modeling Languages is widely accepted. Especially the General Purpose
Languages (GPL) UML [25] and SysML [26] are state of the art. However, as these languages anticipate
object oriented patterns such as instantiation, inheritance and others, they are rather hard to understand
by non-software educated stakeholders and, thus, their acceptance outside the software/systems
community is rather low. To enable the utilization of consistent models on the one hand and to
provide interdisciplinary understanding on the other hand, the application of so-called Domain Specific
Languages (DSL) can be considered. In terms of object modeling, for example, some domain specific
aspects can be put on top of GPLs. Thus, well-established concepts such as “traceability” or existing
tools with a high maturity can be made accessible to domain stakeholders.

In the field of Smart Grid Engineering, from 2012 to 2017, such a DSL has been developed by
utilization of UML Profiles, a UML specific concept for lightweight extensions. Developing a DSL on
basis of standardized UML profiles brings the benefit that the DSL is tool-independent. However,
a drawback of UML profiles is the limitation that does not provide capabilities for, e.g., automation
mechanisms such as model transformations. To overcome this shortcoming, a dedicated Add-In for the
widely spread modeling tool Enterprise Architect has been implemented and made publicly available
as SGAM Toolbox (www.sgam-toolbox.org) [27].
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Figure 4. Mapping between MDA and SGAM.

Besides the technical implementation of this toolbox, an appropriate process model has been
specified to give users guidance on the application [27]. It reflects the concepts from ISO 15288 [28]
and has been tailored by application of the guidance delivered in the IEC TR 24748 guidelines [29].

Since the SGAM Toolbox has been released it has proven its value in several research and real-life
projects [30]. For example, by using the SGAM Toolbox, the American NIST Logical Reference
Model (NIST LRM) [31,32] could have been successfully modeled in the context of the SGAM
framework and, thus, compatibility between the American and the European concepts could have
been demonstrated [27,33].

However, despite the already demonstrated value, there are still several aspects to be considered.
Besides, some necessary alignments and improvements as discussed in [27], especially the integration
into a holistic tool-chain, is the focus of present research. The capability of such a tool-chain as envisioned
in [34] comprises sophisticated interoperability between various repositories, tools and standards on the
one hand and some additional functionality for model validation (e.g., Co-Simulation) on the other hand.
Both topics are the subjects of ongoing research.

3.1.2. 3D Visualisation

Based on the work in the DISCERN project [5], it became apparent that to implement the concept
needed to exchange knowledge, the typical way to create SGAM models in PowerPoint was not enough.
The overall cube picture lacks visibility for certain layers, therefore the initial models used to be created
with five individual 2D planes and tabs that were combined using a Visual Basic Macro (VBM); however,
it soon became obvious that a tool using Microsoft Visio would be even more beneficial as stencils,
semantics and exporting into XML could be used. In addition, the browser-based 3D SGAM viewer was
created in order to manipulate the view for a given standardized SGAM file and model. Figure 5 shows

69



Energies 2019, 12, 258

an example of this tool for viewing SGAM models. The files can be exchanged with both the Use Case
Management Repository (UCMR) and the SGAM Toolbox.
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Figure 5. Visual import of a SGAM model for Substation Automation in the 3D SGAM viewer.
3.1.3. Power System Automation Language (PSAL)

The main intention with the Power System Automation Language (PSAL) is to provide a formal
domain specific language for SGAM compatible use case design [35]. At the same time, another
focus of PSAL is to allow rapid development of automation, control, and ICT functions for power
system applications [36]. Therefore, although possible, PSAL is not directly intended to be used for
development of high-level use case descriptions. Instead, it offers specific tools for detailed use case
design that can be used in further steps for generation of code and configuration.

Although the core of PSAL is based on SGAM, it also introduces an extra abstraction layer,
containing a System and an application. The System consists of definitions for the component
and the communication layers of SGAM and the application contains definitions for the business,
function, and information layers. One benefit of this is that it allows the user to define an application
independently from the System. Consequently, solutions developed as an application for one System
can be easily ported to another. One main difference, compared to the SGAM Toolbox, is that PSAL is
a textual language. Figure 6 shows a UML representation of the PSAL meta-model as well as example
implementations of an application and a system.

As mentioned above, one of the main ideas with PSAL is that it should allow rapid generation of
code and configurations, such as executable IEC 61499 code and IEC 61850 configurations [36].
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Figure 6. The PSAL engineering approach: (a) UML (Unified Modeling Language) representation;
and (b) example code [36].

3.2. European-Funded Projects and Activities

3.2.1. FP7 DISCERN (Distributed Intelligence for Cost-Effective and Reliable Solutions)

During the DISCERN project, the SGAM and IEC 62559 use was strongly enforced to deal with
a methodological approach of the so-called 3L (Leader, Learner, and Listener [37]) concept agreed upon
by the partners, as shown in Figure 7. The overall target of the DISCERN project was to somehow assess
the optimal level of intelligence in the distribution networks, and, in addition, to determine a set of
so-called replicable technological options (e.g., basic Smart Grid solutions for operation of distribution
grids) that would allow for a both cost-effective and reliable enhancement of both observability and
controllability of distribution grids.

After starting the project, it became apparent that, to exchange knowledge between the diverse
stakeholders, more formal aspects of this knowledge documentation and exchange had to be dealt with.
One particular aspect to cope with the leaders being organizations who have already implemented
a solution, testing them out in operations and planning large scale roll-out is that they must find a way
of documenting their knowledge, fallacies which occurred and important context of the operation of a
Smart Grid solution. Learners have already decided to implement the solution, but listeners still struggle to
find the business benefit. Therefore, different information on context and CBA (Cost-Based Analysis) is of
importance. This challenge led to the DISCERN approach for documenting using the IEC 62559 template
as well as blueprints for architectural documentation using SGAM.
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Figure 7. Overview on DISCERN concept for modeling solutions for 3L [5].

In DISCERN, the SGAM visualization template in PowerPoint, Visio and browser plug-in,
in addition to providing an intuitive high-level representation of the solutions, enables DSOs to [5]:

e Identify existing interoperability issues in the used systems that implement a particular
sub-functionality or functionality. Available standards and standardization gaps for each
individual solution can be represented in the SGAM visualization template.

e Describe the real-life physical distribution of the components used in the field (e.g., software
based applications, devices and communication elements deployed). In the use case template,
it is possible to define which existing and future actors are involved in a functionality, but it is
currently not possible to represent how these actors are actually implemented in the physical
layer of the system.

e  Establish clear relationships between the business use cases and business objectives that explain
the benefits derived by the (leader) company with the functionality, the technical functions that are
required to realize such functionality, the information exchanges between the individual functions,
the standards used for communication and data models that enable the information exchange,
and the physical components that implement the technical functions.

e Carry out an impact analysis, analysis for security compliance, find risk elements,
compatibility /comparison at DSO level and the future specification of new features.

The contribution in [37] presents the implemented tool support developed within DISCERN in order
to manage use cases and SGAM models. Use cases define the requirements for Smart Grid solutions,
whereas SGAM models describe so-called high-level Smart Grid architectures for the solutions and
portfolios. Both methodologies have been used during DISCERN project with the aim of facilitating
knowledge sharing among DISCERN partners and also outside the project. The objective of the tool
support is to promote the adoption of these methodologies in the context of large Smart Grid projects by
improving re-usability of use case and SGAM descriptions. The existing tool support consists of [38]:
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e  Some standard-based formats to exchange items such as use cases, SGAM models, and libraries
of terms used in the corresponding descriptions (Actors, Functions, and Requirements);

e Enhanced templates with standards-based XML export functionality to export use cases, SGAM
models, and libraries in those standard-based 62559 compliant formats; and

e  Web-based repository to store and manage elicited use cases, SGAM models, and libraries,
managing access rights and, thus, enabling multi-editing of the defined descriptions.

The tools developed in DISCERN were used during the project to store and edit the elicited
DISCERN use cases. This was particularly useful for learner’s use cases, since they might evolve
during the project after receiving inputs from the simulations carried out. In addition, given that the
tools rely on international standards from IEC and architectural frameworks, they can be leveraged
in other projects with the aim of facilitating sharing of Smart Grid requirements and architectures.
This is particularly useful in the context of larger Smart Grid projects for the future, in which partners
from different areas of expertise and different countries need to exchange information on Smart Grid
solutions and portfolios with each other.

The tools from DISCERN are complete versions, including required functionalities for exchanging
and managing Smart Grid requirements and architectures in a collaborative environment. It was planned
to enhance the tools during the project to include further features based on the feedback received.
The basis of the overall concept was to utilize the experience of major European DSOs with innovative
future-proof technological solutions for a more efficient monitoring and control. The complementary
nature of the demonstration sites with regard to the specific challenges as well as technological and
operational solutions served as knowledge and trial resources. Overall, SGAM proved to be a meaningful
solution for implementing the 3L model envisioned.

3.2.2. FP7 ELECTRA IRP (European Liaison on Electricity Committed towards Long-Term Research
Activity Integrated Research Programme)

The main aim of the ELECTRA project was the development of a new real-time control concept
that can handle the massive integration of renewable generators and flexible loads in a more effective
way compared to today’s approaches [39]. As a result of the developments, the so-called “Web-of-Cells”
(WoC) control architecture has been introduced where the whole power system over all voltage levels
is divided into smaller control areas. This division allows solving local problems locally using the
flexibility of the local resources (i.e., distributed generators and loads).

For the development of the WoC approach, the SGAM and corresponding tools have been used in
different ways. First, SGAM and the use case modeling approach was applied for the development of
the WoC control schemes and corresponding functions, which led to a proposal for changing the SGAM
itself in order to address the needs of the ELECTRA IRP project [40]. In addition, the security analysis
of the WoC concept was performed with the NISTViz! tool and method developed by OFFIS [40-42].
For the time being, the methodological toolchain was extended for the WoC concept. In a final step,
SGAM was also applied for proof-of-concept evaluation of the WoC approach. In the following, some
details about the usage of SGAM in ELECTRA are provided.

In a first step, the locations in the SGAM plane of the actors from the identified six main ELECTRA
use cases related to voltage, frequency/power balance and inertia control have to be defined. Based on
mapping the identified WoC control schemes and functions onto the plane, a categorization of the
interfaces was done, defining if the interface is either operation.

Additionally, the Logical Interface Category (LIC) for each communication interface was determined
with a standardized procedural approach. This mapping work has been done using a simplified mapping
tool. It has been setup to simplify the editing of an individual SGAM plane, thus focusing on the functions
for ELECTRA actors in the deliverables of the project dealing with the use cases. Instead of creating a fully
complete SGAM model, the tool can focus on the very interfaces (and their classes) among the actors,
functions and systems. One main aspect of communication security and meaningful mitigation on the
interface can be easily analyzed using this approach.
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Based on a shared common overview provided by the NIST LRM model from the SGAM Toolbox
Sparx add-in, system classes are assigned to the functions of the use cases, thus mapping them onto
the NIST classification of high-level systems classes and their corresponding generic existing interfaces.
This process makes for a rather easy assignment of the logical interface classes based on NISTIR 7628.
This way of modeling combines a low-learning curve with the simplified assumptions done towards
architectural modeling of the so-called Web-of-Cells approach invented in the project. The SGAM
Toolbox with its (meta)data model would have relied on some information that was not available for
modeling through the green field approach taken in ELECTRA as certain systems (respective functions)
were new and could not be mapped onto the generic existing ones.

In Heussen et al. [41], changes for the axes of SGAM in order to cope with the web-of-cells
approach are also discussed. The contribution relfects on needed change to to DSO level cells
interacting and, thus, making the TSO and generation zones somehow obsolete from the modeling
point of view as the top-down distribution is replaced by an heterarchical system approach of
(generation) cells. A mapping is provided on how the new concepts could be mapped onto the
archetype SGAM model.

Finally, for the proof-of-concept, the SGAM was used in order to identify suitable laboratories
for testing selected control schemes and functions [43]. Therefore, lab capabilities have been mapped
to the different SGAM layers in a first step. Afterwards, mapping of the control schemes with the
lab capabilities have been carried out in order to identify and select the most appropriate lab for
the proof-of-concept evaluation. For the definition of the corresponding test cases and performance
measures, the holistic testing approach motivated by SGAM, which has been developed in the ERIGrid
project (see Section 3.2.5), has been used.

3.2.3. H2020 SmartNet: Smart TSO-DSO Interaction Schemes, Market Architectures and ICT Solutions
for the Integration of Ancillary Services from Demand Side Management and Distributed Generation

In the SmartNet project, new TSO-DSO coordination schemes for Ancillary Services (AS) were
developed and tested in multiple field test pilots. These new coordination schemes consider different
market scenarios with different coordination patterns, roles, and market design. Summarized,
the coordination schemes show different approaches for how an AS market can be designed and
coordinated between TSO and DSO. Centralized options were considered, where the TSO operates
a market for resources connected at both transmission and distribution levels, without extensive
involvement of the DSO. This is similar to a traditional market. New and distributed approaches were
also considered, where the balancing responsibility is shared between TSO and the DSO in different
manners and both common and local markets are investigated [44].

ICT is playing an important role in the future TSO-DSO coordination schemes to enable information
exchange between different market players and to ensure quality and operability of the grid. To ensure this,
the first step in the SmartNet project was to capture ICT requirements for the interactions between market
players and to design a common ICT architecture model supporting new ancillary services. To capture
relevant ICT requirements and to compare different coordination schemes, an iterative and incremental
design and analysis process was developed. Outcomes of this were the reference ICT architecture model for
ancillary services with ICT requirements, and recommendations for pilots and practical system realizations.
The process, depicted in Figure 8, is divided into three stages (white blue-framed boxes) involving four
internal iteration cycles (blue circles). The three analysis stages are simply referred to as first stage,
second stage, and third stage.

The base of the process is the SGAM approach. To identify ancillary service interactions and associated
ICT requirements in different SGAM layers, the use case design methodology introduced in SGAM and
the IEC 62559 use case template were used. Furthermore, the SGAM Toolbox mentioned in Section 3.1.1
was used as the main tool for the design and management of the ICT model. The model specifications in
the electronical form significantly eased the design work during iteration cycles and, later, the delivery of
specifications to the system implementation work packages.
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The first stage in Figure 8 focuses on defining classification metrics for ICT requirements and
implementing business and function layers for the architecture model. ICT requirements are captured
and prioritized in top-down and bottom-up manners. During the top-down step, each coordination
scheme and use case is closely analyzed to understand better the interactions between stakeholders
and to create the business and function layers in the SGAM model. In the bottom-up step, the first
analysis of information exchanges between physical system components is performed.

The second stage concentrates on harmonizing ICT requirements across the coordination schemes
and extending the SGAM model to include information, network, and component layers with ICT
requirements. During this stage, the coordination scheme specific requirements are compiled into
a common ICT requirement table and uploaded to the SGAM model. In our case, harmonized
information exchange events, information objects, ICT requirement classes, protocols, and system
actors were collected and harmonized. Once integrated into the SGAM model, the goal was not to
create an entirely new ICT architecture design, but to implement a model with adjustable parameters
to fit to the selected TSO-DSO coordination schemes and beyond. Within the model, the data
flows and changing ICT requirements in different coordination schemes were analyzed. For each
connection, the properties of the link (i.e., the exchanged information objects) were investigated to
create different types of graphical presentations. Using this approach, it was possible to create a
visual understanding of the characteristics and differences in the TSO-DSO coordination schemes.
The diagrams in Figures 9 and 10 are examples from the analysis.

Figure 9 shows an example, where wired connections are presented in black (a stringent requirement
for latency or security) and wireless connections with less strict requirements in green. The analysis of
links was done by examining each conveyed object and associated latency, security, and cost requirements.
Figure 10 shows how much stakeholders would be willing to invest on the sufficient Quality of Service
(Qo0S). For this, the average investment cost of each connection was calculated.

The last stage of the analysis process is to apply it to a real implementation. In the SmartNet project,
the process was tested with three planned pilots using available design specifications. The purpose of
including them in the design and analysis process was to benefit from the early alignment of design and
implementation work and to support planning and implementation of the pilot realizations.
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Figure 9. ICT analysis in the SmartNet project: Communication layer with different network types:
wireless connections are shown in green, and wired connections are shown in black in the SGAM toolbox.
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Figure 10. Communication links with different costs: high cost (red), medium cost (orange), and low
cost (green).

A conclusion from the SmartNet project is that the outcome of the analysis depends on how precisely
ICT requirements can be defined for each connection link. ICT requirements and their thresholds
(e.g., for latency, reliability, and security) keep changing as energy systems and markets evolve.
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Therefore, the model needs to be re-configurable and in a machine-readable form. In the SmartNet
SGAM model, the values for ICT requirements can be altered for each information exchange event
as well as the parameters for analysis (e.g., the cost function).

3.2.4. H2020 TDX-Assist: Coordination of Transmission and Distribution Data Exchanges for
Renewables Integration in the European Marketplace through Advanced, Scalable and Secure ICT
Systems and Tools

The TDX-Assist project has the overall goal to design and develop new so-called ICT tools and
technologies that facilitate especially scalable and secure information systems and data exchange between
both TSO and DSO. Three novel aspects of ICT tools and techniques shall be focused on in the TDX-Assist
project: (i) scalability, the ability to deal with new (end) users and increasingly larger volumes of both
information and data; (ii) security, protection against external threats and attacks, thus providing better
mitigation upfront; and (iii) interoperability, information exchange and communication based on existing
and emerging international Smart Grid ICT standards. One of the main pillars to achieve those goals is
to use both SGAM and the IEC 62559 use case methodology.

Figure 11 depicts the used toolchain in the project and its relation to future international
standardization activities driven by the partners. One particular focus of the project is to test methods
engineering in the context of Smart Grids systems engineering. Therefore, different work packages
in TDX-Assist try out different parts of a holistic toolchain, one work package takes into account the
full taxonomy of use cases from IEC 62559 to distinguish among business use cases, high-level use
cases and system use cases. The modeling is done directly with a plugin in Sparx Enterprise Architect,
focusing on the aspect of model-driven development. Later, the use cases are exported according to
the IEC 62559-3 XML format or into Microsoft Word documents for the deliverables of the project.
On the other hand, the second work package start with a light-weight approach, starting with the
word IEC 62559 basic template, refining a subset of use cases for the full template and then going into
the repository and creating SGAM models there.
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Figure 11. Toolchain used in H2020 TDX-Assist (source: EDF).
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The results will focus on the applicability of the use case method for eliciting architectural
requirements and bringing them into development and documentation. As the projects strictly
cooperates with IEC TC 57, many results and use cases will be fed back into the community.

3.2.5. H2020 ERIGrid: European Research Infrastructure Supporting Smart Grid Systems Technology
Development, Validation and Roll Out

The ERIGrid project is focused on improvement of tools and procedures for the testing and
validation of novel Smart Grid technologies on system-level [46]. Parts of the project serve the research
and practical demonstration of cutting-edge hardware and software validation platforms. This work is
accompanied by the specification of a formal process that guides the development, documentation,
and implementation of complex Smart Grid system-level test cases as outlined in Figure 12 [47,48].
This process is called the Holistic Test Description (HTD) process and spans across different stages of
test planning. Users start out by outlining a holistic Test Case (TC) in a given template, providing an
abstract and high-level view on the validation problem. In this stage, the purpose of the investigation
and the system functions under test, among others, are specified. Following the TC, it is to be split up
into several sub-tests to tackle the partial investigations contributing to the complex TC. Each sub-test
is documented in a Test Specification (TS) template. After that, an experiment implementation is to be
derived from each TS, specifying tools for the realization of the test endeavors. This implementation is
documented in an Experiment Specification (ES) template.
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Figure 12. Overview of the ERIGrid holistic testing approach [47].

All of the specifications may be refined iteratively based on further insight gained along the HTD
process. The benefits provided by the HTD include a common understanding of different validation
concepts among all its practitioners. Furthermore, its separation of methods and implementation allow
for tool-independent communication between research partners. This communication advantage is
necessary when complex, interdisciplinary TCs need to be handled that require several sub-tests and
involved domain experts.

The development of the HTD has been inspired by the SGAM and the IEC 62259 use case
methodology. Nevertheless, a mapping of the TC system onto SGAM is currently not considered in
the HTD process but might be subject for further investigations.

One major reason for this is the difference of scope between SGAM and the HTD. While the
former seeks to limit the view on the Smart Grid to its most fundamental domain, the latter tries to
especially involve new developments and technologies that may need validation. Therefore, the HTD
requires a potentially broader view on the tested system in order to avoid limiting the documentation
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capabilities for its users. Instead, use cases representing the SGAM view on the system are considered
as input information for the specification of TCs. Thus, a new workflow can be envisioned that starts
with a SGAM model and use case based representation of a desired Smart Grid (technical) setup and
has users derive TCs from it, following the HTD until the experiment implementation, resulting in
the validation of all crucial parts of the system. Obviously, guideline material is needed to help users
transition from the use cases to the HTD. Establishing such guidelines is a matter of future work.

3.2.6. H2020 TwinPV: Stimulating Scientific Excellence through Twinning in the Quest for Sustainable
Energy (TwinPV)

The aim of the TwinPV project is to generate strong working R&D relations, build collaborative
work sharing knowledge/resources and address gaps and shortcomings between different research
institutions in Europe aiming to develop ways of softening their negative results and strengthening
their collective impact as twinned institutions [49].

The core activities of this project are related to improving research and development in the domain
of solar PV as well as grid integration and developing Smart Grid infrastructure and systems in Cyprus.
In different training activities and summer schools, the integration of PV systems in distribution grids
has been taught where one of the courses was related to teaching the SGAM approach together with
the holistic testing approach of the “ERIGrid” project.

3.3. National-Funded Projects and Activities

3.3.1. Austrian ICT of the Future OpenNES: Open and Interoperable ICT Solution for Integration
of Renewables

The main aim of the OpenNES project was the development of an interoperable ICT infrastructure
for the integration of inverter-based DER devices [50]. For the collection of scenarios, uses cases, and test
cases, a SGAM-based development approach has been applied. In a first step, various use cases have
been collected and analyzed using the UCMR (see Section 3.1).

Based on the the outcome of this phase, a flexible controller architecture using a virtual functional
bus based approach—motivated from the AUTOSAR automotive controller environment—has been
specified. For achieving interoperability on functional and communication layer according to SGAM,
a strict decomposition of application and communication-related content has been carried out. For the
development of control applications, the above-mentioned PSAL approach has been developed.

3.3.2. Austrian ICT of the Future MESSE: Model-Based Engineering and Validation Support for
Cyber-Physical Energy Systems

When use case methodologies such as SGAM are used properly, the results are structured use
case descriptions and diagrams. Furthermore, when used as intended, SGAM descriptions often
contain a lot of information with different level of details. With the currently available tools (see
Section 3.1), there is now also software support available that can help Smart Grid engineers during
design and development. Nevertheless, even with these new tools current engineering approaches
require a significant amount of avoidable manual work during the different engineering phases, such
as implementation, validation, and deployment.

In the MESSE project, these issues are being addressed with the main focus to develop a concept
for an automated, model-based engineering, and validation framework. Compared to the current tool
support, MESSE especially provides support for validation and deployment and operation of Smart
Grid applications. The main methodology of MESSE consists of three main parts [51]:

e Specification and use case design: For this phase, a formal specification and use case analysis method
is defined. It is based on SGAM, IEC 62559, and PSAL. Various levels of detail can be addressed
during the design. High-level use case descriptions as well as more detailed specifications of
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functionality, communication, and information models are possible. The information defined in
this phase act as the main input for the automatic engineering and validation.

o Automated engineering: Based on the specifications and use case design, different types of
configurations are being generated. In MESSE, approaches for three different domains are developed:
executable code for field devices, ICT configurations and Human-Machine Interface (HMI)
configurations. HMI configurations are used to define the layout of visualizations as well as
to configure how user actions should be interpreted and executed.

o Automated validation and deployment: Automated testing for software development has been
common practice for several years. However, similar approaches for Smart Grid systems are
currently missing. In MESSE, a methodology for the automatic testing of Smart Grid systems is
being developed. Based on the scenarios and specifications from the engineer, appropriate tests
are generated. Apart from pure software testing, tests can be a combination of software, hardware,
and simulations. For manual hardware setups, guidelines for the user are generated.

The concept developed in the MESSE project is applicable to architecture and system development for
many different Smart Grid applications. Starting with a design and specification phase, where the SGAM
modeling approach is the main foundation, the model-based engineering concept fosters a formalized and
systematic comparison of different development options. Furthermore, based on a set of scenarios and
test specifications, the test and validation framework generates test cases for each development option
under investigation. Using this approach, many steps can be automated that are traditionally carried out
manually [51].

3.3.3. German SINTEG Project Enera: The Next Big Step in the Energy Transition

The project enera demonstrates how the infrastructure of the energy system can be innovated in
such a way that, despite the new requirements and the variety of technologies used at the same time,
it shows a high degree of resilience. In addition, enera demonstrates how markets and digitization
can significantly reduce network expansion costs and create opportunities for innovative business
models. This opens up new avenues and opportunities for political control of the progress of the
energy transition in Germany.

As one of the so-called SINTEG regions in Germany, the project is also recommended to use IEC
62559 as well as SGAM for documentation purposes of their work. In enera, one focus was set on
the application of the use case method to create blue-prints for Smart Grid solutions in large scale.
The first results from nearly two years of elicitation of use cases, information objects and creating
SGAM models can be found in [52].

3.4. Further Projects, Activities, and Applications

Many other examples of SGAM application can be found in the literature. In most cases, the SGAM
is used to describe newly designed architectures or to analyze existing architectures. One area in
which SGAM is frequently used is risk management or risk identification and analysis. There the
SGAM is used to develop models representing both current and near-future European Smart Grid
architectures [53], to establish a national Smart Grid ICT reference model that provides the starting
point for a Smart Grid cyber security risk assessment [54], to identify the target of evaluation in a Smart
Grid for a risk analysis [55], and to define use cases for identifying data privacy issues [56].

In addition to assessing risks, the SGAM is also used to evaluate and analyze architectures and
solutions for other criteria. In [57], it is argued that the SGAM does not provide a way to perform
economic analysis. The authors provided a SGAM-based method to assess the economic feasibility
of new commercial services. These services include, e.g., demand side management and trade of
electricity. The developed method does so by computing standard decision investment techniques
such as Net Present Value (NPV) and Internal Rate of Return (IRR). Beyond cost assessment, in [58],
an approach is presented that aims to determine the strategic value of Smart Grid projects in terms
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of their importance and effectiveness. Based on a method in the field of design science, a framework
is developed that consists of the following three components: the SGAM as the reference model, the
adapted Bedell’s method as the assessment method and a DSS (Decision Support System) to perform
assessments. The framework, helping companies to tackle challenges other than economic issues such
as energy efficiency and CO, emissions, is evaluated within a blockchain-inspired project [59].

A scoring scheme for interoperability assessment within Advanced Metering Infrastructure
(AMI) for Demand Side Management (DSM) is presented in [60]. It aims to quantify the capacity of
components of interest to interoperate with each other. Here, the SGAM is used to map components,
communication protocols and information models. Furthermore, a TVT (Test Verdict Tracing) scheme
is used for determining the layer where lack of interoperability takes place.

Further examples can be found where the SGAM has been used to describe use cases. The following
list gives a first overview of the manifold application possibilities:

e  Requirements analysis for Virtual Power Plants (VPP) and their mapping onto standards as IEC
61850 and IEC 61970/61968 [61];

e Identification of involved actors, equipment, communications and processes for Electric Vehicles
(EV) charging control [62];

e ICT planning approach that can be used in combination with distribution network planning
processes and tools [63];

e  Development of a railway enerqy management system by using the SGAM model and methods [64];

e Design of an architecture of a distribution grid automation system focusing on PMU-based
monitoring functions accommodating for key dynamic information exchange between TSOs and
DSOs [65]; and

e  SGAM-based explanation of Smart Grids in order to present Big Data analytics [66].

Since the development of SGAM, it has been increasingly used by various research and
development projects. Some of them have already been described in detail here. In the following,
further important projects are presented briefly. The SmarterEMC2 project aims at ICT integration
with power systems for enhancing various Smart Grids services. The main objective of the project
is to propose business models and to develop the necessary ICT tools to support Customer Side
Participation (CSP), increase Renewable Energy Sources (RES) penetration, and foster the participation
in the electricity market [67]. Virtual Power Plant and Demand Response cases are presented, proposing
a general architecture, as well as analyzing core functionalities, information and communication
requirements, along with relative standards and technologies. The SGAM was used for the
methodological perspective and it turned out to be extremely helpful by providing a more systemic
view of the applications and exposing a number of interoperability and operational issues that would
otherwise endanger the robustness of the ICT tools to be implemented [67].

In [68], some results from the FINSENY (Future Internet for Smart Energy) project are presented.
FINSENY is one of eight usage area projects within the FI-WARE project and aims to define Smart
Energy Systems using the generic enablers developed by FI-WARE. The focus is on combining adaptive
intelligence with reliability and cost-efficiency to sustainably meet the demands of a highly dynamic
energy landscape. Therefore, a methodology has been developed that allows investigating use cases,
ICT requirements and a functional Future Internet architecture for distribution systems. To derive both
the functional and ICT requirements on the Information and Communication layer and to identify
data models and interfaces, the use cases are analyzed along an adaptation of the SGAM.

The integration of novel Smart Grid solutions and services to enable energy flexibility markets,
with enhanced demand response schemes and active prosumer participation is the overall goal of the
Nobel Grid project [69]. For developing an according architecture, the SGAM Toolbox has been used as
introduced in Section 3.1.1. The authors stated that the traceability across the different interoperability
layers, enabling the choice of system elements to be rationalized in a top-down and bottom-up manner,
is a major benefit of SGAM.
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In [70], results of creating an Austrian Reference Architecture for Smart Grids as part of the RASSA
project (Reference Architecture for Secure Smart Grids in Austria) are presented. The main contribution
of the project is the creation of the reference architecture on an available modeling framework plugin
while keeping all stakeholders on board of the process to form a common understanding of its growing
importance in the future. Again, the SGAM Toolbox has been used to model the projects architectures,
whereas the focus throughout the project is security.

EMPOWER (Local Energy Retail Markets for Prosumer Smart Grid Power Services) is a project
with a special focus on the local energy markets development [71]. The goal of the project is to create
a trading platform for local energy exchange in local markets. Therefore, a SGAM-based system
architecture is developed describing an ICT platform to manage the flexibility of generation, load and
storage units at distribution level. To take advantage of these flexibilities, innovative business models
are being proposed setting the operational rules of the local markets operation. The architecture has
then been analyzed in terms of resilience by combining SGAM with a data structured diagram, the
Entity Relationship Model (ERM) [72]. The architecture of smart distribution grids is analyzed through
SGAM. Then, their technical characteristics and functionalities are defined and represented in a ERM
diagram. Finally, the attributes or properties of the system components are used to formulate resilience
indicators against different types of disturbances.

Finally, it can be observed that the SGAM is now also applied beyond Europe. Examples include
application development for device management and control as well as system state monitoring for
residential demand response ancillary services based on graph database modeling and high-availability
web services in the USA [73], the development of an effective but efficient approach to risk assessments
for Smart Grid projects in Australia [55] and modeling an off-grid rural village microgrid as a multi-agent
nodal system and therefore formulating distributed market-based transactive control as a discrete-time
system in South Africa/the USA [74].

4. Transfer to Other Domains

In addition to being used in the power and energy domain, the model has been taken over by
other disciplines as one way to document reference architectures as well. In the following, the adoption
of SGAM to other domains is discussed.

4.1. Industrial Automation

The Reference Architecture Model for Industry 4.0 RAMI (RAMI 4.0) is probably the most
sophisticated derivative of the SGAM as of today, originally developed by ZVEI in Germany and
taken up by standardization as IEC 63088—a status the original SGAM has not yet been achieved.
Based on the German Industrie 4.0 concept, the main aspect for the RAMI is the re-use of the existing
GWALC interoperability stack. In addition to business, function, information, communication and asset
representing component, a completely new layer called integration is introduced [75,76]. The domain
and zone axis are not custom taxonomies but are based on the known IEC 62890 value stream chain or
the IEC 62264/61512 hierarchical levels for automation, respectively, as outlined in Figure 13.

The main purpose of the RAMI model is defined by IEC respective ZVEI and its stakeholders
as follows: “The model shall make for the harmonization of different user perspectives on the scope
and provide a common understanding of the relations and attributes between individual components
for Industrie 4.0 solutions”. Different (industrial) branches such as automation, engineering and
process engineering have a common view on the overall systems engineering and life-cycle landscape.
The SGAM principle of having the main scope of locating and assessing standards is re-used in the
RAMI paradigm, it is also using a reference designation system. The next steps for proceeding with a
holistic modeling paradigm is to come up with basic examples for Industrie 4.0 solutions in the RAMI
(similar to system use cases), providing proper means for the devices and components to be identified
and allow for a discovery service modeling those devices, harmonizing both syntax and semantics of
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the data and focus on the main aspect of the new integration layer which was introduced in order to
model the communication requirements in factory automation for the administration shell concept.
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Figure 13. RAMI 4.0 (Reference Architecture Model 14.0) by ZVEI [75].

As in the original SGAM, a 3D visualization has been created on the very same technical basis as
the SGAM browser manipulator [77]. The MBSE approach can be taken as developed in the SGAM [78];
the most crucial part is the modeling of the so-called administration shell on the integration layer,
which mixes (from the formal perspective) some parts originally separated in the SGAM model
viewpoints. Figure 14 provides an overview on how the different methods and tools can be applied in
either the Smart Grid or Industrial Automation domain.
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Figure 14. RAMI 4.0 vs. SGAM tooling [79].

4.2. Legislation

As a co-evolutionary method and tool to the aforementioned RAMI 4.0 model from the previous
section, the so-called legal reference architecture model 4.0 (ju-RAMI 4.0) has been developed in the
very context of the national German AUTONOMIK Industrie 4.0 funding scheme [10]. One of the main
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aspects of having more and more complex systems interacting with each other is the separation of the
individual organizations participating (as actors and stakeholders) and operators of system-of-system
parts in operating mode. Legal aspects come into play in terms of aspects such as liability for parts
including components and products and copyright for processes or solutions deployed.

The ju-RAMI 4.0 model aims at providing a simple access to both terms and wording used in
the legal domain to lower an entry barrier for technical aspects and implementations to take into
account legal risks and challenges at the development time for a given new solution. One particular
aspect is the visual representation of various dimensions of legal requirements in order to structure
those aspects during the lifetime and cycle of the product. Different, so-called legal domains (privacy,
intellectual property, liability, etc.) are addressed. While the model itself cannot address all legal issues
from the jurisdictional point of view, it provides a useful visualization of key terms for starting the
discussion on legal aspects of the product development phase and viewpoint as well as the inherent
attributes of the so-called intelligent product in Industrie 4.0.

As the domain of law is not a natural science but more or less interpreted, provided solutions
in the ju-RAMI can only hint to needed aspects to be discussed with legal departments later on.
The authors aimed to provide compliance barriers by defining risks and liability involved. This can
lead to a better understanding of legal aspects of industrial solutions covered by RAMI 4.0 models [10].

The axes of the ju-RAMI 4.0 are briefly defined as follows. The vertical axis covers the defined and
needed legal domains (e.g., intellectual property rights, data protection law, workers protection law,
civil rights, etc.); the horizontal axis entails the actors participating in the development based on the
original RAMI 4.0 model and clusters them in four areas of actors groupings; and the third axis covers
the risks involved when a certain legal requirement is not met or taken into account [10].

4.3. Automotive Domain

The Reference Architecture Model Automotive (RAMA) is a graphical representation to model
most vehicular information and communication technology of future (connected) vehicles, as outlined
in Figure 15. It models aspects of the integration of vehicles in their (contextual) environment as well
as the complete vehicular life-cycle from the beginning of the development of the vehicle until the
phase of scrapping. The RAMA model is an adaptation of the existing RAMI 4.0 for the automotive
domain. It was designed to model the aspects of use cases, functional behavior of systems, data created,
data flows and physical components in a common graphical notation scope. Thus, RAMA is primary
constructed to model technical behavior, but automotive business issues can be depicted as well.

Business

Function

Information

Communication

Component

Figure 15. RAMA (Reference Architecture Model Automotive) [80].
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The model was designed within the Security Sub-Working Group “Connected and Automatic
Driving” of the German Governmental Department of Transport and Infrastructure (BMVI) in 2016.
it is intended to be applied for a security threat analysis concerning automated and connected vehicles
in particular [80].

4.4. Maritime Domain

The Maritime Architecture Framework (MAF) describes another new derivation from the original
SGAM model. It is created for the maritime sector [81] in particular. The MAF has been discussed and
developed during the project EfficienSea2 as an early architecture framework to depict information
exchanges between various maritime actors and services in a so-called Maritime Cloud environment.

The Maritime Cloud concept is a framework that provides both standardized protocols and
functions for the aspects of identity and role management, authentication, encryption, service discovery,
and bandwidth efficient messaging in a spatial context for the maritime domain. Therefore, the information
exchanges between the Maritime Cloud environment and additional actors from the domain has to be
created interoperable. Actors typically are various software systems on-board a ship, offshore as well as
onshore, and personal devices for personnel, such as smart phones and tablets.

The construction of the interoperability layer has been done similar to the SGAM—apart from the
Regulation and Governance Layer, which replaces the Business Layer. For the domains and zones,
new dimensions are developed that match the maritime sector. The defined domains are based on
the International Maritime Organization (IMO) e-navigation strategy and divide the architecture into
so-called ship-side and shore-side view [82,83]:

e  Ships and other maritime traffic objects are actors that are at sea; they can be vessels, or cargo or
passenger ships.

e  The link describes the existing connection between actors from the ship-side to the shore side
with telecommunication methods and protocols. This additionally includes actors such as radio
towers and transmission masts.

e Actors on the shore are sea ports, docks, halls, and third-parties where ships land or which
organize the shiploads.

Similar to the other architecture models based on SGAM, the zones describe both the hierarchy
and aggregation of management and control systems [82,83]. The defined zones are as of now (see
Figure 16):

e  All components and systems which can execute a physical action are depicted in the Transport
Objects zone, e.g., ship, crane, port, and transmission masts.

e  The Sensors and Actuators zone includes all the components that are needed for receiving or
sending data, such as antenna, transceiver, ISO 11898, etc.

e  Single services are shown in the Technical Services zone, e.g., IEC 61162 and NMEA (National
Marine Electronics Association) 2000.

e  Actors, information objects and protocols for operating and control services are displayed in the
Systems zone, e.g., the Vessel Traffic Service (VTS).

e In the zone Operations, the operating and control units from global, regional, national or local
perspective are depicted, e.g., the VTS center.

e In the Fields of Activity zone, systems are described which support markets and eco-systems
along the maritime domain, e.g., the traffic message broadcast.
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Figure 16. MAF (Maritime Architecture Framework) [83].
4.5. Smart Cities

Motivated by the good experiences made with MDE in the context of Smart Grid systems and
SGAM, Neureiter et al. [84] contributed a concept on how to adopt the SGAM and the Smart Grid
Model Driven Engineering approach for the development of Smart City systems. Therefore, the
underlying new DSL is extended on basis of a proposal for a so-called Generic Smart City Architecture
Model (GSCAM), as shown in Figure 17.

Generic Smart City Architecture
Application Domain Model (GSCAM) Generic Application
Cubes (ADC) R ——— / Domain Pattern

Application Domain
Interrelations (ADI)

Energy

Figure 17. Overview of the Generic Smart Cities Architecture Model (GSCAM).

The contribution of Neureiter et al. [84] describes the existing approaches for the utilization of
MBDE in the Smart Grid as basis for a DSL. The proposed concept for extending the SGAM to the
domain of Smart Cities is discussed in the context of its applicability while extending the original SGAM.
The approach in [84] utilizes the SGAM concepts for the development of a GSCAM as holistic basis for
Smart Cities.

The GSCAM also addresses one particular aspect of the SGAM: having more than one utility or
domain interacting. Typically, the focus of SGAM is to model a DSO and/or TSO interacting with its
environment using the market dimension for communication with third parties. It is difficult to model
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more than one DSO in one SGAM cube because of the complex graphical notation. Hence, this concept
could also contribute to this modeling challenge.

4.6. Further Adoptions

In addition to the domains already mentioned, the SGAM also forms the basis for new reference
architectures in other areas. The following approaches can be found in the literature. In [85,86],
the coupling of Building Energy Management Systems (BEMS) with the Smart Grid (SG) is addressed.
It is argued that this requires a framework that takes into account the critical control blocks of both sides.
To meet this requirement, the SG-BEMS was developed as a reference architecture, which is characterized
in particular by the extension of a building consumer domain and a reduction of the other domains to
the distribution grid. An agent-based solution is also presented to enable optimal integrated operation of
the distribution grid and the BEMS. Finally, a computational intelligence technique, i.e., Particle Swarm
Optimization (PSO), is used to maximize both comfort and energy efficiency for the consumer.

Based on the SG-BEMS, Shafiullah et al. [87] introduced the Smart Grid Neighborhood Energy
Management System (SG-NEMS) Framework. The focus shifts from the building to the neighborhood.
It is stated that SG-NEMS aims to improve the following points: SG-BEMS only expands the control
standard for component layer and function layers and it does not specify the information and
communication layers; SG-BEMS only considers the prosumers as a member of a single building;
and SG-BEMS does not specifically describe the interoperability among the buildings within the
neighbourhood. Because of this and the fact that the related approaches were developed independently
of each other, it is argued that it is necessary to have a modular framework for integrating the
existing approaches. Compared to the SG-BEMS, the SG-NEMS redefines the prosumer domain as
neighborhood domain.

Another adaptation of the SGAM can be found in the field of electric mobility. In [88], the E-Mobility
Information System Architecture (EM-ISA) is presented. The authors gave two main reasons the SGAM
has to be adjusted. On the one hand, SGAM is not designed for describing informational interactions
between devices and human and, on the other hand, the level of detail is too high, e.g., in the zones, and
leads to unnecessary complexity. In addition, the following requirements are set for the development of
the EM-ISA: domain specificity, supporting inter-organizational information flow, applicable in many
countries, configurable for organizations, and support user-interaction. As a result, the EM-ISA has a
similar layer structure to the SGAM and simplified zones (here called “scope”) by omitting field and
process. The main difference lies in the domains, of which there are only two in the EM-ISA: immobile
(infrastructure) and mobile (user of infrastructure).

In [89], a cloud-based IoT platform based on REST-APIs is presented. Basically, the concept and
functional blocks behind the idea of a virtualization platform with RESTful interfacing is introduced.
The link between the SGAM and the virtualization platform is given by the layer-oriented structure.

A four-layer architecture model of Peer-to-Peer (P2P) energy trading (people can generate their
own energy from Renewable Energy Sources and share it with each other locally) is designed in [90].
Following the three-dimensional SGAM approach, here the first dimension is the time-scale of P2P
energy trading (bidding, exchanging, and settlement). The second dimension shows the size of the
P2P energy trading users: single premises, microgrids, cells and regions. In the third dimension, the
hierarchical process of P2P energy trading is categorized into four interoperability layers for management
which comprise business layer, control layer, ICT layer and power grid layer.

In addition to the GSCAM already discussed in Section 4.5, there are two other approaches to
Smart Cities. On the one hand, the Smart City Infrastructure Architecture Model (SCIAM) is introduced
in [91]. In comparison to the SGAM, the interoperability layers are taken over, whereby it is discussed
whether the business layer can be replaced by an action layer. Furthermore, the zones from the SGAM
are adapted without modification. However, the domains of the SGAM have been completely redefined,
so that the following domains can be found on the new axis: Supply/Waste Management, Water /Waste
Water, Mobility Transport, Healthcare/AAL, Civil Security, Energy, Building and Industry.
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Encouraged among other things by the GSCAM and the SCIAM, another model for Smart
Cities is presented in [92], which also consists of three axes. It is stated that a principle gap in the
existing approaches is the consensus on a common language/taxonomy and a set of Smart City
architectural principles. The focus of this model is on the newly defined interoperability layers:
Functional (key concepts, component, functionalities), Collaboration (configuration of interoperable
communications), Semantic (semantic of the common language), Information (syntax of the common
language) and Communication (data exchange interfaces). In the case of the zones, the ICT is
addressed so that the areas Sources, Local Solution and Smart City Platform result. The domains are
application-oriented and include, e.g., Building, Street, Home, Lighting, Community and Mobility.

The last derivative to be named was developed as part of a methodology that enables DSOs to
implement advanced technical solutions which improve their market responsiveness, process adaptability
and meet their business needs [93]. This methodology extends the SGAM in the area of transactive energy
and Multi-Agent Systems (MAS). The interoperability layers remain unchanged. However, the zones and
domains are fundamentally changed. Since the approach only applies to DSOs, the domains are replaced
by the objectives of the agents. Specifically, these are demand elasticity, demand flexibility schedule and
demand flexibility dispatch. To achieve these objectives, the following strategies—which replace the
zones—can be chosen: improved responsiveness, process adaptability, and customer enabling.

5. Future Perspectives

As previously motivated, the architectural framework SGAM allows studying the system across
multiple interoperability layers spanning across several domains (e.g., electrical power systems and
communication infrastructures). However, the use of this reference architecture is not sufficient when
it is important to determine the dynamic behavior of the system under study and the impact of the
interaction of the actors involved in a particular use case. With this in mind, further work is required
regarding integration of multi-domain tools and software as well as the improvement and development
of the current framework. In the following, there is a overview of the most prominent challenges to
overcome to strengthen the current architectural model.

5.1. Supporting Tools and Software

There are several efforts to improve and extend the functionalities of the SGAM framework. For this
reason, different supporting tools and software have been developed. They are divided into two
groups: the first set consist of approaches dedicated to improving the usability and capabilities of
SGAM, and the second set seeks to increase the interoperability of the framework in order to increase its
functionality and to extend the analysis of Smart Grid use cases from a static overview of the system to
the study of the dynamic behavior of the electrical power system components and its associated ICT
infrastructure.

As mentioned above, there are at least two developments on the usability of SGAM. The first one
is the so-called SGAM Toolbox. In here, this artifact offers tool support, which not only allows
the modeling of architectures but also its analysis. Another important aspect is the possibility
to include several analysis tools that are commonly employed in the study of use cases from
the perspective of Systems Engineering and Model Driven Engineering. Moreover, the authors
of [94] motivated an approach to handle the analysis of complex distributed systems as a part of a
Model-Driven-Architecture.

Another method used for improving Smart Grid solutions is co-simulation. The aim here is to integrate
a heterogeneous setup of simulators with each other in order to use their respective strengths [95]. Thus,
it is possible to analyze complex impact relationships. One possible implementation of this concept is the
mosaik framework [96]. An essential part of the co-simulation is the design of the scenarios. These specify
how the architecture is defined for the simulation, i.e., it is determined which grid component is represented
by which simulator and how the links of the simulators look to each other. Thus, an environment is created
to validate and verify modeled architectures.
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Important to realize is that, although the aforementioned integration of SGAM and simulation
tools is useful for an architectural and systematic assessment of complex systems, there are still
several challenges to overcome in order to have a more grounded approach that enables to address
pressing research questions around the interaction of components within electrical power systems.
In the following, three challenges are identified and discussed in order to close the integration gap
previously mentioned.

The first point is related to functional modeling. This means here that is important to have a clear
and formal functional description (which includes the actors and its interaction) as well as the definition
of scenarios and network events that are helpful to have a complete road-map (or preliminary analysis)
in order to perform the simulations in a systematic manner and with the appropriate context.

Secondly, a well-defined tool interfacing is required in order to fully utilize the architectural
structure that the SGAM framework can provide when analyzing the interaction of components across
different domains, zones and interoperability layers. Correspondingly, the main concern is to shift
from the requirement engineering analysis (e.g., use case management repository) to the architectural
model in SGAM and finally to the simulated environment in a seamless and meaningful manner.

The final challenge is the automatic configuration of the simulation setup. Once the requirement
engineering and the architecture development analysis are completed, it is possible to prepare a list of
required simulators as well as the definition of a number of components to be instantiated considering
a number of operational scenarios and possible network events according to the predefined use case
under study. This would result in combining the above-mentioned Systems Engineering and Model
Driven Engineering approach and co-simulation framework that are able to expand the already defined
SGAM capabilities.

5.2. Design and Engineering

One particular aspect that is currently in the focus is the elicitation of individual information
needed to create SGAM models (and models similar to SGAM). Originally, the meta-model was
designed to work alongside an IEC 62559 compliant use case template, thus making sure that all
relevant information for a static architecture model is gathered. As of today, for example the MAF has
used a different model (RAMS) and certain partners create SGAM models from scratch based on their
TOGAF or Archimate Models. Processes start at different gates in order to create the models, therefore,
itis not easy to assess which information can later be used for engineering or code generation purposes.
In particular, it is obvious that SysML, TOGAF ADM, reqIF, Archimate, FMI, STIX 2.0, and TAXII
as well as other formats and tools shall be harmonized and evaluated for meta-model overlaps and
mappings with the SGAM in order to foster the future use of the useful architecture models in the
context of those methods. This has already been done for the part of security engineering and risk
assessment where the original toolchain was changed and extended with uses like misuse cases [97].

The current project Integrating the Energy System (IES) Austria recognizes interoperability as key
enabler for the deployment of so-called smart energy systems. Interoperability is covered by the Strategic
Energy Technology Plan (SET-Plan) activity A4-IA0-5 and provides an added-value because it enables
new and future business options for most stakeholders in the domain. The communication of smart
energy components and systems shall be interoperable to enable smooth data exchange, and thereby, the
on-demand integration of heterogeneous systems, components and services. The approach developed
and proposed by IES, adopts the holistic methodology from the consortium Integrating the Healthcare
Enterprise (IHE), established by information technology (IT) vendors in the health sector and standardized
in the draft technical report ISO DTR 28380-1, to foster interoperable smart energy systems. The paper [98]
outlines the adopted IES workflow in detail and reports on lesson-learned when trial Integration Profiles
based on IEC 61850 were tested at the first Connectathon Energy instalment, organized in conjunction with
the IHE Connectathon Europe 2018 in The Hague, Netherlands. The IES methodology is found perfectly
applicable for smart energy systems and successfully enables peer-to-peer interoperability testing among
vendors [99] based on use cases, profiles and SGAM models.
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5.3. Validation and Testing

A common challenge in simulation-based testing of Smart Grid systems is the selection of the
most appropriate simulation tool for a given task. Due to the interdisciplinary character of the domain,
researchers often seek to reuse existing and established tools instead of developing new ones from
scratch. This will at times leave experts with the choice between several models. The usual approach
in such a situations is to go with the solution that is as simple as possible yet as complex as necessary
(Occam’s razor). However, this concept becomes insufficient when the simulated system is so complex
that co-simulation needs to be employed. In this context, a number of simulation tools have to be selected
that on the one hand serve their purpose in the overall setup and on the other hand are able to interact
with one another on a syntactical a semantical level. In other words, researchers need to be able to
assess whether a simulation tool can be employed in a co-simulation and, if yes, in which context. While
standards such as FMI [100,101] provide a first approach at facing this challenge, many problems in
simulator interoperability are yet to be solved, e.g., model interaction in terms of temporal resolution,
accuracy or synchronization needs.

An important future task will thus be to extend or harmonize the SGAM with a sense of
interoperability in the context of simulation models. Such an approach must involve classifications
or metrics for model validity and accuracy as well as concepts for the semantical interaction
of component models. Furthermore, synchronization capabilities of co-simulation frameworks
(e.g., mosaik) have to be comparable with synchronization needs of simulators as stated in [102].

Another important challenge is the modeling and testing of cyber-physical energy systems.
The ultimate goal is the validation of the use case and architectural analysis via the use of laboratory
experiments that involves the use of among others intelligent and coordinated devices as well as
real components commonly used in emerging Smart Grid scenarios. The authors of [103] presented
a holistic testing methodology that includes research infrastructures (e.g., experiment design and set-up)
as a comprehensive analysis of modern electrical power systems and its associated ICT components.
Furthermore, the authors of [65] presented a detailed description of the interaction of several components
across the different interoperability layers in order to accommodate for key dynamic information
exchange between DSO and TSO. However, although the current architecture is able to take into
account the information about the components involved in the experiment and its communication
infrastructure, a meaningful description that is able to automatically configure the hardware under study
and its interconnections is still not fully developed. Further work is required in the transition from the
SGAM-based analysis into the hardware-in-the-loop or pure hardware testing applications.

5.4. Wide Usage in R&D Projects

The European Technology and Innovation Platform (ETIP) European Technology and Innovation
Platform Smart Networks for Energy Transition (SNET) in supporting R&D work and evolution of
Smart Grid infrastructures and systems [104]. It is within the core activities of the corresponding
Working Group (WG) 5 “Innovation implementation in the business environment” to find ways of
reporting, analyzing, and supporting R&D projects. To this effect, work is ongoing to build the
following platform as a multi-functional collaborative platform to fulfil the targeted objectives as
outlined in Figure 18.

As can be seen in Figure 18, the build-up architecture is SGAM-based and is working to adapt best
practices developed in European and national-funded projects as introduced and discussed above.

Typical requirements towards such a platform are:

e  Standard-based formats to design and exchange use cases, SGAM models, and libraries of terms
and data;

e Enhanced templates with standards-based XML export functionality to export use cases, SGAM
models and libraries following standard-based IEC 62559 compliant formats;
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e Web-based repository to store and manage elicited use cases, SGAM models, and libraries,
managing access rights and enabling multi-editing of the defined descriptions;

e Automated engineering to the highest degree possible that will be continuously enhanced; and

e Automated validation and deployment through collaborative simulation work possibilities.
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Figure 18. Overview of the ETIP SNET multi-functional collaborative platform [104].

Developed solutions (e.g., [104]) will be fundamental in the day-to-day operation of the platform.
The above will be open to all and it will be particularly useful for Learner’s Use Cases, less experienced
researchers that are keen to build on current best practices using real data and means for simulating
and testing. In addition to this, given that the tools rely on international standards from IEC and
architectural frameworks, they can be leveraged in other projects with the aim of facilitating sharing of
Smart Grid requirements and architectures. This is particularly useful in the context of larger Smart
Network projects for the future, in which partners from different areas of expertise and different
countries need to exchange information on Smart Network solutions and portfolios with each other.

As was already postulated in the DISCERN project, the tools to be provided are complete versions,
including required functionalities for exchanging and managing Smart Grid /Networks requirements and
architectures in a collaborative environment. The intention is to build this platform for the possibility of
being a one-stop facility that links active researchers with all existing knowledge in the field, collaborative
test facilities, online tools, etc. that can be supporting services to their targeted work. All these are to be
SGAM-based to offer the required interoperability and functionality. Progress in the field will be updated
and, hence, offer long-term sustainability. Attempts will be made to link the platform to solutions/facilities
such as the HTD of the ERIGrid project aiming to offer testing possibilities very early in the development
of project concepts and ideas to support the R&D process of all Europeans including the low-spending
countries in R&D.

6. Discussion, Lessons Learned, and Conclusions

This review shows that the SGAM currently has already a wide spread use and has outgrown its
original purpose for documenting gaps in standardization. Various projects provided experiences to
using SGAM in the context of architecture management, requirements engineering and security and
risk analysis. Even though work and projects are progressing, constantly new uses and application
areas can be found for the systems engineering part of using the SGAM and derivatives.

The concept of SGAM has already been disseminated widely as a well-known concept, but there is
still no official definition of a standardized document by IEC SyC Smart Energy. Even though different
domains have taken up the concept, such as industrial automation, only SGAM derivatives are official
standards as of now. As of recently, interactions between Smart Grid systems and heat/gas systems
are becoming increasingly necessary. Therefore, an official definition of SGAM and its expansion to
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potentially include heat/gas systems is required. An official definition of SGAM should be provided
by SyC Smart Energy as a SRD (System Reference Document), associated with a formal ontology
provided in a textual format as well as with code components. The work will be conducted so that
generic elements that could be used by different domains are separated from the specific application of
the generic elements to the smart energy grid domain.In addition, methods other than elicitation from
use cases have to be tried, e.g., based on Lego Serious Play [105]. One particular feedback is that using
SGAM is easier for stakeholders who are already into systems engineering thinking. Most stakeholders
then only need to transfer the new glossary and vocabulary into their known everyday routines and
can benefit from the overall method. However, tooling better than Powerpoint figures was needed
for collaboration.

Within this review, we have outlined the current use as well as the basics of the so-called Smart
Grid Architecture Model SGAM and its corresponding methodology. Despite having been developed
with the narrow purpose of using it for reference designation of technical standards in the scope of
the EC M /490 mandate, the SGAM has outgrown its original purpose and has gained more and more
attention. Different tools have been developed in order to elicit requirements needed to create SGAM
models from a canonical and standardized use case process as well as plug-ins to state-of-the-art UML
tooling. The SGAM has evolved into a kind of systems engineering approach for the scope of Smart
Grid infrastructures. Projects have successfully used the approach and gained knowledge on refining
and extending the method for additional benefits and gains. The successful application did not go
unnoticed, and different domains have taken over and refined the approach for architectural reference
designation of their individual domains. Different approaches have been even more successful in
terms of standardization than the original SGAM model. Taking into account standards from different
domains that have proven to be useful because they are based on system engineering principles has
also proven very useful, e.g., from logistics to avionics [106,107]. Established practices are tailored and
profiled, e.g., according to the IES Austria Process.

This review briefly presents the most important ones. In addition, the broader use of the SGAM is
covered by a literature research on state-of-the-art projects that are presented in research publications.
Finally, future perspectives are discussed and presented.
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3L Leader, Learner, Listener
ju-RAMI juristisches Referenzarchitekturmodell Industrie 4.0
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reqlF Requirements Interchange Format

AAL Ambient Assisted Living

ADM Architecture Development Method

AMI Advanced Metering Infrastructure

API Application Programming Interface

AS Ancillary Services

AUTOSAR AUTomotive Open System ARchitecture

BEMS Building Energy Management System

BMVI Bundesministerium fiir Verkehr und digitale Infrastruktur

CBA Cost based analysis

CEN Comité Européen de Normalisation

CENELEC European Committee for Electrotechnical Standardization

CIM Computational Independent Model

CO, Carbon dioxide

csp Concentrated Solar Power or Customer Side Participation

DER Distributed Energy Resource

DISCERN Distributed Intelligence for Cost-effective and Reliable Solutions

DMS Distribution Management System

DSL Domain Specific Language

DSM Demand Side Management

DSO Distribution System Operator

EC European Commission

ELECTRA European Liaison on Electricity Committed Towards long-term Research Activity

EM-ISA E-Mobility Information System Architecture

EMS Energy Management System

EMPOWER Local Energy Retail Markets for Prosumer Smart Grid Power Services

ERIGrid European Research Infrastructure supporting Smart Grid Systems Technology
Development, Validation and Roll Out

ERM Entity Relationship Model

ETIP European Technology and Innovation Platform

ETSI European Telecommunications Standards Institute

EV Electric Vehicle

ES Experiment Specification

FINSENY Future Internet for Smart Energy

FMI Functional Mock-up Interface

FP7 Framework Program 7

GPL Generalized Programming Language

GSCAM Generic Smart City Architecture Model

GWAC GridWise Architecture Council

H2020 Horizon 2020

HTD Holistic Test Description

HMI Human Machine Interface

ICT Information and Communication Technology

IEC International Electrotechnical Commission

[ED Intelligent Electronic Devices

IMO International Maritime Organization

IRR Internal Rate of Return

ISO International Organization for Standardization

LCE Low-Carbon Energy

LCIM Levels of Conceptual Interoperability Model

LIC Logical Interface Class

LRM Logical Reference Model

MAF Maritime Architecture Framework

MAS Multi-Agent System

MBSE Model-Based Systems Engineering

MDA Model-Driven Architecture

MESSE Model-based Engineering and Validation Support for Cyber-Physical Energy Systems

NEMS Neighborhood Energy Management System

NIST National Institute of Technology

NMEA National Marine Electronics Association

Nobel Grid New Cost Efficient Business Models for Flexible Smart Grids
NPV Net Present Value

OEM Original Equipment Manufacturer

OpenNES Open and Interoperable ICT Solution for Integration of Renewables
PAS Publicly Available Specification

PIM Platform Independent Model

PMU Phasor Measurement Unit
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PSAL Power System Automation Language

PSI Platform Specific Implementation

PSM Platform Specific Model

PSO Particle Swarm Optimization

PV Photovoltaic

p2p Peer-to-Peer

QoS Quality of Service

RAMA Reference Architecture Model Automotive
RAMI Reference Architecture Model for Industry 4.0
RAMS Reliability, Availability, Maintainability, Safety
RASSA Reference Architecture for Secure Smart Grids in Austria
RAWG Reference Architecture Working group

R&D Research and Development

RES Renewable Energy Source

REST Representational State Transfer

SCIAM Smart City Infrastructure Architecture Model
SCADA Supervisory Control and Data Acquisition

SG Smart Grid

SGAM Smart Grid Architecture Model

SINTEG Schaufenster Intelligente Energie

SmarterEMC2  Smarter Grid:Empowering SG Market ACtors through Information and

Communication Technologies

SNET European Technology and Innovation Platform Smart Networks for Energy Transition

SoS System of Systems

SP Sustainable Processes

SRD System Reference Document

STIX Structured Threat Information eXpression

SysML System Markup Language

TAXII Trusted Automated eXchange of Indicator Information

TC Test Case or Technical Committee

TDX-Assist Coordination of Transmission and Distribution data eXchanges for renewables integration

in the European marketplace through Advanced, Scalable and Secure ICT Systems and Tools

TOGAF The Open Group Architecture Framework

TR Technical Report

TRL Technology Readiness Level

TS Test Specification

TSO Transmission System Operator

TwinPV Stimulating scientific excellence through twinning in the quest for sustainable energy

UCMR Use Case Management Repository

UML Unified Modeling Language

VPP Virtual Power Plant

VTS Vessel Traffic Service

WG Working Group

WoC Web-of-Cells

XML Extensible Markup Language

ZVEI Zentralverband Elektrotechnik- und Elektronikindustrie
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Abstract: Future power systems control will require large-scale activation of reserves at distribution
level. Despite their high potential, distributed energy resources (DER) used for frequency control pose
challenges due to unpredictability, grid bottlenecks, etc. To deal with these issues, this study presents
a novel strategy of power frequency characteristic dynamic adjustment based on the imbalance
state. This way, the concerned operators become aware of the imbalance location but also a more
accurate redistribution of responsibilities in terms of reserves activations is achieved. The proposed
control is based on the concept of “cells” which are power systems with operating capabilities and
responsibilities similar to control areas (CAs), but fostering the use of resources at all voltage levels,
particularly distribution grids. Control autonomy of cells allows increased RES hosting. In this
study, the power frequency characteristic of a cell is adjusted in real time by means of a fuzzy
controller, which curtails part of the reserves, in order to avoid unnecessary deployment throughout
a synchronous area, leading to a more localised activation and reducing losses, congestions and
reserves exhaustion. Simulation tests in a four-cell reference power system prove that the controller
significantly reduces the use of reserves without compromising the overall stability.

Keywords: adaptive control; fuzzy logic; cell; frequency containment control (FCC); power frequency
characteristic; droop control

1. Introduction

Environmental as well as economic considerations constitute principal motivators towards
adopting ever-increasing green technologies, namely renewable energy systems (RES) for the
electrification of power systems. The higher the RES penetration, the more the system’s operation
challenges will be expected due to unpredictability, intermittency and the vast dispersion, all intrinsic
characteristics of this type of energy resources. The operation challenges are to be further intensified
due to the high penetration targets that energy policies have set. For example, the target for green-house
gasses (GHG) reduction at the European level is set to at least 40% by 2030, and between 80 and 95%
by 2050 compared to the 1990 figures [1]. In addition, from the same report the minimum requirement
of energy covered by RES by the year 2030 is 27%. More ambitious studies such as [2,3] show that
even higher RES levels can be achieved. For example, e-Highway 2050 [2] predicts that one of the
possible pathways for RES development involves a RES energy penetration as high as 100% by 2050.
Furthermore, analyses like [3] predict possible high-RES penetration scenarios, namely up to 60% of
energy covered by RES by 2030.
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Regardless of the approach or the levels that will eventually be reached, RES penetration is
expected to substantially increase in the next decades, in a fashion that will have some implications
with regard to the best exploitation of the generated energy as well as the security of supply, the latter
being a prerequisite for maximizing the former exploitation. To this end, an operation paradigm shift
from today’s to future power systems is required in order to host the planned RES as effectively as
possible. For instance, due to the high degree of dispersion that is expected in RES, not only should
the energy exploitation be as local as possible but also operating responsibilities and challenges are
issues better addressed locally. In this respect, awareness of the local grid status through increased
observability combined with activation of the involved resources is of vital importance due to the
high amounts of small-scale distributed energy resources (DER) units that can provide the required
control services. In addition, scheduling and operation approaches based on a generation that largely
follows load are to be revised due to the unpredictability of RES as well as the increased load flexibility
which fosters a paradigm in which load mainly follows generation. Because of this paradigm shift,
scheduling of resources may entail high peaks of power flows that occur rather locally, leading parts of
the grid to operate close to their limits by contrast to current operating schemes in which load levelling
is normally pursued.

However, despite the fact that large amounts of energy exchanges will happen locally, namely
at Low Voltage (LV) and Medium Voltage (MV) distribution level, a substantial amount of energy
will still be produced and transferred by means of High Voltage (HV) transmission grids, either
due to centralised RES power plants, e.g., offshore wind farms or other bulk generation e.g.,
hydroelectric power plants. The above-described assumptions impose the need for new operating
scheme approaches. All in all, research approaches regarding operation of high-RES penetration
systems can be distinguished into three main pathways, namely the reconfiguration of roles and
responsibilities in operating power systems, invention of new optimal automatic control strategies
and reconsideration of operating requirements, especially in terms of frequency stability, namely less
stringent frequency limits.

In this paper, one exemplary approach of power systems structured and operated as “cells”
which constitute a web-of-cells (WoC) [4] is briefly presented in Section 2. Each cell incorporates the
operation responsibilities and capabilities of modern systems” Control areas (CAs) but with enhanced
control capabilities at lower, i.e., distribution level, thus unlocking the great potential of distributed
generators (DGs) as well as flexible loads and storage elements in the provision and utilisation of
ancillary services. Cells are equipped with novel control strategies that optimally exploit flexibility of
generation/consumption so much so that maximisation of RES in the grid can be achieved. To this
end, the second and main part of this study is concerned with a novel strategy for adaptive frequency
containment control (Adaptive FCC) which, as part of the cell control, aims to reduce the contribution
of primary frequency reserves within the cell and all over a synchronous area, without jeopardising the
overall stability. This way a number of benefits that are analysed in Section 3 are obtained. Section 4
is concerned with the simulation results of the implementation of such a control strategy in a power
system consisting of four cells.

2. The “Cell” and “Web-of-Cells” Concepts

For the purpose of control, the main objective of a cell is to ensure stability in the whole
synchronous area in a distributed but, at the same time, coordinated fashion. The concept of cell
presents a generic applicability and, hence, it may as well be used in transmission and distribution
networks, also with a diverse geographical scalability. In fact, the basic idea behind this concept is to
engage distribution system operators (DSOs) as active participants of the balance/frequency control
process, control actions which are hitherto the sole responsibility of transmission system operators
(TSOs) nominated as CA operators in present-day power systems. The use of this conventional
approach in power systems with a high amount of DER has some intrinsic disadvantages because,
in order for a TSO to effectively use largely distributed reserves, the operator must be aware of
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characteristics and operating conditions of distribution grids and have control access to all involved
resources. On the other hand, in this paradigm DSOs are concerned with issues like voltage control
which is highly influenced by the use of balance reserves. In this process, a number of conflicts can
emerge due to different technical, regulatory and economic objectives of the involved actors.

As an alternative paradigm, the concept of cells resolves such issues in the sense that an operator
like a DSO becomes also an operator of balance/frequency control, thereby reducing the complexity
and conflicts caused by the conventional approach. The cell concept, however, does not incapacitate
TSOs in their key role as balance/frequency operators as well. It is rather an extrapolation of the
balance/frequency control concept to lower levels of the power system, relieving TSOs from the
burden of managing a large amount of reserves. Many connected cells are combined to shape a
WoC as illustrated in Figure 1. In this approach, one cell cannot encapsulate other cells, thus making
cells independent in terms of energy balancing and control objectives since, apart from the overall
synchronous area balance, each cell pursues its own goals.

HV Cell

LV Cell

K L / MV/LY Cetl@_ —m

Figure 1. Schematic example of the proposed “web-of-cells” (WoC) architecture.

In terms of control architecture, there is a novel control approach defined for use within cells.
In particular, a cell is equipped with a hierarchical control scheme, in which functions regarding
planning, scheduling and optimising reserves for balance, frequency and voltage control are located
at cell operation control centres together with activation functions. While the cell operates mainly,
but not exclusively, at secondary and tertiary timescales, primary time scales, such as provision of
virtual inertia, frequency containment and control of nodes voltage are mostly dealt with at single-unit
or aggregated (power plant) levels. The main operation functionalities of a cell in this respect are
virtual inertia provision, containment of frequency deviations, restoration of balance and frequency,
and steering of balance schedules at optimal values. In terms of voltage control, a cell is concerned
with the fast-responding primary control locally at nodes and the coordinated optimal voltage control
at system level that aims at improving the voltage stability of the cell as a whole by selecting the
optimal voltage combinations across the grid, taking into account its specific characteristics [4].

Compared with other architectural approaches, such as microgrids [5-8], which is perhaps the
most widely accepted, mature and well-established concept for hosting large amounts of distributed
RES, in terms of DER integration, the cell concept presents some advantages such as more generic
voltage level applicability (whilst microgrids are confined mainly to LV distribution grids), more
than one connection (tie-line) to other cells at any voltage level, or no self-sufficiency in terms of
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energy balance which means that a cell can largely rely on imports/exports, etc. On top of that, cells
ensure their provision of reserves that serve primarily their own stability whilst microgrids, when in
grid-connected mode, act rather as aggregators providing ancillary services to DSOs. However, by no
means should cells be considered as a substitute of microgrids, since both architectures can coexist in a
power system.

3. Proposed Adaptive Frequency Containment Control

3.1. Analysis of the Control Requirements

Within the present-day system operation, primary frequency control is responsible for
containment of frequency after imbalances that lead to acceleration/deceleration of synchronous
generators (SGs). The response of a system to a frequency event is partly determined by the network
power frequency characteristic (NPFC), a measure of the total power deviation in a synchronous area
for a specific amount of steady-state frequency change [9]. The classic containment of frequency is a
strategy based on the droop slope of the governors of SGs as well as the self-regulation of load during
frequency changes. This way, it is easy to specify the response of a synchronous area by setting the
appropriate droop in the governors or selecting the appropriate number/capacity of generators to
provide such a service. Good though this control strategy may be for present-day power systems, it is
not so advantageous in future power systems hosting high amounts of distributed RES. The reasons
are the following;:

e  The conventional approach of the NPFC specification presumes that all CAs, even remotely
located, contribute proportionally to the incident. Even though this approach is effective for
power systems with centralised power production at transmission level, in power systems with
high degree of dispersion, where reserves can be located in LV grids far away from the area of
imbalance, the LV distribution grids may experience sizeable changes in power flows. This can
potentially lead to congestion, over/under voltages and increased power losses in the grid.

e If DER units such as photo voltaics (PVs) and wind generators (WGs) participate in the provision
of FCC, they may be required to curtail their production based on remotely located incidents.
Thus, this curtailment would lead to reduction of useful RES generation from areas not responsible
for the imbalance incident.

e  Operating frequency limits will most probably be reconsidered and relaxed so that operation
would require less demanding frequency control and reduction in the corresponding
containment reserves.

e Apart from their principal operating goal, DER can be used in multiple-purpose ancillary services
provision, particularly the provision of virtual inertia as a primary requirement of future frequency
control [10,11]. The fixed droop provision by these DER units in conjunction with the extra
control strategies they provide may, under specific circumstances, lead to output saturation and
incapacitation of the reserves.

To this end and on the grounds of the “web-of-cells” concept, we propose an adaptive control
strategy for FCC capable of detecting the cells” imbalance state, which is the result of any deviation
from the scheduled generation and consumption within the cell. This detection is done in real time at
cell level and, by doing so, the controller is capable of modifying (curtailing) the droop contribution
of the cell so as to reduce its frequency containment reserves (FCR) activation. It should be pointed
out that the proposed adaptive control is strongly connected to the WoC concept since it concerns
the cell power-frequency characteristic (CPFC) value of a cell and the implementation is done at a
cell-level. By contrast, the frequency response control (i.e., droop characteristic of a DER) is a purely
decentralised approach and, hence, not specifically connected to the WoC only, but it can be applied to
any other architectural approach as well. The scope of the proposed adaptation is to reduce the FCR
when the imbalance takes place not inside the cell but somewhere else in the power system, whilst
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for the case where imbalance happens inside the cell, the slope of power frequency characteristic of it
should essentially remain unchanged. Also, in an alternative approach, the slope of the characteristic
of a cell could be increased during the incident in order to obtain a narrower frequency deviation and
a more constant NPFC across the synchronous area; however, this approach is out of the scope of the
present study. The basic benefits of this approach are:

e Mainly, local activation of primary reserves.

e Reduction in power losses, congestion, over/under voltage issues caused in other cells.

e Less conflicts in usage of resources, especially RES and DER used by other ancillary
services controllers.

e  Potential scheduling at cell level which leads to reduced computational burden and increased
accuracy. This is due to the fact that the power frequency characteristic is determined at cell level
based on the cell’s rating. The calculation of the NPFC at Synchronous Area level is then based
on the energy yield of the cells and their contribution to the NPFC instead of considering all
units individually.

It is worth noting that adaptive droop control is a method already considered in several studies
such as [12-18], which, however, focus on local operation levels such as the operation of single devices,
e.g., inverters or implementation at microgrid level at most. Besides that, various research studies such
as [19,20] address the issue of the optimal restoration rather than the frequency containment itself in
an optimal way. For the above-mentioned reasons, present study is important not only because of its
novelty but also for the simplicity of its implementation.

3.2. Fuzzy Logic Controller Selection and Design

The proposed control strategy is briefly described in Figure 2, in which the equivalent of a power
system area is assumed as a transfer function. This model was selected not as the most representative
example of a cell, although a cell can also be a HV transmission area with the characteristics of
Figure 2’s model. The reason for selecting this model is due to its simplicity. Based on this power
model, it is more convenient to explain the input and output configuration of the proposed controller.
In this diagram, cell i’s frequency response to imbalances is represented by the transfer function G;(s),
and it involves the parameters of inertia constant H; as well as load self-regulation D; in the following

relationships:
1 _ 2H;

i =y i = o,

M

Fuzzy Controller

CPFC limiter 9]
D
JAAN

AP,

Ger(s) - Gy(s)

1 P, Y Ky A,
(14sTg)(1+sT,) = (14sT )
aP,, ( .

Figure 2. Block diagram of the adaptive control implementation for cell 7.
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The transfer function Ggr(s) is used to represent the time delays of the SG’s governor-turbine
system assumed for this cell. The specific system is interconnected with other cells (j, k, etc.).
The interconnection is reflected on the tie-line error calculation, which depends on the instantaneous
frequency deviations of the adjacent cells. Table 1 provides an overview of this model’s main
parameters and input signals. The adaptive control in our case is obtained by means of a fuzzy
logic controller that receives frequency (Af;) and tie-line power deviation (AP, ), generally given by:

m
APrie; =Y APrie (2)
=1

as inputs and derives a curtailment ratio for the full-scale droop control of the cell. Fuzzy controllers
provide numerous capabilities in terms of control logic based on multiple input signals and they are
used in various power systems control studies [21]. In our case, the controller uses the combination of
both Af; and APy, ; in order to identify the cell’s state.

Table 1. Explanation of the assumed model parameters.

Symbol Description
H; Inertia constant in [s]
D; Load self-regulation in [pu/Hz]
Kpi Area’s constant in [Hz/pu]
Tpi Area’s time constant [s]
Gypi(s) Transfer function of cell i
T; Tie-line static limit [pu/rad]
R; Droop slope in [Hz/pu]
B; Frequency bias [pu/Hz]
TGi Governor’s time constant in [s]
Tri Turbine’s time constant in [s]
Ggri(s) Transfer function of the combined governor-turbine system in cell i
Kji Integrator’s gain
91,82 Fuzzy controller input gains for frequency and tie-line power errors
Afi, B, Afy Frequency error in cells 7, j and k respectively
APy, i Tie-line power error in cell i
APg;, APp; Deviation of generation and demand in cell i

The sum in Equation (2) represents the individual contribution of each adjacent cell j to the
tie-line error in cell i. The premise of this approach is that when an imbalance incident happens in one
cell, the frequency initially increases/decreases based on the imbalance sign and, by the same token,
and based on the sign convention for the power production/consumption, the tie-line error aggregate
follows an opposite-to-the-frequency course, i.e., the tie-line error increases when frequency decreases.
Thus, by detecting the combination of signs as well as sizes of the two errors, it is possible to adjust the
droop slope of the cell when the incident takes place outside the cell or maintain its maximum value
when the incident concerns the specific cell. The membership functions of the selected controller are
depicted in Figure 3. In this exemplary approach, the input and output signals consist of triangular
functions. The maximum frequency range is from 48 to 52 Hz (-2 Hz) and the maximum tie-line error
varies from —1 to +1 pu. However, these limits are easily adjustable by means of the gains ¢; and g5 in
the input signals. In any case, the output CPFC; consists of four membership functions which produce
a gradual CPFC reduction from 100% to 0%.
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Figure 3. Fuzzy logic controller membership functions selected for the adaptive FCC control strategy.

The rules used for the proposed adaptive control are summarised in the rule table below (Table 2).
The symbolic names shown in Figure 3 and Table 2 stand for “Negative High” (NH), “Negative
Low” (NL), “Zero” (ZE), “Positive Low” (PL), and “Positive High” (PH). As can be seen in this table,
the occurrence of error signals with opposite signs implies incidents inside the cell, thus the CPFC
coefficient remains unchanged. By contrast, there is a reduction in the CPFC value whenever the signs
of the errors are the same, with a specific reduction selection based on the size of the error. For example,
in Table 2 a combination of input signals such as Af; = —1 Hz and APy;,; = —0.5 pu (g1 = g» = 1) yields
a CPFC; = 66%.

Table 2. Rule table for the adaptive frequency containment control (FCC) controller.

Af;
APy NH NL ZE PL PH
NH 0% 33% 100%  100%  100%
NL 33% 66% 100%  100%  100%
ZE 66% 100%  100%  100% 66%
PL 100%  100%  100% 66% 33%
PH 100%  100%  100% 33% 0%

It is worth noting that the calculation of the crisp output value is obtained by means of the
centre-of-gravity (CoG) method, which takes into account the chopped membership functions of the
input signals:

Libi [ u(i)
Li [ (i)
where, b; is the CoG point of the output membership function p(i). In our case the CoG points

corresponding to Figure 3 are by = 0.00, b, = 0.33, b3 = 0.66 and by = 1.00 respectively.

CPFC e, P = ®)

4. Simulation Results

For the validation of the proposed adaptive control, the power system shown in Figure 4 was
selected and implemented in Matlab/Simulink /SimScape Power. This system is based on the CIGRE
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Medium Voltage (MV) reference grid presented in [22]. For our analysis, we assumed that the specific
power system consists of four cells interconnected in the configuration shown in Figure 4. The number
of cells was selected to obtain a sufficient meshed topology in the system with a sufficient number of
cells (above two) which leads to a better assessment of the controller. During the tests, two adaptive
controllers were used, one in cell 1 and one in cell 2. Cell 3 was not assumed to have DGs and, therefore,
FCC whatsoever. However, imbalances happening in cell 3 were implemented to investigate the effect
on the controllers of cells 1 and 2. Last, but not least, none of the three MV cells were equipped with
control to restore frequency, which for these tests was assumed to be the task of the HV cell only.
It should be pointed out here that, in connection with the parameters of Figure 2, the main system
parameters for cells 1-3, such as inertia constant H, load damping factor D, time delays Tg and T, as
well as integrators’ gains K were all set zero. This assumption does not affect the test results since
the presence of these parameters is not a prerequisite for the proposed controller to operate. Also,
the nature of the resources in the three cells, all of which are assumed as inverter-based units, makes
the absence of inertia and time delays a reasonable assumption. The latter entails that in terms of
dynamics, the frequency of all three MV cells is the same and it depends on the parameters of the
HYV cell. The parameters that were fixed throughout the tests for this cell are shown in Table 3. Other
important parameters such as the droop slope of each area were changed based on each scenario. It is
noteworthy that the selection of these parameters was not based on a systematic approach but it was
done based indicative literature values.

Table 3. Basic parameters values of the High Voltage (HV) cell during the tests.

Parameter Value
H 5s
D 0.01 pu/Hz
Ky 100 Hz/pu
T, 20s
B 1pu/Hz
Tg 0.008 s
Tr 0.03s
K; 0.01

é 220kV/20kV
T_12 @

(b)

Figure 4. Reference power grid and simplified WoC diagram: (a) Electrical diagram of the reference
power system; (b) Selected WoC configuration.
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4.1. Scenario A: Short-Term Analysis

This scenario includes the investigation of the adaptive controller’s qualitative behaviour for
short-term imbalance incidents without the presence of frequency restoration control. The latter was
omitted for the sake of clarity of results in order to have a clear view of the fuzzy controller’s response
to input signals. As a consequence, due to the absence of any frequency restoration, all test results in
this scenario present a steady-state frequency and imbalance deviation. In order to assess the ability of
the controller to discern the location of the imbalance, three different imbalances were implemented
in each of the three MV cells. Each imbalance was a load change of 3 MW located at nodes 2, 9
and 12, respectively.

Also, each imbalance takes place at t = 100 s and the controller gains g and g, were set to 5 and
—50 respectively. The results in Figure 5 show the response of the frequency and tie-line errors in
conjunction with the CPFC curtailment for two of the three investigated imbalances. In this case, it is
self-evident that the two controllers successfully pinpoint the imbalance location resulting in CPFC
reduction only in cell 2 when the imbalance takes place in cell 1, or in both, cells 1 and 2, when the
imbalance takes places in cell 3. Furthermore, for the case that the imbalance happens in cell 2 the
results are similar to the ones shown in Figure 5a. That means that the CPFC ratio of cell 2 remains
unchanged, whereas the CPFC value of cell 1 is curtailed. It is also noteworthy that the variation of
CPFC in all these tests does not go below 50%. This is due to the limited imbalance deviation for the
specific incident compared to the base power of 50 MVA. With the selection of a gain value equal to
—50 for the imbalance error, the latter is amplified enough to see a significant reduction of CPFC to
about 50%. By further increasing the gain, or by changing the membership functions and/or the rule
table, it is possible to increase the output range of the CPFC curtailment to even lower values. Since it
is not easy to predict the exact values of the input errors in a power system model like the one used,
the controller has been tested and validated in its full input/output range in a stand-alone set of tests
with fully controllable inputs.
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Figure 5. Simulation results for the short-term analysis of the controller. In both columns, the diagrams
show the Cell Power-Frequency Characteristic (CPFC) variation (top), the imbalance (middle), and the
frequency response (bottom diagrams): (a) Imbalance incident in cell 1; (b) Imbalance incident in cell 3.

109



Energies 2017, 10, 982

4.2. Scenario B: Long-Term Analysis

This scenario is used to investigate the behaviour of the control scheme in a 24 h operation of the
above-described network. To this end, the power profiles shown in Figure 6 were used. These profiles
have a sampling rate of 15 min. The input data shown in this diagram were scaled down and used
as input signals to variable loads/generators in the model. In order to do this, the original data were
divided by the maximum power of each profile in order to calculate the values in pu.
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Figure 6. Input data used for the 24 h tests: (a) Load profile; (b) Wind generation profile; (c) photo
voltaics (PV) generation profile.

Once the pu values of load were obtained, the minimum load value was used as base-load in
the system (fixed load at each bus) and the variable load was introduced as dynamic loads at each
bus. In order to have differentiation among the buses, the dynamic load profile of each bus was
modified using a random number generator. Finally, to get the actual power at the buses, each pu load
profile was scaled-up by a factor based on the nominal load of each bus given by the CIGRE model.
The same scaling-down and -up strategy was also used for the PVs and WG profiles, ignoring, however,
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the differentiation among PVs (all PVs produced the same profile of power). Furthermore, of the four
cells making up the specific test grid, only two were equipped with the adaptive control. In order to
highlight the impact of these controllers on the overall stability as well as to better assess the impact
on the energy usage, the HV cell in this model was assumed to incorporate a relatively small droop
slope corresponding to 1 MW /Hz. The contribution of the DER units in the droop slope was selected
so that it would reflect their capability of varying their output power within specific margins. Thus,
RES such as PVs and WG were assumed to be able only to reduce their output power (curtailment of
generation) in case of production surplus. Also, other DER units such as batteries were considered
to have capability of both increasing/decreasing their power, responding to any frequency variation.
Due to this asymmetric contribution of DER, the scheduled droop slope of each unit should be selected
such that a symmetric overall CPFC can be achieved. In our case, however, in order to investigate the
impact that an asymmetric CPFC could have on the overall stability, the aggregated maximum droop
slope or CPEC of each cell was selected —233 kW /Hz (negative delta f) and —300 kW /Hz (positive
delta f) for cell 1 and —314 kW /Hz (negative delta f) and —610 kW /Hz (positive delta f) for cell 2.

Apart from the significant asymmetry in the aggregated CPFC, the part of the characteristic
concerned with the positive frequency deviations provided by cells 1 and 2 is approximately equal to
the HV droop slope which is fixed. Also, since this part of the CPFC is delivered by RES and since
one of the main objectives of the test is to show the curtailment reduction caused on such kind of
useful energy, the disturbance scenarios included stepwise reductions in the scheduled load profile of
Figure 6. Specifically, each timeframe (15 min) one-step change in the power consumption of each bus
is implemented. Each change is selected to —10% of the actual power at the moment of reduction. This
way, the resulting frequency disturbances lead to increase of frequency and activation of the controller
part mainly related to the PVs and WG of the power system. For the quantification of the resulting
reserves reduction, two types of mathematical formulation were used. The first one corresponds to the
absolute energy usage expressed by the formula:

{oe]
ABS = /O HAPdraop,l‘ +tot ’Apdraop,n

}dt ()

The second formulation is an expression of the cost of the usage of these reserves expressed as:

Cost = /0 ” {(APMOPJ)Z T (APdmo,,/,,)z] dt 5)

Last, but not least, the other HV area parameters used in this scenario were K, = 100 Hz/pu
and H = 5 s. Based on the afore-mentioned assumptions, the 24 h simulation test with and without
the use of adaptive FCC control shows that a significant reduction in the use of FCC reserves can be
achieved in total, but also for the individual types or RES reserves as well. The results obtained for
this scenario are summarized in Tables 4 and 5, respectively. Table 4 illustrates the energy/cost saving
for all DER when the proposed control is used (left column) in contrast with the classic fixed droop
(right column). The results in this table show a significant overall reduction in both the energy (19.7%)
and the cost (26.7%) by means of the adaptive modification of CPFC in the system. Similarly, a more
specific table (Table 5) shows the impact on the adaptive control on the RES of the system. It is evident
that with the use of the proposed controller a significant reduction in RES energy loss is achieved. It is
worth noting that the significant reduction in the use of reserves does not compromise the overall
stability since the maximum frequency deviation for a fixed-droop FCC is 52.50 Hz, whereas the
implementation of the adaptive control increases only slightly the deviation to 52.54 Hz. Likewise,
the minimum frequency deviations with and without the use of adaptive control are 49.42 Hz and
49.51 Hz, respectively. The relatively high frequency deviation in both versions of the controller is due
to the low overall droop slope of the system. Last, but not least, the system remains stable despite
the asymmetric droop due to the type of reserves. Figure 7 shows the frequency response of the two
cells over time for the case of adaptive FCC control. It is worth noting that by implementing a slightly
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modified controller version with an increase of the CPFC ratio above 1 when the incident takes places
inside the corresponding cell, it would be possible to maintain the frequency deviation equal to the
fixed-droop version of the controller. In such a case, the local character of the reserves activation
remains the same, with all the related benefits of this approach.

Table 4. Comparison of aggregated usage of FCC reserves with and without adaptive control.

Function With Adaptive FCC With Fixed Droop
ABS (Reduction) 8.59 x 107 (Ws) (—19.7%) 1.07 x 108 (Ws)
Cost 6.94 x 1012 (W2s) 9.46 x 1012 (W2s)
(Reduction) (—26.7%) -

The drawback of such a variation, however, is the requirement of a higher amount of reserved
power. Thus, in our study we only investigated the curtailment of CPFC with the concession that a
slight increase of frequency deviation is acceptable. An operator, however, could select the alternative
method if the availability of extra reserves is not an issue.

Table 5. Comparison of curtailment in the renewable energy systems (RES) production for the two
FCC versions.

RES With Adaptive FCC With Fixed Droop
Wind Generation (Reduction) 1.24 x 108 (Ws) (—18.0%) 1.51 x 108 (Ws)
Photovoltaic Generation 8.97 x 10° (Ws) 9.56 x 10° (Ws)
(Reduction) (—6.2%) -
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Figure 7. Frequency response during the 24 h simulation test with the use of adaptive FCC control.

5. Conclusions

This study deals with the use of an adaptive control method for FCC in future power systems.
The basic idea behind the control method is that the system consists of interconnected cells, entities
capable of dealing with imbalance issues even at distribution level, and makes use of the frequency
and tie-line error signals in order to obtain a secure imbalance estimation in real time. Based on the
imbalance location and size, the controller curtails the droop contribution of the cell so that reduced
use of FCR is induced. This results in a number of benefits linked to efficient, improved local operation
of reserves. This avoids congestions, over-voltages and conflicts of use with other control schemes and
increases the utilisation of the RES energy from areas located far away from the imbalance incident.
The method was developed based on a fuzzy controller and it was implemented and tested using
a 4-cell interconnected system. The results showed that not only is the proposed controller capable
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of reducing the overall usage of FCR, but it can also maintain a quite satisfactory level of stability
without deteriorating the overall system behaviour since it only slightly influences the peak deviations
of frequency and tie-line power.
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Abstract: In this paper, we propose a very effectively filtering approach (EFA) to enhance network
traffic performance for high-availability seamless redundancy (HSR) protocol in smart grids. The EFA
combines a novel filtering technique for QuadBox rings (FQR) with two existing filtering techniques,
including quick removing (QR) and port locking (PL), to effectively reduce redundant unicast traffic
within HSR networks. The EFA filters unicast traffic for both unused terminal rings by using the PL
technique and unused QuadBox rings based on the newly-proposed FQOR technique. In addition, by
using the QR technique, the EFA prevents the unicast frames from being duplicated and circulated
in rings; the EFA thus significantly reduces redundant unicast traffic in HSR networks compared
with the standard HSR protocol and existing traffic filtering techniques. The EFA also reduces control
overhead compared with the filtering HSR traffic (FHT) technique. In this study, the performance
of EFA was analyzed, evaluated, and compared to that of the standard HSR protocol and existing
techniques, and various simulations were conducted to validate the performance analysis. The
analytical and simulation results showed that for the sample networks, the proposed EFA reduced
network unicast traffic by 80% compared with the standard HSR protocol and by 26-62% compared
with existing techniques. The proposed EFA also reduced control overhead by up to 90% compared
with the FHT, thus decreasing control overhead, freeing up network bandwidth, and improving
network traffic performance.

Keywords: smart grids; substation automation system (SAS); high-availability seamless redundancy
(HSR); seamless communications; traffic reduction technique

1. Introduction

The smart grid is a new concept of the next-generation electric power system that has emerged
to address challenges of the existing power grid. The smart grid is a modern electric power grid
infrastructure for enhanced efficiency, reliability and safety, with smooth integration of renewable and
alternative energy sources, through automated control and modern communications technologies [1].
Communication architecture of smart grid including requirements, topologies, and protocol stack
is required for smart grid environments [2]. Smart grids provide more electricity to meet rising
demand, increase reliability and quality of power supplies, increase energy efficiency, be able to
integrate low carbon energy sources into power networks [3]. To realize the smart grid technology,
legacy substations are retrofitted by substation automation systems (SASs), allowing the robust
control and communication tasks [4]. The SAS system is used to control, supervise, and protect
substations that are strategic nodes in power networks, which consist of large numbers of switchgears
and measuring devices [5]. Functions of an SAS are control and supervision, as well as protection
and monitoring of the primary equipment and of the grid. The functions can be assigned to three
levels: the station level, the bay level, and the process level. Devices of an SAS may be physically
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installed on different functional levels [5]. The substation should continue to be operable if any
SAS communications component fails [6]. Communication networks in the SAS are defined by the
International Electrotechnical Commission (IEC)’s IEC 61850 standard [5,6]. To ensure the operations
of substations, seamless communication with fault-tolerance can be provided for SASs by using
redundancy protocols. In most redundancy protocols, the communication is recovered from a fault
in the network; this recovery takes some time, and even a short time period could be unacceptable
for certain time-critical applications, including SAS [7]. To help with this problem, the IEC developed
and standardized two protocols that provide seamless communication with fault tolerant capability,
including the parallel redundancy protocol (PRP) and high-availability seamless redundancy (HSR) [8].
Both these protocols implement redundancy in the nodes and provide seamless communication based
on the duplication of frames sent over redundant paths from a source to a destination. Unlike the PRP
that uses two identical local area network (LAN) of similar topology, the HSR is applied to a single
LAN to provide seamless redundancy for the network. With respect to PRP, HSR allows to roughly
halve the network infrastructure [8]. HSR is one of the redundancy protocols selected to provide
seamless communication for SASs. HSR is mainly used ring topologies, including single-ring and
connected-ring networks. In HSR, a node has two ports operated in parallel, called a doubly-attached
node with HSR protocol (DANH). Singly-attached nodes (SANSs), such as maintenance laptops or
printers, cannot be inserted directly into HSR rings. SANs communicate with HSR ring devices through
a redundancy box (RedBox) that acts as a proxy for the SANSs attached to it. Quadruple port devices
(QuadBoxes) are used to connect DANH rings in connected-ring networks. A single DANH ring
consists of DANHSs, each having two ring ports, interconnected by full-duplex links. When a source
DANH sends a unicast frame to a destination DANH in a DANH ring, the source DANH prefixes the
frame by an HSR tag and sends the tagged frame over each port. In the failure-free case, the destination
DANH receives two identical frames from each port, removes the HSR tag of the first frame before
passing it to its upper layers, and discards any duplicate. The standard HSR protocol works very
effectively in single-ring networks. The HSR protocol, however, generates too much redundant unicast
traffic in connected-ring networks. This drawback is caused by the following issues:

1. Issue 1: Duplicating and circulating frames in all the rings, except the destination DANH ring;
2. Issue 2: Forwarding unicast frames into all DANH rings;
3. Issue 3: Forwarding unicast frames into all QuadBox rings.

Several traffic filtering techniques have been proposed to solve the drawback and improve the
network performance in HSR networks, including the quick removing (QR) technique [9], the traffic
control (TC) technique [10], the port locking (PL) technique [11], the hybrid QR and PL approach
(QRPL) [12], the enhanced port locking (EPL) technique [13], and the filtering HSR traffic (FHT)
technique [14]. However, most of the techniques (QR, TC, PL, QRPL, and EPL) do not solve all the
HSR issues, whereas the FHT solves all the issues but generates additional control overhead in HSR
networks. Several dual paths-based techniques have been proposed to reduce redundant unicast
traffic in HSR networks based on pre-established paths. These techniques discover and establish
dual paths between a source and a destination in an HSR network before forwarding unicast traffic
frames from the source to the destination through the dual paths. Dual paths-based techniques
include the dual virtual paths (DVP) [15] technique, which was then extended as extended dual
virtual paths (EDVP) [16], the ring-based dual paths (RDP) [17] technique, and the dual separate
paths (DSP) [18] technique. These dual paths-based techniques significantly reduce redundant unicast
traffic in HSR networks. The main drawback of the techniques, however, is to generate additional
control overhead in the networks because they exchange control messages to discover and establish
dual paths. In addition, there are other techniques for reducing redundant unicast traffic in HSR
networks, including the HSR SwitchBox technique [19] and the integration of HSR and OpenFlow
(HSE + OF) [20]. The HSR SwitchBox technique defines a new switching node in HSR networks that
forwards HSR frames based on looking up of media access control (MAC) tables instead of flooding
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the frames. The HSE + OF approach aims to manage HSR networks by means of the software defined
networking (SDN) paradigm. The approach defines new HSE + OF nodes whose control plane is
managed by an OpenFlow controller [20]. In other words, this approach is an implementation of HSR
in SDN.

In this paper, we propose a very effectively filtering approach (EFA) to significantly reduce
redundant unicast traffic in HSR networks by combining two existing filtering techniques with a
newly-proposed filtering technique. We propose a new traffic filtering technique for QuadBox rings
(FQR) to filter unicast traffic for unused QuadBox rings. The FQR technique is then combined
with two existing techniques, including PL and QR to provide the combined approach EFA that
effectively reduces redundant unicast traffic in HSR networks. The proposed EFA filters unicast
traffic for both unused DANH rings by using the PL technique and unused QuadBox rings by using
the newly-proposed FOR technique. The EFA also prevents the unicast traffic frames from being
duplicated and circulated in rings by using the QR technique. The EFA, thus, significantly reduces
redundant unicast traffic in HSR networks compared with the standard HSR protocol and other
traffic-filtering techniques, such as QR, PL, QRPL, and EPL. In addition, although the EFA, FHT,
and dual paths-based techniques exhibit similar network traffic performance, the EFA generates less
control overhead than the FHT technique and existing dual paths-based techniques. In other words,
the motivation of this paper is to propose a novel approach that reduces more redundant unicast
traffic than the existing filtering techniques and generates less control overhead than the FHT and
existing dual paths-based techniques. The proposed approach, therefore, saves network bandwidth
and improves network performance.

The rest of this paper is organized as follows: Section 2 describes several existing traffic filtering
techniques, while Section 3 introduces the proposed EFA for effectively reducing unicast traffic in
HSR networks. In Section 4, the performance of the proposed approach is analyzed, evaluated, and
compared to that of the standard HSR protocol and existing techniques. Section 5 describes several
simulations and their results in order to evaluate and validate the performance analysis. Finally,
Section 6 provides several conclusions drawn from this work.

2. Related Work

This section introduces several existing traffic filtering techniques including QR, PL, QRPL, EPL,
and FHT that were proposed to reduce redundant unicast traffic in HSR networks. To demonstrate the
operations of these existing filtering techniques, we consider an HSR network with eight DANH rings
and three QuadBox rings as shown in Figure 1.
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Figure 1. A high-availability seamless redundancy (HSR) network with eight doubly-attached node
with HSR protocol (DANH) rings.
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Under the standard HSR protocol, when source node 1 sends a unicast frame to destination
node 10, the frame is duplicated and circulated in all rings, except the destination DANH ring as
shown in Figure 2. This flooding process generates excessively redundant unicast traffic in the
HSR network.

Destination

QuadBox :r QuadBox

Source

DANH DANH
ring 7 br ring 6 h

Figure 2. Forwarding a unicast frame using the standard HSR protocol.

2.1. OR

QR reduces redundant traffic in HSR networks by solving the HSR issue 1. In other words, the QR
technique prevents traffic frames from being duplicated and circulated in rings, as shown in Figure 3.
When a node receives an HSR frame for the first time, the node floods the frame over all its ports
except the received port from which the frame has been received. Later, if the node continues to receive
other copies of the frame, the node will discard the duplicate copies.

Destination

Figure 3. Forwarding a unicast frame using the quick removing (QR) technique.

QR is the simplest traffic filtering technique. The technique can filter any traffic. The main
disadvantage of QR, however, is that it does not filter unicast traffic for unused rings.
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2.2. PL

PL reduces redundant unicast traffic in HSR networks by filtering unicast traffic for unused
DANH rings. PL divides each access QuadBox into two sides: a DANH side that is connected to a
DANH ring and a QuadBox side that is connected to a QuadBox ring. The technique does not forward
a unicast frame to DANH rings that do not contain the destination DANH by locking DANH sides
connecting the DANH rings. When the source DANH sends unicast frames to the destination DANH,
the PL technique uses the first sent frame to check if DANH rings contain the destination DANH and
then lock DANH rings that do not contain the destination DANH. After the phase, the PL does not
forward unicast frames into the locked DANH rings, as shown in Figure 4.

Destination

) _F ﬂf """ t\

DANH (g QuadBox "- QuadBO\ QuadBox == DANH

Source

Figure 4. Forwarding a unicast frame using the port locking (PL) technique.

The drawbacks of PL, however, are that it does not solve the HSR issues 1 and 3.

2.3. QRPL

QRPL is a hybrid approach that combines the QR technique with the PL technique. The QRPL
approach uses the PL technique to filter unicast traffic frames for DANH rings and the QR technique
to remove duplicated and circulated frames from rings, as shown in Figure 5.

Destination

Source

Figure 5. Forwarding a unicast frame using the hybrid QR and PL (QRPL) approach.
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The main drawback of the QRPL approach, however, is that it does not filter unicast traffic for
QuadBox rings, which results in redundant unicast traffic traveling in these rings.

2.4. EPL

EPL is the improved version of the PL technique that filters unicast traffic for both unused DANH
and QuadBox rings, as shown in Figure 6. The EPL technique works with the same locking concept as
the PL technique.

Destination

Source

Figure 6. Forwarding a unicast frame using the enhanced port locking (EPL) technique.

The EPL technique, however, does not prevent unicast frames from being duplicated and
circulated in active rings.

2.5. FHT

FHT is the only technique that solves all the HSR issues abovementioned in Section 1. The FHT
technique filters unicast frames for both unused DANH and QuadBox rings by using MAC tables. The
technique learns MAC addresses of DANHSs and builds MAC tables by exchanging control messages.
In addition, the FHT prevents unicast frames from being duplicated in rings. The process of forwarding
unicast frames under the FHT technique is shown in Figure 7.
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Figure 7. Forwarding a unicast frame using the filtering HSR traffic (FHT) technique.
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The main drawback of the FHT technique is that it generates additional control overhead in HSR
networks due to the use of control messages.

2.6. Comparisons

As described above, several existing traffic filtering techniques have advantages and
disadvantages. While QR prevents unicast frames from being duplicated and circulated in rings,
it does not filter unicast traffic for unused rings. The PL and EPL filter unicast traffic for unused rings.
They, however, do not remove duplicated unicast traffic from rings. The QRPL is a hybrid approach
that combines the QR with the PL in order to filter unicast traffic for unused DANH rings and to
prevent the traffic from being duplicated and circulated in rings. The QRPL, however, does not filter
the unicast traffic for unused QuadBox rings. The FHT filters unicast traffic for both unused DANH
and QuadBox rings, as well as removing duplicated traffic from rings. FHT does generate a certain
degree of control overhead for learning and building MAC tables, however. The characteristics of
these filtering techniques are summarized in Table 1.

Table 1. Characteristics of traffic filtering techniques.

Features OR PL QRPL EPL FHT
Filter traffic for DANH rings - 4 V4 4 V4
Filter traffic for QuadBox rings - - - Vv Vv
Remove duplicated traffic V4 - Vv - Vv
Generate control overhead No No No No Medium

3. The Proposed EFA

Three types of QuadBoxes are defined in this paper: access QuadBoxes, trunk QuadBoxes, and
QuadBox pairs:

e  The access QuadBox is a QuadBox that connects to at least one DANH ring;

e  The trunk QuadBox is a QuadBox that does not connect to any DANH ring; in other words, trunk
QuadBoxes are used to connect QuadBox rings;

e A QuadBox pair refers to two QuadBoxes that are used as a pair to connect two rings to prevent a
single point of failure.

The main purpose of the proposed EFA is to filter unicast traffic frames for both unused DANH
rings and unused QuadBox rings, as well as preventing the unicast traffic frames from being duplicated
and circulated in rings of HSR networks.

3.1. Removing Duplicated Unicast Traffic

To solve issue 1 of HSR, the EFA uses the QR technique to prevent unicast traffic frames from
being duplicated and circulated in all rings of HSR networks. By using the QR technique, each HSR
node, such as a DANH node or a QuadBox node, forwards a unicast frame over all its ports (except
the received port) when the node has received the frame for the first time. Later, if the node receives
copies of the frame, the node will discard the duplicated copies.

3.2. Filtering Unicast Traffic for DANH Rings

The EFA filters unicast traffic for any DANH rings that do not contain the destination by applying
the PL technique. For a communication session between source node 1 and destination node 10, when
the source sends the first unicast frame, each access QuadBox forwards the frame into its DANH ring
to check if its DANH ring contains the destination node. If not, then the access QuadBox locks its
DANH side to prevent the frame from being forwarded into the DANH ring.
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3.3. Filtering Unicast Traffic for QuadBox Rings

To solve issue 3 of HSR (as noted above), we propose in this paper a novel filtering technique
called “filtering for QuadBox rings” (FQR) to filter unicast traffic for unused QuadBox rings. FQR
divides each trunk QuadBox into two sides, both of which consist of two ports connected to a QuadBox
ring. For a communication session between a source and a destination in an HSR network, FOR sets
each side of each trunk QuadBox to either the source side or the destination side. The source side is
closer to the source than the destination side, as shown in Figure 8. The source and destination sides of
each trunk QuadBox are only locally significant in each communication session.

OnadRox anr‘nnv

Quagsox

Source Destination

- Trunk QuadBox -
Source Destination
side side

Figure 8. Source side and destination side of a trunk QuadBox.

FQR filters unicast traffic for any QuadBox rings that are not used to deliver unicast frames
in a communication session between a source and a destination in an HSR network by locking the
destination sides of the QuadBoxes. The FQR operation consists of (1) the setting step and (2) the
locking step, as described below.

3.3.1. Setting Step

In this step, each side of each trunk QuadBox is set to either the source side or the destination
side. This step is initiated once a communication session between a source and a destination is started.
In other words, the step is performed while the first traffic frame is delivered from the source to
the destination of the communication session. When the source sends the first HSR frame to the
destination, the frame is flooded into all the rings in the network (as occurs in the standard HSR
protocol). When a trunk QuadBox receives the first frame of the communication session, the trunk
QuadBox sets the side from which the frame is received to the source side and sets the other side to the
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destination side, as shown in Figure 9.
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Figure 9. The process of the setting step.
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3.3.2. Locking Step

This step locks the destination sides of any QuadBoxes that are not used to deliver unicast traffic
frames from the source to the destination. Once the destination receives the first HSR frame sent by
the source, the destination initiates the locking step by sending a “locking” message back to the source.
Only trunk QuadBoxes process and forward the locking message, whereas access QuadBoxes discard
the message. When a trunk QuadBox receives a locking message, it checks if the side from that the
locking message has been received is the source side or the destination side:

o If the received side is the destination side, then the QuadBox does not lock its destination side.
e If the received side is the source side, then the QuadBox locks its destination side.

The trunk QuadBox then forwards the received locking message over its ports, except for the
received port and the locked ports, which belong to the locked destination side. Figure 10 shows
the process of checking and locking destination sides based on receiving the locking message at
trunk QuadBoxes.

Dest/nalmn
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QuadBox
ring 1

DANH
ring 1

DANH
ring 5
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=

= Locking message D ANH

Figure 10. The process of the locking step.

3.4. Operations of the Proposed EFA

The EFA consists of two phases as shown in Figure 11, including locking phase and filtering
phase. The locking phase occurs during the forwarding process of the first frame. In this phase, the
EFA checks and locks access and trunk QuadBoxes that connect to unused DANH and QuadBox
rings, respectively. The locking phase is followed by the filtering phase that starts when the second
frame is sent. In the filtering phase, the EFA does not forward unicast frames into unused DANH and
QuadBox rings.

Locking phase: At the 1* frame Filtering phase: From the 2" frame

Lockinﬁ access ﬁuadBoxes :PL: Filterinﬁ unused DANH rinﬁs :PL:
Lockjn§ trunk :%uadBoxes ‘F ﬁR: -' Filterin% unused :%uadBox r'mﬁs :F:%R:
Removinﬁ duglicated frames :gR: Removinﬁ duglicated frames :gR:

Figure 11. The operational diagram of effectively filtering approach (EFA).
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At the first frame, the network will work in the same way as the standard HSR protocol. From
the second frame, unicast frames will be forwarded and filtered under the EFA effect. In the locking
phase, when the source sends the first frame of a communication session to the destination, the frame
is flooded in the whole network. During delivery of the first frame, access QuadBoxes use the PL
technique to check their DANH rings and lock their DANH sides if their DANH rings do not contain
the destination. Once the destination receives the first unicast frame, the destination sends a locking
message back to the source. Upon receiving the locking message, trunk QuadBoxes use the FQR
technique to check and lock their destination sides, if needed. Access QuadBoxes discard the locking
message they have received. At that time, QuadBoxes have locked sides that are not used to forward
unicast frames from the source to the destination. In the filtering phase, the next frames will not be
forwarded into any DANH and QuadBox rings that are connected to locked DANH sides and locked
destination sides. In addition, the EFA uses the QR technique to remove any duplicated unicast frames
from rings. Figure 12 illustrates the process of forwarding unicast frames from source 1 to destination
10 in the sample HSR network.

Destination

DANH
ring 2

ﬁ ***** = Fﬂ=

QuadBox g o QuadBox

Source

Figure 12. Forwarding a unicast frame using the EFA approach.

4. Performance Analysis

In this section, network traffic performance of EFA is first analyzed and compared with that of
the standard HSR protocol and existing techniques. Control overhead performance of EFA is then
analyzed and compared with that of the FHT technique.

4.1. Network Traffic Performance

This section describes the network traffic performance analysis of EFA compared to the standard
HSR and existing techniques, including QR, PL, QRPL, and FHT.

In this paper, to analyze and evaluate traffic performance, network traffic was chosen as a
performance metric. Network traffic is defined as the total number of frame copies that travel on
links and that are received by nodes in the network. When a unicast frame is sent from a source to a
destination in a network, the network traffic is the total number of the frame’s copies that are delivered
and received in the network.
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4.1.1. Under the Standard HSR Protocol

Let nt}_ls r be network traffic when a source node sends a unicast frame to a destination node
under the standard HSR protocol. nt};¢y is calculated as follows:

ntysg = ), 21 —np 1)
iENR

where np is the number of nodes in the destination DANH ring, #; is the number of nodes in the ith
ring, and NR is a set of all rings in the network.

Generally, network traffic when a source node sends N unicast frames to a destination node under
the standard HSR protocol, denoted by ntpsg, is determined by:

ntgsg = N< Y. 2ni— ”D) ()
iENR

4.1.2. Under the QR Technique

When a source node sends a unicast frame to a destination node, network traffic under the QR
technique, denoted by nt%2 r-is calculated by:

ntlQR =Y n (3)
iENR

Generally, network traffic when a source node sends N unicast frames to a destination node under
the QR technique, denoted by ntgp, is determined as follows:

ntogr =N Y n; 4)
iENR
4.1.3. Under the PL Technique

Network traffic when a source node sends the first unicast frame to a destination node under the
PL technique, denoted by nt},, can be calculated using Equation (1):

nth;, = Z 2n; —np ©)
iENR

Network traffic when the source node sends the kth unicast frame (k > 2) to the destination node
under the PL technique, denoted by nt’,‘7 ;- is determined as follows:

nth, = Y 2n; +2ng +np (6)
i€QR

where 75 is the number of nodes in the source DANH ring and QR is a set of all QuadBox rings in
the network.

Generally, network unicast traffic when a source node sends N unicast frames to a destination
node under the PL technique, denoted by ntpy, is determined as follows:

ntp, =y 2n1+(N1)<2n5+ Y. 2ni> + (N —2)np (7)

iENR i€QR
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4.1.4. Under the QRPL Approach

Network traffic when a source node sends the first unicast frame to a destination node in an HSR
network under the QRPL approach, denoted by nt%2 rpL is similar to that under the QR technique and
is calculated using Equation (3):

nthppr = Y M 8)
ieNR

As with PL, starting from the second unicast frame sent in the HSR network, QRPL locks and
filters all DANH rings except the destination DANH ring.

Network traffic when the source node sends the kth unicast frame (k > 2) to the destination node
the QRPL, denoted by nt]éR pr, is determined as follows:

ntHRpL = Y. Mi+ns+np )
i€QR
Generally, network unicast traffic when a source node sends N unicast frames to a destination
node under the QRPL, denoted by ntgrpy, is:

ntorpL = Z ni+ N Z n,‘-‘r(N—l)(?ls-l-ﬂD) (10)
ieDR i€eQR

4.1.5. Under the FHT Technique

Network traffic when a source node sends a unicast frame to a destination node under the FHT
technique, denoted by nt% - is calculated as follows:

ntpyr =ngN +npN + Y m; (11)
i€IR

where nEN and nBN are the number of DANH nodes in the source and destination DANH rings,
respectively, and IR is a set of intermediate rings that connects the source and destination DANH rings.

Generally, network unicast traffic when a source node sends N unicast frames to a destination
node under the FHT technique, denoted by ntryr, is calculated as follows:

ntryr = N<nSDN +npN+ Y n,~> (12)
i€IR

4.1.6. Under the EFA

For the first unicast frame under the EFA, the process of delivering the frame is similar to that of
the standard HSR protocol. During the delivering process, access and trunk QuadBoxes check and
lock their DANH sides and destination sides, respectively, if the sides are not used to forward unicast
frames from the source to the destination. Under the EFA, when a source node sends the first unicast
frame to a destination node, the frame is flooded and doubled in all rings except the destination DANH
ring. Network traffic, denoted by ntl ., is calculated as follows:

ntppa = ), 21 —np (13)
iENR

where np is the number of nodes in the destination DANH ring, #; is the number of nodes in the ith
ring, and NR is a set of all rings in the network.

For the next unicast frames, EFA locks all DANH rings except the destination DANH ring and
any unused QuadBox rings. In addition, any duplicated frames are also removed from active rings.
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Network traffic when the source node sends the kth unicast frame (k > 2) to the destination node under
the EFA, denoted by nt’;: £, is determined as follows:

ntgps =ngN +npN+ Y m; (14)
i€AR

where nEN and n5N are the number of DANH nodes in the source and destination DANH rings,

respectively, and AR is a set of active QuadBox rings that are used to deliver unicast frames between
the source and the destination.
Generally, network traffic when a source node sends N unicast frames to a destination node under
the EFA, denoted by ntrra, is:
ntgpa = nttea + (N = Dntkp, (15)

By substituting nt%FA in (13) and nt’EFA in (14) into the above ntpry equation, ntgps can be
calculated as:

ntppa = 2 2n; —np + (N — 1) (HEN + I’lgN + Z I’l,'> (16)
ieNR icIR

4.2. Control Overhead Performance

This section analyzes and evaluates the control overhead generated in HSR networks under the
FHT and EFA.

4.2.1. Under the FHT Technique

The FHT filters unicast traffic for DANH and QuadBox rings based on MAC tables. To learn
MAC addresses and build MAC tables, the FHT uses control messages, including Hello, ACK, and
MAC messages.

Hello messages are sent by QuadBoxes and forwarded in DANH rings; DANH nodes forward
the Hello messages, whereas QuadBoxes do not. The number of Hello messages sent and forwarded
in the HSR network, denoted by co?ﬁljl-”, is determined as follows:

colldlo= N (mi+1)+ Y 2 (17)
ieDR i€QR

where 7, is the number of nodes in the ith ring, DR is a set of all DANH rings, and QR is a set of all
QuadBox rings in the network.

Upon receiving a Hello message, each DANH node sends an ACK message back to the QuadBox
that sent the Hello message. The number of ACK messages sent and forwarded in the HSR network,

denoted by co?l%, is determined as follows:

DN DN

n: n:
coffir = ) < 5 +1> 5 (18)

i€eDR

where n ,.D N'is the number of DANH nodes in the ith DANH ring.

Once an access QuadBox has built its MAC1 table, it sends a MAC message that contains all the
MAC addresses of the access QuadBox’s MACT1 table to its QuadBox ring. The trunk QuadBoxes
connected to the QuadBox ring receive the MAC message, update their MAC2 tables, and then forward
the MAC message. The number of MAC messages sent and forwarded in the HSR network, denoted
by coMAC, is calculated as follows:

ol = 3 n* 1)
i€AQ
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where AQ is a set of all access QuadBoxes in the network and leR is the number of QuadBoxes in the
QuadBox ring connected to the ith access QuadBox.

The total number of control messages sent and forwarded in the HSR network, denoted by corpyr,
is determined as follows:

_ ) nPN nPN ) QR
copgr = Yy | mi+ Y, 5 +1 |+ Y i+ Y o (20)

ieDR ieDR i€eQR i€AQ

4.2.2. Under the EFA

The EFA uses only one control message (the Locking message) to filter unicast traffic for QuadBox
rings. Once the destination node receives the first frame sent by the source, the node sends a locking
message back to the source. The locking message is then sent to the source through active rings
(usually QuadBox rings) that are used to delivered unicast frames from the source to the destination.
The locking message is not forwarded to the DANH rings.

Since the destination node sends the locking message once and the message is only forwarded in
the destination DANH ring and active QuadBox rings, the total number of locking messages generated
and forwarded in the HSR network, denoted by cogry, is calculated as follows:

COEpA =Np+ Y 1 (21)
i€AR
where np is the number of nodes in the destination DANH ring and AR is a set of active QuadBox
rings that connect the source and destination DANH rings.
It is clear that the EFA generates less control messages in HSR networks than the FHT.

5. Simulations and Discussion

To validate the analyzed performance and to evaluate the performance of the proposed EFA,
various simulations were carried out using the OMNeT++ network simulator [21]. There are several
common network simulation tools used to evaluate research results in communication networks,
including Network Simulator 2 (ns-2) [22], Network Simulator 3 (ns-3) [23], Riverbed Modeler (formerly
referred to as OPNET) [24], and OMNeT++. Each simulation tool has both benefits and drawbacks.
Selecting a network simulator as a tool to evaluate results of a new research depends on the target of
the research, the supporting ability of each network simulator, and the programming skills of each
researcher. The primary application area of these network simulators is communication networks.
All of these simulators can be used to analyze and evaluate the network performance of the traffic
reduction techniques in HSR network. In this paper, OMNeT++ is selected as the network simulation
tool to simulate and evaluate the proposed approach because the tool is one of the best network
simulators and we are familiar with it.

In the simulations, the HSR network shown in Figure 1 was considered. The network consists of
eight DANH rings and three QuadBox rings. Each DANH ring includes four DANHs.

5.1. Simulation Description

5.1.1. Simulation 1

The objective of the simulation was to validate and compare the network traffic performance of
the EFA to that of the standard HSR protocol and existing traffic filtering techniques. In the simulation,
source node 1 sends N (N = 10, 20...100) unicast frames to destination node 10. Network traffic
frames were recorded to validate and compare with the analytical results.
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5.1.2. Simulation 2

The objective of the second simulation was to validate and compare the overhead performance of
the EFA to that of the FHT technique. In this simulation, the sample HSR network shown in Figure 1
was used. Source node 1 sends N (N = 10, 20...100) unicast frames to destination node 10. The total
number of control messages generated in the network was recorded to validate and compare with the
analytical results.

5.2. Simulation Results

5.2.1. Simulation 1

Figure 13 shows a comparison of the network traffic performance for the EFA, the standard HSR
protocol, and several existing techniques, including QR, PL, QRPL, and FHT.
14000{ | —=— Standard HSR
12000 4
10000 4
8000
6000

4000

Number of network traffic frames

2000

Number of sent traffic frames

Figure 13. A comparison of network traffic performance.

The line graph in Figure 13 illustrates the number of network traffic frames recorded under
traffic reduction techniques. The horizontal axis of the graph shows the number of unicast frames
sent from the source to the destination, and the vertical axis shows the number of network traffic
frames generated and delivered in the network when the source node sends the unicast frames to the
destination node.

5.2.2. Simulation 2

Figure 14a shows a comparison of the control overhead performance between the EFA and the
FHT technique; Figure 14b illustrates the control overhead messages to network traffic frames ratio of
the EFA and FHT.

The line graph in Figure 14a illustrates the number of control messages recorded under the FHT
and the EFA. The horizontal axis of the graph shows the number of unicast frames sent from the source
to the destination, whereas the vertical axis shows the number of control messages generated and
delivered in the network. The line chart in Figure 14b shows the control messages to network traffic
frames ratio under the FHT and the EFA.
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Figure 14. A comparison of overhead performance between the EFA and FHT. (a) Number of control
messages; and (b) control messages to traffic frames ratio.

5.3. Discussion

The line graph in Figure 13 illustrates a comparison of network traffic of the EFA, the standard
HSR protocol, and existing traffic-reduction techniques. Unlike other traffic-filtering techniques such
as QR, PL, QRPL, and EPL—which either remove duplicate frames, and/or filter unicast traffic for
DANH rings, or filter unicast traffic for both DANH and QuadBox rings—the EFA filters the unicast
traffic for both DANH and QuadBox rings, as well as removing the duplicate frames from rings, as in
the FHT technique. The EFA, thus, significantly reduces redundant unicast traffic compared with the
standard HSR protocol and the existing QR, PL, and QRPL techniques. Numerically, for the sample
HSR network, EFA reduces unicast network traffic by 80% compared with the standard HSR protocol,
by ~62% compared with the QR technique, by ~60% compared with the PL technique, and by ~26%
compared with the QRPL approach.

The simulation results also demonstrate that the network traffic performances of the proposed
EFA and the FHT are quite similar. The main drawback of EFA is that it still generates a few control
messages that are used to check and lock trunk QuadBoxes connecting to unused QuadBox rings,
resulting in additional control overhead in HSR networks. The EFA, however, has better control
overhead performance than the FHT, as shown in Figure 14a,b. The line chart in Figure 14a shows
that for the sample HSR network, the number of control messages generated by the FHT is ten times
higher than that generated by the EFA.

Table 2 shows a comparison of filtering features of various traffic filtering-based techniques. It is
clear from the table that the proposed EFA is one of the most effective solutions for reducing redundant
unicast traffic in HSR networks.

Table 2. A comparison of features of traffic filtering-based techniques.

Features QR PL QRPL EPL FHT EFA
Filter traffic for DANH rings - v Vv Vv Vv vV
Filter traffic for QuadBox rings - - - Vv Vv v
Remove duplicated traffic V4 - 4 - V4 V4
Generate control overhead No No No No Medium  Low

6. Conclusions

In this paper we proposed a novel approach called EFA for effectively reducing redundant unicast
traffic in HSR networks. The EFA integrates a novel filtering technique for QuadBox rings in HSR
networks called the FQR technique with two existing filtering techniques, QR and PL, in order to filter
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redundant unicast traffic for both DANH and QuadBox rings, as well as to prevent unicast frames
from being duplicated and circulated in rings. The EFA thus demonstrates the best network traffic
performance among the various available filtering techniques. The analytical and simulation results
showed that, for the sample network, EFA reduced network unicast traffic by 80% compared with
the standard HSR protocol, by ~62% compared with the QR technique, by ~60% compared with the
PL technique, and by ~26% compared with the hybrid approach of QRPL. In addition, among the
best traffic performance techniques, the EFA demonstrates the best overhead performance. For the
sample network, the number of control messages generated by the EFA is one tenth that of the FHT.
In conclusion, the EFA is a very efficient approach that reduces more redundant unicast traffic in
HSR networks than existing filtering techniques and generates less control overhead in the networks
than the FHT. The EFA, thus, saves network bandwidth and improves network traffic performance in
HSR networks.
Our future work will develop and implement the EFA in hardware devices.
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Abstract: This paper presents a three-phase loss allocation procedure for distribution networks.
The key contribution of the paper is the computation of specific marginal loss coefficients (MLCs)
per bus and per phase expressly considering non-linear load models for Electric Vehicles (EV).
The method was applied in a unbalanced 12.47 kV feeder with 12,780 households and 1000 EVs under
peak and off-peak load conditions. Results obtained were also compared with the traditional roll-in
embedded allocation procedure (pro rata) using non-linear and standard constant power models.
Results show the influence of the non-linear load model in the energy losses allocated. This result
highlights the importance of considering an appropriate EV load model to appraise the overall losses
encouraging the use and further development of the methodology

Keywords: power loss allocation; plug-in electric vehicle; smart grid; locational marginal prices

1. Introduction

Electrical distribution systems are immersed in a deep process of transformation becoming very
different from what they used to be. The increasing penetration of distributed generators, the expected
connection of a large amount of plug-in electric vehicles (EV) and the adoption of advanced metering
and communication infrastructure (AMI) are creating new challenges for regulators. The widespread
integration of EVs into existing distribution networks will increase feeder demands and therefore
will produce rising energy losses [1]. Moreover, due to the different nature of EV loads (slow and
fast battery charging stations), one-phase and two-phase connections may increase system unbalance
producing additional losses. A recent study about the impact of the placement of fast charging stations
in distribution systems showed a power loss increase of 85% [2] with respect to a base layer with no EV
integration. Therefore, some conceptual and regulatory questions can be raised about the EV impacts
on the increase of energy losses in distribution networks:

1. How much should an EV load pay for the incremental losses in the grid [3]?

2. Should incremental losses produced by EVs connected to fast and slow charging stations be
allocated in a proportional manner among all distribution loads [3]?

3. Can a price signal for losses (sent in real-time via AMI and smart metering) force the EV loads to
provide volt/var support in order to improve voltage profile and reduce system losses [4]?

These regulatory aspects can be addressed by means of a cost-reflective energy loss allocation
procedure in order to send economical signals to consumers and producers with the aim of improving
overall performance of the system. The energy loss allocation is not new issue in electricity
markets. It has been widely treated in the literature mainly at transmission systems [5] and more
recently in distribution systems considering increasing integration of distributed generators [6].
In general, the majority of the loss allocation procedures discussed in the literature are based upon
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positive-sequence power flow models with balanced power injections where all loads are modeled
using standard constant real and reactive power (PQ) models [7-9]. In this case, load demands are not
affected by voltage fluctuations (constant power load models).

Power loss allocation constitutes an important strategy to determine locational prices at
distribution level in order to send efficiency economical signals to demands [10,11] and distributed
generators [12] at distribution level. Recent contributions are devoted to extending positive-sequence
power loss allocation procedures into unbalanced three phase domain [13,14]. Based upon the
calculation of sensitivity loss factors in the context of the optimal power flow problem, some work is
carried out to assess locational marginal pricing and EV charging management [15].

However, previous loss allocation methods discussed in literature only consider constant power
loads and do not take into account non-linear nature of EV loads [16]. System unbalance produced by
fast charging stations with single- and two-phase connections as well as the above-mentioned voltage
dependence justify the development of detailed three-phase loss allocation procedure to assess the
impact of EV loads on incremental losses.

To fill the research gap, this paper presents three-phase loss allocation procedure for distribution
networks that expressly incorporates a non-linear load model. This model can be adjusted as
exponential, constant power, current and impedance depending on EV load parametrization.
The proposed procedure is based on the computation of specific marginal loss coefficients (MLCs) per
bus and phase.

The method is illustrated in a unbalanced 12.47 kV feeder with 12,780 residential customers.
Daily energy losses were allocated considering five levels of EV penetration: 200, 400, 800 and
1000 units corresponding to 5%, 10%, 15%, 20% and 25% of consumption without EV presence.
Two operational scenarios with two different type of charging stations are studied. A 3.75 kW slow
battery charger from 0:00 to 8:00 and a 7.5 kW fast charger from 18:00 to 22:00. Results obtained
were also compared with traditional roll-in embedded allocation method (pro rata) [17]. Finally,
a sensitivity analysis was performed to compare the results with ones obtained using a standard
constant power model.

This paper is organized as follows. Section 2 is devoted to present the proposed method. Section 3
defines the case study. Section 4 discusses the results. Section 5 draws the conclusions.

2. The Energy Loss Allocation Model

The system model is based upon a typical n buses three-phase unbalanced distribution network
with two types of loads connected at each bus i: residential loads and non linear EV loads, as shown in

Figure 1.
- -
T
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Figure 1. Three-phase distribution system with Electric Vehicles (EV) loads.

In this paper, we assess the energy loss allocation problem among all loads considering a passive
network with EV integration. The model can be extended to active networks with distributed
generation and bidirectional EV injections. However, our purpose here is to analyze technical
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and economical impacts of EV’s connected to slow and fast charging stations under peak and
off-peak conditions.

2.1. PQ and EV Load Modeling

Distribution loads characteristics depend on the share of different demand types (industrial,
commercial and residential) and can be modeled in a more complex way as a mix of different
voltage—-current models as constant impedance, constant current and constant power. For the sake
of simplicity, in this paper, all residential demands are regarded as constant loads. This means that
constant loads such as induction motors are predominant at demand side. In the reminder of the paper,
these constant power loads are denoted as constant real and reactive power (PQ) loads. Constant
power loads do not depend on voltage fluctuations.

Then, at given time t of a period T, the apparent power of a PQ load at bus i and phase p is
denoted as:

ap.P ,P . ~p,P .
Sl =Pho 4 jQhi? i=2,...n p=123 t=1,..,T ()
where Pp Q and Q¥ D it © are the real and the reactive power of a PQ load. No loads are connected at

source bus i=1

The second type of load considered in the formulation is the aggregation of a number of EVs
connected to a given bus i. There are several load models for EVs. Many parametric models are based
on real power injections [18,19] considering a power factor equal to 1. Without loss of generality, due
to regulatory and operational reasons [20], EVs can be requested to provide voltage and reactive power
support. In this case, apparent, real and reactive power are modeled using a non-linear function [21]
and a fixed power factor angle (])Ig i respectively:

=p,EV EV ,EV .
Spir =P +jQhy i=2...m p=123 t=1,...,T @)

where the real power demanded by aggregate EVs at time ¢, bus i and phase p is given by

VP )
P,’;’);t = PD[a+b(7’a)]“ i=2..n p=123 t=1,..,T @)
wherea +b=1.
The reactive power demanded by EVs at time ¢, bus i and phase p is given by

EV EV EVyo VEVyp
Qb =Ph tangl,, =/ (Shi )2 — (PR, )2 i=2...n p=123 t=1,..,T (4

Parameters 4, b and a depend on EV charger characteristics and the equivalent resistance R
between each connection outlet at low voltage and the system bus i. P, and V, are the nominal power
and nominal voltage. Some values of the EV parameters can be found in [21]. Note that, if « = 0, the
model reflects a PQ load; if « = 1, the model reflects a constant current load; and, if « = 2, the model
reflects a constant impedance load. In general, EV load parametrization leads to negative values of a
as indicated by [21].

At given time ¢, the system power balance is given by:

n 3 .
ZSGU—AS:+ZZS%3°?+ZES%EX t=1,...,T 5)

i=2p=1 i=2p=1

where géi,t is the power injected at reference bus 1 at Phases 1, 2 and 3, and AS; is the total
apparent losses. Total apparent losses can be split into real losses AP; = Re(AS;) and reactive losses
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Total real energy consumed by PQ and EV loads at each bus i during a period T, i.e., 24 h are
given by:

Z 2 Plg/zth’ EV 2 Z Plgrl t i= cee (6)

t=1p=1 t=1p=1

Total real energy delivered by the source bus 1 is given by:

3
Z GLt 7)

H
T MH

The system real energy balance is given by:
= Z WEQ 4 2 VAW )
i=

and, then total real energy losses are

T 3 T n
— p p.PQ 12
AW =3} P~ ZZZPDM ZZZPD” ©)
t=1p=1 t=1i=2p=1 t=1i=2p=1
where AW is the system real energy losses to be allocated between all network users (PQ and EV loads)
during a defined time interval T.

2.2. Evaluation of Power Losses to Be Allocated among the Network Users

The power and losses to be allocated can be evaluated from the solution of the standard
three-phase power flow problem. The solution comprises all system voltages (magnitude and angle)
except the voltages fixed at reference. There are several methods to solve this issue. In general, when
all loads are regarded as PQ constant, Newton—Raphson method can be applied either by its complete
formulation [22] or decoupled formulation [23]. Other Gauss-based methods suitable to be applied at
distribution level can be used instead [24,25].

For non-linear loads (such as EVs), if the three-phase admittance matrix (Yp;s) is known, the
power flow solution can be obtained at given operating point (time t) from a set of 3(n — 1) equations
and 3(n — 1) unknowns:

n 3 3

_ p.PQ PEV PN _ /P pI | P i gPT

Pzt _PDlt Psz (Vi,t) - Vi,tkz1 Zl ZIV/ [le COS61kt Bi 9 /] Vi 7& 1, P (10)
=1p=1m=

pm. __ P m
where eik,t = ei,t - Gk,t.

n 3 3
Qf = —QBi — Q) (Vi) =V}, L L L VAIGK sinfigy — B cosOl] Wiz Ly (1)
=1p=1m=1
where Pg tQ and Qth are constant parameters, and szt and Qth are non-linear functions
dependmg on its own voltage magnitude as given in Equatlons (3) and (4). At reference bus 1,
voltage magnitude and angle are known for all phases: Vl Viel, V% = Viel  and V% = Vil ¥
where Vj is the voltage magnitude at reference bus 1. Then, once the power flow algorithm is applied
to solve the set of Equations (10) and (11), the solution x¢ = [Vll’t,. .. VI b Vn b 01 b sz, oL, Bg,t]
is evaluated in the following expression in order to get the real system power losses:

n n 3 3

AP =33 Y Y VEVIIGK cos6ly + B sin6l)] t=1,...,T (12)
i=1k=1p=1m=1
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The Gg(m and Blim entries correspond to the conductance and susceptance terms of the admittance
matrix (Ypy;s) between phase p at bus i and phase m at bus k.
The total real energy to allocate among network users is given by:

T
AW =Y AP, (13)
t=1

2.3. Energy Loss Allocation Procedures

We consider two procedures to allocate energy losses among network PQ loads and non-linear
EV loads:

1. The proposed marginal allocation procedure per bus and per phase
2. The standard pro rata or proportional allocation for comparison purposes [17]

2.3.1. Marginal Loss Allocation

Distribution losses can be allocated among network users is means of the sensitivity factors also
known as marginal loss coefficients (MLCs) [26]. This allocation process yields on different charges
depending on the effect of each user on overall losses. Thus, the power losses allocated or assigned to
PQ loads located at bus i, phase p, at time t are:

M,p,P ,P .
Ly = k| [MLCh, |IPREC i=2,...n p=1,23 t=1,...,T (14)

and power losses allocated to EV loads located at bus 7, phase p, at time t are:

MpEV _
Dit

L

DllPh (V) i=2,.n p=123 t=1,.,T (15)

It must be highlighted that the application of MLCs produce an over-recovery of losses [27].
This is due to the nonlinear nature (quadratic) of losses. To reconcile the total power losses, i.e., recover
the exact amount of grid losses, it is necessary to multiply the allocated power losses by a reconciliation
factor k; ;. This factor avoids a over recovery of power losses at each time t:

AP

kys = t=1,...,T (16)

1Yo [IMLCh, 1P (V)

The total real energy losses allocated to loads at bus i and phase p are:

T

AVPFQ EL DR AR = YL =2, p=1,2,3 (17)

t=1
The total real energy losses allocated to PQ and EV loads under proposed marginal approach are:
T n 3 T n 3
M,P M,p,PQ, MEV _ M,p,EV
Ap Q= Z Z Z ADi,;t] i ApT = Z Z Z ADi,FtJ (18)
t=1i=2 p=1 t=1i=2 p=1

Considering that losses are recovered using a 24-h day-ahead spot price p; in USD/MWh,
the payments per losses of loads at bus i and phase p are:

T
M P PQ _ M,p,PQ, Mp,EV _ MpEV . -
E LDz,t ;o Qp = z 1PfLDi,t i=2,...,n p=123 (19)
t—
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Global energy loss payments under the marginal approach are:

T n 3 T n 3
o= £ 5 pn o = ¥ e @

t=1i=2p=1 t=1i=2p=1

Determining the three-phase MLCs: To get the marginal loss coefficients, we can solve the network
stating an optimization problem as follows:

n 3 3
minAP; =Y Y Y Y VAVIIGH cosOly + B sin6l)] t=1,...,T (1)

k=1p=1m=1

[\’J:

Il
—-

i

subject to:
p,PQ »,EV P r no 3 3 pm pm pm
th PD’zt PD/zt (Vi,t) = Vi,t Z 2 Z [Gﬂc COSG k,t + B1k Slngzkt] Vi 7& 1 (22)
14 p.PQ PEV P v 32 pm pm pm
Qi,t = 7QD’i,t QD/zt ( zt) = Vi,t Z Z Z Vi [sz Smezkt — Bjj cos eikt] ViFEl (23)

As the formulation has the same number of equations and unknowns, the optimization problem
is determined. The results coincide with the power flow solution. However, it should be highlighted
that the Lagrange multiplier associated with Equation (22) for bus i and phase p is just the marginal
loss coefficient MLCI’;I., i

AP
MLCh;, = =05 i=2m p=123 t=1,..,T (24)
it

Lagrange multipliers are usually provided by any optimization package. In the test case we used
the fmincon optimization solver of Matlab (version R2017, v.9.2) to get the MLCs and to illustrate the
application of the method.

2.3.2. Pro Rata or Proportional Allocation

Pro rata method describes a proportionate allocation of losses among all loads according the
amount of power demand at each bus and phase. It consists of assigning an amount to a fraction
according to its share of the whole [17]. Thus, the power losses allocated to PQ loads at bus i, phase p
and time f are:

P,p,PQ Lo

LEPPR — AP, Dit i=2,...,n p=123 t=1,...,T (25

Dlt ,PQ , 7 7 4 4 7 7
?:22 Plgzt +Z 22 szt (let)

and power losses to be allocated to EV loads located at bus i, phase p, at time t are:

p,E P
,p,EV PD:t (Vzt)

Lpfi " = AP n 3 ppPQ L v PEV 1P
Lio Yop=1 Ppjy +Zi:2): PD/lt (Vip)

Di,t

i=2...,n p=123 t=1,...,T (26)

The total real energy losses to be allocated to loads at bus i and phase p are:

P P 0, P ,EV P,p,EV .
PpPQ ZLDf”t, i ZLDf, i=2..,n p=123 27)
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The total real energy losses allocated to PQ and EV loads under pro rata approach are:

P.PQ T n 3 Pp,PQ PEV T n 3 PpEV
Ap T =L L Ap s ApT =LY ) A (28)
t=1i=2p=1 t=1i=2p=1
Considering that losses are recovered using a uniform price p in USD/MWh, the payments per
losses of loads at bus i and phase p are:

P,p,P P,p,P P,p,EV PpEV .
Qpf Q:pADip < Qpf™" = pAp! i=2...,n p=123 (29)

1

Global energy loss payments under the pro rata approach are:

n 3 n 3
P,PQ _ Pp,PQ. PEV _ P,p,EV
Qp == Z; leADi ;o Qpt = Zé ElpADi (30)
=2 p= i=2p=

3. Case Study

The proposed energy loss allocation procedure was applied in the well-known 21-bus Kersting
NEV test system [28]. This system has a three-phase main feeder connected to an ideal 12.47 kV
(line-to-line) source. The feeder has 1828.8 m (6000 ft) long and an average pole span of 91.44 m (300 ft).
The original test case has a unique load concentrated at the ending node. We modified the loading
scheme by introducing a uniformly increasing load in each phase from bus 2 to bus 21 according to
Table 1. The loading scheme considers a substation with four main feeders in a high density area.
In this case, according to [29], the load increase is linear with respect to the distance. Then, source bus
1 has no load and the last bus 21 has the highest load value. For the sake of simplicity, only the main
feeder is considered for the proposed analysis. Single phase derivations and laterals are neglected.

Table 1. Base load: No EV connected, only PQ loads.

Bus Total Phase 1 Phase 2 Phase 3
Wol  Ppt Wyi? PR wp? e owp? e
MW-h/day kW MW-h/day kW MW-h/day kW  MWh/day kW
2 0.6 0.04 0.2 0.01 0.2 0.02 0.2 0.01
3 1.2 0.08 0.4 0.03 0.5 0.03 0.4 0.02
4 1.8 0.12 0.6 0.04 0.7 0.05 0.5 0.04
5 2.4 0.16 0.8 0.05 0.9 0.06 0.7 0.05
6 3.0 0.20 1.0 0.07 1.1 0.08 0.9 0.06
7 37 0.24 1.2 0.08 1.4 0.09 1.1 0.07
8 43 0.28 1.4 0.09 1.6 0.11 1.2 0.08
9 49 0.32 1.6 0.11 1.8 0.12 14 0.10
10 55 0.37 1.8 0.12 2.1 0.14 1.6 0.11
11 6.1 0.41 2.0 0.14 23 0.15 1.8 0.12
12 6.7 0.45 22 0.15 25 0.17 2.0 0.13
13 7.3 0.49 2.4 0.16 2.7 0.18 2.1 0.14
14 7.9 0.53 2.6 0.18 3.0 0.20 2.3 0.15
15 8.5 0.57 2.8 0.19 32 0.21 2.5 0.17
16 9.1 0.61 3.0 0.20 3.4 0.23 2.7 0.18
17 9.7 0.65 32 0.22 3.6 0.24 29 0.19
18 10.3 0.69 34 0.23 3.9 0.26 3.0 0.20
19 11.0 0.73 3.6 0.24 4.1 0.27 32 0.21
20 11.6 0.77 3.8 0.26 43 0.29 34 0.23
21 12.2 0.81 4.0 0.27 4.6 0.30 3.6 0.24
Total 127.8 8.53 425 2.84 47.8 3.19 37.5 2.50

139



Energies 2018, 11, 1962

The last row of Table 1 corresponds to the sum of all energy consumptions at substation (bus 1)
and the sum of all coincident demands flowing at main feeder (between buses 1 and 2). Total peak
power flowing by the main feeder (bus 1) is 8526 kW at 20:00. Total three-phase load consumption
is 127.8 MW-h/day, corresponding to 12,780 customers (each household consumes 10 kW-h/day,
300 kW-h/month with load factor 0.62). The 24-h real power load curve in p.u. for all buses and phases
is depicted in Figure 2. For simplicity, all loads P{;’IZQ, i=2,...,21,p=1273t=1,...,24 have the
same load curve. Then, all maximum demands are coincident at 20:00 but with different real power
values per phase and bus (as shown in Table 1) ensuring unbalanced operation.

. PBIR
0g | (pw
0.6
0.4
0.2

hour
L0 e e e L e e N me s s s e e L s

12345678 9101112131415161718192021222324

Figure 2. Base load curve: No EV connected, only constant real and reactive power (PQ) loads.

The network structure was scripted in OpenDSS (version 7.6.5.52, Electric Power Research
Institute, Inc., Palo Alto, CA, USA) [30] (included in the Appendix A to extract the three-phase
network model (admittance matrix). Power flow solution at base layer (with no EV penetration)
showed that total peak power losses reach 115 kW at 20:00. Total energy losses are 1.33 MW-h/day
(approximately 1.04% of total). The worst voltage drop is 3.69% at node 21 phase a.

In this paper, we do not emphasize on voltage profile results since our objective is to illustrate from
conceptual viewpoint the proposed three-phase loss allocation procedure under specified operation
battery charging schemes. There are other type studies, e.g., hosting capacity [31], where realistic
operation schemes is addressed using Monte Carlo simulations with stochastic EV demands [32-36].
Thus, this work does not intend to replicate the probabilistic behavior of EV connection in a given
period. Further research can be conducted to assess realistic loss allocation payments in a city and a
country with specific patterns of consumption.

The procedure was tested considering five levels of EV load integration (k = 5), corresponding
to the connection of 200, 400, 600, 800 and 1000 EVs at Phases 1, 2 and 3 according to the scheme
presented in Table A1 (included in the Appendix A). Level 0 correspond to the base case with no EV
units connected to the grid. Each EV has a battery of 30 kW-h capacity, and then the integration Levels
1-5 correspond to an increase of demand consumption of 5%, 10%, 14%, 19% and 25% with respect the
base case, respectively, as shown in Table 2.

Table 2. Base load, EV load, total load, and share at each level.

Level Base Load EV Load Total Load Share

MW -h/day %

Level 0—000EV 127.8 0 127.8 0%

Level 1—200EV 127.8 6 133.8 5%
Level 2—400EV 127.8 12 139.8 10%
Level 3—600EV 127.8 18 145.8 14%
Level 4—800EV 127.8 24 151.8 19%
Level 5—1000EV 127.8 30 157.8 25%

Total load at level k is the sum of the base load (level 0) and the EV loaf at level k.
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4. Results

Two operational scenarios for EV’s battery charging are considered in the application of the
proposed energy loss allocation method:

1. Slow charging at off-peak load conditions: 3.75 kW (16 A) 8 h.
2. Fast charging at peak load conditions: 7.50 kW (32 A) 4 h.

The parameters of the EV load model are 2 = 0.9537 , « = —2.324, and b = 0.0463 and were taken
from [21] for a resistance R = 1.0 ohm.

The same amount of energy required by aggregated slow and fast EV’s battery chargers is
integrated under peak and off-peak conditions for comparison purposes. The illustrative example
allows us to assess how a progressive integration of EV (with a share from 0% to 25% of total energy)
will affect the overall energy losses of the grid and the corresponding allocation results. Results are
discussed under peak and off-peak load conditions for the marginal-based approach proposed in
Section 2.3.1 and the standard roll-in embedded method discussed in Section 2.3.2.

4.1. Scenario 1: Slow Charging at Off-Peak Load Conditions

In this case, slow battery charging stations operate from 00:00 to 08:00 with the five levels of
penetration defined above. The optimization problem stated in Equations (21)—(23) was scripted
in Matlab (version R2017, v.9.2) and solved by means of the fmincon tool. The parameters of the
admittance matrix were taken from OpenDSS simulation tool [30].

When the solution algorithm converges, the state of the system for each level k = 0, ..., 5 is given
by xf = [Vlllt, ., V231,r/' 9}/t, o, le,t] for t = 1,...,24. Thereafter, power losses AP; per hour and per level
are evaluated by Equation (12) for each state of the system result xf for k = 0,..., 5. Level 0 corresponds
to a grid operation with no EV penetration. Levels 1-5 correspond to the EV penetration from 5% to
25% in total daily consumed energy by EVs with respect to overall PQ load consumption.

The 24-h power loss curves by each level for the connection of EV loads under off-peak conditions
are depicted in Figure 3. Total real energy losses AW to be allocated among network users is evaluated
by EV penetration level using Equation (9) and results are depicted in Figure 4. This figure also shows
the resultant load and loss factor. Load and loss factors are defined as the ratio between average and
maximum values of demands and losses, respectively.

kW Total Power Losses
140 -

120 -
100 -
80

60 -
“==Level 5 - 1000EV ===Level 4 - BOOEV

===Level 3-600EV =Level 2 - 400EV
===Level 1-200EV ===Level0-000EV hour

40 -
20
12 3 4 5 6 7 8 9 10111213 14 1516 17 1819 20 21 22 23 24

Figure 3. Off-peak load scenario: 24-h power losses by EV penetration level.

Results reveal how the progressive integration of slow charging stations at off-peak load
conditions produces a flattening effect of the load curve. The load factor increased from 0.62 at
level 0 to 0.77. However, the loss factor also increased from 0.48 to 0.61. This means that 24-h power
loss curve is also becoming flat. As result energy losses rose in magnitude from 1.24 MW-h/day, 1.05%
(level 0) to 1.70 MW-h/day, 1.08% (level 5). This result is important since despite energy losses grew
almost 50% in magnitude, the relative energy losses remains constant around 1.05-1.08%.
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Figure 4. Off-peak load scenario: energy losses, loss and load factors by EV penetration level: (a) total
energy losses; (b) loss factor; (c) load factor.

The absolute value of Marginal Loss Coefficients HMLCgi’tH are directly obtained for at each
level k, each bus i, phase p and time t from fmincon results via Lagrange multipliers as indicated in
Section 2.3.1.

Figure 5 displays the MLCs curves when EVs are charging at off-peak time. The MLCs are applied
to agents connected at bus 21 along 24 h. Note that under lower EV penetration (5%, red curve), MLCs
observed between 01:00 and 09:00 are significantly lower than ones achieved between 10:00 and 22:00.
For a high EV penetration (25%, orange curve), the MLCs obtained between 01:00 and 09:00 are similar
to those achieved between 10:00 and 22:00 when no EV is connected (around 0.02-0.03 along the day).
Then, under EV charging at off-peak load conditions, the pattern of MLCs is somehow flat, similar to a
uniform marginal coefficient. This uniform coefficient produces similar results of a roll-in embedded
method applied to recover the power losses.

Figure 6 depicts a complete pattern for calculated MLCs by location and by time for each
penetration level. It is worth to note in all phases that MLCs associated to high EV penetration
(Level 5, 25%) cover more area (in time and location) than MLCs produced by lower levels.

Table 3 lists the general results for the allocated energy losses for aggregate PQ and EV loads under
off-peak condition. The reconciliation factor k, was around 0.5 in all levels. Equations (18) and (28)
were applied for the marginal and pro rata procedure, respectively. Energy losses range from
1339.08 kW-h/day at level 0 to 1696.64 kW-h/day at Level 5. At level 0, EVs do not exist then
all losses are assigned to PQ loads. Regarding the allocation results, three facts can be highlighted:

EV charging stations operating under off-peak conditions and marginal loss allocation do not pay
for additional energy losses. The marginal procedure assigns lower losses to EV than expected under a
pro-rata procedure. This means that EV loads reach a small benefit by their produced losses at off-peak
conditions. In fact, PQ loads do no take advantage of the marginal procedure being slightly penalized
(they should pay for 1389 kW-h/day with respect to 1372 kW-h/day under the proportional approach).

Pro rata and marginal methods can produce a similar output when EV charging stations are
operating under off-peak conditions. The share of energy losses attributable to EV loads (18%) are
similar in both approaches: marginal and pro rata. This means that the MLCs are acting as a uniform
factor capable to recover the cost of losses.

The EV share of losses is lesser than the EV share of consumption. For instance, at level 5 the ratio
between EV and PQ loads consumption is 25%. The EV share of losses is lesser, 18%.

Payment for energy losses by EV location are calculated in a monthly basis using
Equations (19) and (29) for marginal and pro rata procedure, respectively. Considering a flat energy
price p of 0.05 USD/kW:-h, left-hand chart of Figure 7 shows how the marginal procedure penalize
the slow EV charging stations connected from bus 15 to bus 21. A similar effect is also seen in PQ
loads (right-hand chart of Figure 7) connected from bus 15 to bus 21. In this scenario, marginal
procedure is applying higher charges to loads (EV and PQ) connected at the end of the line. Figure 7
also indicates that the application of MLCs for loads (EV and PQ) connected near to the origin have a
lesser responsibility in the coverage of the entire energy losses.
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Figure 5. Off-peak load scenario: marginal loss coefficients (MLCs) at Bus 21 by EV penetration level

and by time.
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Figure 6. Off-peak load scenario: MLCs pattern by node and by time (Levels 0, 3 and 5).
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Table 3. Off-peak load scenario: total energy losses allocated to PQ and EV loads by EV penetration
level (kW-h/day).

Level Pro Rata Marginal Energy Losses
ARPQ ABEV AMPQ AMEV AW
Level 0  1339.08, 100% 0.00, 0% 1339.08, 100% 0.00 0,% 1339.08
Level 1  1324.41,96% 61.93, 4% 1352.52, 98% 33.82,2% 1386.34
Level 2 1321.66,91% 124.55, 9% 1363.84, 94% 82.37, 6% 1446.21
Level 3 1329.09,88%  187.43,12%  1373.19,91% 143.32, 9% 1516.51
Level 4  1347.19,84%  253.33,16%  1381.59,86%  218.93, 14% 1600.52
Level 5 1372.92,81%  323.72,19%  1389.30,82%  307.33,18% 1696.64
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Figure 7. Off-peak load scenario: economic allocation between PQ and EV users connected at Phase 1
(Level 5).

4.2. Scenario 2: Fast Charging at Peak Load Conditions

In this scenario, EV connection was implemented at peak load conditions: from 18:00 to 21:00
with a 7.5 kW charging station considering the same five levels of integration applied in the case of EV
charging at peak load conditions (Scenario 1), that is 200, 400, 600, 800 and 1000 units until reach a
penetration of 25% of base energy consumption along one day.

The 24-h power loss curves by each level for the connection of EV loads under peak conditions
are depicted in Figure 8. It is clear that the load curve becomes more sharp due to the progressive
incorporation of slow EV charging stations.
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Figure 8. Peak load scenario: 24-h power losses by EV penetration level.

Total real energy losses AW to be allocated for each level among network users are indicated in
Figure 9. Unlike Scenario 1, results show how the progressive integration of fast charging stations at
peak load conditions produces a significative distortion effect of the load curve. EVs are charging only
from 17:00 to 22:00. Then, the load factor decreased from 0.62 at Level 0 to 0.42 at Level 5. In this case,
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average demand does not grow in the same extent than the maximum value. As a result, the load factor

falls
rose

. The loss factor also fall from 0.48 to 0.26 at Level 5. This means that energy losses drastically

in magnitude from 1.24 MW-h/day, 1.05% (Level 0) to 2.30 MW-h/day, 1.8% (level 5). In this

circumstance, the effects of EV charging stations at peak load condition are too harsh.
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Figure 9. Peak load scenario: energy losses, loss and load factors by EV penetration level: (a) total
energy losses; (b) loss factor; (c) load factor.

In Figure 10, the MLCs curves by EV penetration level at bus 21 along 24-h period is presented for

the peak load conditions. It should be noted how marginal coefficients are able to reach high values
0.07 at peak time (18:00 and 21:00).
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Figure 10. Peak load scenario: MLCs at Bus 21 by EV penetration level and by time.

Figure 11 displays the MLCs curves when EVs are charging at 20:00. The MLCs are applied to
agents connected from bus 2 to bus 21. As the load is increasing with the distance, the MLC magnitude
at each bus also grows with the distance with respect to the reference bus. Then, closer loads to
reference produce lower losses (and lower MLCs) than farther loads and therefore loads connected
near to substation pay less for power losses than farthest loads.
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Figure 11. Peak load scenario: MLCs at 20:00 by EV penetration level and by bus.

In Table 4, the energy allocation results for aggregate PQ and EV loads are presented for
the peak load condition. The reconciliation factor k, also fluctuates around 0.5 in all levels.
Equations (18) and (28) were applied for the marginal and pro rata procedure, respectively.

Unlike Scenario 1 where aggregate EV loads collect some marginal benefits due to the flattering
effect over the load curve, Scenario 2 displays severe charges against EV loads due to energy losses
associated with fast charging at peak conditions in all levels. If the marginal procedure is applied, PQ
load should assume only a small part of the additional losses (23%). At Level 5, additional loses are
949 kW-h/day and PQ loads have to pay for 224 = 1563—1339 kW-h/day. Otherwise, if the pro rata
procedure is applied, PQ loads should cover 46% of the incremental loads observed between Level 0
and Level 5.

Table 4. Peak load scenario: total losses allocated to PQ and EV loads (kW-h/day).

Level Pro Rata Marginal Energy Losses
AgrPQ AE,EV AI\D/LPQ AIE)/I,EV AW
Level 0  1339.08, 100% 0.00, 0% 1339.08, 100% 0.00, 0% 1339.08
Level 1  1410.22,96% 66.03, 4% 1382.69, 94% 93.57, 6% 1476.26
Level 2 1499.45,91% 141.52, 9% 1426.40,87%  214.56,13% 1640.96
Level 3 1601.37,88%  226.19,12%  1469.93,80%  357.63,20% 1827.56
Level 4  1720.74,84%  324.16,16%  1516.01,74%  528.89, 26% 2044.90
Level 5 1851.48,81%  437.40,19%  1563.97,68%  724.91,32% 2288.88

At Scenario 1 (EVs are charging at peak load conditions) pro rata and marginal allocation results
lead to similar pattern. However, at Scenario 2 (EVs are charging at peak load conditions) marginal
and pro rata loss allocation produce dissimilar results. EVs must pay for additional energy losses.
The marginal procedure assigns higher losses to EV than calculated by the pro-rata procedure. This
means that EV loads are duly charged by their produced losses at peak conditions. In this case, PQ
loads take advantage of the marginal procedure since they have not to pay for additional losses.
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The share of energy losses attributable to EV loads under marginal approach (32%) is significantly
higher than the share obtained by the pro rata procedure (19%). If we consider a flat energy price
o of 0.05 USD/kW: h, the left-hand chart of Figure 12 shows how the marginal procedure strongly
penalize EVs connected from the middle to the end of the circuit. Note how EVs connected from bus 9
to bus 21 are facing high charges due to increasing losses. Conversely, the right-hand chart of Figure 12
visualizes how the marginal and pro rata procedures yield in similar charges. This means that there is
not significative economical difference for PQ charges but strong incentives to EV loads to perform
power loss reduction tasks.
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Figure 12. Peak load scenario: economic allocation between PQ and EV users connected at phase 1
(Level 5).

4.3. The Economical Effects in a Single EV Unit Under Off-Peak and Peak Load Conditions

Consider now the perspective of a single EV of 30kW-h capacity when Level 5 is reached (25% of
penetration). If a fixed energy price p of 0.05 USD/kW-h is considered, the overall charging or energy
cost for the EV is 1.5 USD/day. At off-peak and peak conditions, the connection of a single EV unit has
different outcomes.

On the one hand, under off-peak load conditions (slow charging from 01:00 to 09:00), when the
EV is connected at bus 21, phase 1 (ending node) the payment for losses under marginal procedure is
almost 0.43 USD/day. This amount corresponds to 29% of total payment for energy (1.5 USD/day).
On the other hand, under peak load conditions (fast charging from 19:00 to 21:00) the payment for
losses under marginal procedure is 0.64 USD/day (54% of total payment for energy). This result is
important since the best economic solution for the EV is charging under off-peak conditions.

Consider now that the EV is connected at bus 2, phase 1 (very close to substation). In this case,
both scenarios show the same result, the EV has to pay only 0.03 USD/day (2% of total payment
for energy). This charge is very low when compared with charges applied to loads at the end of the
feeder. Then, the incentive is to connect EVs as close as possible to substation since no additional losses
are produced.

Economic results for the marginal allocation procedure evidence EV loads connected at farthest
loads have to pay important shares due to incremental losses becoming an important incentive
(mainly at peak conditions) to provide network support. Under standard pro rata approach, the overall
cost is distributed among all loads in 