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Abstract: This Editorial provides an introduction to the Special Issue “Methods and Concepts for
Designing and Validating Smart Grid Systems”. Furthermore, it also provides an overview of the
corresponding papers that where recently published in MDPI’s Energies journal. The Special Issue
took place in 2018 and accepted a total of 19 papers from 19 different countries.

Keywords: design, development and implementation methods for smart grid technologies; modelling
and simulation of smart grid systems; co-simulation-based assessment methods; validation techniques
for innovative smart grid solutions; real-time simulation and hardware-in-the-loop experiments

1. Introduction

Energy efficiency and low-carbon technologies are key contributors to curtailing the emission
of green-house gases that continue to cause global warming. The efforts to reduce green-house gas
emissions also strongly affect electrical power systems. Renewable sources, energy storage systems
and flexible loads provide new system controls, but power system operators and utilities have to deal
with their fluctuating nature, limited storage capabilities and typically higher infrastructure complexity
with a growing number of heterogeneous components. In addition to the technological change of new
components, the liberalisation of energy markets and new regulatory rules bring contextual change
that necessitates the restructuring of the design and operation of future energy systems. Sophisticated
component design methods, intelligent information and communication architectures, automation
and control concepts, new and advanced markets, as well as proper standards are necessary in order
to manage the higher complexity of such intelligent power systems that form the smart grid.

Due to the considerably higher complexity of such cyber-physical energy systems (CPES),
constituting power system, automation, protection, information and communication technology (ICT),
as well as system services, it is expected that the design and validation of smart grid configurations will
play a major role in future technology and system developments. However, an integrated approach for
the design and evaluation of smart grid configurations incorporating these diverse constituent parts
remains evasive. Validation approaches available today focus mainly on component-oriented methods.
In order to guarantee a sustainable, affordable and secure supply of electricity through the transition
to a future smart grid with considerably higher complexity and innovation, new design, validation
and testing methods appropriate for CPES is required. Papers that present results related to the design
and validation of smart grid systems have been targeted by this Special Issue.

Energies 2019, 12, 1861; doi:10.3390/en12101861 www.mdpi.com/journal/energies1
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2. Content of the Special Issue

The accepted and published papers address a wide range of challenging and interesting methods
and concepts in the domain of designing and validating smart grid systems, which can be mainly
grouped into six clusters related to the following:

(1) System design methods;
(2) Simulation concepts;
(3) Co-simulation approaches;
(4) Hardware-in-the-loop (HIL) experiments;
(5) Laboratory tests; and
(6) Optimisation techniques.

Table 1 provides a brief overview of the assignment of the papers to the aforementioned clusters.

Table 1. Topics and included papers of the Special Issue.

Topic References

System design methods [1–3]
Simulation concepts [4–7]

Co-simulation approaches [8,9]
Hardware-in-the-Loop experiments [10–14]

Laboratory tests [15,16]
Optimisation techniques [17–19]

2.1. System Design Methods

Often, the development of new approaches and methods begins with the design of the target
system. This forms the basis for the implementation, which in turn can be evaluated in various ways.

For example, in [1], a market design was developed that addresses system balancing products
within a web-of-cells (WoC) architecture. The focus is on a solution that is as economically efficient
as possible. Based on a literature search, as well as analysis methods, different possibilities were
compared. In contrast, the authors in [2] explored ways to transfer approaches from other domains,
such as healthcare, to the domain of smart grids. In particular, within the framework of the project
“Integration of the Energy System” (IES), Austria, interoperable communication will be the focus of
attention. An essential element of this is a standard from the International Electrotechnical Commission
(IEC), namely IEC 61850. A third approach to architectural modelling is the smart grid architecture
model (SGAM) [3]. The SGAM, which provides a structured basis for the design, development and
validation of new solutions and technologies, will be analysed in terms of its past use in Europe and
its adaptations to other domains.

2.2. Simulation Concepts

A first and early approach to evaluate new concepts is simulation. With simple models, quick
first insights can be gained, which can lead to the successive improvement of the solution. Simulations
can be used in many different ways.

In [4], simulation was used to analyse a four-cell reference power system to evaluate a new
controller. This controller follows a new strategy for dynamically adjusting the power frequency
characteristic based on the imbalance state. The authors in [5] were able to demonstrate through
simulations that their proposed effective filtering approach (EFA), to improve network traffic
performance for the high-availability seamless redundancy (HSR) protocol, reduces network unicast
traffic by up to 80%. Simulation of an unbalanced 12.47-kV feeder with 12,780 households and
1000 electric vehicles (EV) under peak and auxiliary load conditions was conducted in [6] to analyse a
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three-phase loss allocation procedure for distribution networks. The authors in [7] in turn simulated a
well-known IEEE 14 bus test system for analysing a developed data mining algorithm. The data came
from phasor measurement units (PMU), and the algorithm pursued the goal of better integration of
wind turbines.

2.3. Co-Simulation Approaches

In some cases, it is not possible to determine in advance how the environment will look for a new
solution. This also implies that it is not clear which factors influence a new solution. This is where the
co-simulation approach has become established. Different simulation environments and models are
coupled in order to map complex overall system scenarios.

Since the term co-simulation can be a broad field that takes very different depths of detail into
account, the authors in [8] devoted themselves to a systematic structuring of different approaches.
The authors in [9] used a specific co-simulation platform to demonstrate that the public mobile
telecommunication system 4G long-term evolution (LTE) is applicable for fault location, isolation
and system restoration (FLISR) applications in radially- and weakly-meshed medium voltage
distribution networks.

2.4. Hardware-in-the-Loop Experiments

However, in comparison to co-simulation, if the deployment environment of a new solution, such
as that of a controller, can be clearly defined, HIL-based tests are an obvious choice. Here, the real
environment of the controller is simulated, and its behaviour is evaluated.

In the field of energy supply, a specific form of HIL, power hardware-in-the-loop (PHIL), has
become established. Since the interface between the virtual part (simulated environment) and the real
part (for example, the controller) is of the highest importance here, so far, many interface algorithms
(IA) have been developed. The authors in [10] examined which IA were suitable for which PHIL
experiments. In [14], two concrete approaches—a conventional PHIL design and a simplified structure
based on a quasi-dynamic PHIL approach—were compared. Another important aspect of PHIL
experiments is that the simulated system or its behaviour may be heavily dependent on whether the
hardware being tested is connected. In particular, the initialisation of a real-time simulator (RTS) can
lead to problems here. This problem was addressed by the authors in [12] by introducing a procedure
for initialising PHIL simulations for synchronous power systems. Another field of application for PHIL
is microgrids or their control; in particular, distributed concepts, e.g., through the implementation of
multi-agent systems, and experiments are offered for PHIL in [13]. The simulation of PMU has already
been mentioned, and distribution phasor measurement units (D-PMU) and micro-synchrophasors
(micro-PMUs) are also addressed in [11]. Specifically, the authors presented a vendor-agnostic PMU
real-time simulation and HIL (PMU-RTS-HIL) approach.

2.5. Laboratory Tests

The methods described so far for the validation of new approaches are characterised by a
predominant use of software. Solutions that have a higher degree of maturity are then validated
in lab-based tests before being field-integrated into real systems.

The authors in [15] dealt again with microgrids. They investigated whether distributed voltage
control systems can be a serious alternative to centralised approaches. For this purpose, the
development, the structure and the operation of a corresponding hardware-based lab test stand
was described. In a further laboratory setup, the behaviour of active distribution networks was
analysed, which were strongly penetrated by renewable energies [16]. This was examined by means
of various parameters (tap changers of the transformers in the primary substation, reactive power
injections of the renewable energy sources and active and reactive power exchanged between adjacent
feeders being interconnected through a direct current link), to show what an optimal control can
look like.
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2.6. Optimisation Techniques

In addition to the development of new solutions, a significant part of research and development
in smart grid systems is also concerned with the optimisation of existing approaches and methods.
However, these optimisations can only be performed if the system was fully understood in advance.
This in turn implies extensive prior validations.

The authors in [17] dealt with an optimisation of the coordination of reserve allocations in
multiple-cell-based power systems. The starting point was the implementation of linear decision rule
(LDR)-based guidelines. An energy market-based optimisation was pursued by the authors in [18].
The intended goal was to offer flexibility bids for a real-time balancing market. Finally, in [19], the concept
of microgrids was focused on again. The authors investigated how microgrids prevent weather-related
network outages by creating more robust structures. The result was an optimised power supply.

3. Conclusions and Outlook

All 19 papers (17 articles and two reviews) described exciting new design, validation and testing
methods for CPES. Several of them were done in the context of funded research and development
projects, especially with support from the European Union framework programmes. They covered
approaches from system design to (co-)simulation and HIL, to laboratory tests and optimisation. With
those methods in hand, the validation on system level becomes possible. However, future research and
technology development are still necessary in order to further develop those approaches, to harmonise
them and to provide corresponding frameworks and tools.
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to this Special Issue. Furthermore, they would like to express their sincerest gratitude to Energies’ in-house
Editor and reviewers for their wonderful work and effort. Without their support, the efficient handling of all
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this Special Issue. Moreover, this Editorial has been supported through the European Community’s Seventh
Framework Program (FP7/2007-2013) under Project “ELECTRA IRP” (Grant Agreement No. 609687), as well
as by the European Community’s Horizon 2020 Program (H2020/2014-2020) under Project “ERIGrid”(Grant
Agreement No. 654113).
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Abbreviations

CPES Cyber-physical energy system
D-PMU Distribution phasor measurement unit
EFA Effective filtering approach
EV Electric vehicle
FLISR Fault location, isolation and system restoration
HIL Hardware-in-the-loop
HSR High-availability seamless redundancy
IA Interface algorithms
ICT Information and communication technology
IEC International Electrotechnical Commission
IEEE Institute of Electrical and Electronics Engineers
IES Integrating the energy system
LDR Linear decision rules
LTE Long-term evolution
Micro-PMU Micro-synchrophasor
PHIL Power hardware-in-the-loop
PMU Phasor measurement unit
RTS Real-time simulator
SGAM Smart grid architecture model
WoC Web-of-cells
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Abstract: Significant power sector developments beyond 2020 will require changing our approach
towards electricity balancing paradigms and architectures. Presently, new electricity balancing
concepts are being developed. Implementation of these in practice will depend on their timeliness,
consistency and adaptability to the market. With the purpose of tailoring the concepts to practice,
the development of a balancing market is of crucial importance. This article deals with this issue.
It aims at developing of a high-level economically efficient market design for the procurement of
system balancing products within the Web-of-Cells architecture. Literature and comparative analysis
methods are applied to implement the aim. The analysis results show that a more efficient balancing
capacity allocation process should be carried out in a competitive way with closer allocation time
to real-time, especially with increased penetration of renewable energy sources. Bid time units,
the timing of the market, procurement and remuneration schemes as well pricing mechanisms are the
most decisive elements of the market. Their respective advantages and disadvantages are analyzed
in the article, as well as their analysis is done against the selected assessment criteria. The results of
the analysis show that seeking to improve the operational efficiency of the market, the sequential
approach to the market organization should be selected and short-term market time units should be
chosen. It is expected that price efficiency could be improved by establishing an organized market
where standardized system balancing products should be traded. The balance service providers,
who own capital expenditures (CAPEX) sensitive production units, should be remunerated both for
the availability of balancing capacities and for their utilization. Uniform pricing rule and cascading
procurement principal should be applied to improve the utilization efficiency.

Keywords: market design; market design elements; Web-of-Cells; procurement scheme; remuneration
scheme; pricing scheme; cascading procurement

1. Introduction

The overall Pan-European political goals of decarbonising the power sector have already resulted
in substantial growth of generation from renewable energy sources (RES) in Europe. In Germany the
share of electric power from RES during the first part of 2017 reached 35% of the total generation
mix [1], while in Denmark wind power already accounted for 42% of all electricity generated in 2016
and is expected to cover 48% in 2020 [2]. This process has been reinforced by massive subsidies,
channelized via various support schemes as feed-in tariffs, feed-in premiums, quota obligation systems
and combinations of these approaches, which are the most commonly applied. Other instruments
such as quota systems with tradable green certificates and priority dispatch for RES are also applied
in several European countries (for detailed descriptions see [3]). Apart from their positive effects,
i.e., increasing the share of RES in the European generation mix, these support schemes combined
with some inherited properties of variable renewable energy have also caused several interrelated
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challenges for the European power sector on the market level (for a complete overview see [3]) as well
as the system level. Among latter the following may be mentioned:

• Local grids cannot maintain normal n − 1 security (transmission systems shall be designed
to maintain a n − 1 security criterion, meaning that the system is in a secure state with all
transmission facilities in service and in a satisfactory state under credible contingent events. n − 1
is a common security standard in many countries. The single contingencies to be considered
under an n − 1 criterion are: loss of a single transmission circuit, loss of a single generator, loss of
a high-voltage, direct current (HVDC) pole, loss of a single bus section, loss of an interconnecting
transformer, loss of a single shunt connected reactive component) if local generation exceeds local
demand and if separation of generation and consumption is insufficient. Restoration after fault
has become more complicated and more time consuming (the case of Western Denmark with its
high share of wind power [4]).

• Security analysis has become less accurate due to missing information on local generation and the
unpredictable nature of wind and solar power.

• Traditional under-frequency load shedding schemes will disconnect both load and generation.
• Growing share of RES, following decommissioning of the nuclear generation and reduced

operational time for thermal power plants will lead to declining of system inertia and accordingly
system’s stability [5].

These challenges have raised the necessity of reconsidering the existing power system architecture.
Several initiatives have been working in this direction during the recent years. Depending upon the
time horizon and the scope, the ambitions may vary from rather evolutionary, which require minor
changes in the system’s architecture, to very radical approaches:

• The FP7 project EcoGrid EU (2011–2015) worked on development and testing of new market
concept allowing to improve the balancing mechanisms by introducing a 5 min real-time price
response that will provide additional regulation power from smaller customers directly to
Transmission System Operators (TSOs) [6].

• Moving in the same direction, the H2020 project SmartNet (2015–2018) attempts to rethink
the system architecture and corresponding market arrangements. This will improve TSO-DSO
interaction the acquisition of ancillary services (reserve and balancing, voltage balancing control,
congestion management) from subjects located in the distribution segment (flexible load and
distributed generation) [7].

More radical approaches are attempting to redesign the overall system architecture, especially
aiming for division of the power system into separated grid areas with various level of autonomy:

• The concept developed by the Danish Cell Project led by Energinet.dk looked at dividing
the power system into virtual fully autonomous grid areas in terms of control, so-called cells.
The cell concept could be realized through the development and implementation of an advanced
monitoring and control system capable of monitoring the state of the cell and—in extreme
situations—taking control of its individual units such as circuit breakers, transformers, wind
turbines and combined heat and power (CHP) plants [8].

• Division of the grid into semi-autonomous units is studied by H2020 project Fractal Grid [9] and
recently started C/sells project [10].

• Among the most recent initiatives one can mention FP7 ELECTRA IRP [11], which addresses the
issue of deployment of RES connected to the network at all voltage levels as well as establishes
and validates proofs of concepts that utilize flexibility from across traditional boundaries in
a holistic manner.

In particular, the FP7 ELECTRA IRP [11,12] observes that beyond 2020 the European power
sector will undergo significant developments. Electricity production will shift from traditional fossil
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fuel-based units to units using intermittent RES. Electricity producing units will be connected both to
transmission and distribution networks. A wave of electrification of transport and space heating sectors
will rise and strengthen towards 2050, resulting in increasing demand for electricity. Electricity storage
technologies will become cost-effective solutions for the provision of balancing services. Extensive
amounts of flexible loads having fast activation and short ramping times will be available at all voltage
levels. Therefore, the demand for activation of balancing capacities to correct the imbalances caused
by forecast errors of intermittent RES and flexible loads will increase. The present power system
balancing paradigm will need to be transformed from generation following load to load following
generation. The location of imbalance-causing problems, which require activation of balancing capacity
and resources, will move from transmission to distribution network level.

For that reason, ELECTRA proposes a new cell-based decentralized control framework named
Web-of-Cells. In this view the power system is split into control cells. An ELECTRA Cell is a portion
of the power grid able to maintain an agreed power exchange at its boundaries by using the internal
flexibility of any type available from flexible generators/loads and/or storage systems. The total
amount of internal flexibility in each Cell shall be at least enough to compensate the Cell generation
and load uncertainties in normal operation.

In short, the solution is starting from the current control area (Transmission System Operator-based
(TSO-based)) balancing approach and applying it at any voltage level/power size with enhanced
control through concurrent service deployment and greater autonomy and collaboration at local levels.

An ELECTRA Cell has several specific characteristics [12,13]:

• local problems are usually solved within a Cell where local observables are used to decide on
local corrective actions to handle local issues;

• communication and computational complexities are minimised;
• local grid conditions are explicitly taken into consideration when deciding what kind of resources

are used;
• provision of a distributed bottom-up approach for the restoring of the system balance;
• focus more on balance restoration—and thereby restoring frequency as well—rather than the

current traditional sequence of frequency containment followed by frequency restoration.
• the total amount of internal flexibility in each Cell is at least enough to compensate the Cell

generation and load uncertainties in normal operation.

For a detailed description of rules, which define the Cell, see [12]. Moreover, some key roles—Cell
operator (CO), balance service providers (BSPs), balance responsible parties (BRPs) and load and
generation forecaster (LGF)—are identified for the future electricity market design within the ELECTRA.

In addition, an advanced Web-of-Cells control scheme is developed within the ELECTRA [12,13].
It is characterized by six high-level functionalities—balance restoration control (BRC), adaptive
frequency containment control (aFCC), inertia response power control (IRPC), balance steering control
(BSC), primary voltage control (PVC) and post-primary voltage control (PPVC)—and the following
fundamental characteristics [12]:

• solve local problems locally;
• responsibilisation with local neighbour-to-neighbour collaboration;
• ensuring that only local reserves providing resources will be used whose activation does not

cause local grid problems.

The above shortly presented Web-of-Cells architecture shall require reconsidering presently
existing electricity market design for the procurement of system balancing products. The aim of this
article is to demonstrate a high-level market design for the economically efficient procurement of
system balancing products within a new architecture called Web-of Cells.

To implement the aim, the following tasks are set:
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• to develop the concept of the market design for the procurement of system balancing products by
identifying the most crucial structural elements of market design;

• to determine the assessment criteria of economically efficient market design;
• to assess the alternative solutions of market design elements by considering their advantages and

disadvantages and against the assessment criteria;
• to prepare a market design for the procurement of system balancing products within the

Web-of-Cells architecture.

There is a large volume of literature [14–27] that discusses the design of balancing markets in
the presence of intermittent RES. The novelty of this article beyond the prevailing literature is that
it proposes harmonized and unified rules for trading standardized system balancing products intra-
and inter-Cell between the identified types of the market participants in an organized market to
implement the merit order collection (MOC) and merit order decision (MOD) functions of Web-of-Cells
architecture. The market for system balancing products is designed in accordance with the general
principles of a competitive market, the principles of a wholesale electricity market and the principles of
the market for ancillary services. In addition, the market for system balancing products is developed
in accordance to the assessment criteria of “economic efficiency” and in line with the requirements
tackling the issue of climate change.

A critical review of scientific publications, research projects, energy market monitoring reports
and European Union-wide Directives and following Regulations is done. This allowed identifying the
alternatives of market design elements, perceiving the structure of existing European electricity market,
its strong sides, which should be respected within the Web-of-Cells architecture, and weak aspects of
market design, which should be transformed in a way to implement the MOC and MOD functions
of the Web-of-Cells architecture. Comparative analysis method is the secondary method applied to
understand the advantages and disadvantages of collected market design elements. Assessment of
market design elements as a tertiary method is used to rank the market design elements based on the
economic efficiency criteria, to identify the key market design elements (the best alternative from the
entire set of possible options) and finally take a decision regarding the particular option of market
design element, which well fits to the Web-of-Cells market design.

The remainder of the article is organized as follows: in Section 2, the concept of market design
for the procurement of system balancing products is developed based on results of literature analysis.
In Section 3, market participants and their roles within the Web-of-Cells architecture are identified.
Sections 4 and 5 discuss peculiarities of marketplaces and auctions possibly available for a new
power grid structure, respectively. Section 7 analyses options of market design elements to improve
operational efficiency. Options of market design elements to enhance price efficiency and utilization
efficiency are discussed in Sections 8 and 9, respectively. The concluding remarks are drawn in the
final section.

2. Concept of Market Design

2.1. Theoretical Background

There is no single and universal definition of the market design [28–32]. Definitions significantly
depend on, and they are related to the practical policy goals for achievement of which market design is
developed, peculiarities of economic sector or country under consideration, aspects of market design
discussed, analysis method applied, assessment criteria used or scientist’s insights and penetration
glance into the issue.

Considering to a great variety of factors, which disclose an array of research issues the market
design covers, the market design for the procurement of system balancing products under the
Web-of-Cell architecture is developed considering three concepts, which are market and its roles,
designing and market design. The interrelation between them is given in Figure 1 and discussion is
provided below.
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Figure 1. Structural representation of market design concept for the Web-of-Cells architecture.

The primary role (objective) of the electricity market is to establish competitive situations,
particularly, preventing the creation or the strengthening of market power or prohibiting the abuse of
a position of substantial market power (monopolization) [33].

Competitive situations are established by implementing the competitive electricity market. In [34],
five core attributes of a competitive market are segregated. These are ease of market entry and exit,
the absence of significant monopoly power, transparency, the absence of market externalities and
achievement of public policy goals, such as ensure a reliable supply of electricity, increased production
of electricity from RES. The list of attributes of a competitive market could be expanded by including
trade in standardized products, which are perfect substitutes for each other [35], great variety of
market participants [36], etc. Violation of any attribute of a competitive market hinder the market to
achieve both its primary and secondary roles, which are as follows [14,15,37]:

• to promote economic efficiency and lower delivered product costs;
• to foster liquidity. Liquidity seems to be very important, especially for bilateral markets.

However, the article does not consider liquidity for the time being, since the concept is very
new, but this will be studied further in the subsequent activities;

• to avoid undue barriers to entry for new BSPs;
• to increase the choices to market participants;
• to assure level playing field to all the BSPs;
• to be transparent;
• to be flexible;
• to fit for future;
• to be consumer-oriented, etc.

Within the Web-of-Cells architecture, the market means an auction-based exchange where system
balancing products are traded between the market participants, who are the BSPs and the COs (their
description and responsibilities in the market are defined in Section 3). This keeps the primary and
secondary roles for a well-functioning market for system balancing products. However, this article
concentrates on the role of the market to be economically efficient.

Within the Web-of-Cells architecture, the concept of the market presented above is expanded by
adding supplementary structural components, called market elements. It is known that at the procurement
side of the market for system balancing products attention should paid at balancing service classes, reserve
requirements, control system, timing of the markets, activation strategy, bid requirements, program time
unit, scope of balance responsibility, gate closure times (GCT), types of balances, closed/opened portfolio
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positions [16], types of market participants, contracting approach, contract duration, scoring rule, dispatch
criteria and cost allocation [17], transaction mechanisms and payments to the BSPs, response time and
duration period [18], structure for bids and payments [19], types of procurement and remuneration
methods, price caps [19,20], types of auction [21], number of markets, pricing rule, number of bid
submissions, scarcity pricing and cascading procurement [22], approach towards markets organization [23]
and other. However, with the purpose to establish an economically efficient market design, the following
market design elements are considered [16,24–26,38,39]: system balancing product resolution in time,
bid time unit, frequency of bidding, frequency of clearance, establishment of Merit Order list, distance to
real time of the auction, procurement scheme, remuneration scheme and pricing mechanism.

2.2. Concept of Market Design

By combining the concepts of market and design into a single new concept, the market design is
defined as a solution of the process of designing market elements requested within a market, which meets
the objectives held for the market [40]. The concept of proposed market design encompasses the institution
established for the system balancing products trading, interacting market participants and a set of market
design elements.

2.3. Market Design Assessment Criteria

Market design (more precisely separate its elements) is assessed against the following economic
efficiency criteria [16]:

• Operational efficiency is economic efficiency of handling the transactions related to the administrative
process in the market for system balancing products, including of energy schedule and system
balancing product bid submission and balance settlement.

• Price efficiency involves the cost-reflectivity of system balancing product prices paid to the BSPs.
The premise that prices are efficient, to the extent that they already factor in or discount all
available information.

• Utilization efficiency is defined as the economic efficiency of the utilization of available balancing
resources, i.e., the degree to which the least and cheapest balancing resources are used to maintain
the system balance.

Utilization, price and operational efficiencies are also criteria against which market elements are
assessed. The market elements in relation to the criterion of economic efficiency are summarized in
Figure 2.

Figure 2. Market elements in relation to criterion of economic efficiency.
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3. Roles and Responsibilities in the Market for System Balancing Products

Several key roles are foreseen at the procurement side of the market for system balancing products
developed within the Web-of-Cells architecture.

The balance service provider (BSP) is a market participant who is responsible for the provision of
system balancing products to the CO if it is in a contract agreement with the CO. In accordance to
existing practice and the “Winter package”, the list of system balancing products provided by the BSPs
is limited to balancing capacity and balancing energy. Within the Web-of-Cells architecture, the BSP
has a responsibility to trade in inertia capacity, inertia, balancing energy and balancing capacity for
upward or downward regulation.

Within the Web-of-Cells architecture various types of BSPs take part in the market for system
balancing products. A detail list of the BSPs in the framework of the Web-of-Cells architecture is given
in Figure 3.

Figure 3. List of the BSPs.

As the share of intermittent RES significantly increases in future, additional flexibility will become
a valuable source to balance real-time generation and consumption. The CO will have to rely on flexible
BSPs who could tailor (adapt) their generation and consumption by either producing and consuming
above or below their set schedule with the aim to solve the imbalance in the Cell. Thus, in addition to
presently acting BSPs, who are centralized gas-fired or hydropower plants, new BSPs will be requested
and, indeed, available. They will be found at the distribution level. RES, demand response and storage
technologies will be available new BSPs in future. Moreover, seeking to increase the size of the BSPs,
an aggregation is believed to be of critical importance. Thus, the aggregators as a separate type of the
BSPs will be requested under the Web-of-Cells architecture.

The responsibilities of the BSP in the market are in line with the requirements determined in [26],
however, responsibilities are expanded to new types of system balancing products developed within
the Web-of-Cells architecture. Therefore:

• the BSP qualifies for providing bids for inertia capacity, inertia, balancing energy or balancing
capacity which are procured and activated by the CO;

• each BSP participating in the procurement process for inertia capacity submits and has the right
to update its inertia capacity bids before the GCT of the bidding process;

• each BSP participating in the procurement process for balancing capacity submits and has the
right to update its balancing capacity bids before the GCT of the bidding process;

• each BSP with a contract for inertia capacity submits to its CO the inertia bids corresponding to
the volume, products, and other requirements set out in the inertia capacity contract;
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• each BSP with a contract for balancing capacity submits to its CO the balancing energy bids
corresponding to the volume, products, and other requirements set out in the balancing
capacity contract.

The Cell operator (CO) (TSO/DSO) within the Web-of-Cells architecture is a market participant
procuring system balancing products from the BSPs to balance electricity consumption and production
in real time. The CO decides on the demanded volume of system balancing products considering to
load and generation forecasts provided by Load and Generation Forecaster (LGF) and energy schedules
provided by the Balance Responsible Parties (BRPs).

The CO is responsible for the performance of the Cell operation, maintenance and development
to ensure electricity supply in a safe, efficient and reliable manner too. More precisely, it is responsible
for the secure operation of the Cell, measurement of electricity demand on high voltage (HV), medium
voltage (MW) or low voltage (LV) grid, maintenance of HV, MV or LV grid and procurement of the
system balancing products for its Cell (based on [41]), which demand arises due to the occurrence of
the following events [20]:

• unexpected RES generation variations;
• unexpected consumption variations;
• unplanned outages of generation and consumption capacity and grid elements;
• if discrepancies between the duration of day-ahead/intraday markets periods and real-time

settlement periods exists;
• discretization of continuous time in discrete market periods.

Presently, the TSOs are responsible for the preparation of market regulations to the BSPs on the
procedure for the procurement of system balancing products. In the Web-of-Cell architecture, this task
is under the responsibility of COs, who prepare uniform and harmonized rules for the procurement of
system balancing products. The rules are applied to all market participants. For a detailed description
of other non-market related responsibilities of the CO, see in [12].

The load and generation forecaster (LGF). Nowadays the TSOs calculate day-ahead, week-ahead,
month-ahead and year-ahead forecasts of total load, estimate of the total scheduled generation (MW)
and forecast wind and solar power generation (MW) per bidding zone, per each market time unit of
the following day [39,42]. Generation units and DSOs located within a TSO’s control area provide
the TSO with all important information necessary to calculate the load and generation forecasts.
This information is used by the TSO to determine volume of system balancing products required
to balance electricity consumption and production in real time. In the Web-of-Cells architecture,
generation and load forecasts are made by two types of entities. These are the large-scale BRPs,
receiving all necessary information from their large-scale generating and load units, and the Aggregator,
collecting all important information for this task from the small-scale BRPs who themselves are
supplied with data by small-scale generating and load units. The LGF is responsible for provision of
load and generation forecasts to the CO.

4. Description of System Balancing Products

A variety of system balancing products, which are procured by the CO and supplied by the BSPs
to assure the balance between electricity production and consumption in real time, is suggested within
the Web-of-Cells architecture. They differ in functions, technical characteristics, procurement schemes
and other requirements.

In Figure 4, the list of system balancing products traded within the Web-of-Cells architecture is
presented by categorizing them into classes, directions and types.

In the framework of the Web-of-Cells, four classes of system balancing products in separate
sub-markets are traded with the purpose to keep the system frequency target value within the certain
limits [43]:
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• Inertia response power control (IRPC) service where each unit, involved in inertia control,
automatically changes its level of inertia power response (synthetic inertia) depending on certain
predefined characteristics. Reacts to frequency changes over time.

• Adaptive frequency containment control (aFCC) service will not be fundamentally changed compared
to today’s schemes, except that the resources providing containment reserves will be different:
generating units (in the broadest sense) as well as loads and storage distributed across the power
grid (within each Cell). Reacts to deviations of the absolute frequency value so as to contain any
change and stabilize frequency to a steady-state value.

• Balance restoration control (BRC) service initiates the restoration of the Cell balance and load flows
based on local information. It is assumed that (almost) all prosumers, that are connected through
public communication infrastructure, will be able to offer fast BRC capacity, e.g., through their
flexible loads, and possibly local storage. Reacts to absolute frequency deviations in conjunction
with the tie line deviations from the scheduled interchanges so as to restore both quantities to
their initial values.

• Balance steering control (BSC) service will replace the BRC in a more economic manner if this can
be done safely or adjust the balance set points. It can as well have pro-active activation based on
prognoses. This control deploys resources not only within the Cell but also from neighboring
Cells. Regulates power balance within a Cell in order to replace the BRC reserves or mitigate
potential imbalances in a cost-effective manner.

Figure 4. The categorization of system balancing products.

The system balancing products are standard. The minimum requirements are set for them (Table 1).

Table 1. Requirements for the standard system balancing products [44].

Characteristic IRPC aFCC BRC BSC

Ramping period <1 MW·s/s <1 MW/s <10 MW/min Same with BRC
Full activation time <1 s 2–5 s 10–30 s 10–30 s

Minimum and maximum quantity <1 MW·s <1 MW 1–5 MW 1–5 MW
Preparation period <1 s <5 s <1 min <1 min
Deactivation period <20 s 10–30 s 10–30 s 1–30 s

Minimum and maximum duration of delivery period 15–60 min

Validity period 15 min 15 min 15 min 15 min
Mode of activation Merit order Merit order Merit order Merit order
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Based on today’s operation a clear direct link between the quality of system balancing products
and their price is established, showing that the quality of system balancing products is hierarchical
in nature. Therefore, the primary control service is a higher quality-balancing product than the
secondary control service, which in turn is a higher quality-balancing product than the tertiary control
service. Thus, it is reasonable that higher quality balancing products are priced at higher prices. In the
Web-of-Cells architecture, the relationship between the quality of system balancing products and their
price could be kept too (Figure 5), however, there are some differences.

Figure 5. The relation between the inertia, classes of the balancing products in respect to their quality and price.

The IRPC service is the most difficult service, thus, it is expected that it will be the most expensive.
The cost (price)—quality of the aFCC and BRC services should not vary, since the type and mechanisms
of resources providing these two services are very similar and, if anything, the BRC service could be
even more expensive because it is more crucial as a service. The BSC service is not anymore tertiary,
hence cheaper, reserves. The BSC involves the change of tie-lines set points only and that is not based
on reserves. This means that the commodity here is rather different that the other three services. In any
case, the cost are expected to be higher than the BRC’s because otherwise, the COs would always tend
to modify their set-points and that should be done only in exceptional cases.

The direction of the system balancing products corresponds to upward and downward regulation.
Upward regulation means an increase in generation (or decrease in consumption) and down regulation
means a decrease in generation (or increase in consumption). Upward regulation is provided by
units that are more expensive than the marginal unit of the day-ahead or intraday markets, meaning
that the system balancing product of upward regulation is traded at higher price than the day-ahead
price. For downward regulation those units that already received payments from the day-ahead
and/or intraday markets can save the fuel costs by decreasing generation. Splitting the market for
procurement of system balancing products into the sub-markets of “upward” and “downward” and do
not setting/keeping the requirement for bid symmetricity creates preconditions and lead to increasing
number of the BSPs in the corresponding sub-market. For example, loads are more familiar and
capable of reducing load than increasing it. Therefore, if symmetric bids are not required, the available
balancing capacity could be better used.

Three types of system balancing products are traded. They are inertia, balancing energy and capacity
necessary for balancing and inertia. Balancing energy means energy used by the CO to perform balancing
and provided by the BSPs. Balancing capacity means a volume of reserve capacity that the BSP has agreed
to hold and in respect to which the BSP has agreed to submit bids for a corresponding volume of balancing
energy to the CO for the duration of the contract. In line with the determination of balancing capacity and
balancing energy, the capacity necessary for provision of inertia and inertia are determined, respectively.

Separate sub-markets are established to trade a particular class, direction and type of system
balancing product. Coding of system balancing products is established to increase the transparency
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and operational efficiency of the market and with the purpose of quickly directing the BSP and the
COs to the appropriate sub-market. The following structure of coding is applied: C-D-T: YMD_H_Q,
where C—class, D—direction abnd T—type of the system balancing product and Y, M, D, H, Q—year,
month, day, hour and quarter hour of system balancing product delivery. Thus, under the coding
aFCC-U-C: 20171026_15_00 the upward regulation (U) balancing capacity (C) for the provision of
adaptive frequency containment control (aFCC) service is traded, when the system balancing product
has to be delivered on 26 October 2017 at 3 pm.

5. A Marketplace

The Web-of-Cells architecture keeps an idea that all system balancing products, which are needed
to operate the Cells are procured in a marketplace. Three types of marketplaces are considered.
They are exchange, organized over-the-counter (oOTC) and bilateral over-the-counter (bOTC) [45].

Exchange as a type of organized market is needed. The Web-of-Cells architecture prefers the
exchange because of the reasons discussed in [46], the most important of which are the pursuit
of transparency, confidentiality, anonymity and publicity. In the exchange, only standard balancing
products are traded meaning that contracts are uniform regarding their structure and form. This enables
the CO to compare identical system balancing products and activate the most cost-efficient solution.
Standardized system balancing products support the integration of RES&DR&Storage technologies
into the market. Due date, place of delivery, the time in which the deliveries take place and the
conditions for clearing and settlement are standardized too. The set of rules such as the conditions
to be admitted to trade on the exchange are made public and are the same for every BSP. Prices and
revenues are made public too and this allow the BSPs evaluating the position of their bids on an initial
Merit Order list relative to bids from other BSPs. The participation is voluntary and non-discriminatory.
Trading partners do not have to be found and the counterparty risk is minimized. Since the trading
process is anonymous, the BSPs can keep their strategy in secret. Also, the process to offer flexibility in
the market is easy with a low entry barrier.

All the COs and the BSPs use a common platform for trading system balancing products,
however, they are not pooling the bids and offers into a single integrated market for system balancing
products, except in case of trading the BSC service, when every bid and offer available to one of
the Cell is available to other Cells. This comes from the feature of the Web-of-Cells architecture
that, basically, local problems should be solved locally and only in case there is a shortage in inertia,
balancing capacity and balancing energy, they are procured from the neighboring Cell by procuring
the BSC service.

6. An auction

6.1. General Issues

Auction as an instrument promoting competition in procurement of system balancing products
is applied within the Web-of-Cells architecture. In addition, within the Web-of-Cells architecture it
is used as a mechanism to coordinate efficient production. Moreover, it is chosen as an institution
determining the price and conducting the trade in the exchange. It is worth mentioning that within
the Web-of-Cells architecture an auction serves as the economic (market) mechanism used to allocate
the system balancing products in economically efficient way. The main arguments for the choice of
the auction are derived from the following advantages of the auction to be fair, open, transparent,
objective, non-discriminatory, and timely process, which well corresponds the determined roles of
the market for the procurement of system balancing products to be market facilitating. The trade in
system balancing products in the auction is organized in Cell- and inter-Cell levels. The IRPC, aFCC
and BRC services are traded within a particular Cell, but the BSC service is traded between the Cells,
i.e., the COs organize a common auction to trade in the BSC service.
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6.2. Types of Auctions

6.2.1. Closed-Type vs. Opened-Type Auction

In relation to the extent to which information about orders submitted to the auction are provided,
closed-type auctions instead of opened- ones are established. In a closed (sealed-bid)-type auction,
the BSPs, who are the auction participants during the bidding process, privately submit their bids and
offers to the CO, who is the auctioneer, and the CO keeps this information private, such that there is
no sharing of bidding information amongst the BSPs. The BSPs are informed whether they won or lost.
It is expected that limiting the provision of information works as a constraint on exercising market
power and thereby increasing prices of system balancing products.

6.2.2. Uniform Auction vs. Discriminatory Auction

Two types of closed-type auctions differing in bidding formats and pricing mechanisms are considered
within the Web-of-Cells architecture. They are uniform and discriminatory auctions. The results of scientific
investigations regarding the type of the auction, which is superior another, are controversial and comparison
of the auctions is complex, since it depends on the objective of the auction (Table 2) [47]. Thus, there is no
unanimous opinion, which type of the auction should be selected.

Table 2. Comparison of uniform and discriminatory auctions [47].

Objective of the Auction Uniform Auction Discriminatory Auction

Revenue maximization
√

Assurance of the continuity of financing and reduction in price volatility
√

Learning about honest valuations
√

Increase in number of bidders and strengthening of the role of the market
√

Increase in efficiency
√

Prevention of collusion
√

Selling near the market price
√

However, based on the observations provided in [47] that aim at maximizing revenue, increasing
the number of bidders, strengthening the role of the market and selling at the market price, the priority
should be given to the uniform auction. In [48], it is supposed that uniform auction is relevant because
of its simplicity and effectiveness when responding to the main questions, such as who should receive
system balancing products, who should supply them and at what price system balancing products
should be traded. Moreover, when the market is competitive the uniform auction has two features,
such as short-run and long-run efficiency [48]. In addition, consumers and BSPs are much better off
with uniform auction than with other alternatives and the main argument against uniform auction
is political but not economical [48]. Research findings of [49] suggest that discriminatory auction
may lead to inefficient production. The [50] concludes that discriminatory auctions could reduce
volatility, but at the expense of higher average prices. Findings of [51] suggest that switching to
a discriminatory auction will not necessarily result in greater competition or lower prices. Considering
to advantages of uniform auction and disadvantages of discriminatory auction, the authors of the
article have good motives to select the uniform auction design to trade in system balancing products
within the Web-of-Cells architecture.

The peculiarities of the uniform auction are as follows: the uniform auction design is selected
when at least the one CO and many competing BSPs participate in the market for system balancing
product, which has to allocate multiple units of system balancing product. Subject to the uniform
auction, the CO collects all the bids and offers from the bidders (BSPs), creates an initial Merit Order
list for the system balancing product, and match it with the requested volume of system balancing
product. The CO establishes the market-clearing price (MCP) by matching supply and demand of
system balancing product. Win the bidders (BSPs) whose bids, or sections of their bids, offered lower
price than the MCP. All winners (BSPs) receive the same price, independently on their financial offers.
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The advantage of a uniform auction is that it is fair and attracts the participation of small bidders.
Since this is a closed-type auction, no information is published before the clearing takes place. It is
expected that under the Web-of-Cells architecture the level of competition is achieved high in the
market and many small-scale BSPs participate here. Therefore, this type of auction is selected.

6.2.3. One-Sided vs. Two-Sided Auction

In relation to types of market participants involved in the auction both one-sided and two-sided
auction designs are relevant for the Web-of-Cells architecture.

The need for one-sided auction comes from the “local problems should be solved locally” feature
of the Web-of-Cells architecture. This feature leads to the establishment of a monopsonistic market
structure (one-sided), where the CO is a single buyer of the system balancing products and there
are many local small-scale BSPs supplying the system balancing products. The peculiarity of the
one-sided auction is that only the BSPs bid (peer of price and volume) in the auction and form the
price-responsive supply curve of the particular system balancing product. The nature of demand,
for establishment of which the CO is responsible, is price-non-responsive. The CO determines the
demanded volume of system balancing product but no price is established at which the CO would
prefer to procure the system balancing product. The CO is not allowed to bid price because it is a single
buyer and can dampen the price, which then could be too low for the BSPs to participate in the market.
One-sided auction is established to trade in the IRPC, aFCC and BRC services.

Principally, the two-sided auction design features a number of the COs and the BSPs from
different Cells and enables the active participation of supply and demand sides to compete on
a level-playing-field basis, where both the BSPs and the COs are allowed to bid. It enables forming
the aggregated price-responsive demand curve too, when the COs bid both quantity and price in the
auction and in such a way show their preferences. The two-sided auction is established for trading in
the BSC service, since cross-Cell trade in the BSC service is allowed and more than one buyer exists.
The advantage of the two-sided auction over the one-sided auction is that the former ensures lower
transaction cost for the BSPs and the COs. Thus, operational efficiency improves. It helps to control
market power, increase price and utilization efficiencies and enhance the social welfare of the market
through the establishment of the competitive situations in the market too.

6.3. Consistency of Auctioning

Depending on the consistency of the auctions held during the time, two categories of auctioning
(sequential and simultaneous auctioning) are considered for the Web-of-Cells architecture. Based on their
peculiarities, the Web-of-Cells architecture develops an idea of the hybrid auctioning, which combines the
features of both sequential, which is applied in European countries, and simultaneous, widely used in
USA, auctioning.

The hybrid auctioning takes into account the approach of the sequential auction that market for
electricity (day-ahead and intraday) products and market for system balancing products are cleared
sequentially meaning that the market for balancing energy is cleared after the clearance of day-ahead
and intraday electricity markets. Winners in the sequential auctioning are chosen easy by selecting the
lowest price-offering participants for each product separately. This type of auctioning is selected as
a core auctioning mechanism because of its practical use in European countries. The transformation of
electricity markets auctioning to simultaneous auctions shall mean significantly increased cost. Subject
to the simultaneous auctioning, the products to bidders are allocated along with the minimization of
joint bid cost of providing energy and balancing services. In this approach, it is hard to justify the
schedule and pricing of the product.

The Web-of-Cells architecture improves the sequential market mechanism by adding the cascading
procurement principle applied in the simultaneous auctions. In result, the system balancing products
are procured by the CO in a way that total cost of providing system balancing services products
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is reduced. That is, the reduction of total cost of system balancing products achieved through the
application of the cascading procurement principle, which is described in a more detail in Section 9.2.

7. Analysis of Market Design Variables for Improvement of Operational Efficiency

7.1. Timing of the Market for System Balancing Products

The Web-of-Cells architecture proposes a novel approach towards an organization of timing of
the market for system balancing products. The approach is based on the finding of the solutions to
reduce the costs of system balancing products provision (see in detail Section 7.2), the rolling schedule
of bidding, clearance and the Merit Order list establishment (see in detail Section 7.4), the transparency
of rules how the market for system balancing products is organized and the non-discrimination of
system balancing products provision against the time criteria. The composition and alignment in point
of timing of the market for system balancing products is provided in Figure 6.

Figure 6. The timing of the market for system balancing products. Here: BP—bidding process;
CP—clearance process; Merit order—establishment of Merit Order list.

The market for system balancing products is organized in a way that initially, the BSPs decide
on in which sub-market—inertia capacity or balancing capacity—they will take part in. Those BSPs
who decide to participate in the sub-market for inertia capacity and whose bids are accepted, are not
allowed participating in other sub-markets, except for inertia. The same is valid for the BSPs who bid
balancing capacity. Those BSPs who decide to participate in the sub-market for balancing capacity
for a particular service (either this is the BSC, BRC or aFCC service), and whose bids are accepted are
not allowed participating in other sub-markets, except in the sub-market for balancing energy for this
particular service.

The Web-of-Cells architecture assumes that the sub-markets for balancing capacity for the BSC,
BRC and aFCC services are organized in a sequential manner. After the sub-market for balancing
capacity for the BSC service is cleared, the sub-market for balancing capacity for the BRC service is
cleared and later on the sub-market for balancing capacity for the aFCC service is cleared. Such a layout
of the system balancing products in time is recommended for several reasons, including to reduce the
costs of the system balancing products provision and to limit a “price reversal” effect of lower-quality
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balancing capacity to be priced at a higher price. Aiming at implementation of aforementioned
recommendations, the cascading procurement principle is implemented (see the arrows connecting
separate sub-markets for balancing capacity). Therefore, higher-quality balancing capacity is cleared
one hour earlier than lower-quality balancing capacity. This hour is required both to move the rejected
by the market higher-quality balancing capacity bids (the bids submitted but not accepted by the
sub-market) to the sub-market for lower-quality balancing capacity, if they correspond to technical
requirements held for the system balancing product of this sub-market and clearing the sub-market.
The sub-market for upward and downward regulations are organized in parallel, i.e., they have the
same timing.

The sub-markets for inertia capacity and balancing capacity are organized earlier than the
sub-markets for inertia and balancing energy, since inertia and balancing energy bids are submitted to
the market by the BSPs who won capacity auction and thus have an obligation to keep the capacity for
the particular hours in real time. Thus, clear interrelationships of the timing of the sub-markets for
inertia capacity and inertia, balancing capacity and balancing energy are established.

Considering to the criteria of transparency and non-discrimination, the length of bidding and
clearance processes as well as the length of the Merit Order list establishment is based on the following
time-related principles:

• the BSP submits bids for inertia capacity and balancing capacity during 8 h;
• the clearance process takes 1 h;
• if inertia capacity or balancing capacity bids are accepted, the inertia and balancing energy bids

are submitted during 6.5–8.5 h depending on the service for the provision of which the inertia
capacity and balancing capacity is reserved, respectively;

• the Merit Order list for inertia and balancing energy provision is established during 15 min and
15 min before real time.

7.2. System Balancing Product Resolution in Time

In Europe, both short- and long-term markets for the provision of system balancing products are
established. The products (balancing capacity and balancing energy) for primary control are acquired
by entering into hourly, daily, weekly, monthly or annually contracts. The system balancing products
for secondary and tertiary controls are purchased in the long-term markets by entering into contracts,
the duration of which varies from week to year or more [30]. Certainly, in some countries both short-
and long-term markets for the provision of secondary and tertiary services are established. The “Winter
Package” sets that the contracting period should have a maximum of one day.

Considering to the experience of European TSOs and suggestions provided in the “Winter
Package”, short and long contracting (procurement cycles) is considered within the Web-of-Cells
architecture. Shorter procurement cycles allow new entrants and BSPs with a small portfolio of either
generation units and/or schedulable load to participate in the market for system balancing products.
The BSPs owning RES units prefer short procurement cycle because RES capacity can be used only for
a limited time, for example, 3500 h a year whereas traditional fossil fuel-based power plants can run for
much longer period. Therefore, if a system balancing product’s resolution (in time) is set long, the BSPs
owning RES units will not be technically capable to provide the required capacity. Thus, utilization
efficiency of available resources reduces. Since an entry barrier for intermittent low marginal cost
technologies is created, the price efficiency reduces too, because these RES technologies do not take
part in the market and do not form prices. Thus, prices are tended to be high reflecting marginal cost
of traditional production technologies. The BSPs operating peak/marginal plants as well some large
consumers are interested in longer procurement cycles to guarantee fixed revenues [27].

The system balancing product resolution (in time) as a market element is essential for the BSPs
under the Web-of-Cells architecture, especially for the demand response, RES and storage technologies.
The market element’s relevance for the BSPs who aggregate consumption units or electric vehicles
is highly dependent on the habits of consumers. The amount of reserve they are able to provide is
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variable and it will be precluded from a market where the time is too long. Demand response providers
are smaller than traditional generators and may be limited in the contiguous period in which they
deliver the system balancing product. With the aim to increase the number of demand response related
participants and competition between the BSPs, shorter balancing product resolution (in time) should
be set. However, short system balancing product resolution (establishment of short-term markets) alone
could be too volatile and risky to support procurement of the products. Thus, long system balancing
product resolution (long-term contracts) could be considered as an alternative too. It is justified for the
purpose to protect investments. Moreover, long-term markets could give the BSPs the opportunity
to better control risks by fixing the contracted volume and price for long-term. However, from the
point of view of Web-of-Cells architecture and the European Commission’s approach to long-term
contracts [52], longer system balancing product resolution (in time) potentially comes with some
drawbacks, for example:

• it reduces competition in future bidding processes since the COs who are beneficiaries holding
long-term contracts will effectively be out of the market for the duration of the contract;

• it transfers risks to the BSPs (both the risk that prices of balancing products will rise in future and
capacity prices fall, and—as more contracts are signed—the risk that contracted capacity will not
be required in future).

• it increases the costs of any future market design transition (operational efficiency reduces), since
long-term contracts would in principle need to be honored if in future a new market design will
be adopted.

Considering advantages and disadvantages of different length of the system balancing product
resolution, the results of EcoGrid EU project (in the EcoGrid EU project a 5 min resolution was initially
used, but the overall conclusion was that 15 min would be enough and serve the purpose), EU practice,
and requirements set in “Winter Package” for future power systems, the Web-of-Cells architecture
establishes the short-term market for system balancing products.

7.3. Bid Time Unit

Within the Web-of-Cells architecture, the bid time unit (BTU) is closely linked to the energy
schedule time unit (STU), which divides responsibility between the CO and the BRPs, and imbalance
settlement period (ISP), the period for which imbalance of the BRP is calculated. The recommendation
to link BTU to STU and ISP comes from the need to harmonize time units to increase operational
and price efficiencies. The explanation of how different types of time units are interrelated is derived
from the analysis of the following chain of events—information (in terms of prices of the system
balancing products) received from a particular BTU is used to price an imbalance of a particular ISP,
which is established taking into account energy schedules from a particular STU. Thus, if time units of
BTU, STU and ISP are not equalized and harmonized the operational efficiency and price efficiency
reduces. Operational efficiency reduces because additional tasks should be performed by the market
participants to normalize the results of transactions exercised in one type of time unit (for example,
in the BTU) in a way that they could be available for use in other types of time unit (for example, in the
ISP). The comparability of information received from time units of different length is complicated.
Moreover, more time, qualified personnel and physical infrastructure is required, which increases cost
and reduces price efficiency.

The Web-of Cell architecture considers short and long BTU&STU&ISP. Short BTU&STU&ISP is
selected of 15 min and long BTU&STU&ISP—of 60 min. It is expected that a short BTU&STU&ISP
provides the BRP with a stronger incentive to balance the available energy portfolio than a long
BTU&STU&ISP because more accurate information is available on short terms, and deviations from
the scheduled energy will be smaller. Thus, balance planning accuracy shall increase. This shall lead
to smaller energy imbalances at the Cell level. Thereby, the CO will activate less balancing energy
bids, as demand for balancing energy will be lower. Indeed, reduced demand for the balancing

21



Energies 2018, 11, 729

energy will lower imbalance price, which in turn will diminish incentives for the BRPs to balance
their energy portfolios, as imbalance cost could be smaller than cost if the balancing efforts were
placed. However, short BTU&STU&ISP shall raise the transaction cost because energy schedules and
balancing energy bids shall be submitted and imbalance shall be calculated frequently. Within a short
BTU&STU&ISP, the reduced demand for balancing energy will influence the improvement of criteria
of the availability of balancing resources in a way the BSPs will have more opportunities to provide
balancing energy, even if they have abundant commitments in the intraday electricity market. Subject
to the abundant commitments in the intraday market and long BTU&STU&ISP the BSP may be
technically incapable to provide balancing energy for BTU&STU&ISP of 60 min. If only few BSPs are
capable to provide balancing energy, they can start using power in the market and offer balancing
energy at price not reflecting actual cost. Thus, price efficiency shall reduce. Within the framework of
the Web-of-Cells architecture, the BTU&STU&ISP is set of 15 min.

7.4. Time Horizon (Frequency) of Bidding, Clearance and Establishment of Merit Order List

The time horizon of the system balancing products’ bidding, clearance and the Merit Order list
establishment is short in the Web-of-Cells architecture. This means that bidding and clearance processes as
well as the establishment of the Merit Order list for the particular system balancing product is performed
hourly instead of daily, quarter-annually, semi-annually or annually and on the rolling schedule.

Short time horizon means that the BSP has a right to take part in 24 auctions per day for the
particular system balancing product selling if the CO organizes the auctions. The auction can be held
24 times a day for each coming hour of the day. The BSPs and the CO submit bids for each hour,
which inter alia is divided into quarters. These quarters are known as the market time units (MTU).
Thus, totally 96 MTU are foreseen per day. Bids that are submitted for a particular MTU can be changed
until the clearance process of inertia capacity or balancing capacity starts or the Merit Order list for
inertia or balancing energy is established. The rolling schedule means that the proposed timing of the
sub-market for system balancing product (see Figure 6) moves forward in a way that the Merit Order
lists for the MTUs of the particular hour are established 15 min before the real time.

Short time horizon has sense in terms of improved utilization and price efficiency. For instance, if the
sub-market for system balancing capacity is cleared yearly, then only those BSPs who have balancing
resources, which are available across the whole year, could offer balancing resources. Indeed, this is
an entry barrier for many RES&DER BSPs since they are intermittent and cannot offer capacity for
the whole year. Thus, efficiency of RES&DER utilization reduces. Because of limited supply, the price
efficiency reduces too [16].

7.5. The Distance to Real Time of the Auction

The general existing practice in Europe is that the TSOs organize auctions or enter into the
agreement for the procurement of the balancing capacity for the delivery of the primary control
services day- or week-ahead from real time while agreements for the provision of services for the
secondary and tertiary control are signed from day- to year-ahead from real time. Long distance to
real time is favorable to the TSOs since it reduces the uncertainty of balancing capacity availability.
However, the uncertainty increases the risk premium added on the top of balancing capacity
procurement price. Therefore, balancing capacity procurement price can be high. During the long
time many events (including new lower cost balancing capacity BSPs could appear) could happen.
Their impact will not be reflected into the price of balancing capacity agreed in advance. Thus, the real
value of the balancing capacity will be rarely reflected in the procurement price. Seeking to avoid such
situations, the distance to real time of the auction should be reduced.

The general practice is that the distance to real time of the auction/agreement is linked to the
system balancing product resolution (in time). It is well known that long-term contracts are agreed in
advance from real time and they are effective far ahead from real time. Indeed, this proclaims that
market is “locked” for new BSPs even for several years forward because old annual contracts are
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valid and additional contracts for the following years have been already agreed. Thus, new BSPs have
not even possibility to enter the market until the old contracts expire. And this is a serious barrier,
which hinder and inhibits competition in the market. Therefore, the price of balancing capacity will
not reflect its true value and the price efficiency will reduce.

What could happen if the existing practice was hold for future? Let’s consider the case of the
aggregator. Long distance to real time of auction will induce uncertainty on decision making. If the
procurement of balancing capacity was made long before the real time, the aggregator would made
particular assumptions on the amount of reserve it could provide. For instance, if the procurement
of balancing capacity was made one year in advance, the aggregator would submit the bid on the
number of units at the time of the bid, and it would not be able to take into account all the potential
new aggregated units. Thus, in real time, the utilization efficiency would reduce, since additional
balancing capacities would not be requested and accepted by the market.

Thus, for the future market design the distance to real time is reviewed and shortened, as it is proposed
in the “Winter Package”. The Web-of-Cells architecture proposes to solve the issue of risk premium,
reflection of the real value in the price of the system balancing products, reduction in price efficiency and
utilization efficiency by organizing auctions day ahead from real time and on rolling schedule.

8. Analysis of Market Design Elements for Improvement of Price Efficiency

8.1. Procurement Scheme

Within the Web-of-Cells architecture, several types of schemes for the procurement of inertia
capacity, inertia, balancing capacity and balancing energy are considered (Figures 7–9, respectively).

Organized and bilateral markets are recognized as two main market arrangements for the
procurement of the system balancing products within the Web-of-Cells architecture, although
alternative procurement schemes (mandatory offers, etc.) are considered too. However, alternative
procurement schemes are not discussed in this article as they are usually country-specific.

The peculiarity of the procurement scheme in the organized market is that there is no contract or
obligation for the BSPs to offer capacity for inertia, inertia, balancing capacity or balancing energy in the
market; the BSPs voluntarily participate here and bid a price, at which they wish to sell, and volume.
This is a centralized market, where the CO utilizes a merit order to dispatch the generators and
loads in a least cost way. Besides, standardized products with a short duration are exchanged here.
The organized market model enhances transparency and fosters competition. The drawback of the
market model is high data management costs and availability to facilitate the exercise of market power
by some BSPs.

If the BSPs and the CO are allowed negotiating a contract regarding the offered system balancing
product (its quantity and quality) and its price, bilateral market is established. Negotiations (through
the customization) provide a flexible way to determine prices, quality of the system balancing product,
financing terms and other, but they are costly (high transaction cost) and time consuming.

Figure 7. The methods for procurement of inertia capacity and inertia.
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Figure 8. The methods for procurement of the balancing capacity.

Figure 9. The methods for procurement of the balancing energy.

The CO and the BSPs may want customized contracts that offer flexibility because there are
many uncertain factors that have an influence on predictions of electricity consumption, production
and price in the future. The flexibility enables them to make adjustments more easily and at lower
cost when the factors become better recognized. The economists argue that this type of market
arrangements is decisive to the functioning of electricity markets, because they provide parties with
price stability and certainty necessary to perform long-term planning and to make rational and
socially optimal investments. Bilateral markets are valuable since they protect the BSPs and the COs
against price uncertainty and make revenue and payment streams more predictable. As a result,
investment decisions are facilitated. Within the Web-of Cells architecture they could be used to provide
location-based services where there are potentially insufficient volumes of competition. The bilateral
market is a decentralized market, where the CO is constrained in scheduling by negotiated contract
price and volume. The advantage of the bilateral market model against the compulsory provision
is the fact that the CO procurers only the amount it needs and deals only with the cheapest BSPs.
However, the bilateral market model has drawbacks, which are discussed in [19].

Taking into account the advantages and disadvantages of the markets for procurement of system
balancing products, as well as the requirements established in the “Winter Package” (particularly,
that “the procurement processes . . . are transparent while at the same time confidential . . . ”,
“ . . . the procurement . . . is organized in such a way as to be non-discriminatory between the market
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participants . . . ” and “ . . . procurement . . . is market-based . . . ” [26]) the Web-of-Cells architecture
accepts organized market for the system balancing products’ procurement processes.

8.2. Remuneration Scheme

The Web-of-Cells architecture considers that the system balancing products are procured on
commercial basis and the BSPs are remunerated for the provision of them. The COs can apply different
remuneration mechanisms (Figure 10).

Figure 10. Methods of the BSPs remuneration for system balancing products.

In case of aFCC, BRC and BSC services, the COs pay the BSPs for balancing capacity availability
(i.e., for holding balancing capacity) and for its utilization (i.e., for the delivery of balancing energy)
(Figure 10):

• the availability payment is made to the BSP in return for the balancing capacity being made
available to the CO during the MTU. The availability payment is equal to the price (EUR/MW) at
which all the BSPs are paid for holding balancing capacity for the MTU;

• later, when balancing capacity is called upon, in addition to the availability payment the CO
pays a utilization price (EUR/MWh) for balancing electricity delivery. The utilization price may
be noticeably different from the price the BSP asked for the activation of balancing capacity.
The utilization price therefore reflects the prevailing market price at the time of use.

In case of IRPC service the BSPs are remunerated for availability of inertia providing capacity
(EUR/(MW × s)) and for its utilization (delivery of inertia) (EUR/kg × m2).

9. Analysis of Market Design Elements for Improvement of Utilization Efficiency

9.1. Pricing Mechanisms for the System Balancing Products

The Web-of-Cells architecture considers both market-based pricing mechanisms and pricing
exercised by the regulating authority or the CO. By definition, the regulated price is set by the
regulating authority or the CO and is the same for all the BSPs. The use of regulated price is related
to the mandatory provision of the services by a few BSPs (often large producers) since there is no
information to choose the BSPs based on their cost [30]. As it is argued in [30], even if the rules allow for
new entrants, such as aggregators to propose system balancing products, the selection of the capacity
will be made by an administrative rule, which would not allow new participants competing effectively
with incumbent market participants. Thus, this form of pricing should be or is used, when market
power is an issue in the market. However, a regulated price is not a desirable choice since it reflects
very imperfectly the actual cost of providing the balancing service, especially, if cost changes in time
and circumstances [19]. This means that regulated price does not take into account the market value
of electricity generation [30]. With a fixed guaranteed and unchanging price, a generator can receive
cross-subsidies [30].

The Web-of-Cells architecture considers two alternative market-based pricing rules to the
regulated price. In particular, it considers uniform and pay-as-bid pricing rules.

25



Energies 2018, 11, 729

Under the uniform pricing rule all market participants with accepted bids are paid a uniform (single)
price, which is the market-clearing price (MCP), regardless of their bids. The MCP is determined as the
offer price of the highest accepted offer in the market, as it is shown in Figure 11.

Figure 11. Price determination and total procurement cost subject to uniform pricing rule.

The uniform pricing rule is beneficial to apply because the MCP aligns the actions of the BSPs and
COs with maximizing the gains from the trade. The reason for the application of the uniform pricing
rule to determine the price in the market for system balancing products is twofold [48]:

• the incentive to provide for efficient dispatch. The uniform pricing rule means that the BSPs offer
the system balancing products at prices closely reflecting their marginal costs. This results in
operationally efficient dispatch meaning that demand is supplied by the lowest cost resources
and technologies, which are owned by the BSPs;

• the optimal investment means that generation technologies are built in necessary places at required
time with the investment risks borne by the investors but not the tariff payers.

In [48], four principal criticisms against the application of the uniform pricing rule to set the MCP
(Figure 12) are discussed.

Figure 12. Principal criticism of the uniform pricing rule [48].
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In [48], it is argued that the critique of employing the unified pricing rule in electricity market
includes a reference to the thoughtful unfamiliarity with the price setting process and application
possibilities. However, critics do not notice that the pricing mechanism is successfully implemented
in other commodity markets. Nowadays, considering to its wide application in all timeframes of
electricity market, the argument is not significantly relevant, but it should be taken into account when
introducing uniform pricing in newly developed markets, including market for system balancing
products. The potential exercise of market power is an issue too, but if market power is an issue under
the uniform pricing rule, it could be also an issue under an alternative pricing rule, i.e., pay-as bid.
In [48], it is argued that the shift from a uniform pricing rule does not curb the exercise of market
power. A number of measures available to mitigate market power that is consistent with the uniform
pricing rule could be used. Since the MCP could set by the expensive offers (for instance of gas-based
generators), there is a criticism about the excessive level of payment to baseload resources such as coal
and nuclear generators—particularly to owners of old assets those construction cost was lower than
presently new construction cost. This means that BSPs owning old baseload generation units receives
high operational profit. However, the excessive payments to the BSPs is reduced by allowing of varies
technologies, including RES having low marginal cost participating in the market. The current practice
shows that subject to the uniform pricing rule and high shares of RES-E in the market, electricity prices
are low or even negative [53]. The generation side is threatened by closure of conventional power
plants that are presently experiencing decreasing profitability due to low electricity prices and limited
number of operating hours [54,55]. However, changes in pricing rule aimed at reducing or increasing
profitability to the generating assets are unfair [48]. It would signal to the investors in generating assets
that they are exposed [48]. Volatility of prices caused by the unified pricing rule is an issue too [48] but
forward contracts could be applied to hedge against price variability and reduce exposure to volatility.

Under the pay-as-bid pricing rule (it is commonly applied at the Nordic regulating power
market for so-called “special regulation” e.g., resolving congestions, where location of the resource is
important), the prices are set based on a first-come, first-served principle, where best prices, which are
the lowest selling prices offered by the BSPs, come first. Figure 13 illustrates price setting and total
procurement cost of the pay-as-bid pricing rule.

Figure 13. Price determination and total procurement cost subject to pay-as-bid pricing rule.

As it is seen from Figure 13, under the pay-as-bid pricing rule, the BSPs with the accepted bids
are paid according to their bids, i.e., prices P1, P2 and P3, respectively. No single MCP is established.
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Total procurement cost (TPC) is the sum of individual procurement cost, as it is expressed by
Equation (1):

TPC = ∑Pn × Qn (1)

where: n—is the identification BSP; Pn—price of accepted bid of the n-th BSP; Qn—volume of accepted
bid of the n-th BSP.

Thus, total procurement cost, which are defined as the payment by the CO as a representative of
demand side, typically involves the demand paying a price that is equal to the BSPs weighted-average
price. Using the BSPs-weighted average price ensures that the total payment by the CO equals total
paid to the BSPs.

The pay-as-bid pricing rule is typically used as a measure tackling the issues of the unifom pricing.
The pay-as-bid pricing rule used for continuous trading meaning that BSPs and COs submit supply
and demand bids to a central platform (exchange) and matching bids are continuously cleared on
an individual basis. The continuous trading order book is visible to all market participants and contains
all submitted bids that have not cleared yet. The BSPs can cancel submitted and not-cleared bids at
any time. Continuous trading bids are matched based on price-time priority: orders are matched in
sequence of the attractiveness of their price. If offers have identical prices, the time of submission is
the decisive factor. It implies that BSPs have to anticipate the clearing price and accordingly mark
up their bids. There is no empirical or experimental evidence that pay-as-bid or other alternatives
would reduce prices significantly compared to a single market-clearing price design. In fact, some
evidence suggests that pay-as-bid would increase prices compared to explicitly setting the single MCP.
Moreover, pay-as-bid pricing rule has some significant drawbacks [48,51]:

• When bidding truthfully, non-marginal BSPs may receive smaller remuneration for the system
balancing products they supply compared to the BSPs paid at uniform pricing rule. In this case,
the CO meets more favorable prices compared to a uniform pricing rule, however, is at risk of losing
the opportunity to match bids if it waits too long. Thus, continuous trading with a pay-as-bid pricing
rule may incentivize market participants do not bid truthfully. Thus, incorrect demand and supply
signals could happen;

• A market based on continuous trading with a pay-as-bid pricing rule includes a certain
first-come-first serve characteristic, as matching bids are immediately cleared, which may not
lead to a welfare maximization and an optimal allocation of balancing resources;

• An important question regarding the organization of continuous trading with a pay-as-bid pricing
rule that is not answered yet includes the optimal number of auctions and their timing, taking
into account the impact on liquidity;

• Inefficient dispatch. Under the pay-as-bid pricing rule, a profit maximizing offer involves
prediction of the MCP. When uncertainties exist, the forecast is inaccurate and different BSPs
will forecast different values of the price. Since the CO uses offers to decide on the dispatch, this
means that occasionally a high marginal cost BSPs with a lower offer will be dispatched instead
of low marginal cost BSP submitting higher offer, i.e., the efforts to maximize profits will result in
inadequate dispatch decision. Inefficient dispatch wastes costly resources and is undesirable;

• Another inefficiency of pay-as-bid pricing rule is the cost of forecasting market prices that it will
impose on all BSPs and COs. Under the uniform pricing rule, the BSPs are motivated to bid at
marginal cost, which are available to them. If the method is changed to pay-as-bid pricing rule,
uncertainty about market price calculation and large cost to forecast it are introduced. Moreover,
small companies achieve much higher cost per unit of output, although they put as much efforts
to forecast price as large ones.

• Bias against the small BSPs. The basic argument against pay-as-bid pricing rule is that the bsps
suffer relatively higher costs in the assessment required to form their offers for pay-as-bid pricing
rule than assessment required for offers for uniform pricing rule. Under the pay-as-bid pricing
rule, the MCP is forecasted instead of offering a price reflecting the marginal cost. This requires
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knowledge about the market and more investment in market analysis and data gathering are
required. Large BSPs could spread the associated cost across a greater amount of output while
this is not possible by small BSPs who as a result may lose their competitive position. From this
perspective, pay-as-bid pricing rule is more favorable to large BSPs. A pay-as bid pricing rule
make it relatively harder for new entry by small BSPs than entry under the uniform pricing rule.

• Difficulties with market monitoring. The aim of market monitoring is to assess if prices are not
competitive. The assessment is done considering the offers. Under a pay-as-bid pricing rule,
competitive offers involve markup above the marginal cost. There is no easy to assess if or not
such offers are exploiting market power, i.e., market power monitoring becomes impossible under
the pay-as-bid pricing rule. Under the uniform pricing rule there is a particular test to monitor
market power. This is an assessment whether offers track marginal cost.

• Investment. Under the pay-as-bid pricing rule the prices paid to the bsps would be driven
towards recovery of operating cost only. This would fail to provide enough remuneration to cover
investment cost. Owners of generating assets will find themselves going bankrupt and no new
investment will be available. Thus, pay-as-bid impede capacity expansion, which alongside with
a demand-side response is a measure for a better performance of the market. The pay-as-bid
impede new entry, which is a measure of mitigating market power.

• Tend to weaken the competition in generation that is the remedy against of monopoly power,
which may cause the steady price increase at times of peak demand.

Pricing mechanism for the Web-of-Cells architecture is chosen in a way that selected pricing
mechanism performed three important functions [56]:

• Signaling, meaning that changes in prices provide information both to the CO and the BSPs about
changes in the market conditions, prices reflect scarcities and surpluses,

• Transmission of preferences meaning that through the choices the CO send information to the BSPs
about the changing nature of needs;

• Rationing meaning that when there is a shortage of balancing product, its price will rise and deter
some CO from buying the balancing product.

The “Winter Package” foresees that the uniform pricing rule as an advanced method of pricing
should be applied for the pricing balancing energy instead of pay-as-bid. Considering to results of
analysis of advantages and disadvantages of different pricing mechanism and in accordance to the
proposal of “Winter Package”, that prices should be formed based on demand and supply and price
signals should drive the market to react to shifting energy demands and fluctuating renewable energy
generation, the Web-of-Cells architecture suggests that all system balancing products are priced by
a uniform pricing rule.

9.2. Cascading Procurement

A sequential auction with uniform pricing rule in each round and without the substitution of
a higher-quality system balancing product for a lower-quality product may result in a price reversal.
“Price reversal” is the phenomena when prices for lower-quality system balancing products are set
higher than prices for higher-quality products. Lower-quality products clear at higher prices than
higher-quality products due to lower capacity availability after the initial rounds of procurement.
To examine how the price reversal may occur, a behavior of the generator, which keeps small capacity
for higher-quality product and as a result maintains large capacity for lower-quality product that is
offered at high price, could be discussed. In this case, the CO has to satisfy demand for higher-quality
product by purchasing it from other generators. Consequently, the CO has no choice but to pay high
price for lower-quality product offered by the first generator since there is no sufficient lower-quality
product providers as they sold their capacities for higher-quality product. The lack of competition is
increased and it becomes necessary to plan measures preventing the generator to introduce low-quality
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product for higher prices. In the perfectly competitive markets, the phenomenon shouldn’t be
found [46]. The Web-of-Cells architecture foresees what is called the cascading procurement to
solve the issue of the “price reversal”.

To achieve the cascade, the sub-markets of system balancing products are cleared in sequence
starting with the highest-quality and applying the rule of substituting the higher-quality lower-cost
products for the lower-quality higher-cost products if total procurement cost is reduced. Qualities of
reserves are graded by quickness and sureness of their response. The benefit of the variable of market
design—the cascading procurement—is both reduced procurement cost and expanded supply [46].

The main question is how the substitution should be conducted? The Web-of-Cells architecture
assumes that any surplus of high-quality system balancing product could be automatically transferred
by the CO to the market for lower-quality product and so on (see Figure 6). This should increase the
efficiency of the markets compared to the absence of a cascade.

It is worth noting that cascading procurement contributes to the reduction of price reversal but
it cannot avoid. For example, if there is shortage in the market for low-quality product and totally,
but not in markets for high- and medium-quality product, then the price in the market for low-quality
product is set higher than in other markets. In such case, high-quality reserve units will try to sell in
the market for low-quality product. Indeed, this could result in an inefficient use of reserves [46].

10. Conclusions

The paper investigated the scientific issue of designing the market for power system balancing
products within the Web-of-Cells architecture. An integrated approach, combining the concepts of
market and its objectives, market elements, designing and market assessment criteria, to the issue
of the economically efficient market design for the procurement of system balancing products has
been developed.

During the research three-core elements of the market were analyzed. These are exchange, system
balancing products and market participants. Thus, the market for system balancing products was
determined an auction-based exchange where system balancing products should be traded between
BSP and the COs. The research results show that with an increasing volume of intermittent RES
integrated into the power markets, new types of BSPs should be requested. Thus, in addition to the
centralized thermal power plants, small-scale RES, demand response and storage technologies should
be available at the distribution level. With the purpose to increase the size of the BSPs, aggregators
should play an important role too. An organized marketplace (exchange), contributing to improvement
of operational efficiency, developing preconditions for competition, assuring transparency and
level-playing field to all the BSPs and the COs, should be established. Auction as an instrument
promoting competition, as an institution determining price and as the economic (market) mechanism
used to allocate the balancing products in economically efficient way should be used. With the aim to
overcome market failure due to the missing market problem, new classes, types and directions of the
system balancing products should be suggested and traded in separate sub-markets. The direct link
between the quality of system balancing products and their price should be established through the
implementation of the principle of cascading procurement and by considering the distance to real time
of auction.

The analysis of market elements improving operational efficiency of the market for system
balancing products showed that bid time unit and timing of the market are of pivotal importance.
Bid time unit should be selected in relation to the energy schedule and imbalance settlement time
units. Moreover, priority should be given to short-term bid time unit instead of long-term since it
should increase balance planning accuracy, availability of balancing resources and price efficiency.
The sequential approach to the market for procurement of system balancing products organization
should be applied meaning that market for lower-quality system balancing product should be closed
and cleared after the clearance of the market for higher-quality system balancing product. The length
of bidding process should be selected in a manner that sufficient time is left to the BSPs for bidding
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system balancing products. With the purpose to increase liquidity, price efficiency and utilization
efficiency in the market, bidding and clearance of system balancing products should be performed
often and time horizon should be reduced. It is suggested that bidding and clearance of system
balancing products should be executed hourly. Auctions for the procurement of system balancing
capacity should be organized not earlier than one day ahead from real time because more accurate
information is available close to market time unit; therefore cost-reflectivity in price increases, more
BSPs will participate in the market. Balancing product procurement cycle should be short (for instance,
quarter-hour), since it shall contribute to new entries and providers with a small portfolio of either
generation units and/or schedulable load should be capable to participate in the market for system
balancing products.

The analysis of market design elements for improvement of price efficiency showed that system
balancing products should be supplied by the BSPs on voluntary basis and procured by the COs on
commercial basis through the organized markets. The organized market should assure transparency,
equity, anonymity, clear trading and pricing rules, as well should fosters competition. Moreover,
standardized products should be traded here. The BSPs should be remunerated for balancing capacity
availability and its utilization in real time. The need to be remunerated for the balancing capacity
should come from the market structure, where CAPEX (instead of operating expenditures (OPEX))
intensive power plants are abundant.

The analysis of market design elements for improvement of utilization efficiency showed that
pricing mechanisms are of high importance. Seeking to improve utilization efficiency, priority
should be given to the market-based pricing mechanisms instead of regulated pricing. Subject to
the market-based pricing mechanisms, market forces should influence on the level of price and its
changes, but not the regulator who could establish it based on average cost. Moreover, priority should
be given to a uniform pricing rule instead of pay-as-bid pricing rule. An incentive to provide for
an efficient dispatch and contribution to optimal investments are relevant reasons for an application
of a uniform pricing rule. The features of first-come-first-served, high transaction cost, untruthfully
bidding and other of pay-as-bid pricing rule send wrong signals to the market, may not lead to
welfare maximization, optimal allocation of balancing resources and cause difficulties in monitoring.
These features are drawbacks of the pay-as-bid pricing rule and quite good arguments for the uniform
pricing rule, which tackles them. The principle of the cascading procurement should be implemented
too. Its implementation should serve as an element limiting the behavior of lower-quality balancing
products to be priced at higher prices. By implementing the principle, the bids submitted but not
accepted by the market of higher-quality balancing products should be shifted to the market for
lower-quality balancing products (if they satisfy technical requirements). In such a way, cost effective
balancing resources should be utilized and balancing cost reduced.
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Abstract: The project Integrating the Energy System (IES) Austria recognises interoperability as key
enabler for the deployment of smart energy systems. Interoperability is covered in the Strategic Energy
Technology Plan (SET-Plan) activity A4-IA0-5 and provides an added value because it enables new
business options for most stakeholders. The communication of smart energy components and systems
shall be interoperable to enable smooth data exchange, and thereby, the on demand integration of
heterogeneous systems, components and services. The approach developed and proposed by IES,
adopts the holistic methodology from the consortium Integrating the Healthcare Enterprise (IHE),
established by information technology (IT) vendors in the health sector and standardised in the draft
technical report ISO DTR 28380-1, to foster interoperable smart energy systems. The paper outlines
the adopted IES workflow in detail and reports on lesson learnt when trial Integration Profiles based
on IEC 61850 were tested at the first Connectathon Energy instalment, organised in conjunction
with the IHE Connectathon Europe 2018. The IES methodology is found perfectly applicable for
smart energy systems and successfully enables peer-to-peer interoperability testing among vendors.
The public specification of required Integration Profiles, to be tested at subsequent Connectathon
Energy events, is encouraged.

Keywords: interoperability; smart energy systems; use cases; IEC 62559; SGAM; TOGAF; integration
profiles; IHE; testing; gazelle; connectathon

1. Introduction

The energy transition refers to the migration toward solely renewable energy sources (RES)
feeding the power grid. Their diverse size, their fluctuating production potential, their total number
and their intrinsic heterogeneity makes it somewhat difficult to meet legacy grid requirements and
challenges the reliable grid control. Solar energy drives all renewable sources. The sun enables the
growth of plants, propels the weather system and thereby the wind and the water cycle, which in
addition to photo-voltaic panels and mirror based systems are utilised to generate green secondary
energy by wind turbines, hydroelectric power plants, and bio-gases. However, these primary sources
are fluctuating, they are not available in the same amount at all times [1]. In Figure 1, an overview of
the central participants of a Smart Grid are shown.
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Figure 1. The Smart Grid: Services based on Information and Communication Technology (ICT) Define
if appropriate. are added to the established energy management paradigm to support efficient grid
control in the presence of distributed energy resources (DER).

Figure 1 also sketches the communication demand among the participants required to safely
operate the grid. For safe operation, it is necessary to constantly balance the power grid by assuring that
at any time the energy production meets the consumption. To better integrate small and less control-able
distributed energy resources (DER), these assets can be yoked into Virtual Power Plants (VPP). A VPP
commonly combines many different DER to constitute a virtual plant that can communicate as one
entity with energy markets and grid operators, the latter being local Distribution System Operators
(DSOs) and possibly transnational Transfer System Operators (TSOs) [2–4]. The aggregation reduces
the communication interfaces to external partners and enables more flexible energy production and
consumption management in defined areas.

Internal as well as external communication interfaces, data models and operation protocols need to
be sensibly specified to allow the integration of DER from different vendors. Thus, interoperability [5,6]
is a key factor to successfully integrate distributed RES and smart DER in the energy distribution
and grid control, which constantly improved over many decades. Integrating novel energy sources
and services is, therefore, a big challenge. The individual components of any smart energy system
rely on seamless cooperation, i.e., on exchanged information used to reliably support the operation of
physically connected system of systems (SoS) being the power grid.

The deployment of a Smart Grid is possible when vendors and customers work together to
establish joint solutions, where smart energy systems’ interaction is feasible. Organisations like the IEC
and VHPready recognised that and develop basic application profiles utilising joint consortia consisting of
different vendors (cf. Sections 2.6 and 2.7). The Austrian Project Integrating the Energy Systems (IES) [7]
adapted the IHE methodology from the healthcare sector to match the energy domain by specifying
exemplary use case centric interfaces for energy systems and by establishing an interoperability testing
framework, the annual Connectathon Energy. The main goal of IES is to provide a workflow for the
energy domain that fosters interoperable energy system components required for the communication
in Smart Grids. The core contributions of the work performed are:

• Transferring the IHE methodology into the energy domain,
• Providing a test environment to specify and document test cases and test sequences,
• Validation of the IES methodology via exemplary profiles for VPPs based on IEC 61850.

The IES workflow and the results from the Connectathon Energy presented in the following
are an extension of the conference poster abstract [8]. The proposed workflow is explained in more
detail, from profiling to testing. In the following Section 2, the considered methodologies and some
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other works in the field of interoperability are outlined. The IES workflow is introduced in Section 3
and Sections 4 and 5 describe the major steps. The validation of the IES workflow is presented and
discussed in Section 6. Section 7 concludes the paper providing an outlook on further envisaged and
progressing steps toward a general application of the methodology.

2. Related Work

The concept and methods applied by the project Integrating the Energy System are based on
recent research results and recommendations on achieving interoperable IT solutions and the
Single Digital Market envisaged by the European Commission [9]. These are briefly outlined in the
following subsections.

2.1. The IEC 62559 Use Case Methodology

The IEC has standardised the Use Case Methodology from the European mandate M/490 in the
series IEC 62559 [10]. The methodology describes complex systems functionalities, actors and processes
in a structured way. The methodology is used to analyse requirements and to detect standardisation
gaps; e.g., in data models and protocols. Use Cases are first building blocks in software engineering
to specify systems. The system functionality is approached from a static and a dynamic point of
view: involved actors and system boundaries are considered static and relations between the actors
contributing to a Use Case show dynamic aspects [1,11].

With the IEC 62559 Use Case Methodology, use cases are textually described in a template by
application and implementation experts. The template is specified in IEC 62559-2. The other three
parts of the standard series classify the operational use of the methodology, possible tool-support,
and best practices. For the template, an XSD schema is defined to enable content exchange between
different tools [10]. The template contains the eight parts shown in Table 1. The first two parts can be
defined by domain experts: it provides the management perspective. The technical requirements are
specified by application and implementation experts in parts three to six. The last two parts are jointly
completed where necessary. Based on the structured Use Case description, technical specifications can
be derived; i.e., architecture models (cf. Section 2.2) and interface specifications (cf. Section 4.2).

Table 1. The eight parts of the Use Case template—content and viewpoint.

Use Case Template Content Viewpoint

1 Description General info: identifier, name, non-technical description,
boundaries, objectives, etc. management

perspective2 Diagram Visual representation of the Use Case: e.g., UML Use Case
Diagrams, Sequence Diagrams.

3 Technical
details

List of actors (humans/systems) involved in the Use Case
with brief role explanation.

4 Step-by-step
analysis

Technical description of implementation: data exchanged,
information objects, requirements. ICT experts

5 Information
exchanged

List of information objects exchanged between actors.

6 Requirements List of requirements that have to be adhered to actors and
information objects.

7 Common terms
and definitions

Glossary of the Use Case: define the terms used.
stakeholders
(if necessary)8 Custom

information
Further information/explanation that cannot be addressed
elsewhere.
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2.2. The Smart Grid Architecture Model (SGAM)

For visualising connections within Use Cases, the Smart Grid Architecture Model (SGAM)
can be applied. The SGAM resulted from the European Mandate M/490, where the GridWise
Architecture Council (GWAC) stack became adopted for the Smart Grid domain [12,13]. The SGAM is
a three-dimensional visualisation, presented in Figure 2, that helps to identify components and their
relations. An example application is later shown in Section 4.1.

Figure 2. The Smart Grid Architecture Model [12]: a three-dimensional positioning scheme to identify
and confine features and systems of smart grids, c© CEN/CENELEC, reproduced with permission.

From the top to the bottom, five layers are used to consider different interoperability aspects
(viewpoints). It starts with the Business Layer, where regulatory and economic structures, business
models and processes are positioned. On the next layer, the functional view, the functionalities are
located. The required functionalities result from analysing different Use Cases. On the Information Layer,
the used and exchanged information is considered; i.e., the Use Case specific semantic for functions and
services to enable an interoperable information exchange. Therefore, information objects and canonical
data models are positioned here. On the Communication Layer, protocols and mechanisms for the
information exchange between actors are positioned; i.e., the data channel specification. The Component
Layer is the lowest level and covers the individual entities that contribute to the Smart Grid. It includes
autonomous systems, connected components, atomic applications, and any kind of smart devices.
Each layer spans all domains along the energy conversion chain, from generation to consumption,
as well as the control and management zones, from process until market control and management,
respectively [14].

The energy conversion chain starts with the generation of electric energy that is typically connected
to the transmission system. The transmission is the infrastructure and organisation that distributes the
electricity over long distances to major industry and cities. The distribution represents the infrastructure
and organisation that distributes the electricity to customers within a specific region. Distributed Energy
Resources (DER) are comparably small power plants feeding electricity into the distribution grid. At the
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end of the chain, customer premises refers to the industrial, commercial, and residential facilities of
energy consumers. The aggregation, separationand utilisation of the information used to manage the
power system is governed by organisational and legal rules on participating in the energy sector. In the
market zone, possible market operations along the energy conversion chain are considered; e.g., energy
and capacity trading. The enterprise zone covers commercial and organisational processes and services;
e.g., customer contracting and billing. The operational zone refers to power system control operations
for the generation, the transmission and the distribution systems. The station zone aggregates data
and functions from the field zone, which describes the equipment to protect, control, and monitor
physical processes and power flows. In the process zone, physical, chemical, and spatial transformation
of energy, the applied physical/mechanical/electrical equipment, is represented [14].

2.3. The Open Group Architecture Framework (TOGAF)

The concept considering different viewpoints on an architecture is also used by The Open
Group in their Architecture Framework (TOGAF) [15]. This logical cyclic process for developing
an architecture is depicted in Figure 3. It is a widespread and mature enterprise architecture
development framework that covers three high-level viewpoints; i.e., business, information system
and technology architecture [1,15]. The business architecture addresses management and planning; e.g.,
business strategies, governance, and organisation. The information system architecture can be divided
into data and application centric views. The former supports database designers, administrators
and systems engineers to structure an organisation’s logic, its data assets and resources. The latter
addresses system and software engineers describing the logic of the system; i.e., the business processes.
The technology architecture describes the hardware and software capabilities to implement business
needs; i.e., data and application services [1].

Requirements
Management

A:
Architecture

Vision

B:
Business

Architecture

C:
Information

System
Architecture D:

Technology
Architecture

E:
Opportunities
and Solutions

F:
Migration
Planning

G:
Implementation

Governance

H:
Architecture

Change
Management

Preliminary:
Framework

and Principles

Figure 3. The Open Group Architecture Framework: a logical, cyclic, step-by-step requirements
elicitation guideline.

The cyclic TOGAF process consists of eight steps plus a preliminary step and a central constantly
used, as shown in Figure 3. A possible application of the steps is described in Sections 4 and 4.2.
In brief: A preliminary phase takes place to identify enterprise-specific frameworks or principles
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before the architecture development starts. The first step in the actual architecture development is
the architecture vision. It is about the definition of the envisioned architecture scope and analysis of
stakeholders and their needs. Defined objectives are the basis for architecture viewpoints. Following
the first step, the business, the information systems, and the technology architectures are developed.
Base thereon the initial implementation is planned in opportunities and solutions. During migration
planning, an implementation and migration plan is developed, which include the definition of
working packages and building blocks. Implementation governance addresses the supervision of the
implementation; e.g., check whether the implementation meets the objectives. The TOGAF process
ends with the step architecture change management, where based on monitoring and verifying the
reactions a subsequent iteration of the process may be triggered. The requirements management action is
connected to every step because it covers the requirement monitoring necessary in parallel to each step.

2.4. Integrating the Healthcare Enterprise (IHE)

Formed by healthcare professionals and industrial partners the IHE initiative aims to empower
secure and coherent transfer of information between involved computer systems. The ability of
a system to communicate with other products or systems, whose interfaces are completely understood,
without any restrictions, is a basic concept of interoperability. The IHE initiative defines interoperability
profiles based on existing standards (e.g., DICOM, HL7), creating a framework for interoperability
testing definitions. Each profile contains the definition of involved actors, transactions and their
mutual relationship in terms of information transfer. The experts supervised interoperability testing
events, called Connectathons, take place annually [16,17]. The IHE process consists of four steps:

1. Critical aspects of information transfers are identified and thereby relevant Use Cases defined.
2. IHE profiles are jointly developed to detail every communication via established standards.
3. Vendors develop systems that implement the communication as specified in IHE profiles.
4. The interoperability of a vendor’s system is peer-to-peer tested at Connectathon events.

2.5. Gazelle—A Test Platform for Interoperability Testing

Gazelle is the name of the test bed used at the IHE Connectathons since 2006 [18]. It provides the
means for mainly two flavours of software testing: (1) interoperability testing and (2) conformance
testing [19] as shown in Figure 4. Meanwhile, the list of features supported by Gazelle has risen. From
the test organisation perspective, this tool is used to register the companies, the systems under test
(SUT), and their implementer. On the other hand, it provides Gazelle with the Integration Profiles that
can be tested (including relevant actors and transactions) and the related test case definitions.

To capture exchanged data, Gazelle provides a proxy that is configured to log all messages
exchanged between SUTs participating in a test case. The logged messages (traces) can be validated
for syntactic and semantic compliance in a subsequent step using the validation services available
in Gazelle or from external sources. The Gazelle Transformation Service facilitates binary to XML
transformation by means of DFDL (Data Format Description Language) schemata.

Figure 4. Testing interoperability and validating the conformance with Integration Profiles.
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Finally, the Gazelle platform documents the result of every conducted test step and hosts
the Connectathon results and a Products Registry for successfully tested products that achieved
an Integration Statement.

2.6. IEC Basic Application Profiles

The Smart Grid Mandate M/490 developed a concept to achieve interoperability by using existing
standards. The concept is named Basic Application Profiles (BAP) [20]. BAPs define elements in
modular frameworks for specific Use Cases of energy systems—a standard set for an application.
Contrary to common standards, the BAP specification contains only mandatory aspects that have to
be implemented to realise the Use Case and enable interoperability [21]. Use Cases address business
problems identified by vendors and customers who need a solution for as specific issue in a given
environment. To solve it, every feature is divided into elementary parts, which can be recombined to
define more complex Use Cases. A profile consists of a profile name, requirements, boundaries and
scalability, standards and specifications, communication network topology, and best practices.

Each BAP can be used as building blocks that, in combination with others, realises complex
applications (cf. Sections 2.3 and 4.2.1 where the concept of building blocks is also used). An extension
of BAPs are Basic Application Interoperability Profiles (BAIOP) [22] based on the V-Model [23].
BAPs provide an implementation strategy and BAIOPs contain an approach for testing on different
levels (e.g., unit, integration, system, and acceptance testing) that also considers interoperability.
Therefore, further specifications are defined with BAIOPs: device configuration, test configuration,
test cases for the BAPs, specific capability descriptions and engineering frameworks for data modelling
and communication infrastructures, which together enable the testing of a proposed system.

2.7. VHPready

VHPready e.V. [24] is an alliance, founded by stakeholders of the energy industry targeted to
specify an industry-standard enabling interoperable communication in the field of virtual heat and
power plants. The communication is based on IEC 60870-5-104 [25] or IEC 61850-7-420 [26]. Based on
these standards and identified Use Cases, VHPready defines a set of data points that specify needed
data objects either from IEC 61850 or 104. Based on the specified restrictions, VHPready compliant
systems can be modelled and implemented. Moreover, the list of data points enables a mapping
between the two different standards.

VHPready focuses on the interoperable communication between DER and a VPP operator
(aggregator) and does not consider issues with other assets and entities of the energy system that may
be needed to fulfil related Use Cases that reach beyond the boundaries of managing a VPP.

3. IES Workflow Overview

The project IES migrates and adopts the established and matured IHE methodology on achieving
interoperable IT based healthcare systems. All started with incompatible digital X-ray images
(radiology) in 1999 and by today covers many areas and achieved wide acceptance in the US, Europe,
and East Asia. For example, the Austrian digital health record database [27] is entirely based on public
IHE Integration Profiles. The generality and success of the methodology motivates the migration into
the energy sector with similar security demands, market structure and regulatory governance.

The IES methodology realises the four basic steps shown in Figure 5, which evidently split up
into many more intermediate steps [28]. A moderate expansion yields:

1. Identify Use Cases where interoperability is an issue and specify these by identifying system
borders and requirements [11]:

• Write a Business Overview (define actors, the environment and the general issue),
• Describe Business Functions (apply the Use Case Methodology and draw UML use

case diagrams),
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• Reuse Integration Profiles where possible (save specification and test effort).

2. Jointly identify how interoperability issues can be prevented and specify the requirements
normatively as Integration Profile [19]:

• Evaluate which standards can be used to fulfil the Use Case requirements,
• Specify the process to realise a Business Function (UML sequence diagram),
• Define the actors and transactions (decompose Meta-Actors into modules),
• Describe the role of the individual actors (modules),
• Draw an Actors-Transactions Diagram (decompose the process into steps),
• Draw detailed UML sequence diagrams per transaction (steps sequence),
• Specify additional communication and security requirements.

3. Test independent prototype solutions against each other on annual plugfest and improve the
Integration Profiles until it is fixed [29]:

• Specify test cases and test sequences according to Integration Profile specification,
• Integrate test cases, procedures, and documentation in test environment (Gazelle),
• Create or integration conformity validation tools (e.g., Schematron),
• Develop simulators as dummy pre-Connectathon test partner (optional),
• Execute test cases with at least two independent peer vendors,
• Validate recorded messages/traces and log passed test results (neutral monitor),

4. Publish successful test results: who has successfully tested which Integration Profile [29],

• Publish which vendors successfully tested an Integration Profile (Result Browser),
• Get written approval for successful implementation (Integration Statements).
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Figure 5. The IES process to interoperability are, in brief, four steps: identify → specify → test → sell.

Integration Profiles shall be living documents that improve and grow until they become stable.
The core idea of the methodology is lively cooperation between the users and vendors. All stakeholders
shall participate in the process as peers and contribute jointly to the development of demand oriented
solutions. Sometimes, interoperability can be achieved most reliably with very simple means that work
fine for many. In contrast to certification, where one system is tested against a set of rules or a single
reference system, here the implementer from different vendors test their solutions among each other.

All peers participating in a test case have a common goal: they want to ultimately pass the test.
A multi-day plugfest provides the environment and time to learn and make corrections prior to the
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final decisive test. Implementer can talk to each other and jointly identify why something does not
work as it should. Such issues are often based on different interpretation of the Integration Profiles,
which demands amendment of the text. Comments and errors recorded at the test event are the
most valuable and powerful input to improve Integration Profiles. This feedback is practice driven
and supports the advancement of the Integration Profiles in becoming a good basis for interoperable
systems that can be integrated in the bigger system-of-systems.

3.1. Process Coordination and Control

The committees of IHE are instruments that manage and implement the industry integration
process. Their importance may be concealed by results, being the Integration Profiles produced and
test events organised. However, it requires coordination and cooperation to achieve interoperability.
It is important that a committee is addressable, so tasks can be forwarded to it and its decisions are
accepted by all stakeholders. Committees fulfil required roles that demand certain skills, which are
presented in this section. Different skills are fundamental to execute the various management tasks that
coordinate and control the IES process. Committees, depicted in the centre of Figure 6 as connected
circles stating the skills grouping foreseen, manage the topics related to profile preparation and test
execution, shown on the left and right sides, respectively.

Figure 6. Functional Committees: coordinating, managing, and executing bodies that drive and
manage the IES based process to integrate energy enterprises.

Functional roles are defined to manage the integration process by the committees. Experts can
serve in one, two or all roles, depending solely on skills they actually contribute. Participants in
committees shall be voluntary delegates from institutions, companies, and enterprises interested in
interoperable solutions.

The planning committee and the technical committees are the main working bodies. The planning
committee assigns Integration Profiles to Technical Frameworks and is responsible for organising
testing events, including the decision whether profiles are ready for testing either as trial or mature
Integration Profile. The technical committees are the task forces writing Integration Profiles and
specifying test scenarios, i.e., test cases and sequences, and providing tools like the test platform
Gazelle (cf. Section 2.5) and its components (proxy, simulators, evaluators, as well as the logging,
reporting and documenting means and repository), essential to reliably execute test cases. In addition,
the domain coordination board, composed of experts covering all domains, is in between and resides
slightly above. It determines which domain a Technical Framework shall be assigned to. Moreover,
it supports technical committees by proposing cross-domain reuse of existing Integration Profiles to
prevent the development of redundant Integration Profiles. Thereby, the technical solutions landscape
is also harmonised across frameworks, simplifying interoperability beyond domain borders.
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3.2. Participation Benefits—Implicit and Explicit

The benefits of vendors and customers in contributing to the Integration Profile development is
manifold. First of all, the contributing parties can influence the solution design. Thereby, customers
can be sure that profiles match their needs. Both customers and vendors, gain an advantage from
knowing early what will be specified when new profiles become released—not least, gain vendors and
customers trust and respect from working together toward a solution that satisfies both sides.

The publicly available Integration Profiles speed up the development of products because they
provide clear answers to questions on possible options. Profile conformity allows start-ups and small
companies to offer sub-systems that can be integrated into big systems without the need to develop
dedicated interfaces to potentially proprietary systems on the market. Market leaders need only one
extra interface to make their solution interoperable.

Testing prototypes at a Connectathon Energy has two main benefits: firstly, vendors profit from
testing their prototypes with peers. In the course of the test event, they can identify and possibly even
solve problems in an early development stage, with the active help of their peers who also want to
solve their issues and pass the tests eventually. Secondly, companies that successfully pass the test
cases of an Integration Profile become publicly listed after the event in the public accessible Result
Browser. On demand, vendors can get Integration Statements. These list the Integration Profile related
test cases that a system (product and version) has successfully passed. Such a statement is essential if a
tender requests the successful testing of certain profiles. The latter is a clear advantage for customers
because it enables them to precisely specify what they want without going deep into technical details.

Finally, if wished by the vendor, Integration Statements can be added to the publicly accessible
Products Registry. Being listed is of particular importance for start-ups and companies that launch
new products they might not be known for. The registry is a neutral, still valuable, marketing and
advertisement forum. System purchasers can find matching components by comparing the passed
tests listed in the Integration Statements.

4. Technical Frameworks

A Technical Framework (TF) is dedicated to a Business Case, e.g., the operation of a Virtual Power
Plant (VPP), that belongs to a Business Domain—here the electrical energy production, distribution,
regulation, and market area. The structure of a TF shown in Figure 7 is predefined, basically following
a top-down approach in accordance with the IEC 62559 Use Case Methodology [10], the SGAM [14],
the IHE Global Standards [30], and the V-model [23]. The relation to the architecture development
framework TOGAF (The Open Group Architecture Framework) [15] and the European Interoperability
Reference Architecture (EIRA) [31] is addressed later on. Figure 7 also shows that a Technical
Framework is divided into two parts: a solely informative use cases (Business Functions) identification
(volume 1) and a more normative solutions specification (volume 2).

Domain Overview
Technical Framework xy

Vol.1

Business Overview
(operation basics, targets, issues)

Business Functions
(def.: meta-actors, interop. issues, sol. architecture)

Vol.2

Integration Profiles
(spec.: Interop. Use Case → impl. requirements)

Transactions
(communication procedures)

Actors
(software modules)

Figure 7. The Document structure of Technical Frameworks: a top-down approach from Use Cases
definition to Integration Profiles specification.
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4.1. Volume One—Informative

A Technical Framework starts with the Business Overview detailing the system environment,
possible variants, and functional requirements. For the TF on VPPs, this includes at least the
basic architecture, possible archetypes, and operational objectives. These are required to enable
the specification of functional requirements. The application centric view corresponds with the
Business Layer of the SGAM [14], shown in Figure 2, and step B in TOGAF [15], shown in Figure 3.
The three-dimensional SGAM view (cf. Section 2.2) positions a VPP in the Distribution, DER, and
Customer Premises realm and shows that the VPP operation covers all layers from Process till Market.

The next level of detail (one step down in the TF structure) identifies the functionalities required to
establish a Business Case, which are called Business Functions in accordance with their implementation
in the Function Layer of the SGAM. For a remote controlled VPP, functions like establish the VPP,
send planned schedules, provide measurement values are specified. The identified Business Functions are
documented applying the IEC 62559 Use Case Methodology (cf. Section 2.1). Information exchange
sequences between actors comprise of steps from two categories: those that a business actor (meta-actor)
performs on its own, and those where more than one actor is involved. The former, called Operational
Use Cases, do not raise interoperability issues. The latter, called Interoperability Use Cases, are essential for
interoperability because, for their realisation, more than one actor is needed. To prevent interoperability
issues, these latter interactions need to be specified as Integration Profiles (cf. Section 4.2).

An excerpt of the Use Case specification that describes the Business Function send planned schedule
from the VPP operator to some DEU controller is shown in Figure 8. It consists of the Use Case
identification, the Narrative Use Case description and the Steps—Scenarios table as specified in the IEC
62559 Use Case template.

Figure 8. A Use Case Template excerpt showing three parts: (top) Use Case identifier, relations, and name,
(middle) narrative definition of the Use Case, and (bottom) interaction steps and their allocation.
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The Use Case identification provides a unique label (ID) according to a jointly agreed methodology.
Next, it points out the placement of the Use Case in the SGAM area domains and zones (cf. Section 2.2).
Finally, a human readable descriptive name of the Use Case is defined. The narrative Use Case description
is composed as a short still complete textual description, providing a brief explanation of the Use
Case. The complete description is a comprehensive user viewpoint centric narrative on what happens
how, where, when, why, and under which assumptions. The narrative shall be written in terms and
a language well understood by non-experts. The Steps—Scenarios table details the scenarios of Use
Cases. The scenario name in the headline shall be the same as in the Overview of scenarios section of the
template. The steps of a scenario are listed in consecutive execution order. Every step is identified by
a step number and specifies the triggering event that causes the execution of the step. A triggering
event is often an activity that also gets a unique name and may contains a short explanation of the
procedure taking place, in addition to the name and description of the step it triggers. The service
column states the nature of the information flow, e.g., get, create, or change, and the columns to the
right specify the source, the destination, the information object exchanged, and additional requirements
to be met.

The Use Case mapping into the SGAM is shown in Figure 9. The affiliation of the Use Case
Send Planned Schedule to the VPP Business Case, the used data models and communication standards,
and the involved actors are identified at a glance.

Figure 9. Positioning of features in the three-dimensional SGAM: selected VPP features mapped onto
the three reference designation axes.
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The result of these first two steps in preparing a TF, writing a Business Overview and identifying
the required Business Functions, shall be summarised in a use case diagram. In this visualisation
the involved actors (i.e., Meta-Actors that provide the sum of all features required to perform their
tasks) get connected by the Business Functions they contribute to. This representation is the basis
for the detailed Actors–Transactions Diagram, which shows only the interoperability relevant data
exchanges between the actors (software components) the Meta-Actors are composed of. The detailed
Actors-Transactions Diagram provides the schematic overview of the Meta-Actors composition at the
beginning of Volume Two, summarising the technical functionalities to be specified by the Transactions
of different Integration Profiles.

The TF–VPP example of a Use Case Diagram on requesting electricity production, i.e., Send
Planned Schedule, is shown in Figure 10. Managing the information object functional schedule (FSCH)
specified in IEC 61850 comprises three functions: (a) transferring the requested (intended) schedule
from the operator to the production asset; (b) controlling the power generation according to the
received (current) schedule; and (c) potential schedule adjustment in between reception and execution,
as partially contained also in the template excerpt shown in Figure 8. Only the Send schedule function
involves more than one actor (cf. Figure 10). Therefore, only this may cause interoperability issues.
Interoperability among the involved actors is essential to correctly realise the transfer of the information
contained in an FSCH object. The other two functions do not constitute interoperability issues and
need not be specified by Integration Profiles and Transactions. Their correct implementation can be
left open to the vendor.

Figure 10. Use Case Diagram: Meta-Actors (here: Virtual Power Plant Operator, Distributed Energy
Units Operator, Distributed Energy Unit Controller) connected to Use Case specific functions.

For the Interoperability Use Case lSend schedule, an Actors-Transactions Diagram is created,
shown in Figure 11. It depicts the schematic view of the interoperability issue to be solved for the
Business Function Send Planned Schedule. The diagram depicts the interdependence of actors; i.e.,
the interoperability demand of actors, and thereby the Interoperability Use Cases to be normatively
specified in Volume Two. In the example, a VPPOP (Virtual Power Plant Operator), a DEUOP
(Distributed Energy Unit Operator) and a DEUC (Distributed Energy Unit Controller) are required
to realise the Business Function Send Planned Schedule that achieves the essential exchange of the
information object FSCH, required to manage the power production of remote assets (here DER).

The Actors–Transactions Diagrams (cf. Figure 11) establishes the connection to the technical
specifications in Volume Two and concludes the purely informative description of Volume One.
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This first part is required to understand why and where interoperability is necessary, being readable to
managers and users likewise. Experts confident in the matter may go directly for Volume Two and
consult Volume One where questions arise only.

Figure 11. Actors–Transactions Diagram: Meta-Actors connected by the functions to be specified in
Volume Two for interoperability.

4.2. Volume Two—Normative

Volume Two of a Technical Framework specifies normatively how the Interoperability Use Cases,
identified and defined in Volume One, shall be technically solved, optionally including informative
implementation examples. The resultant normative parts, each covering a Business Function’s
interoperability issues, are the Integration Profiles, which constitute the core of any TF. They are
so called because they specify what is required to achieve the interoperability necessary to pass the
system integration test from the V-model [23].

Multiple features, for example operational, technical and security requirements may be specified
within one Integration Profile or separately. To enable the latter, Integration Profiles can be grouped
(bundled) to realise the complete Business Function, i.e., all its Interoperability Use Cases, via grouped
Integration Profiles. Whether or not to split features depends on the reusability of features for other
Business Functions, i.e., if the addressed Interoperability Use Case can be solved in the same way for
different Business Functions. For example, setting up a secure connection between two actors most
likely occurs with many Business Functions and shall therefore be specified in a reusable fashion,
as an individual Integration Profile that can be bundled with other Integration Profiles to compose the
different actors (software modules) that all use the same method to set up a secure connection if not
already established.

Therefore, one of the first normative specifications required to get a complete Integration Profile
is a table that specifies which other Integration Profiles need to be bundled with the one specified.
Formally, this can be expressed by

a/P �→ ǎ/P̌, (1)

where a identifies an actor (or Meta-Actor) and P an Integration Profile. The generic bundling rule in
Equation (1) states that the actor a from Integration Profile P shall be mandatory bundled with the
actor ǎ from Integration Profile P̌. If all actors of a profile shall include the same actor of some other
profile, we can use ∗ as wildcard, i.e., ∗/P �→ ǎ/P̌.

This mapping nomenclature may be used with Transactions t and Business Functions f as well,
where, for the latter, we need to specify the Technical Framework F instead of an Integration Profile P.
For example,

f /F �→ [∗/P, t̂/P̂
]

(2)
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states that, for the Business Functions f /F, all actors from Integration Profile P and the transaction t̂
from some other Integration Profile P̂ shall be grouped. To do so, the actors âi required for the
transaction t̂ shall be specified in profile P̂,

t̂/P̂ �→ (â1, â2, . . . ân) /P̂, (3)

where, in Equation (3), actors from other profiles may as well become included using the nomenclature
exemplified in Equation (2). How this formal approach can be extended and formally used to automate
the specification of composed Integration Profiles is presented in [32].

In general, the specification of an Integration Profile follows the TOGAF steps C, D, and E,
going down the SGAM Model from the Information Layer through the Communication Layer down
to the Component Layer, respectively.

1. Specify semantics and syntax for the required Information pieces, i.e., how information shall be
converted into data and vice versa, how information shall be handled (protection) and in which
format data shall be exchanged among actors.

2. Specify the transactions, i.e., the communication channel and protocol that shall be used to
transport data chunks from one actor to the other.

3. Specify the actors, i.e., features and characteristics of sender and receiver components (drivers) to
be integrated with actors.

These steps, and the two from Volume One, are reflected in the document structure, where, in
Figure 12, the multitude of Technical Frameworks, Building Blocks, Transactions, and Actors
is indicated.

Domain Overview
TF x

Vol.1 inf.

Vol.2 spec.

Vol.3 opt.

Vol.4 reg.

TF z

Vol.1 inf.

Vol.2 spec.

Vol.3 opt.

Vol.4 reg.

Technical Framework y

Vol.1
Business Overview
(operation basics)

BF i<k
Business Function k

(meta-actors, interop. issues) BF . . .

Vol.2

IP a IP b Integration Profile c
(Interop. Use Case) IP . . .

ti(a) ti(b)
Transaction i

(procedure) tj �=i(c) ti(. . .)

ai(a) ai(b) ai<j(c)
Actor j
(module)ai>j(c) ai(. . .)

Vol.3 options

Vol.4 regional obligations

Figure 12. The Extended Document Structure: Technical Frameworks are collections of many parts,
each assigned to a layer, that may be individually extended and adjusted following changing demands
and the progress of technologies over time.

In each step, on each layer, every interoperability relevant aspect concerning applied standards
and available options, is to be normatively specified. This is a balancing act between flexibility
and dogmatism because the actual implementation shall be technology-neutral and remains
a vendor decision.
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Sometimes, for specific customer demands, deviations from the generic approach are required.
For example, options provided by a standard that differ from those specified in Volume Two may be
implemented on customer or vendor demand. Such options, which do not comply with the generic
specifications in Volume Two, shall be specified in Volume Three. Similarly, deviations enforced by
regional legislation are to be specified in Volume Four. These extra Volumes are solely provided to
allow deviations without spoiling the generic definition. Evidently, they shall be kept to the absolute
minimum truly required.

The next step in developing products is combining the individual functional actors specified with
the Integration Profiles into the Meta-Actors that realise the Business Functions defined in Volume
One (i.e., step F and G in TOGAF and system integration in the V-model). This may be environment
and variant dependent, and is consequently not part of the Technical Framework. The same applies
for the last step H in TOGAF (and also the first, being A), which is performed by the system planner
that decides which features to buy and how to integrate them in the existing system architecture.

4.2.1. Relation to TOGAF and EIRA Architecture Building Blocks

The sequential separation into individual parts is typical for top-down approaches, as are the Use
Case Methodology [10] or the TOGAF Architecture Development Method [15,31,33]. What we call
Business Functions, or more precisely the individual features a Meta-Actors shall or may implement,
are the Architecture Building Blocks (ABBs) in TOGAF/EIRA nomenclature. Their normative
specification, the ABB_spec, is alike the IES Integration Profile. The Solution Building Blocks (SBBs)
are the chosen standards, the exemplary specified transactions and the provided implementation
examples, as shown in Figure 13.

Figure 13. The Open Group Building Blocks: coarse relation of Business Function, Integration Profiles,
etc. to Architecture and Solution Building Blocks used by TOGAF/EIRA.

Note that SBBs are always examples only. How a vendor achieves the fulfilment of an ABB_spec,
which here implements the specifications stated in an IES Integration Profile, is not relevant for the
interoperability. Only what is actually required for interoperability needs normative specification.

Having noticed that modern standards offer a plurality of options to realise certain features,
all based on the same technical background but with many options, it appears straightforward
to use the features that a standard offers as solution building blocks. These can than be bundled
(grouped) with Integration Profiles, as shown in Figure 14. Their usage shall be constrained by the
calling Integration Profile, such that interoperability is achieved precisely as required for the related
Business Function.
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Figure 14. Common Features: bundling highly flexible features as provided by modern standards.

These solution building blocks we call a Common Feature (CF). They represent best practice
solutions or excerpts from standards. They may refer to a single standard only, and shall provide the
full flexibility available. To specify a feature of a standard as individual CF is only economic if this CF
is used by many Integration Profiles. However, if that is the case, CF saves redundant specification of
similar usage of the same feature in multiple Integration Profiles.

CF may be used to specify parts of the conformance tests. The more restrictive interoperability
tests, and the conformance to the Use Case specific, Business Function related, restrictions, obligations,
and constraints, cannot be derived from CF because these are specified in the Integration Profiles
only. Therefore, for the remaining discussion, we assume generally that tests are derived from
Integration Profiles, presuming that requirements and specifications from bundled in profiles and CF
are completely considered for every Integration Profile.

5. Testing the Interoperability and Profile Implementation Conformance

The IES approach on interoperability and Integration Profile conformance testing is the central
pillar of the IES methodology, as shown in Figure 15. The Technical Framework, containing the
Integration Profile definitions introduced in Section 4, specifies the requirements on how different
assets (actors) exchange information to implement the functionality required to realise a Business
Function, and thereby enable a business case. The well established IHE methodology underlines
the essential importance of peer-to-peer testing to ensure interoperability between systems. Publicly
available test results serve as proof of a system’s compliance with the specifications evaluated when
passing a defined test case. When a software vendor passes all test cases defined for an Integration
Profile, an Integration Statement can be requested. This document formally proves that the component
it is issued for has successfully passed all defined tests to evaluate the implementation’s compliance
with the listed specifications (Integration Profiles). The Integration Statement enables the vendor to
promote its products, makes offers to tenders requesting compliance to listed profiles and convinces
customers that the product can be integrated in an existing infrastructure.

Specifications may include uncertainty, such that vendors may implement specifications in
divergent ways. To overcome this issue, peer-to-peer interoperability testing between independent
developed systems is necessary. This kind of software test is most effective when a system from vendor
A is tested directly against a system from an independent vendor B, as shown in Figure 16. To perform
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this, IHE hosts the Connectathon test events, which are an established and proven means to ensure the
interoperability of systems beyond company boundaries [29].

Figure 15. The three pillars of the IES approach: identification and specification, peer-to-peer testing,
public available specifications and results (Open Access).

Figure 16. Peer-to-peer interoperability testing: independent implementations get connected and their
cooperation is evaluated, including verification of exchanged messages (formats and contents).

The Connectathon test events are scheduled annually in Europe, the US and East Asia.
The implementer of different vendors come together for a whole week and test whether information
can be exchanged according to IHE Integration Profiles between their prototype implementations.
These Connectathon events bring together the implementer for discussions and gives the community
a forum for the validation of stated IHE specifications. Technically, IHE provides the test bed Gazelle [34].
This web-based tool provides, aside from event organisation functionalities, the features needed for
test case management, system management, data traffic logging, message and sequence validation,
and test documentation.

Gazelle’s validation uses primary XML validation methodologies, i.e., the validation services
check the XML payload: if it is well-formed, whether the payload adheres to specifications specified in
XML schema files, and if additional formatting rules are fulfilled, using XML-Schematron validation.
Since the example VPP profiles specify the use of IEC 61850 compliant data objects exchanged
using MMS to generate and transport data, here the payload is binary encoded. To validate the
exchanged messages using Gazelle’s validation services, the binary encoded data need to be transferred
into an XML representation. Therefore, the Data Format Description Language (DFDL) [35] and
a Daffodil-Transformation [36] are used for the example. DFDL is an XML schema like a definition
language extending classics schema file with additional information on how single bytes, and even
bits, shall be interpreted in a form of annotations. Daffodil-Transformation is an open source tool
that processes the binary data and generates XML files based on the specifications stated in a DFDL
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file. Gazelle already includes capabilities for this transformation step and, therefore, only the DFDL
files need to be defined to create XML files from the logged messages containing binary encoded
information. The resulting XML files can be further validated with the common Gazelle tools.

An essential features of the test-bed Gazelle is its capability to record messages that are exchanged
between the systems under test (SUT). To use this feature called Proxy, the SUT needs to be configured
not to communicate with test partners indirectly via the Proxy, as shown in Figure 17.

System A
192.168.4.11

System C
192.168.4.23

Proxy IP
192.168.3.2

10300

n

...
102

Proxy
Ports

Gazelle Proxy

Consumer
Port

Direct Communication Line

10301

System B
192.168.4.22

102 Consumer
Port

Figure 17. Derailing communication via Gazelle proxy service: port numbers are assigned to the
systems prior testing, transferred messages are captured to undergo validation.

The proxy needs to be configured to assign all the corresponding endpoints to test instances and
SUTs, such that messages received from a SUT are logged and in parallel forwarded to the correct
receiving SUT. Logged messages can be forwarded to Gazelle’s validation tools (or external validation
options). Only during this last step the Daffodil-Transformation stated above is applied to gain an
XML representation of the message content for the actual validation.

6. Realisation of the IES Workflow

First trial peer-to-peer testing sessions have shown that interoperability between vendors is
possible by using Integration Profiles demonstrated at the first IES Connectathon in conjunction with
the IHE Connectathon 2018 in the Hague, Netherlands. Four different vendors have successfully
implemented the following Transactions from trial Integration Profiles, and passed the according
interoperability tests:

• Send MMXU: specifies how measured values are sent from a DEUC to DEUOP or VPPOP using
the IEC 61850 logical node MMXU.

• Send FSCH: specifies how a functional schedule is sent from a DEUOP or VPPOP to a DEUC using
the IEC 61850 logical node FSCH.

• Send DRCT: specifies how DER controller characteristics are transferred from a DEUC to a DEUOP
or VPPOP according to IEC 61850.

6.1. Test Setup for Interoperability Testing at the Connectathon 2018

Exchanged messages are recorded using the proxy of a dedicated Gazelle instance. The Gazelle
instance is installed at the University of Applied Sciences Technikum Wien in Vienna, Austria. The local
area network (LAN) used at the Connectathon floor for testing the energy components is managed
by the IES team, independent from the IHE floor-LAN. The Gazelle instance running in Vienna is
connected using a virtual private network (VPN) connection, as shown in Figure 18. This enables the
recording and validation of exchanged messages via the Gazelle instance running on servers in Vienna.
Gazelle management and configuration are performed via the Gazelle web interface.
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Figure 18. Schematic set-up for interoperability testing: directional communication is routed through
the VPN connection to capture, transform and validate messages using the according Gazelle tools.

6.2. Interoperability testing Result—Send Functional Schedule

Test steps are defined for selective interoperability test scenarios. In general, the sequence diagram
shows the required information exchange steps that need to be performed during a given testing
instance. The transaction Send Functional Schedule (Send FSCH) is shown in Figure 19. The according test
scenario evaluates the communication between VPPOP or DEUOP (System A) and DEUC (System B):

Figure 19. Sequence diagram sketch for the in total eleven test steps to be evaluated for the transaction
sends FSCH in accordance with IEC 61850.

The data packages transferred between system A and B are captured via the Gazelle Proxy and
undergo transformation into an XML representation, according to a predefined DFDL schema that
converts the ASN.1 encoded binary data blocks into ASCII text. Based on this, conformity assessment
as shown in Figure 20 (a screenshot from the external evaluation tool) is performed in three steps,
each resulting in either pass or fail. First, the XML document adherence to the XML 1.0 syntax rules
(well-formed) is inspected. Secondly, the document is checked against the associated XSD schema.
The last step includes content validation applying rules defined in a Schematron.
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Figure 20. External validation service result showing conformity assessment for captured messages.

An overview of the interoperability test-results achieved at the Connectathon 2018 is shown in
Figure 21 (screenshot from Gazelle). The systems under test supporting given Integration Profiles are
listed: Send Measured Values (SMV), Send Planned Schedule (SPS), and Send Asset Configurations
(SAC), Their role is either the Initiator or Responder actor, depending on which entity starts the
communication. Information about the required number of independent test-runs for receiving an
integration statement and the list of different test instances conducted is shown. Individual steps can
be opened in the user interface and manually inspected. Altogether, the interoperability testing in
the energy domain performed at the Connectathon 2018 comprised of twenty-one tests instances for
the three Integration Profiles. Four DEUC and three VPPOP prototypes/systems from four different
manufacturers were tested.

Figure 21. Connectathon 2018 test-results: the VPPOP, DEUOP and DEUC communication interfaces
from four different manufacturers were tested on interoperability and compliance with the SMV,
SPS and SAC Integration Profile (Gazelle screenshot).
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7. Conclusions and Outlook

The research presented is based on the design research principle by Hevner et al. [37]. The main
principle of the approach taken is to point out the utility of an artefact for a given scope and problem.
The scope was to find a meaningful canonical, standardised process to create profiles for interfaces
between components of Smart Grids. As of now, no such process existed in the domain of electrical
engineering in the context of Smart Grids. There is no standardised way for system-of-systems based
interoperability testing. However, a well established design artefact in from of the IHE (Integrating the
Healthcare Enterprise) concept existed. The healthcare domain has similar problems motivated form
the view of system-of-systems integration. However, it uses different processes, protocols, and data
formats and ontology. A particular challenge was to establish these for the Smart Grid domain and
to do a first trial of the well-established healthcare originated methodology in the energy domain.
Since this particular aspect is not in the scope of the EU and its European Interoperability Framework
(EIF), going vertical with established methods, we conducted the first Connectahon Energy using the
IHE Gazelle successfully. This has proven to be a first proof of concept and was considered successful
form the healthcare experts. Time will show how many interfaces and use cases will emerge with IES
compliant profiles to be tested in the coming years.

Based on the experience from the first Connectathon Energy in the Hague 2018, including the
preparation time for this test event, one of the lessons learned is strengthening and aligning the
test specification within Gazelle with the Integration Profile development. Companies participating
in the Connectathon Energy in the Hague reported that some assertions need to be made more
restrictive. Besides the refinement of specifications, Gazelle’s feature for pre-Connectathon testing should
be considered; i.e., before a face-to-face test event, vendors want to run conformance tests using the IES
Gazelle instance by uploading captured message contents/traces for validation. Feedback gathered
at Connectathon Energy events will be considered for upcoming events. Besides updated and new
test specifications, web-calls shall be scheduled to support interested and registered companies with
detailed technical information on how to prepare best and how Gazelle tools can be accessed and used
prior to the event. Concerning the upcoming Connectathon Energy end of January 2019 in Vienna,
more trial profiles for interoperability and conformance testing have been prepared and are ready
to be tested. The new profiles specify how to communicate metered values and schedules using the
IEC 60870-5-104 standard in accordance with specification efforts from VHPready.

The IES activity has resulted in becoming part of work done within the ISGAN initiative.
The main objective of ISGAN Annex 6 is to establish a long-term vision for the development of
future sustainable power systems. The Annex 6 on Power Transmission & Distribution Systems
focuses on system-related challenges, with an emphasis on technologies, market solutions, and policies
that contribute to the development of system solutions. The work is carried out by a global network of
experts and is managed in four Focus Areas: Expansion Planning and Market Analysis, Technology Trends
and Deployment, System Operation and Security, and Transmission and Distribution System Interactions.
The active dissemination of the IES methodology is an integral part.

IES Europe is listed as activity A4-IA0-5 in the European Strategic Energy Technology-Plan
(SET-Plan) as an Implementation Plan Increase the resilience and security of the energy system [38].
This listing supports the opportunity to specify IES Technical Frameworks and Integration Profiles in
the course of international R&D projects with great visibility.
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Abbreviations

The following abbreviations are used in this manuscript:

ABB Architecture Building Block
ABB_spec ABB Specifications
ACM Association for Computing Machinery
BAP Basic Application Profile
BAIOP Basic Application Interoperability Profiles
CEN European Committee for Standardization
CENELEC European Committee for Electrotechnical Standardization
CF Common Feature
CG Coordination Group
CO2 Carbon Dioxide
DER Distributes Energy Resource
DEU Distributed Energy Unit
DEUC Distributed Energy Unit Controller
DEUOP Distributed Energy Unit Operator
DFDL Data Format Description Language
DICOM Digital Imaging and Communications in Medicine
DRCT DER Controller Characteristics
DSO Distribution System Operator
DTR Draft Technical Report
EIRA European Interoperability Reference Architecture
ETSI European Telecommunications Standards Institute
FFG Austrian Research Promotion Agency
FIP Functional Integration Profile
FSCH Functional Schedule
GWAC GridWise Architecture Council
HL7 Health Level 7
ICT Information and Communication Technology
ID Identification
IEC International Electrotechnical Commission
IEEE Institute of Electrical and Electronics Engineering
IES Integrating the Energy Systems
IHE Integrating the Healthcare Enterprise
IP Internet Protocol
ISGAN International Smart Grids Action Network
ISO International Standardization Organization
IT Information Technology
KLIEN Austrian Climate and Energy Fund
LAN Local Area Network
M/490 European Mandate 490
MMXU Measurements
OASIS Organization for the Advancement of Structured Information Standards
PHR Personal Health Record
RA Reference Architecture
R&D Research and Development
RES Renewable Energy Source
SAC Send Asset Configuration
SBB Solution Building Blocks
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SET Strategic Energy Technology
SETIS Strategic Energy Technologies Information System
SG Smart Grid
SGAM Smart Grid Architecture Model
SMV Send Measured Values
SoS System of Systems
SPS Send Planned Schedule
SUT Systems Under Test
TF Technical Framework
TOGAF The Open Group Architecture Framework
TSO Transmission System Operator
UML Unified Modelling Language
VPN Virtual Private Network
VPP Virtual Power Plant
VPPOP Virtual Power Plant Operator
XML Extensible Markup Language
XSD XML Schema Definition
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Abstract: The continuously increasing complexity of modern and sustainable power and energy
systems leads to a wide range of solutions developed by industry and academia. To manage such
complex system-of-systems, proper engineering and validation approaches, methods, concepts,
and corresponding tools are necessary. The Smart Grid Architecture Model (SGAM), an approach
that has been developed during the last couple of years, provides a very good and structured
basis for the design, development, and validation of new solutions and technologies. This review
therefore provides a comprehensive overview of the state-of-the-art and related work for the
theory, distribution, and use of the aforementioned architectural concept. The article itself provides
an overview of the overall method and introduces the theoretical fundamentals behind this approach.
Its usage is demonstrated in several European and national research and development projects.
Finally, an outlook about future trends, potential adaptations, and extensions is provided as well.

Keywords: Architecture; Development; Enterprise Architecture Management; Model-Based Software
Engineering; Smart Grid; Smart Grid Architecture Model; System-of-Systems; Validation

1. Introduction

The continuously increasing complexity of modern and sustainable power and energy systems leads
to a wide range of solutions for operating transmission and distribution grids. Those approaches developed
by industry and academia in the context of Smart Grids become increasingly specific to the individual
topology of the power grids in which they are to be deployed. At the same time, however, those solutions
should be transferable to other topologies, preferably in an easy and cost-efficient way. In addition,
competing technical and operational solutions, with their respective costs, needed Technology Readiness
Levels (TRL), advantages and disadvantages, are being developed for various problems occurring due to
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the new operation paradigm in the context of Smart Grids [1]. While it can be argued that energy transition
to Smart Grids may also be a sociological problem [2], we take the technological perspective from systems
engineering view here.

To evaluate different operational approaches for power grids, a growing number of methods
and techniques are introduced and applied today. One problem arising is that Smart Grids must be
still considered an emerging topic and transferring solutions from one utility to another with parts
and technologies being replaced is usually not an easy task. Techniques usually come in so-called
technology experience packages and someone learns about one specific instance in a package [3].
For example, replacing a single technology (e.g., wired communication by power line carrier or wireless
communication) in a solution could lead to unexpected results. To learn from previous experience in
Research and Development (R&D) projects, demo, or field trials, those solutions have to be thoroughly
documented in a meaningful way.

Unfortunately, those solutions could have some characteristics that make knowledge preservation
difficult. Typically, the projects use various combinations of runtime environments, software, and
algorithms, from different vendors and Original Equipment Manufacturers (OEM). The systems under
scope must be considered a System-of-Systems (SoS) with all the implications to the complexity arising in
those projects [4]. Finding a definite “best” solution is hard as a lot of contextual knowledge and degrees
of freedom has to be known to the team implementing the solution. The knowledge and agreement on
requirements, both functional as well as non-functional, become apparently more of a socio-technical
than purely technical problem [4]. Various projects have addressed this issue when trying to document
knowledge gained from field trials in order to disseminate the results [5]. One of the most important
things to get to know to transfer a technical solution is to know its scope and applicability. To assess
for this information, so-called tacit knowledge is often needed. Tacit knowledge (as opposed to formal,
codified or explicit knowledge) is the kind of knowledge that is difficult to transfer to another person by
means of writing it down or verbalizing it [6]. For re-use, certain important aspect of a technical solution
given in a procedural context must be made formal.

In modern systems and software engineering, specifications are created and based on some kind of
a requirements engineering process. Mostly, this process is used for elicitation of the information
needed for creating a solution architecture and implementing and operating it. The architecture
of a system is one key element to work towards the common project goal of deploying a product
according to the specification. However, this documentation used to be done by mid-sized teams
who could communicate a lot on the needs, mostly in-house. With the SoS-based needs, this process
should be carried out in a formal and knowledge-intensive manner. Engineering teams are responsible
for different components and parts, the knowledge and work is far more fragmented in the process.
For the dissemination of a solution and achieving a higher TRL (possibly levels 7–9), the process must
be formalized and governed. Typically, (formal) standards are needed at a certain point. Therefore,
the whole development and validation process of Smart Grid projects need to be more professional in
terms of products, processes, and governance of operations. One part of the solution is to use a method
which has proven to be useful over the last couple of years, the so-called reference designation system
Smart Grid Architecture Model (SGAM) [7].

The main aim of this review article is to provide a comprehensive overview of the state-of-the-art
and related work for the theory, distribution, and usage of the SGAM. The contribution itself focuses
on an overview of the overall method, the theoretical fundamentals and foundation as well as current
applications of the method in various projects. Finally, an outlook about future trends, potential
adaptations, and extensions is provided as well.

The remainder of this review is structured as follows: First, the concept and the history of SGAM
are introduced in Section 2. Afterwards, corresponding tools and their usage in different projects and
initiatives are discussed in Section 3. Section 4 shows how this architectural model can be applied also
to other domains, while Section 5 discusses potential adoptions. Finally, the article is concluded with
Section 6 providing the lessons learned and the main findings.
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2. Overview of the Smart Grid Architecture Model (SGAM)

The original scope of the SGAM was created in the M/490 mandate of the European Commission
(EC) to the European standardization bodies CEN (Comité Européen de Normalisation), CENELEC
(European Committee for Electrotechnical Standardization), and ETSI (European Telecommunications
Standards Institute) with the focus on finding existing technical standards applicable to Smart Grids
as well as identifying gaps in state-of-the-art and standardization. Given the distribution and sheer
number of the experts, it apparently became somewhat of a problem to agree on terms, technology,
scope, and subjects for discussion [8]. Therefore, the SGAM was used as a tool for reference designation
to solve this wicked problem (i.e., the fact that formulating the problem itself is already a problem [9]).
Originally, the References Architecture Working Group (RAWG) and the Sustainable Processes (SP)
group worked in parallel. One had the aim to create a methodology to elicit applications for future
and emerging Smart Grids, while the other to come up with a solutions and blueprint for technical
architectures of future technology portfolios. Both groups worked in parallel due to time constraints
but shared experts. Therefore, the groups could both apply the IntelliGrid Use Case Template and
IEC PAS 62559 for standardizing user stories and use cases to provide a basic documentation from the
functional point of view for future Smart Grids as well as a reference designation system to document
three main viewpoints of a technical Smart Grid solution. Both methods can be used on their own,
but they work seamlessly and elicit data based on a common meta-model shared by the ISO 42010
architecture standards. Therefore, the dynamics of a static architecture with processes and exceptions
can be documented in a IEC 62559 template while the individual solutions can be put into the reference
designation system [4]. Filling out a use cases provides enough information to get to know the basic
information needed to create SGAM models [10]. The following paragraphs elaborate more on the
design decisions taken and the rationals behind the current SGAM method as well as taking into
account a Systems Engineering perspective.

Considering the Smart Grid from a Systems Engineering perspective and following the classification
given by Haberfellner et al. [11], it can be categorized as a complex system. More precise, it can be
argued that the electric power grid evolves from a massively interconnected, complicated system into
a complex system. As depicted in Figure 1, such a system is characterized by its constituent subsystems
reflecting a certain level of diversity/variety/scale on the one hand and its structure being subject to
a certain dynamic/alterability on the other hand [4].
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Figure 1. Classification of system types [11].

In the recent past, however, a subset of complex systems have been identified as System-of-Systems
(SoS), characterized by at least eight criteria postulated by Maier [12] and DeLaurentis [13]:

1. Operational Independence of Elements
2. Managerial Independence of Elements
3. Evolutionary Development
4. Emergent Behavior
5. Geographical Distribution of Elements
6. Interdisciplinary Study
7. Heterogeneity of Systems
8. Networks of Systems

The SoS perspective is of importance for taking into account interoperability between the
constituting systems. This challenge has been identified as mostly a problem of standardization.
It became apparent that the integration cost drivers were mostly from unharmonized technical
models and semantics [6]. To deal with these issues, standardization bodies issued work on reference
architectures and corresponding road-maps [8]. Therefore, the EC issued the M/490 mandate.
Within the scope of this mandate, gaps in standardization, needed use cases, security requirements
and reference architectures had to be defined [5].

The work acted as initial focal point for basic method engineering research on how to model
and document Smart Grid architectures using standardized canonical methods. In addition to the
IEC 62559 use case template and methodology for documenting meaningful blueprint solutions for
Smart Grid systems of systems to be implemented [10], the SGAM has been created for the purpose of
identifying gaps in existing and future standardization. The SGAM acts as a reference designation
system [14], providing three main axis for the dimensions of: (i) value creations chain (“Domains”);
(ii) automation pyramid (“Zones”); and (iii) interoperability (“Interoperability Layer”). Within this
visual representation (cf. Figure 2), systems and their interfaces can be allocated to some point in the
reference model, thus providing a categorization and classification of individual parts, data exchanged
and interfaces of the system landscape.
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Figure 2. Overview of the Smart Grid Architecture Model (SGAM) [7].

The Domains basically represent the energy conversion chain as described in the fundamental and
well-known NIST Conceptual Model [15]. The individual domains are described as follows [7]:

• Bulk Generation: Represents generation of electricity in bulk quantities, such as by fossil, nuclear
and hydro power plants, off-shore wind farms, large scale solar power plant (i.e., Photovoltaic (PV)
and Concentrated Solar Power (CSP)), which are typically connected to the transmission system.

• Transmission: Represents the infrastructure that transports electricity over long distances.
• Distribution: Represents the infrastructure that distributes electricity to customers.
• Distributed Energy Resource (DER): Represents distributed electrical resources directly connected

to the public distribution grid, applying small-scale power generation technologies (typically in
the range of 3–10 MW). These distributed electrical resources may be directly controlled by a
Distribution System Operator (DSO).

• Customer Premises: Host both end users of electricity and producers of electricity. The premises
include industrial, commercial and home facilities (e.g., chemical plants, airports, harbors, shopping
centers, and homes). In addition, generation in the form of, e.g., PV generation, Electric Vehicles
(EV), storage, batteries, micro turbines, etc., are hosted.

The Zones are orthogonal to the domains and basically represent the Information and
Communication Technology (ICT) based control systems, controlling the energy conversion chain.
Based on the automation pyramid, the individual Zones are described as follows [7]:

• Market: Reflects the market operations possible along the energy conversion chain, e.g., energy
trading, mass market, retail market, etc.

• Enterprise: Includes commercial and organizational processes, services and infrastructures for
enterprises (utilities, service providers, energy traders, etc.), e.g., asset management, logistics,
work force management, staff training, customer relation management, billing, etc.

65



Energies 2019, 12, 258

• Operation: Hosts power system control operation in the respective domain, e.g., Distribution
Management Systems (DMS), Energy Management Systems (EMS) in generation and transmission
systems, microgrid management systems, virtual power plant management systems (aggregating
several DER), and EV fleet charging management systems.

• Station: Represents the areal aggregation level for field level, e.g., for data concentration, functional
aggregation, substation automation, local Supervisory Control and Data Acquisition (SCADA)
systems, plant supervision, etc.

• Field: Includes equipment to protect, control and monitor the process of the power system, e.g.,
protection relays, bay controller, and any kind of Intelligent Electronic Devices (IED) that acquire
and use process data from the power system.

• Process: Includes the physical, chemical or spatial transformations of energy (electricity, solar, heat,
water, wind, etc.) and the physical equipment directly involved (e.g., generators, transformers,
circuit breakers, overhead lines, cables, electrical loads, any kind of sensors and actuators that are
part of or directly connected to the process, etc.).

To maintain interoperability between any two components in the Smart Grid, interoperability needs
to be considered on five different Interoperability Layers. The first two layers are related to functionality,
whereas the lower three layers can be associated with the intended technical implementation.
The interoperability layers being used are basically derived by the GridWise Architecture Council
(GWAC) interoperability stack [16] and described as follows [7]:

• Business Layer: Provides a business view on the information exchange related to Smart Grids.
Regulatory and economic structures can be mapped on this layer.

• Function Layer: Describes services including their relationships from an architectural viewpoint.
• Information Layer: Describes information objects being exchanged and the underlying canonical

data models.
• Communication Layer: Describes protocols and mechanisms for the exchange of information

between components.
• Component Layer: Physical distribution of all participating components including power system

and ICT equipment.

3. Application of the Smart Grid Architecture Model

SGAM models soon proved to be a useful solution in both standardization and research and
development projects in order to document system architectures in a canonical and standardized
manner and gained attention in the community over the years to come. In addition, many tools were
developed to cope with the graphical representation as well as the procedural application of the method
and toolchain. Various funding schemata, such as the German SINTEG (Schaufenster Intelligente
Energien), the Austrian “Energieforschung” or the European H2020 LCE calls, have adopted the need
to document the research conducted in a standardized way.

However, it became apparent that the model has already outgrown its original purpose of allocating
standards to various Smart Grid systems and interfaces as it was envisioned in the mandate M/490 [8].
Cost–benefit analysis, security analysis, technical debt analysis and maturity levels of organizations
can be visualized using the SGAM. One missing link as of now has been the coupling of the “higher”
interoperability levels such as the ones described in the LCIM [17] in order to cope with conceptual
dimension which is relevant for, e.g., simulation purposes. Therefore, in the following sections,
an overview of the usage of the SGAM approach is provided, which is divided into the categories:
(i) software tools; (ii) European and (iii) national-funded projects; and (iv) further activities.
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3.1. Software Support and Tools

3.1.1. SGAM Toolbox

Due to the inherent complexity of Smart Grids, the realization of particular solutions has proven
to be a challenging task. Possible concepts for dealing with this challenge can be found in the field
of Systems Engineering [18,19] with a special focus put on Model Based Systems Engineering (MBSE) [20].
This approach targets a consistent understanding of systems as possible approach to manage complexity.
To establish such a consistent understanding, the MBSE concept fosters the utilization of different models
in order to establish well-defined views over well-defined abstraction levels. This concept has proven to be
of value especially in terms of interdisciplinary development.

One of the key concepts in MBSE is the definition of particular views on basis of viewpoints.
According to ISO 42010, it can be said that one viewpoint governs one particular view [21]. Furthermore,
a viewpoint is intended to frame one or more concerns associated with one or more different stakeholder.
An overview on these relations can be seen in Figure 3.

Figure 3. Conceptual model of an architecture description according to ISO 42010 [21].

Considering the structure of the SGAM cube as described in Section 2, one could argue that
the individual layers (“Interoperability Layers”) represent a set of basic viewpoints for Smart Grid
architectures. The particular concerns addressed in this structure are business, functional, informational,
communication, and physical aspects. Besides the consideration of views, the definition of abstraction
layers with explicit transformations in between is of very importance. During the research conducted
in this area, the concept of Model Driven Architecture (MDA) [22] has been chosen as main paradigm.
The MDA concept basically aims at a separation of functionality and technology. To individually address
these different aspects, the following abstractions were defined:
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• Computation Independent Model (CIM): The CIM can be interpreted as “System Level” describing
a system from its outside perspective, which means focus is put on the delivered functionality
rather than on the technology. Please note that the IEC 61970/61968 series [23,24], also known as
CIM (Common Information Model), which is an ontology for defining objects and relations to
model power system, is indeed a PIM in the sense of MDA.

• Platform Independent Model (PIM): This layer can be seen as “Architecture Level”. It aims at
focusing on the decomposition of the system without considering detailed technical aspects of
individual components.

• Platform Specific Model (PSM): The PSM describes the technical aspects for realizing the individual
components. Thus, it can be seen as Detailed Design Layer.

• Platform Specific Implementation (PSI): This last layer represents the realized implementation.
In case of one artifact being realized as software, this can be seen as the source code created.

By aligning the MDA concept with the SGAM, it could be argued that the CIM is represented
by the Business and Function Layer viewpoints as they analyze and define the systems functionality.
Furthermore, the PIM can be associated with the lower three layers (Information, Communication,
and Component Layer). According to this mapping the SGAM can be used to describe the overall
architecture to a level that considers the constituent components as black-boxes. Keeping the described
system-focus in mind, a domain-specific description (as the SGAM delivers) appears suitable.

For the detailed design of the individual components (PSM) and their implementation (PSI),
the modeling language of choice should rather be associated with the “type” of the component
(software could be designed by means of UML, embedded systems with SysML, control functionality
with linear algebra, etc.) than domain specific concepts. Considering this changing perspective,
the transformation between the architectural level and the design level typically also represents the
handover between, for example, a DSO and an OEM from the supply chain. An overview on the
alignment between the SGAM and MDA as described can be seen in Figure 4.

When it comes into practical application of these concepts, the need for an appropriate
modeling language and corresponding tools arises. In the fields of Software and Systems Engineering,
the utilization of so-called Object Modeling Languages is widely accepted. Especially the General Purpose
Languages (GPL) UML [25] and SysML [26] are state of the art. However, as these languages anticipate
object oriented patterns such as instantiation, inheritance and others, they are rather hard to understand
by non-software educated stakeholders and, thus, their acceptance outside the software/systems
community is rather low. To enable the utilization of consistent models on the one hand and to
provide interdisciplinary understanding on the other hand, the application of so-called Domain Specific
Languages (DSL) can be considered. In terms of object modeling, for example, some domain specific
aspects can be put on top of GPLs. Thus, well-established concepts such as “traceability” or existing
tools with a high maturity can be made accessible to domain stakeholders.

In the field of Smart Grid Engineering, from 2012 to 2017, such a DSL has been developed by
utilization of UML Profiles, a UML specific concept for lightweight extensions. Developing a DSL on
basis of standardized UML profiles brings the benefit that the DSL is tool-independent. However,
a drawback of UML profiles is the limitation that does not provide capabilities for, e.g., automation
mechanisms such as model transformations. To overcome this shortcoming, a dedicated Add-In for the
widely spread modeling tool Enterprise Architect has been implemented and made publicly available
as SGAM Toolbox (www.sgam-toolbox.org) [27].
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Figure 4. Mapping between MDA and SGAM.

Besides the technical implementation of this toolbox, an appropriate process model has been
specified to give users guidance on the application [27]. It reflects the concepts from ISO 15288 [28]
and has been tailored by application of the guidance delivered in the IEC TR 24748 guidelines [29].

Since the SGAM Toolbox has been released it has proven its value in several research and real-life
projects [30]. For example, by using the SGAM Toolbox, the American NIST Logical Reference
Model (NIST LRM) [31,32] could have been successfully modeled in the context of the SGAM
framework and, thus, compatibility between the American and the European concepts could have
been demonstrated [27,33].

However, despite the already demonstrated value, there are still several aspects to be considered.
Besides, some necessary alignments and improvements as discussed in [27], especially the integration
into a holistic tool-chain, is the focus of present research. The capability of such a tool-chain as envisioned
in [34] comprises sophisticated interoperability between various repositories, tools and standards on the
one hand and some additional functionality for model validation (e.g., Co-Simulation) on the other hand.
Both topics are the subjects of ongoing research.

3.1.2. 3D Visualisation

Based on the work in the DISCERN project [5], it became apparent that to implement the concept
needed to exchange knowledge, the typical way to create SGAM models in PowerPoint was not enough.
The overall cube picture lacks visibility for certain layers, therefore the initial models used to be created
with five individual 2D planes and tabs that were combined using a Visual Basic Macro (VBM); however,
it soon became obvious that a tool using Microsoft Visio would be even more beneficial as stencils,
semantics and exporting into XML could be used. In addition, the browser-based 3D SGAM viewer was
created in order to manipulate the view for a given standardized SGAM file and model. Figure 5 shows
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an example of this tool for viewing SGAM models. The files can be exchanged with both the Use Case
Management Repository (UCMR) and the SGAM Toolbox.

Figure 5. Visual import of a SGAM model for Substation Automation in the 3D SGAM viewer.

3.1.3. Power System Automation Language (PSAL)

The main intention with the Power System Automation Language (PSAL) is to provide a formal
domain specific language for SGAM compatible use case design [35]. At the same time, another
focus of PSAL is to allow rapid development of automation, control, and ICT functions for power
system applications [36]. Therefore, although possible, PSAL is not directly intended to be used for
development of high-level use case descriptions. Instead, it offers specific tools for detailed use case
design that can be used in further steps for generation of code and configuration.

Although the core of PSAL is based on SGAM, it also introduces an extra abstraction layer,
containing a System and an application. The System consists of definitions for the component
and the communication layers of SGAM and the application contains definitions for the business,
function, and information layers. One benefit of this is that it allows the user to define an application
independently from the System. Consequently, solutions developed as an application for one System
can be easily ported to another. One main difference, compared to the SGAM Toolbox, is that PSAL is
a textual language. Figure 6 shows a UML representation of the PSAL meta-model as well as example
implementations of an application and a system.

As mentioned above, one of the main ideas with PSAL is that it should allow rapid generation of
code and configurations, such as executable IEC 61499 code and IEC 61850 configurations [36].
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function VoltVArCtrl at    
DSOComputer.VoltVAr {

  requests Field.Controls fieldControls
}
module Field {
  interface Controls {
    attribute float32 powerSetpoint
}}

@Distribution @Operation
device DSOComputer {
  ethernet eth0 {ip = "10.0.0.1"}
  resource SCADA
  resource VoltVAr
}
router StationRouter
connect DSOComputer.eth0 with

StationRouter

(b)

Figure 6. The PSAL engineering approach: (a) UML (Unified Modeling Language) representation;
and (b) example code [36].

3.2. European-Funded Projects and Activities

3.2.1. FP7 DISCERN (Distributed Intelligence for Cost-Effective and Reliable Solutions)

During the DISCERN project, the SGAM and IEC 62559 use was strongly enforced to deal with
a methodological approach of the so-called 3L (Leader, Learner, and Listener [37]) concept agreed upon
by the partners, as shown in Figure 7. The overall target of the DISCERN project was to somehow assess
the optimal level of intelligence in the distribution networks, and, in addition, to determine a set of
so-called replicable technological options (e.g., basic Smart Grid solutions for operation of distribution
grids) that would allow for a both cost-effective and reliable enhancement of both observability and
controllability of distribution grids.

After starting the project, it became apparent that, to exchange knowledge between the diverse
stakeholders, more formal aspects of this knowledge documentation and exchange had to be dealt with.
One particular aspect to cope with the leaders being organizations who have already implemented
a solution, testing them out in operations and planning large scale roll-out is that they must find a way
of documenting their knowledge, fallacies which occurred and important context of the operation of a
Smart Grid solution. Learners have already decided to implement the solution, but listeners still struggle to
find the business benefit. Therefore, different information on context and CBA (Cost-Based Analysis) is of
importance. This challenge led to the DISCERN approach for documenting using the IEC 62559 template
as well as blueprints for architectural documentation using SGAM.
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Figure 7. Overview on DISCERN concept for modeling solutions for 3L [5].

In DISCERN, the SGAM visualization template in PowerPoint, Visio and browser plug-in,
in addition to providing an intuitive high-level representation of the solutions, enables DSOs to [5]:

• Identify existing interoperability issues in the used systems that implement a particular
sub-functionality or functionality. Available standards and standardization gaps for each
individual solution can be represented in the SGAM visualization template.

• Describe the real-life physical distribution of the components used in the field (e.g., software
based applications, devices and communication elements deployed). In the use case template,
it is possible to define which existing and future actors are involved in a functionality, but it is
currently not possible to represent how these actors are actually implemented in the physical
layer of the system.

• Establish clear relationships between the business use cases and business objectives that explain
the benefits derived by the (leader) company with the functionality, the technical functions that are
required to realize such functionality, the information exchanges between the individual functions,
the standards used for communication and data models that enable the information exchange,
and the physical components that implement the technical functions.

• Carry out an impact analysis, analysis for security compliance, find risk elements,
compatibility/comparison at DSO level and the future specification of new features.

The contribution in [37] presents the implemented tool support developed within DISCERN in order
to manage use cases and SGAM models. Use cases define the requirements for Smart Grid solutions,
whereas SGAM models describe so-called high-level Smart Grid architectures for the solutions and
portfolios. Both methodologies have been used during DISCERN project with the aim of facilitating
knowledge sharing among DISCERN partners and also outside the project. The objective of the tool
support is to promote the adoption of these methodologies in the context of large Smart Grid projects by
improving re-usability of use case and SGAM descriptions. The existing tool support consists of [38]:
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• Some standard-based formats to exchange items such as use cases, SGAM models, and libraries
of terms used in the corresponding descriptions (Actors, Functions, and Requirements);

• Enhanced templates with standards-based XML export functionality to export use cases, SGAM
models, and libraries in those standard-based 62559 compliant formats; and

• Web-based repository to store and manage elicited use cases, SGAM models, and libraries,
managing access rights and, thus, enabling multi-editing of the defined descriptions.

The tools developed in DISCERN were used during the project to store and edit the elicited
DISCERN use cases. This was particularly useful for learner’s use cases, since they might evolve
during the project after receiving inputs from the simulations carried out. In addition, given that the
tools rely on international standards from IEC and architectural frameworks, they can be leveraged
in other projects with the aim of facilitating sharing of Smart Grid requirements and architectures.
This is particularly useful in the context of larger Smart Grid projects for the future, in which partners
from different areas of expertise and different countries need to exchange information on Smart Grid
solutions and portfolios with each other.

The tools from DISCERN are complete versions, including required functionalities for exchanging
and managing Smart Grid requirements and architectures in a collaborative environment. It was planned
to enhance the tools during the project to include further features based on the feedback received.
The basis of the overall concept was to utilize the experience of major European DSOs with innovative
future-proof technological solutions for a more efficient monitoring and control. The complementary
nature of the demonstration sites with regard to the specific challenges as well as technological and
operational solutions served as knowledge and trial resources. Overall, SGAM proved to be a meaningful
solution for implementing the 3L model envisioned.

3.2.2. FP7 ELECTRA IRP (European Liaison on Electricity Committed towards Long-Term Research
Activity Integrated Research Programme)

The main aim of the ELECTRA project was the development of a new real-time control concept
that can handle the massive integration of renewable generators and flexible loads in a more effective
way compared to today’s approaches [39]. As a result of the developments, the so-called “Web-of-Cells”
(WoC) control architecture has been introduced where the whole power system over all voltage levels
is divided into smaller control areas. This division allows solving local problems locally using the
flexibility of the local resources (i.e., distributed generators and loads).

For the development of the WoC approach, the SGAM and corresponding tools have been used in
different ways. First, SGAM and the use case modeling approach was applied for the development of
the WoC control schemes and corresponding functions, which led to a proposal for changing the SGAM
itself in order to address the needs of the ELECTRA IRP project [40]. In addition, the security analysis
of the WoC concept was performed with the NISTViz! tool and method developed by OFFIS [40–42].
For the time being, the methodological toolchain was extended for the WoC concept. In a final step,
SGAM was also applied for proof-of-concept evaluation of the WoC approach. In the following, some
details about the usage of SGAM in ELECTRA are provided.

In a first step, the locations in the SGAM plane of the actors from the identified six main ELECTRA
use cases related to voltage, frequency/power balance and inertia control have to be defined. Based on
mapping the identified WoC control schemes and functions onto the plane, a categorization of the
interfaces was done, defining if the interface is either operation.

Additionally, the Logical Interface Category (LIC) for each communication interface was determined
with a standardized procedural approach. This mapping work has been done using a simplified mapping
tool. It has been setup to simplify the editing of an individual SGAM plane, thus focusing on the functions
for ELECTRA actors in the deliverables of the project dealing with the use cases. Instead of creating a fully
complete SGAM model, the tool can focus on the very interfaces (and their classes) among the actors,
functions and systems. One main aspect of communication security and meaningful mitigation on the
interface can be easily analyzed using this approach.
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Based on a shared common overview provided by the NIST LRM model from the SGAM Toolbox
Sparx add-in, system classes are assigned to the functions of the use cases, thus mapping them onto
the NIST classification of high-level systems classes and their corresponding generic existing interfaces.
This process makes for a rather easy assignment of the logical interface classes based on NISTIR 7628.
This way of modeling combines a low-learning curve with the simplified assumptions done towards
architectural modeling of the so-called Web-of-Cells approach invented in the project. The SGAM
Toolbox with its (meta)data model would have relied on some information that was not available for
modeling through the green field approach taken in ELECTRA as certain systems (respective functions)
were new and could not be mapped onto the generic existing ones.

In Heussen et al. [41], changes for the axes of SGAM in order to cope with the web-of-cells
approach are also discussed. The contribution relfects on needed change to to DSO level cells
interacting and, thus, making the TSO and generation zones somehow obsolete from the modeling
point of view as the top-down distribution is replaced by an heterarchical system approach of
(generation) cells. A mapping is provided on how the new concepts could be mapped onto the
archetype SGAM model.

Finally, for the proof-of-concept, the SGAM was used in order to identify suitable laboratories
for testing selected control schemes and functions [43]. Therefore, lab capabilities have been mapped
to the different SGAM layers in a first step. Afterwards, mapping of the control schemes with the
lab capabilities have been carried out in order to identify and select the most appropriate lab for
the proof-of-concept evaluation. For the definition of the corresponding test cases and performance
measures, the holistic testing approach motivated by SGAM, which has been developed in the ERIGrid
project (see Section 3.2.5), has been used.

3.2.3. H2020 SmartNet: Smart TSO-DSO Interaction Schemes, Market Architectures and ICT Solutions
for the Integration of Ancillary Services from Demand Side Management and Distributed Generation

In the SmartNet project, new TSO-DSO coordination schemes for Ancillary Services (AS) were
developed and tested in multiple field test pilots. These new coordination schemes consider different
market scenarios with different coordination patterns, roles, and market design. Summarized,
the coordination schemes show different approaches for how an AS market can be designed and
coordinated between TSO and DSO. Centralized options were considered, where the TSO operates
a market for resources connected at both transmission and distribution levels, without extensive
involvement of the DSO. This is similar to a traditional market. New and distributed approaches were
also considered, where the balancing responsibility is shared between TSO and the DSO in different
manners and both common and local markets are investigated [44].

ICT is playing an important role in the future TSO-DSO coordination schemes to enable information
exchange between different market players and to ensure quality and operability of the grid. To ensure this,
the first step in the SmartNet project was to capture ICT requirements for the interactions between market
players and to design a common ICT architecture model supporting new ancillary services. To capture
relevant ICT requirements and to compare different coordination schemes, an iterative and incremental
design and analysis process was developed. Outcomes of this were the reference ICT architecture model for
ancillary services with ICT requirements, and recommendations for pilots and practical system realizations.
The process, depicted in Figure 8, is divided into three stages (white blue-framed boxes) involving four
internal iteration cycles (blue circles). The three analysis stages are simply referred to as first stage,
second stage, and third stage.

The base of the process is the SGAM approach. To identify ancillary service interactions and associated
ICT requirements in different SGAM layers, the use case design methodology introduced in SGAM and
the IEC 62559 use case template were used. Furthermore, the SGAM Toolbox mentioned in Section 3.1.1
was used as the main tool for the design and management of the ICT model. The model specifications in
the electronical form significantly eased the design work during iteration cycles and, later, the delivery of
specifications to the system implementation work packages.
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Figure 8. The design and analysis process for capturing ICT requirements for ancillary services in
different TSO-DSO coordination schemes in the SmartNet project [45].

The first stage in Figure 8 focuses on defining classification metrics for ICT requirements and
implementing business and function layers for the architecture model. ICT requirements are captured
and prioritized in top-down and bottom-up manners. During the top-down step, each coordination
scheme and use case is closely analyzed to understand better the interactions between stakeholders
and to create the business and function layers in the SGAM model. In the bottom-up step, the first
analysis of information exchanges between physical system components is performed.

The second stage concentrates on harmonizing ICT requirements across the coordination schemes
and extending the SGAM model to include information, network, and component layers with ICT
requirements. During this stage, the coordination scheme specific requirements are compiled into
a common ICT requirement table and uploaded to the SGAM model. In our case, harmonized
information exchange events, information objects, ICT requirement classes, protocols, and system
actors were collected and harmonized. Once integrated into the SGAM model, the goal was not to
create an entirely new ICT architecture design, but to implement a model with adjustable parameters
to fit to the selected TSO-DSO coordination schemes and beyond. Within the model, the data
flows and changing ICT requirements in different coordination schemes were analyzed. For each
connection, the properties of the link (i.e., the exchanged information objects) were investigated to
create different types of graphical presentations. Using this approach, it was possible to create a
visual understanding of the characteristics and differences in the TSO-DSO coordination schemes.
The diagrams in Figures 9 and 10 are examples from the analysis.

Figure 9 shows an example, where wired connections are presented in black (a stringent requirement
for latency or security) and wireless connections with less strict requirements in green. The analysis of
links was done by examining each conveyed object and associated latency, security, and cost requirements.
Figure 10 shows how much stakeholders would be willing to invest on the sufficient Quality of Service
(QoS). For this, the average investment cost of each connection was calculated.

The last stage of the analysis process is to apply it to a real implementation. In the SmartNet project,
the process was tested with three planned pilots using available design specifications. The purpose of
including them in the design and analysis process was to benefit from the early alignment of design and
implementation work and to support planning and implementation of the pilot realizations.
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Figure 9. ICT analysis in the SmartNet project: Communication layer with different network types:
wireless connections are shown in green, and wired connections are shown in black in the SGAM toolbox.

Figure 10. Communication links with different costs: high cost (red), medium cost (orange), and low
cost (green).

A conclusion from the SmartNet project is that the outcome of the analysis depends on how precisely
ICT requirements can be defined for each connection link. ICT requirements and their thresholds
(e.g., for latency, reliability, and security) keep changing as energy systems and markets evolve.
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Therefore, the model needs to be re-configurable and in a machine-readable form. In the SmartNet
SGAM model, the values for ICT requirements can be altered for each information exchange event
as well as the parameters for analysis (e.g., the cost function).

3.2.4. H2020 TDX-Assist: Coordination of Transmission and Distribution Data Exchanges for
Renewables Integration in the European Marketplace through Advanced, Scalable and Secure ICT
Systems and Tools

The TDX-Assist project has the overall goal to design and develop new so-called ICT tools and
technologies that facilitate especially scalable and secure information systems and data exchange between
both TSO and DSO. Three novel aspects of ICT tools and techniques shall be focused on in the TDX-Assist
project: (i) scalability, the ability to deal with new (end) users and increasingly larger volumes of both
information and data; (ii) security, protection against external threats and attacks, thus providing better
mitigation upfront; and (iii) interoperability, information exchange and communication based on existing
and emerging international Smart Grid ICT standards. One of the main pillars to achieve those goals is
to use both SGAM and the IEC 62559 use case methodology.

Figure 11 depicts the used toolchain in the project and its relation to future international
standardization activities driven by the partners. One particular focus of the project is to test methods
engineering in the context of Smart Grids systems engineering. Therefore, different work packages
in TDX-Assist try out different parts of a holistic toolchain, one work package takes into account the
full taxonomy of use cases from IEC 62559 to distinguish among business use cases, high-level use
cases and system use cases. The modeling is done directly with a plugin in Sparx Enterprise Architect,
focusing on the aspect of model-driven development. Later, the use cases are exported according to
the IEC 62559-3 XML format or into Microsoft Word documents for the deliverables of the project.
On the other hand, the second work package start with a light-weight approach, starting with the
word IEC 62559 basic template, refining a subset of use cases for the full template and then going into
the repository and creating SGAM models there.

Figure 11. Toolchain used in H2020 TDX-Assist (source: EDF).
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The results will focus on the applicability of the use case method for eliciting architectural
requirements and bringing them into development and documentation. As the projects strictly
cooperates with IEC TC 57, many results and use cases will be fed back into the community.

3.2.5. H2020 ERIGrid: European Research Infrastructure Supporting Smart Grid Systems Technology
Development, Validation and Roll Out

The ERIGrid project is focused on improvement of tools and procedures for the testing and
validation of novel Smart Grid technologies on system-level [46]. Parts of the project serve the research
and practical demonstration of cutting-edge hardware and software validation platforms. This work is
accompanied by the specification of a formal process that guides the development, documentation,
and implementation of complex Smart Grid system-level test cases as outlined in Figure 12 [47,48].
This process is called the Holistic Test Description (HTD) process and spans across different stages of
test planning. Users start out by outlining a holistic Test Case (TC) in a given template, providing an
abstract and high-level view on the validation problem. In this stage, the purpose of the investigation
and the system functions under test, among others, are specified. Following the TC, it is to be split up
into several sub-tests to tackle the partial investigations contributing to the complex TC. Each sub-test
is documented in a Test Specification (TS) template. After that, an experiment implementation is to be
derived from each TS, specifying tools for the realization of the test endeavors. This implementation is
documented in an Experiment Specification (ES) template.

Figure 12. Overview of the ERIGrid holistic testing approach [47].

All of the specifications may be refined iteratively based on further insight gained along the HTD
process. The benefits provided by the HTD include a common understanding of different validation
concepts among all its practitioners. Furthermore, its separation of methods and implementation allow
for tool-independent communication between research partners. This communication advantage is
necessary when complex, interdisciplinary TCs need to be handled that require several sub-tests and
involved domain experts.

The development of the HTD has been inspired by the SGAM and the IEC 62259 use case
methodology. Nevertheless, a mapping of the TC system onto SGAM is currently not considered in
the HTD process but might be subject for further investigations.

One major reason for this is the difference of scope between SGAM and the HTD. While the
former seeks to limit the view on the Smart Grid to its most fundamental domain, the latter tries to
especially involve new developments and technologies that may need validation. Therefore, the HTD
requires a potentially broader view on the tested system in order to avoid limiting the documentation
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capabilities for its users. Instead, use cases representing the SGAM view on the system are considered
as input information for the specification of TCs. Thus, a new workflow can be envisioned that starts
with a SGAM model and use case based representation of a desired Smart Grid (technical) setup and
has users derive TCs from it, following the HTD until the experiment implementation, resulting in
the validation of all crucial parts of the system. Obviously, guideline material is needed to help users
transition from the use cases to the HTD. Establishing such guidelines is a matter of future work.

3.2.6. H2020 TwinPV: Stimulating Scientific Excellence through Twinning in the Quest for Sustainable
Energy (TwinPV)

The aim of the TwinPV project is to generate strong working R&D relations, build collaborative
work sharing knowledge/resources and address gaps and shortcomings between different research
institutions in Europe aiming to develop ways of softening their negative results and strengthening
their collective impact as twinned institutions [49].

The core activities of this project are related to improving research and development in the domain
of solar PV as well as grid integration and developing Smart Grid infrastructure and systems in Cyprus.
In different training activities and summer schools, the integration of PV systems in distribution grids
has been taught where one of the courses was related to teaching the SGAM approach together with
the holistic testing approach of the “ERIGrid” project.

3.3. National-Funded Projects and Activities

3.3.1. Austrian ICT of the Future OpenNES: Open and Interoperable ICT Solution for Integration
of Renewables

The main aim of the OpenNES project was the development of an interoperable ICT infrastructure
for the integration of inverter-based DER devices [50]. For the collection of scenarios, uses cases, and test
cases, a SGAM-based development approach has been applied. In a first step, various use cases have
been collected and analyzed using the UCMR (see Section 3.1).

Based on the the outcome of this phase, a flexible controller architecture using a virtual functional
bus based approach—motivated from the AUTOSAR automotive controller environment—has been
specified. For achieving interoperability on functional and communication layer according to SGAM,
a strict decomposition of application and communication-related content has been carried out. For the
development of control applications, the above-mentioned PSAL approach has been developed.

3.3.2. Austrian ICT of the Future MESSE: Model-Based Engineering and Validation Support for
Cyber-Physical Energy Systems

When use case methodologies such as SGAM are used properly, the results are structured use
case descriptions and diagrams. Furthermore, when used as intended, SGAM descriptions often
contain a lot of information with different level of details. With the currently available tools (see
Section 3.1), there is now also software support available that can help Smart Grid engineers during
design and development. Nevertheless, even with these new tools current engineering approaches
require a significant amount of avoidable manual work during the different engineering phases, such
as implementation, validation, and deployment.

In the MESSE project, these issues are being addressed with the main focus to develop a concept
for an automated, model-based engineering, and validation framework. Compared to the current tool
support, MESSE especially provides support for validation and deployment and operation of Smart
Grid applications. The main methodology of MESSE consists of three main parts [51]:

• Specification and use case design: For this phase, a formal specification and use case analysis method
is defined. It is based on SGAM, IEC 62559, and PSAL. Various levels of detail can be addressed
during the design. High-level use case descriptions as well as more detailed specifications of
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functionality, communication, and information models are possible. The information defined in
this phase act as the main input for the automatic engineering and validation.

• Automated engineering: Based on the specifications and use case design, different types of
configurations are being generated. In MESSE, approaches for three different domains are developed:
executable code for field devices, ICT configurations and Human–Machine Interface (HMI)
configurations. HMI configurations are used to define the layout of visualizations as well as
to configure how user actions should be interpreted and executed.

• Automated validation and deployment: Automated testing for software development has been
common practice for several years. However, similar approaches for Smart Grid systems are
currently missing. In MESSE, a methodology for the automatic testing of Smart Grid systems is
being developed. Based on the scenarios and specifications from the engineer, appropriate tests
are generated. Apart from pure software testing, tests can be a combination of software, hardware,
and simulations. For manual hardware setups, guidelines for the user are generated.

The concept developed in the MESSE project is applicable to architecture and system development for
many different Smart Grid applications. Starting with a design and specification phase, where the SGAM
modeling approach is the main foundation, the model-based engineering concept fosters a formalized and
systematic comparison of different development options. Furthermore, based on a set of scenarios and
test specifications, the test and validation framework generates test cases for each development option
under investigation. Using this approach, many steps can be automated that are traditionally carried out
manually [51].

3.3.3. German SINTEG Project Enera: The Next Big Step in the Energy Transition

The project enera demonstrates how the infrastructure of the energy system can be innovated in
such a way that, despite the new requirements and the variety of technologies used at the same time,
it shows a high degree of resilience. In addition, enera demonstrates how markets and digitization
can significantly reduce network expansion costs and create opportunities for innovative business
models. This opens up new avenues and opportunities for political control of the progress of the
energy transition in Germany.

As one of the so-called SINTEG regions in Germany, the project is also recommended to use IEC
62559 as well as SGAM for documentation purposes of their work. In enera, one focus was set on
the application of the use case method to create blue-prints for Smart Grid solutions in large scale.
The first results from nearly two years of elicitation of use cases, information objects and creating
SGAM models can be found in [52].

3.4. Further Projects, Activities, and Applications

Many other examples of SGAM application can be found in the literature. In most cases, the SGAM
is used to describe newly designed architectures or to analyze existing architectures. One area in
which SGAM is frequently used is risk management or risk identification and analysis. There the
SGAM is used to develop models representing both current and near-future European Smart Grid
architectures [53], to establish a national Smart Grid ICT reference model that provides the starting
point for a Smart Grid cyber security risk assessment [54], to identify the target of evaluation in a Smart
Grid for a risk analysis [55], and to define use cases for identifying data privacy issues [56].

In addition to assessing risks, the SGAM is also used to evaluate and analyze architectures and
solutions for other criteria. In [57], it is argued that the SGAM does not provide a way to perform
economic analysis. The authors provided a SGAM-based method to assess the economic feasibility
of new commercial services. These services include, e.g., demand side management and trade of
electricity. The developed method does so by computing standard decision investment techniques
such as Net Present Value (NPV) and Internal Rate of Return (IRR). Beyond cost assessment, in [58],
an approach is presented that aims to determine the strategic value of Smart Grid projects in terms
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of their importance and effectiveness. Based on a method in the field of design science, a framework
is developed that consists of the following three components: the SGAM as the reference model, the
adapted Bedell’s method as the assessment method and a DSS (Decision Support System) to perform
assessments. The framework, helping companies to tackle challenges other than economic issues such
as energy efficiency and CO2 emissions, is evaluated within a blockchain-inspired project [59].

A scoring scheme for interoperability assessment within Advanced Metering Infrastructure
(AMI) for Demand Side Management (DSM) is presented in [60]. It aims to quantify the capacity of
components of interest to interoperate with each other. Here, the SGAM is used to map components,
communication protocols and information models. Furthermore, a TVT (Test Verdict Tracing) scheme
is used for determining the layer where lack of interoperability takes place.

Further examples can be found where the SGAM has been used to describe use cases. The following
list gives a first overview of the manifold application possibilities:

• Requirements analysis for Virtual Power Plants (VPP) and their mapping onto standards as IEC
61850 and IEC 61970/61968 [61];

• Identification of involved actors, equipment, communications and processes for Electric Vehicles
(EV) charging control [62];

• ICT planning approach that can be used in combination with distribution network planning
processes and tools [63];

• Development of a railway energy management system by using the SGAM model and methods [64];
• Design of an architecture of a distribution grid automation system focusing on PMU-based

monitoring functions accommodating for key dynamic information exchange between TSOs and
DSOs [65]; and

• SGAM-based explanation of Smart Grids in order to present Big Data analytics [66].

Since the development of SGAM, it has been increasingly used by various research and
development projects. Some of them have already been described in detail here. In the following,
further important projects are presented briefly. The SmarterEMC2 project aims at ICT integration
with power systems for enhancing various Smart Grids services. The main objective of the project
is to propose business models and to develop the necessary ICT tools to support Customer Side
Participation (CSP), increase Renewable Energy Sources (RES) penetration, and foster the participation
in the electricity market [67]. Virtual Power Plant and Demand Response cases are presented, proposing
a general architecture, as well as analyzing core functionalities, information and communication
requirements, along with relative standards and technologies. The SGAM was used for the
methodological perspective and it turned out to be extremely helpful by providing a more systemic
view of the applications and exposing a number of interoperability and operational issues that would
otherwise endanger the robustness of the ICT tools to be implemented [67].

In [68], some results from the FINSENY (Future Internet for Smart Energy) project are presented.
FINSENY is one of eight usage area projects within the FI-WARE project and aims to define Smart
Energy Systems using the generic enablers developed by FI-WARE. The focus is on combining adaptive
intelligence with reliability and cost-efficiency to sustainably meet the demands of a highly dynamic
energy landscape. Therefore, a methodology has been developed that allows investigating use cases,
ICT requirements and a functional Future Internet architecture for distribution systems. To derive both
the functional and ICT requirements on the Information and Communication layer and to identify
data models and interfaces, the use cases are analyzed along an adaptation of the SGAM.

The integration of novel Smart Grid solutions and services to enable energy flexibility markets,
with enhanced demand response schemes and active prosumer participation is the overall goal of the
Nobel Grid project [69]. For developing an according architecture, the SGAM Toolbox has been used as
introduced in Section 3.1.1. The authors stated that the traceability across the different interoperability
layers, enabling the choice of system elements to be rationalized in a top-down and bottom-up manner,
is a major benefit of SGAM.
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In [70], results of creating an Austrian Reference Architecture for Smart Grids as part of the RASSA
project (Reference Architecture for Secure Smart Grids in Austria) are presented. The main contribution
of the project is the creation of the reference architecture on an available modeling framework plugin
while keeping all stakeholders on board of the process to form a common understanding of its growing
importance in the future. Again, the SGAM Toolbox has been used to model the projects architectures,
whereas the focus throughout the project is security.

EMPOWER (Local Energy Retail Markets for Prosumer Smart Grid Power Services) is a project
with a special focus on the local energy markets development [71]. The goal of the project is to create
a trading platform for local energy exchange in local markets. Therefore, a SGAM-based system
architecture is developed describing an ICT platform to manage the flexibility of generation, load and
storage units at distribution level. To take advantage of these flexibilities, innovative business models
are being proposed setting the operational rules of the local markets operation. The architecture has
then been analyzed in terms of resilience by combining SGAM with a data structured diagram, the
Entity Relationship Model (ERM) [72]. The architecture of smart distribution grids is analyzed through
SGAM. Then, their technical characteristics and functionalities are defined and represented in a ERM
diagram. Finally, the attributes or properties of the system components are used to formulate resilience
indicators against different types of disturbances.

Finally, it can be observed that the SGAM is now also applied beyond Europe. Examples include
application development for device management and control as well as system state monitoring for
residential demand response ancillary services based on graph database modeling and high-availability
web services in the USA [73], the development of an effective but efficient approach to risk assessments
for Smart Grid projects in Australia [55] and modeling an off-grid rural village microgrid as a multi-agent
nodal system and therefore formulating distributed market-based transactive control as a discrete-time
system in South Africa/the USA [74].

4. Transfer to Other Domains

In addition to being used in the power and energy domain, the model has been taken over by
other disciplines as one way to document reference architectures as well. In the following, the adoption
of SGAM to other domains is discussed.

4.1. Industrial Automation

The Reference Architecture Model for Industry 4.0 RAMI (RAMI 4.0) is probably the most
sophisticated derivative of the SGAM as of today, originally developed by ZVEI in Germany and
taken up by standardization as IEC 63088—a status the original SGAM has not yet been achieved.
Based on the German Industrie 4.0 concept, the main aspect for the RAMI is the re-use of the existing
GWAC interoperability stack. In addition to business, function, information, communication and asset
representing component, a completely new layer called integration is introduced [75,76]. The domain
and zone axis are not custom taxonomies but are based on the known IEC 62890 value stream chain or
the IEC 62264/61512 hierarchical levels for automation, respectively, as outlined in Figure 13.

The main purpose of the RAMI model is defined by IEC respective ZVEI and its stakeholders
as follows: “The model shall make for the harmonization of different user perspectives on the scope
and provide a common understanding of the relations and attributes between individual components
for Industrie 4.0 solutions”. Different (industrial) branches such as automation, engineering and
process engineering have a common view on the overall systems engineering and life-cycle landscape.
The SGAM principle of having the main scope of locating and assessing standards is re-used in the
RAMI paradigm, it is also using a reference designation system. The next steps for proceeding with a
holistic modeling paradigm is to come up with basic examples for Industrie 4.0 solutions in the RAMI
(similar to system use cases), providing proper means for the devices and components to be identified
and allow for a discovery service modeling those devices, harmonizing both syntax and semantics of
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the data and focus on the main aspect of the new integration layer which was introduced in order to
model the communication requirements in factory automation for the administration shell concept.

Figure 13. RAMI 4.0 (Reference Architecture Model I4.0) by ZVEI [75].

As in the original SGAM, a 3D visualization has been created on the very same technical basis as
the SGAM browser manipulator [77]. The MBSE approach can be taken as developed in the SGAM [78];
the most crucial part is the modeling of the so-called administration shell on the integration layer,
which mixes (from the formal perspective) some parts originally separated in the SGAM model
viewpoints. Figure 14 provides an overview on how the different methods and tools can be applied in
either the Smart Grid or Industrial Automation domain.

Figure 14. RAMI 4.0 vs. SGAM tooling [79].

4.2. Legislation

As a co-evolutionary method and tool to the aforementioned RAMI 4.0 model from the previous
section, the so-called legal reference architecture model 4.0 (ju-RAMI 4.0) has been developed in the
very context of the national German AUTONOMIK Industrie 4.0 funding scheme [10]. One of the main
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aspects of having more and more complex systems interacting with each other is the separation of the
individual organizations participating (as actors and stakeholders) and operators of system-of-system
parts in operating mode. Legal aspects come into play in terms of aspects such as liability for parts
including components and products and copyright for processes or solutions deployed.

The ju-RAMI 4.0 model aims at providing a simple access to both terms and wording used in
the legal domain to lower an entry barrier for technical aspects and implementations to take into
account legal risks and challenges at the development time for a given new solution. One particular
aspect is the visual representation of various dimensions of legal requirements in order to structure
those aspects during the lifetime and cycle of the product. Different, so-called legal domains (privacy,
intellectual property, liability, etc.) are addressed. While the model itself cannot address all legal issues
from the jurisdictional point of view, it provides a useful visualization of key terms for starting the
discussion on legal aspects of the product development phase and viewpoint as well as the inherent
attributes of the so-called intelligent product in Industrie 4.0.

As the domain of law is not a natural science but more or less interpreted, provided solutions
in the ju-RAMI can only hint to needed aspects to be discussed with legal departments later on.
The authors aimed to provide compliance barriers by defining risks and liability involved. This can
lead to a better understanding of legal aspects of industrial solutions covered by RAMI 4.0 models [10].

The axes of the ju-RAMI 4.0 are briefly defined as follows. The vertical axis covers the defined and
needed legal domains (e.g., intellectual property rights, data protection law, workers protection law,
civil rights, etc.); the horizontal axis entails the actors participating in the development based on the
original RAMI 4.0 model and clusters them in four areas of actors groupings; and the third axis covers
the risks involved when a certain legal requirement is not met or taken into account [10].

4.3. Automotive Domain

The Reference Architecture Model Automotive (RAMA) is a graphical representation to model
most vehicular information and communication technology of future (connected) vehicles, as outlined
in Figure 15. It models aspects of the integration of vehicles in their (contextual) environment as well
as the complete vehicular life-cycle from the beginning of the development of the vehicle until the
phase of scrapping. The RAMA model is an adaptation of the existing RAMI 4.0 for the automotive
domain. It was designed to model the aspects of use cases, functional behavior of systems, data created,
data flows and physical components in a common graphical notation scope. Thus, RAMA is primary
constructed to model technical behavior, but automotive business issues can be depicted as well.

Figure 15. RAMA (Reference Architecture Model Automotive) [80].
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The model was designed within the Security Sub-Working Group “Connected and Automatic
Driving” of the German Governmental Department of Transport and Infrastructure (BMVI) in 2016.
it is intended to be applied for a security threat analysis concerning automated and connected vehicles
in particular [80].

4.4. Maritime Domain

The Maritime Architecture Framework (MAF) describes another new derivation from the original
SGAM model. It is created for the maritime sector [81] in particular. The MAF has been discussed and
developed during the project EfficienSea2 as an early architecture framework to depict information
exchanges between various maritime actors and services in a so-called Maritime Cloud environment.

The Maritime Cloud concept is a framework that provides both standardized protocols and
functions for the aspects of identity and role management, authentication, encryption, service discovery,
and bandwidth efficient messaging in a spatial context for the maritime domain. Therefore, the information
exchanges between the Maritime Cloud environment and additional actors from the domain has to be
created interoperable. Actors typically are various software systems on-board a ship, offshore as well as
onshore, and personal devices for personnel, such as smart phones and tablets.

The construction of the interoperability layer has been done similar to the SGAM—apart from the
Regulation and Governance Layer, which replaces the Business Layer. For the domains and zones,
new dimensions are developed that match the maritime sector. The defined domains are based on
the International Maritime Organization (IMO) e-navigation strategy and divide the architecture into
so-called ship-side and shore-side view [82,83]:

• Ships and other maritime traffic objects are actors that are at sea; they can be vessels, or cargo or
passenger ships.

• The link describes the existing connection between actors from the ship-side to the shore side
with telecommunication methods and protocols. This additionally includes actors such as radio
towers and transmission masts.

• Actors on the shore are sea ports, docks, halls, and third-parties where ships land or which
organize the shiploads.

Similar to the other architecture models based on SGAM, the zones describe both the hierarchy
and aggregation of management and control systems [82,83]. The defined zones are as of now (see
Figure 16):

• All components and systems which can execute a physical action are depicted in the Transport
Objects zone, e.g., ship, crane, port, and transmission masts.

• The Sensors and Actuators zone includes all the components that are needed for receiving or
sending data, such as antenna, transceiver, ISO 11898, etc.

• Single services are shown in the Technical Services zone, e.g., IEC 61162 and NMEA (National
Marine Electronics Association) 2000.

• Actors, information objects and protocols for operating and control services are displayed in the
Systems zone, e.g., the Vessel Traffic Service (VTS).

• In the zone Operations, the operating and control units from global, regional, national or local
perspective are depicted, e.g., the VTS center.

• In the Fields of Activity zone, systems are described which support markets and eco-systems
along the maritime domain, e.g., the traffic message broadcast.
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Figure 16. MAF (Maritime Architecture Framework) [83].

4.5. Smart Cities

Motivated by the good experiences made with MDE in the context of Smart Grid systems and
SGAM, Neureiter et al. [84] contributed a concept on how to adopt the SGAM and the Smart Grid
Model Driven Engineering approach for the development of Smart City systems. Therefore, the
underlying new DSL is extended on basis of a proposal for a so-called Generic Smart City Architecture
Model (GSCAM), as shown in Figure 17.

Figure 17. Overview of the Generic Smart Cities Architecture Model (GSCAM).

The contribution of Neureiter et al. [84] describes the existing approaches for the utilization of
MDE in the Smart Grid as basis for a DSL. The proposed concept for extending the SGAM to the
domain of Smart Cities is discussed in the context of its applicability while extending the original SGAM.
The approach in [84] utilizes the SGAM concepts for the development of a GSCAM as holistic basis for
Smart Cities.

The GSCAM also addresses one particular aspect of the SGAM: having more than one utility or
domain interacting. Typically, the focus of SGAM is to model a DSO and/or TSO interacting with its
environment using the market dimension for communication with third parties. It is difficult to model
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more than one DSO in one SGAM cube because of the complex graphical notation. Hence, this concept
could also contribute to this modeling challenge.

4.6. Further Adoptions

In addition to the domains already mentioned, the SGAM also forms the basis for new reference
architectures in other areas. The following approaches can be found in the literature. In [85,86],
the coupling of Building Energy Management Systems (BEMS) with the Smart Grid (SG) is addressed.
It is argued that this requires a framework that takes into account the critical control blocks of both sides.
To meet this requirement, the SG-BEMS was developed as a reference architecture, which is characterized
in particular by the extension of a building consumer domain and a reduction of the other domains to
the distribution grid. An agent-based solution is also presented to enable optimal integrated operation of
the distribution grid and the BEMS. Finally, a computational intelligence technique, i.e., Particle Swarm
Optimization (PSO), is used to maximize both comfort and energy efficiency for the consumer.

Based on the SG-BEMS, Shafiullah et al. [87] introduced the Smart Grid Neighborhood Energy
Management System (SG-NEMS) Framework. The focus shifts from the building to the neighborhood.
It is stated that SG-NEMS aims to improve the following points: SG-BEMS only expands the control
standard for component layer and function layers and it does not specify the information and
communication layers; SG-BEMS only considers the prosumers as a member of a single building;
and SG-BEMS does not specifically describe the interoperability among the buildings within the
neighbourhood. Because of this and the fact that the related approaches were developed independently
of each other, it is argued that it is necessary to have a modular framework for integrating the
existing approaches. Compared to the SG-BEMS, the SG-NEMS redefines the prosumer domain as
neighborhood domain.

Another adaptation of the SGAM can be found in the field of electric mobility. In [88], the E-Mobility
Information System Architecture (EM-ISA) is presented. The authors gave two main reasons the SGAM
has to be adjusted. On the one hand, SGAM is not designed for describing informational interactions
between devices and human and, on the other hand, the level of detail is too high, e.g., in the zones, and
leads to unnecessary complexity. In addition, the following requirements are set for the development of
the EM-ISA: domain specificity, supporting inter-organizational information flow, applicable in many
countries, configurable for organizations, and support user-interaction. As a result, the EM-ISA has a
similar layer structure to the SGAM and simplified zones (here called “scope”) by omitting field and
process. The main difference lies in the domains, of which there are only two in the EM-ISA: immobile
(infrastructure) and mobile (user of infrastructure).

In [89], a cloud-based IoT platform based on REST-APIs is presented. Basically, the concept and
functional blocks behind the idea of a virtualization platform with RESTful interfacing is introduced.
The link between the SGAM and the virtualization platform is given by the layer-oriented structure.

A four-layer architecture model of Peer-to-Peer (P2P) energy trading (people can generate their
own energy from Renewable Energy Sources and share it with each other locally) is designed in [90].
Following the three-dimensional SGAM approach, here the first dimension is the time-scale of P2P
energy trading (bidding, exchanging, and settlement). The second dimension shows the size of the
P2P energy trading users: single premises, microgrids, cells and regions. In the third dimension, the
hierarchical process of P2P energy trading is categorized into four interoperability layers for management
which comprise business layer, control layer, ICT layer and power grid layer.

In addition to the GSCAM already discussed in Section 4.5, there are two other approaches to
Smart Cities. On the one hand, the Smart City Infrastructure Architecture Model (SCIAM) is introduced
in [91]. In comparison to the SGAM, the interoperability layers are taken over, whereby it is discussed
whether the business layer can be replaced by an action layer. Furthermore, the zones from the SGAM
are adapted without modification. However, the domains of the SGAM have been completely redefined,
so that the following domains can be found on the new axis: Supply/Waste Management, Water/Waste
Water, Mobility Transport, Healthcare/AAL, Civil Security, Energy, Building and Industry.
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Encouraged among other things by the GSCAM and the SCIAM, another model for Smart
Cities is presented in [92], which also consists of three axes. It is stated that a principle gap in the
existing approaches is the consensus on a common language/taxonomy and a set of Smart City
architectural principles. The focus of this model is on the newly defined interoperability layers:
Functional (key concepts, component, functionalities), Collaboration (configuration of interoperable
communications), Semantic (semantic of the common language), Information (syntax of the common
language) and Communication (data exchange interfaces). In the case of the zones, the ICT is
addressed so that the areas Sources, Local Solution and Smart City Platform result. The domains are
application-oriented and include, e.g., Building, Street, Home, Lighting, Community and Mobility.

The last derivative to be named was developed as part of a methodology that enables DSOs to
implement advanced technical solutions which improve their market responsiveness, process adaptability
and meet their business needs [93]. This methodology extends the SGAM in the area of transactive energy
and Multi-Agent Systems (MAS). The interoperability layers remain unchanged. However, the zones and
domains are fundamentally changed. Since the approach only applies to DSOs, the domains are replaced
by the objectives of the agents. Specifically, these are demand elasticity, demand flexibility schedule and
demand flexibility dispatch. To achieve these objectives, the following strategies—which replace the
zones—can be chosen: improved responsiveness, process adaptability, and customer enabling.

5. Future Perspectives

As previously motivated, the architectural framework SGAM allows studying the system across
multiple interoperability layers spanning across several domains (e.g., electrical power systems and
communication infrastructures). However, the use of this reference architecture is not sufficient when
it is important to determine the dynamic behavior of the system under study and the impact of the
interaction of the actors involved in a particular use case. With this in mind, further work is required
regarding integration of multi-domain tools and software as well as the improvement and development
of the current framework. In the following, there is a overview of the most prominent challenges to
overcome to strengthen the current architectural model.

5.1. Supporting Tools and Software

There are several efforts to improve and extend the functionalities of the SGAM framework. For this
reason, different supporting tools and software have been developed. They are divided into two
groups: the first set consist of approaches dedicated to improving the usability and capabilities of
SGAM, and the second set seeks to increase the interoperability of the framework in order to increase its
functionality and to extend the analysis of Smart Grid use cases from a static overview of the system to
the study of the dynamic behavior of the electrical power system components and its associated ICT
infrastructure.

As mentioned above, there are at least two developments on the usability of SGAM. The first one
is the so-called SGAM Toolbox. In here, this artifact offers tool support, which not only allows
the modeling of architectures but also its analysis. Another important aspect is the possibility
to include several analysis tools that are commonly employed in the study of use cases from
the perspective of Systems Engineering and Model Driven Engineering. Moreover, the authors
of [94] motivated an approach to handle the analysis of complex distributed systems as a part of a
Model-Driven-Architecture.

Another method used for improving Smart Grid solutions is co-simulation. The aim here is to integrate
a heterogeneous setup of simulators with each other in order to use their respective strengths [95]. Thus,
it is possible to analyze complex impact relationships. One possible implementation of this concept is the
mosaik framework [96]. An essential part of the co-simulation is the design of the scenarios. These specify
how the architecture is defined for the simulation, i.e., it is determined which grid component is represented
by which simulator and how the links of the simulators look to each other. Thus, an environment is created
to validate and verify modeled architectures.
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Important to realize is that, although the aforementioned integration of SGAM and simulation
tools is useful for an architectural and systematic assessment of complex systems, there are still
several challenges to overcome in order to have a more grounded approach that enables to address
pressing research questions around the interaction of components within electrical power systems.
In the following, three challenges are identified and discussed in order to close the integration gap
previously mentioned.

The first point is related to functional modeling. This means here that is important to have a clear
and formal functional description (which includes the actors and its interaction) as well as the definition
of scenarios and network events that are helpful to have a complete road-map (or preliminary analysis)
in order to perform the simulations in a systematic manner and with the appropriate context.

Secondly, a well-defined tool interfacing is required in order to fully utilize the architectural
structure that the SGAM framework can provide when analyzing the interaction of components across
different domains, zones and interoperability layers. Correspondingly, the main concern is to shift
from the requirement engineering analysis (e.g., use case management repository) to the architectural
model in SGAM and finally to the simulated environment in a seamless and meaningful manner.

The final challenge is the automatic configuration of the simulation setup. Once the requirement
engineering and the architecture development analysis are completed, it is possible to prepare a list of
required simulators as well as the definition of a number of components to be instantiated considering
a number of operational scenarios and possible network events according to the predefined use case
under study. This would result in combining the above-mentioned Systems Engineering and Model
Driven Engineering approach and co-simulation framework that are able to expand the already defined
SGAM capabilities.

5.2. Design and Engineering

One particular aspect that is currently in the focus is the elicitation of individual information
needed to create SGAM models (and models similar to SGAM). Originally, the meta-model was
designed to work alongside an IEC 62559 compliant use case template, thus making sure that all
relevant information for a static architecture model is gathered. As of today, for example the MAF has
used a different model (RAMS) and certain partners create SGAM models from scratch based on their
TOGAF or Archimate Models. Processes start at different gates in order to create the models, therefore,
it is not easy to assess which information can later be used for engineering or code generation purposes.
In particular, it is obvious that SysML, TOGAF ADM, reqIF, Archimate, FMI, STIX 2.0, and TAXII
as well as other formats and tools shall be harmonized and evaluated for meta-model overlaps and
mappings with the SGAM in order to foster the future use of the useful architecture models in the
context of those methods. This has already been done for the part of security engineering and risk
assessment where the original toolchain was changed and extended with uses like misuse cases [97].

The current project Integrating the Energy System (IES) Austria recognizes interoperability as key
enabler for the deployment of so-called smart energy systems. Interoperability is covered by the Strategic
Energy Technology Plan (SET-Plan) activity A4-IA0-5 and provides an added-value because it enables
new and future business options for most stakeholders in the domain. The communication of smart
energy components and systems shall be interoperable to enable smooth data exchange, and thereby, the
on-demand integration of heterogeneous systems, components and services. The approach developed
and proposed by IES, adopts the holistic methodology from the consortium Integrating the Healthcare
Enterprise (IHE), established by information technology (IT) vendors in the health sector and standardized
in the draft technical report ISO DTR 28380-1, to foster interoperable smart energy systems. The paper [98]
outlines the adopted IES workflow in detail and reports on lesson-learned when trial Integration Profiles
based on IEC 61850 were tested at the first Connectathon Energy instalment, organized in conjunction with
the IHE Connectathon Europe 2018 in The Hague, Netherlands. The IES methodology is found perfectly
applicable for smart energy systems and successfully enables peer-to-peer interoperability testing among
vendors [99] based on use cases, profiles and SGAM models.
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5.3. Validation and Testing

A common challenge in simulation-based testing of Smart Grid systems is the selection of the
most appropriate simulation tool for a given task. Due to the interdisciplinary character of the domain,
researchers often seek to reuse existing and established tools instead of developing new ones from
scratch. This will at times leave experts with the choice between several models. The usual approach
in such a situations is to go with the solution that is as simple as possible yet as complex as necessary
(Occam’s razor). However, this concept becomes insufficient when the simulated system is so complex
that co-simulation needs to be employed. In this context, a number of simulation tools have to be selected
that on the one hand serve their purpose in the overall setup and on the other hand are able to interact
with one another on a syntactical a semantical level. In other words, researchers need to be able to
assess whether a simulation tool can be employed in a co-simulation and, if yes, in which context. While
standards such as FMI [100,101] provide a first approach at facing this challenge, many problems in
simulator interoperability are yet to be solved, e.g., model interaction in terms of temporal resolution,
accuracy or synchronization needs.

An important future task will thus be to extend or harmonize the SGAM with a sense of
interoperability in the context of simulation models. Such an approach must involve classifications
or metrics for model validity and accuracy as well as concepts for the semantical interaction
of component models. Furthermore, synchronization capabilities of co-simulation frameworks
(e.g., mosaik) have to be comparable with synchronization needs of simulators as stated in [102].

Another important challenge is the modeling and testing of cyber-physical energy systems.
The ultimate goal is the validation of the use case and architectural analysis via the use of laboratory
experiments that involves the use of among others intelligent and coordinated devices as well as
real components commonly used in emerging Smart Grid scenarios. The authors of [103] presented
a holistic testing methodology that includes research infrastructures (e.g., experiment design and set-up)
as a comprehensive analysis of modern electrical power systems and its associated ICT components.
Furthermore, the authors of [65] presented a detailed description of the interaction of several components
across the different interoperability layers in order to accommodate for key dynamic information
exchange between DSO and TSO. However, although the current architecture is able to take into
account the information about the components involved in the experiment and its communication
infrastructure, a meaningful description that is able to automatically configure the hardware under study
and its interconnections is still not fully developed. Further work is required in the transition from the
SGAM-based analysis into the hardware-in-the-loop or pure hardware testing applications.

5.4. Wide Usage in R&D Projects

The European Technology and Innovation Platform (ETIP) European Technology and Innovation
Platform Smart Networks for Energy Transition (SNET) in supporting R&D work and evolution of
Smart Grid infrastructures and systems [104]. It is within the core activities of the corresponding
Working Group (WG) 5 “Innovation implementation in the business environment” to find ways of
reporting, analyzing, and supporting R&D projects. To this effect, work is ongoing to build the
following platform as a multi-functional collaborative platform to fulfil the targeted objectives as
outlined in Figure 18.

As can be seen in Figure 18, the build-up architecture is SGAM-based and is working to adapt best
practices developed in European and national-funded projects as introduced and discussed above.

Typical requirements towards such a platform are:

• Standard-based formats to design and exchange use cases, SGAM models, and libraries of terms
and data;

• Enhanced templates with standards-based XML export functionality to export use cases, SGAM
models and libraries following standard-based IEC 62559 compliant formats;
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• Web-based repository to store and manage elicited use cases, SGAM models, and libraries,
managing access rights and enabling multi-editing of the defined descriptions;

• Automated engineering to the highest degree possible that will be continuously enhanced; and
• Automated validation and deployment through collaborative simulation work possibilities.

Figure 18. Overview of the ETIP SNET multi-functional collaborative platform [104].

Developed solutions (e.g., [104]) will be fundamental in the day-to-day operation of the platform.
The above will be open to all and it will be particularly useful for Learner’s Use Cases, less experienced
researchers that are keen to build on current best practices using real data and means for simulating
and testing. In addition to this, given that the tools rely on international standards from IEC and
architectural frameworks, they can be leveraged in other projects with the aim of facilitating sharing of
Smart Grid requirements and architectures. This is particularly useful in the context of larger Smart
Network projects for the future, in which partners from different areas of expertise and different
countries need to exchange information on Smart Network solutions and portfolios with each other.

As was already postulated in the DISCERN project, the tools to be provided are complete versions,
including required functionalities for exchanging and managing Smart Grid/Networks requirements and
architectures in a collaborative environment. The intention is to build this platform for the possibility of
being a one-stop facility that links active researchers with all existing knowledge in the field, collaborative
test facilities, online tools, etc. that can be supporting services to their targeted work. All these are to be
SGAM-based to offer the required interoperability and functionality. Progress in the field will be updated
and, hence, offer long-term sustainability. Attempts will be made to link the platform to solutions/facilities
such as the HTD of the ERIGrid project aiming to offer testing possibilities very early in the development
of project concepts and ideas to support the R&D process of all Europeans including the low-spending
countries in R&D.

6. Discussion, Lessons Learned, and Conclusions

This review shows that the SGAM currently has already a wide spread use and has outgrown its
original purpose for documenting gaps in standardization. Various projects provided experiences to
using SGAM in the context of architecture management, requirements engineering and security and
risk analysis. Even though work and projects are progressing, constantly new uses and application
areas can be found for the systems engineering part of using the SGAM and derivatives.

The concept of SGAM has already been disseminated widely as a well-known concept, but there is
still no official definition of a standardized document by IEC SyC Smart Energy. Even though different
domains have taken up the concept, such as industrial automation, only SGAM derivatives are official
standards as of now. As of recently, interactions between Smart Grid systems and heat/gas systems
are becoming increasingly necessary. Therefore, an official definition of SGAM and its expansion to
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potentially include heat/gas systems is required. An official definition of SGAM should be provided
by SyC Smart Energy as a SRD (System Reference Document), associated with a formal ontology
provided in a textual format as well as with code components. The work will be conducted so that
generic elements that could be used by different domains are separated from the specific application of
the generic elements to the smart energy grid domain.In addition, methods other than elicitation from
use cases have to be tried, e.g., based on Lego Serious Play [105]. One particular feedback is that using
SGAM is easier for stakeholders who are already into systems engineering thinking. Most stakeholders
then only need to transfer the new glossary and vocabulary into their known everyday routines and
can benefit from the overall method. However, tooling better than Powerpoint figures was needed
for collaboration.

Within this review, we have outlined the current use as well as the basics of the so-called Smart
Grid Architecture Model SGAM and its corresponding methodology. Despite having been developed
with the narrow purpose of using it for reference designation of technical standards in the scope of
the EC M/490 mandate, the SGAM has outgrown its original purpose and has gained more and more
attention. Different tools have been developed in order to elicit requirements needed to create SGAM
models from a canonical and standardized use case process as well as plug-ins to state-of-the-art UML
tooling. The SGAM has evolved into a kind of systems engineering approach for the scope of Smart
Grid infrastructures. Projects have successfully used the approach and gained knowledge on refining
and extending the method for additional benefits and gains. The successful application did not go
unnoticed, and different domains have taken over and refined the approach for architectural reference
designation of their individual domains. Different approaches have been even more successful in
terms of standardization than the original SGAM model. Taking into account standards from different
domains that have proven to be useful because they are based on system engineering principles has
also proven very useful, e.g., from logistics to avionics [106,107]. Established practices are tailored and
profiled, e.g., according to the IES Austria Process.

This review briefly presents the most important ones. In addition, the broader use of the SGAM is
covered by a literature research on state-of-the-art projects that are presented in research publications.
Finally, future perspectives are discussed and presented.
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reqIF Requirements Interchange Format
AAL Ambient Assisted Living
ADM Architecture Development Method
AMI Advanced Metering Infrastructure
API Application Programming Interface
AS Ancillary Services
AUTOSAR AUTomotive Open System ARchitecture
BEMS Building Energy Management System
BMVI Bundesministerium für Verkehr und digitale Infrastruktur
CBA Cost based analysis
CEN Comité Européen de Normalisation
CENELEC European Committee for Electrotechnical Standardization
CIM Computational Independent Model
CO2 Carbon dioxide
CSP Concentrated Solar Power or Customer Side Participation
DER Distributed Energy Resource
DISCERN Distributed Intelligence for Cost-effective and Reliable Solutions
DMS Distribution Management System
DSL Domain Specific Language
DSM Demand Side Management
DSO Distribution System Operator
EC European Commission
ELECTRA European Liaison on Electricity Committed Towards long-term Research Activity
EM-ISA E-Mobility Information System Architecture
EMS Energy Management System
EMPOWER Local Energy Retail Markets for Prosumer Smart Grid Power Services
ERIGrid European Research Infrastructure supporting Smart Grid Systems Technology

Development, Validation and Roll Out
ERM Entity Relationship Model
ETIP European Technology and Innovation Platform
ETSI European Telecommunications Standards Institute
EV Electric Vehicle
ES Experiment Specification
FINSENY Future Internet for Smart Energy
FMI Functional Mock-up Interface
FP7 Framework Program 7
GPL Generalized Programming Language
GSCAM Generic Smart City Architecture Model
GWAC GridWise Architecture Council
H2020 Horizon 2020
HTD Holistic Test Description
HMI Human Machine Interface
ICT Information and Communication Technology
IEC International Electrotechnical Commission
IED Intelligent Electronic Devices
IMO International Maritime Organization
IRR Internal Rate of Return
ISO International Organization for Standardization
LCE Low-Carbon Energy
LCIM Levels of Conceptual Interoperability Model
LIC Logical Interface Class
LRM Logical Reference Model
MAF Maritime Architecture Framework
MAS Multi-Agent System
MBSE Model-Based Systems Engineering
MDA Model-Driven Architecture
MESSE Model-based Engineering and Validation Support for Cyber-Physical Energy Systems
NEMS Neighborhood Energy Management System
NIST National Institute of Technology
NMEA National Marine Electronics Association
Nobel Grid New Cost Efficient Business Models for Flexible Smart Grids
NPV Net Present Value
OEM Original Equipment Manufacturer
OpenNES Open and Interoperable ICT Solution for Integration of Renewables
PAS Publicly Available Specification
PIM Platform Independent Model
PMU Phasor Measurement Unit
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PSAL Power System Automation Language
PSI Platform Specific Implementation
PSM Platform Specific Model
PSO Particle Swarm Optimization
PV Photovoltaic
P2P Peer-to-Peer
QoS Quality of Service
RAMA Reference Architecture Model Automotive
RAMI Reference Architecture Model for Industry 4.0
RAMS Reliability, Availability, Maintainability, Safety
RASSA Reference Architecture for Secure Smart Grids in Austria
RAWG Reference Architecture Working group
R&D Research and Development
RES Renewable Energy Source
REST Representational State Transfer
SCIAM Smart City Infrastructure Architecture Model
SCADA Supervisory Control and Data Acquisition
SG Smart Grid
SGAM Smart Grid Architecture Model
SINTEG Schaufenster Intelligente Energie
SmarterEMC2 Smarter Grid:Empowering SG Market ACtors through Information and

Communication Technologies
SNET European Technology and Innovation Platform Smart Networks for Energy Transition
SoS System of Systems
SP Sustainable Processes
SRD System Reference Document
STIX Structured Threat Information eXpression
SysML System Markup Language
TAXII Trusted Automated eXchange of Indicator Information
TC Test Case or Technical Committee
TDX-Assist Coordination of Transmission and Distribution data eXchanges for renewables integration

in the European marketplace through Advanced, Scalable and Secure ICT Systems and Tools
TOGAF The Open Group Architecture Framework
TR Technical Report
TRL Technology Readiness Level
TS Test Specification
TSO Transmission System Operator
TwinPV Stimulating scientific excellence through twinning in the quest for sustainable energy
UCMR Use Case Management Repository
UML Unified Modeling Language
VPP Virtual Power Plant
VTS Vessel Traffic Service
WG Working Group
WoC Web-of-Cells
XML Extensible Markup Language
ZVEI Zentralverband Elektrotechnik- und Elektronikindustrie
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Abstract: Future power systems control will require large-scale activation of reserves at distribution
level. Despite their high potential, distributed energy resources (DER) used for frequency control pose
challenges due to unpredictability, grid bottlenecks, etc. To deal with these issues, this study presents
a novel strategy of power frequency characteristic dynamic adjustment based on the imbalance
state. This way, the concerned operators become aware of the imbalance location but also a more
accurate redistribution of responsibilities in terms of reserves activations is achieved. The proposed
control is based on the concept of “cells” which are power systems with operating capabilities and
responsibilities similar to control areas (CAs), but fostering the use of resources at all voltage levels,
particularly distribution grids. Control autonomy of cells allows increased RES hosting. In this
study, the power frequency characteristic of a cell is adjusted in real time by means of a fuzzy
controller, which curtails part of the reserves, in order to avoid unnecessary deployment throughout
a synchronous area, leading to a more localised activation and reducing losses, congestions and
reserves exhaustion. Simulation tests in a four-cell reference power system prove that the controller
significantly reduces the use of reserves without compromising the overall stability.

Keywords: adaptive control; fuzzy logic; cell; frequency containment control (FCC); power frequency
characteristic; droop control

1. Introduction

Environmental as well as economic considerations constitute principal motivators towards
adopting ever-increasing green technologies, namely renewable energy systems (RES) for the
electrification of power systems. The higher the RES penetration, the more the system’s operation
challenges will be expected due to unpredictability, intermittency and the vast dispersion, all intrinsic
characteristics of this type of energy resources. The operation challenges are to be further intensified
due to the high penetration targets that energy policies have set. For example, the target for green-house
gasses (GHG) reduction at the European level is set to at least 40% by 2030, and between 80 and 95%
by 2050 compared to the 1990 figures [1]. In addition, from the same report the minimum requirement
of energy covered by RES by the year 2030 is 27%. More ambitious studies such as [2,3] show that
even higher RES levels can be achieved. For example, e-Highway 2050 [2] predicts that one of the
possible pathways for RES development involves a RES energy penetration as high as 100% by 2050.
Furthermore, analyses like [3] predict possible high-RES penetration scenarios, namely up to 60% of
energy covered by RES by 2030.
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Regardless of the approach or the levels that will eventually be reached, RES penetration is
expected to substantially increase in the next decades, in a fashion that will have some implications
with regard to the best exploitation of the generated energy as well as the security of supply, the latter
being a prerequisite for maximizing the former exploitation. To this end, an operation paradigm shift
from today’s to future power systems is required in order to host the planned RES as effectively as
possible. For instance, due to the high degree of dispersion that is expected in RES, not only should
the energy exploitation be as local as possible but also operating responsibilities and challenges are
issues better addressed locally. In this respect, awareness of the local grid status through increased
observability combined with activation of the involved resources is of vital importance due to the
high amounts of small-scale distributed energy resources (DER) units that can provide the required
control services. In addition, scheduling and operation approaches based on a generation that largely
follows load are to be revised due to the unpredictability of RES as well as the increased load flexibility
which fosters a paradigm in which load mainly follows generation. Because of this paradigm shift,
scheduling of resources may entail high peaks of power flows that occur rather locally, leading parts of
the grid to operate close to their limits by contrast to current operating schemes in which load levelling
is normally pursued.

However, despite the fact that large amounts of energy exchanges will happen locally, namely
at Low Voltage (LV) and Medium Voltage (MV) distribution level, a substantial amount of energy
will still be produced and transferred by means of High Voltage (HV) transmission grids, either
due to centralised RES power plants, e.g., offshore wind farms or other bulk generation e.g.,
hydroelectric power plants. The above-described assumptions impose the need for new operating
scheme approaches. All in all, research approaches regarding operation of high-RES penetration
systems can be distinguished into three main pathways, namely the reconfiguration of roles and
responsibilities in operating power systems, invention of new optimal automatic control strategies
and reconsideration of operating requirements, especially in terms of frequency stability, namely less
stringent frequency limits.

In this paper, one exemplary approach of power systems structured and operated as “cells”
which constitute a web-of-cells (WoC) [4] is briefly presented in Section 2. Each cell incorporates the
operation responsibilities and capabilities of modern systems’ Control areas (CAs) but with enhanced
control capabilities at lower, i.e., distribution level, thus unlocking the great potential of distributed
generators (DGs) as well as flexible loads and storage elements in the provision and utilisation of
ancillary services. Cells are equipped with novel control strategies that optimally exploit flexibility of
generation/consumption so much so that maximisation of RES in the grid can be achieved. To this
end, the second and main part of this study is concerned with a novel strategy for adaptive frequency
containment control (Adaptive FCC) which, as part of the cell control, aims to reduce the contribution
of primary frequency reserves within the cell and all over a synchronous area, without jeopardising the
overall stability. This way a number of benefits that are analysed in Section 3 are obtained. Section 4
is concerned with the simulation results of the implementation of such a control strategy in a power
system consisting of four cells.

2. The “Cell” and “Web-of-Cells” Concepts

For the purpose of control, the main objective of a cell is to ensure stability in the whole
synchronous area in a distributed but, at the same time, coordinated fashion. The concept of cell
presents a generic applicability and, hence, it may as well be used in transmission and distribution
networks, also with a diverse geographical scalability. In fact, the basic idea behind this concept is to
engage distribution system operators (DSOs) as active participants of the balance/frequency control
process, control actions which are hitherto the sole responsibility of transmission system operators
(TSOs) nominated as CA operators in present-day power systems. The use of this conventional
approach in power systems with a high amount of DER has some intrinsic disadvantages because,
in order for a TSO to effectively use largely distributed reserves, the operator must be aware of
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characteristics and operating conditions of distribution grids and have control access to all involved
resources. On the other hand, in this paradigm DSOs are concerned with issues like voltage control
which is highly influenced by the use of balance reserves. In this process, a number of conflicts can
emerge due to different technical, regulatory and economic objectives of the involved actors.

As an alternative paradigm, the concept of cells resolves such issues in the sense that an operator
like a DSO becomes also an operator of balance/frequency control, thereby reducing the complexity
and conflicts caused by the conventional approach. The cell concept, however, does not incapacitate
TSOs in their key role as balance/frequency operators as well. It is rather an extrapolation of the
balance/frequency control concept to lower levels of the power system, relieving TSOs from the
burden of managing a large amount of reserves. Many connected cells are combined to shape a
WoC as illustrated in Figure 1. In this approach, one cell cannot encapsulate other cells, thus making
cells independent in terms of energy balancing and control objectives since, apart from the overall
synchronous area balance, each cell pursues its own goals.

Figure 1. Schematic example of the proposed “web-of-cells” (WoC) architecture.

In terms of control architecture, there is a novel control approach defined for use within cells.
In particular, a cell is equipped with a hierarchical control scheme, in which functions regarding
planning, scheduling and optimising reserves for balance, frequency and voltage control are located
at cell operation control centres together with activation functions. While the cell operates mainly,
but not exclusively, at secondary and tertiary timescales, primary time scales, such as provision of
virtual inertia, frequency containment and control of nodes voltage are mostly dealt with at single-unit
or aggregated (power plant) levels. The main operation functionalities of a cell in this respect are
virtual inertia provision, containment of frequency deviations, restoration of balance and frequency,
and steering of balance schedules at optimal values. In terms of voltage control, a cell is concerned
with the fast-responding primary control locally at nodes and the coordinated optimal voltage control
at system level that aims at improving the voltage stability of the cell as a whole by selecting the
optimal voltage combinations across the grid, taking into account its specific characteristics [4].

Compared with other architectural approaches, such as microgrids [5–8], which is perhaps the
most widely accepted, mature and well-established concept for hosting large amounts of distributed
RES, in terms of DER integration, the cell concept presents some advantages such as more generic
voltage level applicability (whilst microgrids are confined mainly to LV distribution grids), more
than one connection (tie-line) to other cells at any voltage level, or no self-sufficiency in terms of
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energy balance which means that a cell can largely rely on imports/exports, etc. On top of that, cells
ensure their provision of reserves that serve primarily their own stability whilst microgrids, when in
grid-connected mode, act rather as aggregators providing ancillary services to DSOs. However, by no
means should cells be considered as a substitute of microgrids, since both architectures can coexist in a
power system.

3. Proposed Adaptive Frequency Containment Control

3.1. Analysis of the Control Requirements

Within the present-day system operation, primary frequency control is responsible for
containment of frequency after imbalances that lead to acceleration/deceleration of synchronous
generators (SGs). The response of a system to a frequency event is partly determined by the network
power frequency characteristic (NPFC), a measure of the total power deviation in a synchronous area
for a specific amount of steady-state frequency change [9]. The classic containment of frequency is a
strategy based on the droop slope of the governors of SGs as well as the self-regulation of load during
frequency changes. This way, it is easy to specify the response of a synchronous area by setting the
appropriate droop in the governors or selecting the appropriate number/capacity of generators to
provide such a service. Good though this control strategy may be for present-day power systems, it is
not so advantageous in future power systems hosting high amounts of distributed RES. The reasons
are the following:

• The conventional approach of the NPFC specification presumes that all CAs, even remotely
located, contribute proportionally to the incident. Even though this approach is effective for
power systems with centralised power production at transmission level, in power systems with
high degree of dispersion, where reserves can be located in LV grids far away from the area of
imbalance, the LV distribution grids may experience sizeable changes in power flows. This can
potentially lead to congestion, over/under voltages and increased power losses in the grid.

• If DER units such as photo voltaics (PVs) and wind generators (WGs) participate in the provision
of FCC, they may be required to curtail their production based on remotely located incidents.
Thus, this curtailment would lead to reduction of useful RES generation from areas not responsible
for the imbalance incident.

• Operating frequency limits will most probably be reconsidered and relaxed so that operation
would require less demanding frequency control and reduction in the corresponding
containment reserves.

• Apart from their principal operating goal, DER can be used in multiple-purpose ancillary services
provision, particularly the provision of virtual inertia as a primary requirement of future frequency
control [10,11]. The fixed droop provision by these DER units in conjunction with the extra
control strategies they provide may, under specific circumstances, lead to output saturation and
incapacitation of the reserves.

To this end and on the grounds of the “web-of-cells” concept, we propose an adaptive control
strategy for FCC capable of detecting the cells’ imbalance state, which is the result of any deviation
from the scheduled generation and consumption within the cell. This detection is done in real time at
cell level and, by doing so, the controller is capable of modifying (curtailing) the droop contribution
of the cell so as to reduce its frequency containment reserves (FCR) activation. It should be pointed
out that the proposed adaptive control is strongly connected to the WoC concept since it concerns
the cell power-frequency characteristic (CPFC) value of a cell and the implementation is done at a
cell-level. By contrast, the frequency response control (i.e., droop characteristic of a DER) is a purely
decentralised approach and, hence, not specifically connected to the WoC only, but it can be applied to
any other architectural approach as well. The scope of the proposed adaptation is to reduce the FCR
when the imbalance takes place not inside the cell but somewhere else in the power system, whilst
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for the case where imbalance happens inside the cell, the slope of power frequency characteristic of it
should essentially remain unchanged. Also, in an alternative approach, the slope of the characteristic
of a cell could be increased during the incident in order to obtain a narrower frequency deviation and
a more constant NPFC across the synchronous area; however, this approach is out of the scope of the
present study. The basic benefits of this approach are:

• Mainly, local activation of primary reserves.
• Reduction in power losses, congestion, over/under voltage issues caused in other cells.
• Less conflicts in usage of resources, especially RES and DER used by other ancillary

services controllers.
• Potential scheduling at cell level which leads to reduced computational burden and increased

accuracy. This is due to the fact that the power frequency characteristic is determined at cell level
based on the cell’s rating. The calculation of the NPFC at Synchronous Area level is then based
on the energy yield of the cells and their contribution to the NPFC instead of considering all
units individually.

It is worth noting that adaptive droop control is a method already considered in several studies
such as [12–18], which, however, focus on local operation levels such as the operation of single devices,
e.g., inverters or implementation at microgrid level at most. Besides that, various research studies such
as [19,20] address the issue of the optimal restoration rather than the frequency containment itself in
an optimal way. For the above-mentioned reasons, present study is important not only because of its
novelty but also for the simplicity of its implementation.

3.2. Fuzzy Logic Controller Selection and Design

The proposed control strategy is briefly described in Figure 2, in which the equivalent of a power
system area is assumed as a transfer function. This model was selected not as the most representative
example of a cell, although a cell can also be a HV transmission area with the characteristics of
Figure 2’s model. The reason for selecting this model is due to its simplicity. Based on this power
model, it is more convenient to explain the input and output configuration of the proposed controller.
In this diagram, cell i’s frequency response to imbalances is represented by the transfer function Gpi(s),
and it involves the parameters of inertia constant Hi as well as load self-regulation Di in the following
relationships:

Kpi =
1

Di
, Tpi =

2Hi
f 0Di

(1)

Figure 2. Block diagram of the adaptive control implementation for cell i.
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The transfer function GGT(s) is used to represent the time delays of the SG’s governor-turbine
system assumed for this cell. The specific system is interconnected with other cells (j, k, etc.).
The interconnection is reflected on the tie-line error calculation, which depends on the instantaneous
frequency deviations of the adjacent cells. Table 1 provides an overview of this model’s main
parameters and input signals. The adaptive control in our case is obtained by means of a fuzzy
logic controller that receives frequency (Δfi) and tie-line power deviation (ΔPtie,i), generally given by:

ΔPTie,i =
m

∑
j=1

ΔPTie,ij (2)

as inputs and derives a curtailment ratio for the full-scale droop control of the cell. Fuzzy controllers
provide numerous capabilities in terms of control logic based on multiple input signals and they are
used in various power systems control studies [21]. In our case, the controller uses the combination of
both Δfi and ΔPtie,i in order to identify the cell’s state.

Table 1. Explanation of the assumed model parameters.

Symbol Description

Hi Inertia constant in [s]
Di Load self-regulation in [pu/Hz]
Kpi Area’s constant in [Hz/pu]
Tpi Area’s time constant [s]

Gpi(s) Transfer function of cell i
Tij Tie-line static limit [pu/rad]
Ri Droop slope in [Hz/pu]
Bi Frequency bias [pu/Hz]

TGi Governor’s time constant in [s]
TTi Turbine’s time constant in [s]

GGTi(s) Transfer function of the combined governor-turbine system in cell i
KIi Integrator’s gain

g1, g2 Fuzzy controller input gains for frequency and tie-line power errors
Δfi, Δfj, Δfk Frequency error in cells i, j and k respectively

ΔPtie,i Tie-line power error in cell i
ΔPGi, ΔPDi Deviation of generation and demand in cell i

The sum in Equation (2) represents the individual contribution of each adjacent cell j to the
tie-line error in cell i. The premise of this approach is that when an imbalance incident happens in one
cell, the frequency initially increases/decreases based on the imbalance sign and, by the same token,
and based on the sign convention for the power production/consumption, the tie-line error aggregate
follows an opposite-to-the-frequency course, i.e., the tie-line error increases when frequency decreases.
Thus, by detecting the combination of signs as well as sizes of the two errors, it is possible to adjust the
droop slope of the cell when the incident takes place outside the cell or maintain its maximum value
when the incident concerns the specific cell. The membership functions of the selected controller are
depicted in Figure 3. In this exemplary approach, the input and output signals consist of triangular
functions. The maximum frequency range is from 48 to 52 Hz (±2 Hz) and the maximum tie-line error
varies from −1 to +1 pu. However, these limits are easily adjustable by means of the gains g1 and g2 in
the input signals. In any case, the output CPFCr consists of four membership functions which produce
a gradual CPFC reduction from 100% to 0%.
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Figure 3. Fuzzy logic controller membership functions selected for the adaptive FCC control strategy.

The rules used for the proposed adaptive control are summarised in the rule table below (Table 2).
The symbolic names shown in Figure 3 and Table 2 stand for “Negative High” (NH), “Negative
Low” (NL), “Zero” (ZE), “Positive Low” (PL), and “Positive High” (PH). As can be seen in this table,
the occurrence of error signals with opposite signs implies incidents inside the cell, thus the CPFC
coefficient remains unchanged. By contrast, there is a reduction in the CPFC value whenever the signs
of the errors are the same, with a specific reduction selection based on the size of the error. For example,
in Table 2 a combination of input signals such as Δfi = −1 Hz and ΔPtie,i = −0.5 pu (g1 = g2 = 1) yields
a CPFCr = 66%.

Table 2. Rule table for the adaptive frequency containment control (FCC) controller.

ΔPtie,i

Δfi NH NL ZE PL PH

NH 0% 33% 100% 100% 100%
NL 33% 66% 100% 100% 100%
ZE 66% 100% 100% 100% 66%
PL 100% 100% 100% 66% 33%
PH 100% 100% 100% 33% 0%

It is worth noting that the calculation of the crisp output value is obtained by means of the
centre-of-gravity (CoG) method, which takes into account the chopped membership functions of the
input signals:

CPFCcoef.
crisp =

∑i bi
∫
μ(i)

∑i
∫
μ(i)

(3)

where, bi is the CoG point of the output membership function μ(i). In our case the CoG points
corresponding to Figure 3 are b1 = 0.00, b2 = 0.33, b3 = 0.66 and b4 = 1.00 respectively.

4. Simulation Results

For the validation of the proposed adaptive control, the power system shown in Figure 4 was
selected and implemented in Matlab/Simulink/SimScape Power. This system is based on the CIGRE
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Medium Voltage (MV) reference grid presented in [22]. For our analysis, we assumed that the specific
power system consists of four cells interconnected in the configuration shown in Figure 4. The number
of cells was selected to obtain a sufficient meshed topology in the system with a sufficient number of
cells (above two) which leads to a better assessment of the controller. During the tests, two adaptive
controllers were used, one in cell 1 and one in cell 2. Cell 3 was not assumed to have DGs and, therefore,
FCC whatsoever. However, imbalances happening in cell 3 were implemented to investigate the effect
on the controllers of cells 1 and 2. Last, but not least, none of the three MV cells were equipped with
control to restore frequency, which for these tests was assumed to be the task of the HV cell only.
It should be pointed out here that, in connection with the parameters of Figure 2, the main system
parameters for cells 1–3, such as inertia constant H, load damping factor D, time delays TG and TT, as
well as integrators’ gains KI were all set zero. This assumption does not affect the test results since
the presence of these parameters is not a prerequisite for the proposed controller to operate. Also,
the nature of the resources in the three cells, all of which are assumed as inverter-based units, makes
the absence of inertia and time delays a reasonable assumption. The latter entails that in terms of
dynamics, the frequency of all three MV cells is the same and it depends on the parameters of the
HV cell. The parameters that were fixed throughout the tests for this cell are shown in Table 3. Other
important parameters such as the droop slope of each area were changed based on each scenario. It is
noteworthy that the selection of these parameters was not based on a systematic approach but it was
done based indicative literature values.

Table 3. Basic parameters values of the High Voltage (HV) cell during the tests.

Parameter Value

H 5 s
D 0.01 pu/Hz
Kp 100 Hz/pu
Tp 20 s
B 1 pu/Hz

TG 0.008 s
TT 0.03 s
KI 0.01

 

(a) (b)

Figure 4. Reference power grid and simplified WoC diagram: (a) Electrical diagram of the reference
power system; (b) Selected WoC configuration.
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4.1. Scenario A: Short-Term Analysis

This scenario includes the investigation of the adaptive controller’s qualitative behaviour for
short-term imbalance incidents without the presence of frequency restoration control. The latter was
omitted for the sake of clarity of results in order to have a clear view of the fuzzy controller’s response
to input signals. As a consequence, due to the absence of any frequency restoration, all test results in
this scenario present a steady-state frequency and imbalance deviation. In order to assess the ability of
the controller to discern the location of the imbalance, three different imbalances were implemented
in each of the three MV cells. Each imbalance was a load change of 3 MW located at nodes 2, 9
and 12, respectively.

Also, each imbalance takes place at t = 100 s and the controller gains g1 and g2 were set to 5 and
−50 respectively. The results in Figure 5 show the response of the frequency and tie-line errors in
conjunction with the CPFC curtailment for two of the three investigated imbalances. In this case, it is
self-evident that the two controllers successfully pinpoint the imbalance location resulting in CPFC
reduction only in cell 2 when the imbalance takes place in cell 1, or in both, cells 1 and 2, when the
imbalance takes places in cell 3. Furthermore, for the case that the imbalance happens in cell 2 the
results are similar to the ones shown in Figure 5a. That means that the CPFC ratio of cell 2 remains
unchanged, whereas the CPFC value of cell 1 is curtailed. It is also noteworthy that the variation of
CPFC in all these tests does not go below 50%. This is due to the limited imbalance deviation for the
specific incident compared to the base power of 50 MVA. With the selection of a gain value equal to
−50 for the imbalance error, the latter is amplified enough to see a significant reduction of CPFC to
about 50%. By further increasing the gain, or by changing the membership functions and/or the rule
table, it is possible to increase the output range of the CPFC curtailment to even lower values. Since it
is not easy to predict the exact values of the input errors in a power system model like the one used,
the controller has been tested and validated in its full input/output range in a stand-alone set of tests
with fully controllable inputs.

(a) (b)

Figure 5. Simulation results for the short-term analysis of the controller. In both columns, the diagrams
show the Cell Power-Frequency Characteristic (CPFC) variation (top), the imbalance (middle), and the
frequency response (bottom diagrams): (a) Imbalance incident in cell 1; (b) Imbalance incident in cell 3.
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4.2. Scenario B: Long-Term Analysis

This scenario is used to investigate the behaviour of the control scheme in a 24 h operation of the
above-described network. To this end, the power profiles shown in Figure 6 were used. These profiles
have a sampling rate of 15 min. The input data shown in this diagram were scaled down and used
as input signals to variable loads/generators in the model. In order to do this, the original data were
divided by the maximum power of each profile in order to calculate the values in pu.

 
(a)

(b)

 
(c) 

Figure 6. Input data used for the 24 h tests: (a) Load profile; (b) Wind generation profile; (c) photo
voltaics (PV) generation profile.

Once the pu values of load were obtained, the minimum load value was used as base-load in
the system (fixed load at each bus) and the variable load was introduced as dynamic loads at each
bus. In order to have differentiation among the buses, the dynamic load profile of each bus was
modified using a random number generator. Finally, to get the actual power at the buses, each pu load
profile was scaled-up by a factor based on the nominal load of each bus given by the CIGRE model.
The same scaling-down and -up strategy was also used for the PVs and WG profiles, ignoring, however,
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the differentiation among PVs (all PVs produced the same profile of power). Furthermore, of the four
cells making up the specific test grid, only two were equipped with the adaptive control. In order to
highlight the impact of these controllers on the overall stability as well as to better assess the impact
on the energy usage, the HV cell in this model was assumed to incorporate a relatively small droop
slope corresponding to 1 MW/Hz. The contribution of the DER units in the droop slope was selected
so that it would reflect their capability of varying their output power within specific margins. Thus,
RES such as PVs and WG were assumed to be able only to reduce their output power (curtailment of
generation) in case of production surplus. Also, other DER units such as batteries were considered
to have capability of both increasing/decreasing their power, responding to any frequency variation.
Due to this asymmetric contribution of DER, the scheduled droop slope of each unit should be selected
such that a symmetric overall CPFC can be achieved. In our case, however, in order to investigate the
impact that an asymmetric CPFC could have on the overall stability, the aggregated maximum droop
slope or CPFC of each cell was selected −233 kW/Hz (negative delta f ) and −300 kW/Hz (positive
delta f) for cell 1 and −314 kW/Hz (negative delta f) and −610 kW/Hz (positive delta f) for cell 2.

Apart from the significant asymmetry in the aggregated CPFC, the part of the characteristic
concerned with the positive frequency deviations provided by cells 1 and 2 is approximately equal to
the HV droop slope which is fixed. Also, since this part of the CPFC is delivered by RES and since
one of the main objectives of the test is to show the curtailment reduction caused on such kind of
useful energy, the disturbance scenarios included stepwise reductions in the scheduled load profile of
Figure 6. Specifically, each timeframe (15 min) one-step change in the power consumption of each bus
is implemented. Each change is selected to −10% of the actual power at the moment of reduction. This
way, the resulting frequency disturbances lead to increase of frequency and activation of the controller
part mainly related to the PVs and WG of the power system. For the quantification of the resulting
reserves reduction, two types of mathematical formulation were used. The first one corresponds to the
absolute energy usage expressed by the formula:

ABS =
∫ ∞

0

[∣∣∣ΔPdroop,1

∣∣∣+ . . . +
∣∣∣ΔPdroop,n

∣∣∣]dt (4)

The second formulation is an expression of the cost of the usage of these reserves expressed as:

Cost =
∫ ∞

0

[(
ΔPdroop,1

)2
+ . . . +

(
ΔPdroop,n

)2
]

dt (5)

Last, but not least, the other HV area parameters used in this scenario were Kp = 100 Hz/pu
and H = 5 s. Based on the afore-mentioned assumptions, the 24 h simulation test with and without
the use of adaptive FCC control shows that a significant reduction in the use of FCC reserves can be
achieved in total, but also for the individual types or RES reserves as well. The results obtained for
this scenario are summarized in Tables 4 and 5, respectively. Table 4 illustrates the energy/cost saving
for all DER when the proposed control is used (left column) in contrast with the classic fixed droop
(right column). The results in this table show a significant overall reduction in both the energy (19.7%)
and the cost (26.7%) by means of the adaptive modification of CPFC in the system. Similarly, a more
specific table (Table 5) shows the impact on the adaptive control on the RES of the system. It is evident
that with the use of the proposed controller a significant reduction in RES energy loss is achieved. It is
worth noting that the significant reduction in the use of reserves does not compromise the overall
stability since the maximum frequency deviation for a fixed-droop FCC is 52.50 Hz, whereas the
implementation of the adaptive control increases only slightly the deviation to 52.54 Hz. Likewise,
the minimum frequency deviations with and without the use of adaptive control are 49.42 Hz and
49.51 Hz, respectively. The relatively high frequency deviation in both versions of the controller is due
to the low overall droop slope of the system. Last, but not least, the system remains stable despite
the asymmetric droop due to the type of reserves. Figure 7 shows the frequency response of the two
cells over time for the case of adaptive FCC control. It is worth noting that by implementing a slightly
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modified controller version with an increase of the CPFC ratio above 1 when the incident takes places
inside the corresponding cell, it would be possible to maintain the frequency deviation equal to the
fixed-droop version of the controller. In such a case, the local character of the reserves activation
remains the same, with all the related benefits of this approach.

Table 4. Comparison of aggregated usage of FCC reserves with and without adaptive control.

Function With Adaptive FCC With Fixed Droop

ABS (Reduction) 8.59 × 107 (Ws) (−19.7%) 1.07 × 108 (Ws)
Cost 6.94 × 1012 (W2s) 9.46 × 1012 (W2s)

(Reduction) (−26.7%) -

The drawback of such a variation, however, is the requirement of a higher amount of reserved
power. Thus, in our study we only investigated the curtailment of CPFC with the concession that a
slight increase of frequency deviation is acceptable. An operator, however, could select the alternative
method if the availability of extra reserves is not an issue.

Table 5. Comparison of curtailment in the renewable energy systems (RES) production for the two
FCC versions.

RES With Adaptive FCC With Fixed Droop

Wind Generation (Reduction) 1.24 × 108 (Ws) (−18.0%) 1.51 × 108 (Ws)
Photovoltaic Generation 8.97 × 106 (Ws) 9.56 × 106 (Ws)

(Reduction) (−6.2%) -

Figure 7. Frequency response during the 24 h simulation test with the use of adaptive FCC control.

5. Conclusions

This study deals with the use of an adaptive control method for FCC in future power systems.
The basic idea behind the control method is that the system consists of interconnected cells, entities
capable of dealing with imbalance issues even at distribution level, and makes use of the frequency
and tie-line error signals in order to obtain a secure imbalance estimation in real time. Based on the
imbalance location and size, the controller curtails the droop contribution of the cell so that reduced
use of FCR is induced. This results in a number of benefits linked to efficient, improved local operation
of reserves. This avoids congestions, over-voltages and conflicts of use with other control schemes and
increases the utilisation of the RES energy from areas located far away from the imbalance incident.
The method was developed based on a fuzzy controller and it was implemented and tested using
a 4-cell interconnected system. The results showed that not only is the proposed controller capable
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of reducing the overall usage of FCR, but it can also maintain a quite satisfactory level of stability
without deteriorating the overall system behaviour since it only slightly influences the peak deviations
of frequency and tie-line power.
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Abstract: In this paper, we propose a very effectively filtering approach (EFA) to enhance network
traffic performance for high-availability seamless redundancy (HSR) protocol in smart grids. The EFA
combines a novel filtering technique for QuadBox rings (FQR) with two existing filtering techniques,
including quick removing (QR) and port locking (PL), to effectively reduce redundant unicast traffic
within HSR networks. The EFA filters unicast traffic for both unused terminal rings by using the PL
technique and unused QuadBox rings based on the newly-proposed FQR technique. In addition, by
using the QR technique, the EFA prevents the unicast frames from being duplicated and circulated
in rings; the EFA thus significantly reduces redundant unicast traffic in HSR networks compared
with the standard HSR protocol and existing traffic filtering techniques. The EFA also reduces control
overhead compared with the filtering HSR traffic (FHT) technique. In this study, the performance
of EFA was analyzed, evaluated, and compared to that of the standard HSR protocol and existing
techniques, and various simulations were conducted to validate the performance analysis. The
analytical and simulation results showed that for the sample networks, the proposed EFA reduced
network unicast traffic by 80% compared with the standard HSR protocol and by 26–62% compared
with existing techniques. The proposed EFA also reduced control overhead by up to 90% compared
with the FHT, thus decreasing control overhead, freeing up network bandwidth, and improving
network traffic performance.

Keywords: smart grids; substation automation system (SAS); high-availability seamless redundancy
(HSR); seamless communications; traffic reduction technique

1. Introduction

The smart grid is a new concept of the next-generation electric power system that has emerged
to address challenges of the existing power grid. The smart grid is a modern electric power grid
infrastructure for enhanced efficiency, reliability and safety, with smooth integration of renewable and
alternative energy sources, through automated control and modern communications technologies [1].
Communication architecture of smart grid including requirements, topologies, and protocol stack
is required for smart grid environments [2]. Smart grids provide more electricity to meet rising
demand, increase reliability and quality of power supplies, increase energy efficiency, be able to
integrate low carbon energy sources into power networks [3]. To realize the smart grid technology,
legacy substations are retrofitted by substation automation systems (SASs), allowing the robust
control and communication tasks [4]. The SAS system is used to control, supervise, and protect
substations that are strategic nodes in power networks, which consist of large numbers of switchgears
and measuring devices [5]. Functions of an SAS are control and supervision, as well as protection
and monitoring of the primary equipment and of the grid. The functions can be assigned to three
levels: the station level, the bay level, and the process level. Devices of an SAS may be physically
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installed on different functional levels [5]. The substation should continue to be operable if any
SAS communications component fails [6]. Communication networks in the SAS are defined by the
International Electrotechnical Commission (IEC)’s IEC 61850 standard [5,6]. To ensure the operations
of substations, seamless communication with fault-tolerance can be provided for SASs by using
redundancy protocols. In most redundancy protocols, the communication is recovered from a fault
in the network; this recovery takes some time, and even a short time period could be unacceptable
for certain time-critical applications, including SAS [7]. To help with this problem, the IEC developed
and standardized two protocols that provide seamless communication with fault tolerant capability,
including the parallel redundancy protocol (PRP) and high-availability seamless redundancy (HSR) [8].
Both these protocols implement redundancy in the nodes and provide seamless communication based
on the duplication of frames sent over redundant paths from a source to a destination. Unlike the PRP
that uses two identical local area network (LAN) of similar topology, the HSR is applied to a single
LAN to provide seamless redundancy for the network. With respect to PRP, HSR allows to roughly
halve the network infrastructure [8]. HSR is one of the redundancy protocols selected to provide
seamless communication for SASs. HSR is mainly used ring topologies, including single-ring and
connected-ring networks. In HSR, a node has two ports operated in parallel, called a doubly-attached
node with HSR protocol (DANH). Singly-attached nodes (SANs), such as maintenance laptops or
printers, cannot be inserted directly into HSR rings. SANs communicate with HSR ring devices through
a redundancy box (RedBox) that acts as a proxy for the SANs attached to it. Quadruple port devices
(QuadBoxes) are used to connect DANH rings in connected-ring networks. A single DANH ring
consists of DANHs, each having two ring ports, interconnected by full-duplex links. When a source
DANH sends a unicast frame to a destination DANH in a DANH ring, the source DANH prefixes the
frame by an HSR tag and sends the tagged frame over each port. In the failure-free case, the destination
DANH receives two identical frames from each port, removes the HSR tag of the first frame before
passing it to its upper layers, and discards any duplicate. The standard HSR protocol works very
effectively in single-ring networks. The HSR protocol, however, generates too much redundant unicast
traffic in connected-ring networks. This drawback is caused by the following issues:

1. Issue 1: Duplicating and circulating frames in all the rings, except the destination DANH ring;
2. Issue 2: Forwarding unicast frames into all DANH rings;
3. Issue 3: Forwarding unicast frames into all QuadBox rings.

Several traffic filtering techniques have been proposed to solve the drawback and improve the
network performance in HSR networks, including the quick removing (QR) technique [9], the traffic
control (TC) technique [10], the port locking (PL) technique [11], the hybrid QR and PL approach
(QRPL) [12], the enhanced port locking (EPL) technique [13], and the filtering HSR traffic (FHT)
technique [14]. However, most of the techniques (QR, TC, PL, QRPL, and EPL) do not solve all the
HSR issues, whereas the FHT solves all the issues but generates additional control overhead in HSR
networks. Several dual paths-based techniques have been proposed to reduce redundant unicast
traffic in HSR networks based on pre-established paths. These techniques discover and establish
dual paths between a source and a destination in an HSR network before forwarding unicast traffic
frames from the source to the destination through the dual paths. Dual paths-based techniques
include the dual virtual paths (DVP) [15] technique, which was then extended as extended dual
virtual paths (EDVP) [16], the ring-based dual paths (RDP) [17] technique, and the dual separate
paths (DSP) [18] technique. These dual paths-based techniques significantly reduce redundant unicast
traffic in HSR networks. The main drawback of the techniques, however, is to generate additional
control overhead in the networks because they exchange control messages to discover and establish
dual paths. In addition, there are other techniques for reducing redundant unicast traffic in HSR
networks, including the HSR SwitchBox technique [19] and the integration of HSR and OpenFlow
(HSE + OF) [20]. The HSR SwitchBox technique defines a new switching node in HSR networks that
forwards HSR frames based on looking up of media access control (MAC) tables instead of flooding
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the frames. The HSE + OF approach aims to manage HSR networks by means of the software defined
networking (SDN) paradigm. The approach defines new HSE + OF nodes whose control plane is
managed by an OpenFlow controller [20]. In other words, this approach is an implementation of HSR
in SDN.

In this paper, we propose a very effectively filtering approach (EFA) to significantly reduce
redundant unicast traffic in HSR networks by combining two existing filtering techniques with a
newly-proposed filtering technique. We propose a new traffic filtering technique for QuadBox rings
(FQR) to filter unicast traffic for unused QuadBox rings. The FQR technique is then combined
with two existing techniques, including PL and QR to provide the combined approach EFA that
effectively reduces redundant unicast traffic in HSR networks. The proposed EFA filters unicast
traffic for both unused DANH rings by using the PL technique and unused QuadBox rings by using
the newly-proposed FQR technique. The EFA also prevents the unicast traffic frames from being
duplicated and circulated in rings by using the QR technique. The EFA, thus, significantly reduces
redundant unicast traffic in HSR networks compared with the standard HSR protocol and other
traffic-filtering techniques, such as QR, PL, QRPL, and EPL. In addition, although the EFA, FHT,
and dual paths-based techniques exhibit similar network traffic performance, the EFA generates less
control overhead than the FHT technique and existing dual paths-based techniques. In other words,
the motivation of this paper is to propose a novel approach that reduces more redundant unicast
traffic than the existing filtering techniques and generates less control overhead than the FHT and
existing dual paths-based techniques. The proposed approach, therefore, saves network bandwidth
and improves network performance.

The rest of this paper is organized as follows: Section 2 describes several existing traffic filtering
techniques, while Section 3 introduces the proposed EFA for effectively reducing unicast traffic in
HSR networks. In Section 4, the performance of the proposed approach is analyzed, evaluated, and
compared to that of the standard HSR protocol and existing techniques. Section 5 describes several
simulations and their results in order to evaluate and validate the performance analysis. Finally,
Section 6 provides several conclusions drawn from this work.

2. Related Work

This section introduces several existing traffic filtering techniques including QR, PL, QRPL, EPL,
and FHT that were proposed to reduce redundant unicast traffic in HSR networks. To demonstrate the
operations of these existing filtering techniques, we consider an HSR network with eight DANH rings
and three QuadBox rings as shown in Figure 1.

 

Figure 1. A high-availability seamless redundancy (HSR) network with eight doubly-attached node
with HSR protocol (DANH) rings.
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Under the standard HSR protocol, when source node 1 sends a unicast frame to destination
node 10, the frame is duplicated and circulated in all rings, except the destination DANH ring as
shown in Figure 2. This flooding process generates excessively redundant unicast traffic in the
HSR network.

 

Figure 2. Forwarding a unicast frame using the standard HSR protocol.

2.1. QR

QR reduces redundant traffic in HSR networks by solving the HSR issue 1. In other words, the QR
technique prevents traffic frames from being duplicated and circulated in rings, as shown in Figure 3.
When a node receives an HSR frame for the first time, the node floods the frame over all its ports
except the received port from which the frame has been received. Later, if the node continues to receive
other copies of the frame, the node will discard the duplicate copies.

 

Figure 3. Forwarding a unicast frame using the quick removing (QR) technique.

QR is the simplest traffic filtering technique. The technique can filter any traffic. The main
disadvantage of QR, however, is that it does not filter unicast traffic for unused rings.
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2.2. PL

PL reduces redundant unicast traffic in HSR networks by filtering unicast traffic for unused
DANH rings. PL divides each access QuadBox into two sides: a DANH side that is connected to a
DANH ring and a QuadBox side that is connected to a QuadBox ring. The technique does not forward
a unicast frame to DANH rings that do not contain the destination DANH by locking DANH sides
connecting the DANH rings. When the source DANH sends unicast frames to the destination DANH,
the PL technique uses the first sent frame to check if DANH rings contain the destination DANH and
then lock DANH rings that do not contain the destination DANH. After the phase, the PL does not
forward unicast frames into the locked DANH rings, as shown in Figure 4.

 

Figure 4. Forwarding a unicast frame using the port locking (PL) technique.

The drawbacks of PL, however, are that it does not solve the HSR issues 1 and 3.

2.3. QRPL

QRPL is a hybrid approach that combines the QR technique with the PL technique. The QRPL
approach uses the PL technique to filter unicast traffic frames for DANH rings and the QR technique
to remove duplicated and circulated frames from rings, as shown in Figure 5.

 

Figure 5. Forwarding a unicast frame using the hybrid QR and PL (QRPL) approach.
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The main drawback of the QRPL approach, however, is that it does not filter unicast traffic for
QuadBox rings, which results in redundant unicast traffic traveling in these rings.

2.4. EPL

EPL is the improved version of the PL technique that filters unicast traffic for both unused DANH
and QuadBox rings, as shown in Figure 6. The EPL technique works with the same locking concept as
the PL technique.

 

Figure 6. Forwarding a unicast frame using the enhanced port locking (EPL) technique.

The EPL technique, however, does not prevent unicast frames from being duplicated and
circulated in active rings.

2.5. FHT

FHT is the only technique that solves all the HSR issues abovementioned in Section 1. The FHT
technique filters unicast frames for both unused DANH and QuadBox rings by using MAC tables. The
technique learns MAC addresses of DANHs and builds MAC tables by exchanging control messages.
In addition, the FHT prevents unicast frames from being duplicated in rings. The process of forwarding
unicast frames under the FHT technique is shown in Figure 7.

 

Figure 7. Forwarding a unicast frame using the filtering HSR traffic (FHT) technique.

120



Energies 2017, 10, 1356

The main drawback of the FHT technique is that it generates additional control overhead in HSR
networks due to the use of control messages.

2.6. Comparisons

As described above, several existing traffic filtering techniques have advantages and
disadvantages. While QR prevents unicast frames from being duplicated and circulated in rings,
it does not filter unicast traffic for unused rings. The PL and EPL filter unicast traffic for unused rings.
They, however, do not remove duplicated unicast traffic from rings. The QRPL is a hybrid approach
that combines the QR with the PL in order to filter unicast traffic for unused DANH rings and to
prevent the traffic from being duplicated and circulated in rings. The QRPL, however, does not filter
the unicast traffic for unused QuadBox rings. The FHT filters unicast traffic for both unused DANH
and QuadBox rings, as well as removing duplicated traffic from rings. FHT does generate a certain
degree of control overhead for learning and building MAC tables, however. The characteristics of
these filtering techniques are summarized in Table 1.

Table 1. Characteristics of traffic filtering techniques.

Features QR PL QRPL EPL FHT

Filter traffic for DANH rings -
√ √ √ √

Filter traffic for QuadBox rings - - -
√ √

Remove duplicated traffic
√

-
√

-
√

Generate control overhead No No No No Medium

3. The Proposed EFA

Three types of QuadBoxes are defined in this paper: access QuadBoxes, trunk QuadBoxes, and
QuadBox pairs:

• The access QuadBox is a QuadBox that connects to at least one DANH ring;
• The trunk QuadBox is a QuadBox that does not connect to any DANH ring; in other words, trunk

QuadBoxes are used to connect QuadBox rings;
• A QuadBox pair refers to two QuadBoxes that are used as a pair to connect two rings to prevent a

single point of failure.

The main purpose of the proposed EFA is to filter unicast traffic frames for both unused DANH
rings and unused QuadBox rings, as well as preventing the unicast traffic frames from being duplicated
and circulated in rings of HSR networks.

3.1. Removing Duplicated Unicast Traffic

To solve issue 1 of HSR, the EFA uses the QR technique to prevent unicast traffic frames from
being duplicated and circulated in all rings of HSR networks. By using the QR technique, each HSR
node, such as a DANH node or a QuadBox node, forwards a unicast frame over all its ports (except
the received port) when the node has received the frame for the first time. Later, if the node receives
copies of the frame, the node will discard the duplicated copies.

3.2. Filtering Unicast Traffic for DANH Rings

The EFA filters unicast traffic for any DANH rings that do not contain the destination by applying
the PL technique. For a communication session between source node 1 and destination node 10, when
the source sends the first unicast frame, each access QuadBox forwards the frame into its DANH ring
to check if its DANH ring contains the destination node. If not, then the access QuadBox locks its
DANH side to prevent the frame from being forwarded into the DANH ring.
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3.3. Filtering Unicast Traffic for QuadBox Rings

To solve issue 3 of HSR (as noted above), we propose in this paper a novel filtering technique
called “filtering for QuadBox rings” (FQR) to filter unicast traffic for unused QuadBox rings. FQR
divides each trunk QuadBox into two sides, both of which consist of two ports connected to a QuadBox
ring. For a communication session between a source and a destination in an HSR network, FQR sets
each side of each trunk QuadBox to either the source side or the destination side. The source side is
closer to the source than the destination side, as shown in Figure 8. The source and destination sides of
each trunk QuadBox are only locally significant in each communication session.

Figure 8. Source side and destination side of a trunk QuadBox.

FQR filters unicast traffic for any QuadBox rings that are not used to deliver unicast frames
in a communication session between a source and a destination in an HSR network by locking the
destination sides of the QuadBoxes. The FQR operation consists of (1) the setting step and (2) the
locking step, as described below.

3.3.1. Setting Step

In this step, each side of each trunk QuadBox is set to either the source side or the destination
side. This step is initiated once a communication session between a source and a destination is started.
In other words, the step is performed while the first traffic frame is delivered from the source to
the destination of the communication session. When the source sends the first HSR frame to the
destination, the frame is flooded into all the rings in the network (as occurs in the standard HSR
protocol). When a trunk QuadBox receives the first frame of the communication session, the trunk
QuadBox sets the side from which the frame is received to the source side and sets the other side to the
destination side, as shown in Figure 9.

 

Figure 9. The process of the setting step.
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3.3.2. Locking Step

This step locks the destination sides of any QuadBoxes that are not used to deliver unicast traffic
frames from the source to the destination. Once the destination receives the first HSR frame sent by
the source, the destination initiates the locking step by sending a “locking” message back to the source.
Only trunk QuadBoxes process and forward the locking message, whereas access QuadBoxes discard
the message. When a trunk QuadBox receives a locking message, it checks if the side from that the
locking message has been received is the source side or the destination side:

• If the received side is the destination side, then the QuadBox does not lock its destination side.
• If the received side is the source side, then the QuadBox locks its destination side.

The trunk QuadBox then forwards the received locking message over its ports, except for the
received port and the locked ports, which belong to the locked destination side. Figure 10 shows
the process of checking and locking destination sides based on receiving the locking message at
trunk QuadBoxes.

 

Figure 10. The process of the locking step.

3.4. Operations of the Proposed EFA

The EFA consists of two phases as shown in Figure 11, including locking phase and filtering
phase. The locking phase occurs during the forwarding process of the first frame. In this phase, the
EFA checks and locks access and trunk QuadBoxes that connect to unused DANH and QuadBox
rings, respectively. The locking phase is followed by the filtering phase that starts when the second
frame is sent. In the filtering phase, the EFA does not forward unicast frames into unused DANH and
QuadBox rings.

Figure 11. The operational diagram of effectively filtering approach (EFA).
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At the first frame, the network will work in the same way as the standard HSR protocol. From
the second frame, unicast frames will be forwarded and filtered under the EFA effect. In the locking
phase, when the source sends the first frame of a communication session to the destination, the frame
is flooded in the whole network. During delivery of the first frame, access QuadBoxes use the PL
technique to check their DANH rings and lock their DANH sides if their DANH rings do not contain
the destination. Once the destination receives the first unicast frame, the destination sends a locking
message back to the source. Upon receiving the locking message, trunk QuadBoxes use the FQR
technique to check and lock their destination sides, if needed. Access QuadBoxes discard the locking
message they have received. At that time, QuadBoxes have locked sides that are not used to forward
unicast frames from the source to the destination. In the filtering phase, the next frames will not be
forwarded into any DANH and QuadBox rings that are connected to locked DANH sides and locked
destination sides. In addition, the EFA uses the QR technique to remove any duplicated unicast frames
from rings. Figure 12 illustrates the process of forwarding unicast frames from source 1 to destination
10 in the sample HSR network.

 

Figure 12. Forwarding a unicast frame using the EFA approach.

4. Performance Analysis

In this section, network traffic performance of EFA is first analyzed and compared with that of
the standard HSR protocol and existing techniques. Control overhead performance of EFA is then
analyzed and compared with that of the FHT technique.

4.1. Network Traffic Performance

This section describes the network traffic performance analysis of EFA compared to the standard
HSR and existing techniques, including QR, PL, QRPL, and FHT.

In this paper, to analyze and evaluate traffic performance, network traffic was chosen as a
performance metric. Network traffic is defined as the total number of frame copies that travel on
links and that are received by nodes in the network. When a unicast frame is sent from a source to a
destination in a network, the network traffic is the total number of the frame’s copies that are delivered
and received in the network.
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4.1.1. Under the Standard HSR Protocol

Let nt1
HSR be network traffic when a source node sends a unicast frame to a destination node

under the standard HSR protocol. nt1
HSR is calculated as follows:

nt1
HSR = ∑

i∈NR
2ni − nD (1)

where nD is the number of nodes in the destination DANH ring, ni is the number of nodes in the ith
ring, and NR is a set of all rings in the network.

Generally, network traffic when a source node sends N unicast frames to a destination node under
the standard HSR protocol, denoted by ntHSR, is determined by:

ntHSR = N

(
∑

i∈NR
2ni − nD

)
(2)

4.1.2. Under the QR Technique

When a source node sends a unicast frame to a destination node, network traffic under the QR
technique, denoted by nt1

QR, is calculated by:

nt1
QR = ∑

i∈NR
ni (3)

Generally, network traffic when a source node sends N unicast frames to a destination node under
the QR technique, denoted by ntQR, is determined as follows:

ntQR = N ∑
i∈NR

ni (4)

4.1.3. Under the PL Technique

Network traffic when a source node sends the first unicast frame to a destination node under the
PL technique, denoted by nt1

PL, can be calculated using Equation (1):

nt1
PL = ∑

i∈NR
2ni − nD (5)

Network traffic when the source node sends the kth unicast frame (k ≥ 2) to the destination node
under the PL technique, denoted by ntk

PL, is determined as follows:

ntk
PL = ∑

i∈QR
2ni + 2nS + nD (6)

where nS is the number of nodes in the source DANH ring and QR is a set of all QuadBox rings in
the network.

Generally, network unicast traffic when a source node sends N unicast frames to a destination
node under the PL technique, denoted by ntPL, is determined as follows:

ntPL = ∑
i∈NR

2ni + (N − 1)

(
2nS + ∑

i∈QR
2ni

)
+ (N − 2)nD (7)
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4.1.4. Under the QRPL Approach

Network traffic when a source node sends the first unicast frame to a destination node in an HSR
network under the QRPL approach, denoted by nt1

QRPL, is similar to that under the QR technique and
is calculated using Equation (3):

nt1
QRPL = ∑

i∈NR
ni (8)

As with PL, starting from the second unicast frame sent in the HSR network, QRPL locks and
filters all DANH rings except the destination DANH ring.

Network traffic when the source node sends the kth unicast frame (k ≥ 2) to the destination node
the QRPL, denoted by ntk

QRPL, is determined as follows:

ntk
QRPL = ∑

i∈QR
ni + nS + nD (9)

Generally, network unicast traffic when a source node sends N unicast frames to a destination
node under the QRPL, denoted by ntQRPL, is:

ntQRPL = ∑
i∈DR

ni + N ∑
i∈QR

ni + (N − 1)(nS + nD) (10)

4.1.5. Under the FHT Technique

Network traffic when a source node sends a unicast frame to a destination node under the FHT
technique, denoted by nt1

FHT , is calculated as follows:

nt1
FHT = nDN

S + nDN
D + ∑

i∈IR
ni (11)

where nDN
S and nDN

D are the number of DANH nodes in the source and destination DANH rings,
respectively, and IR is a set of intermediate rings that connects the source and destination DANH rings.

Generally, network unicast traffic when a source node sends N unicast frames to a destination
node under the FHT technique, denoted by ntFHT , is calculated as follows:

ntFHT = N

(
nDN

S + nDN
D + ∑

i∈IR
ni

)
(12)

4.1.6. Under the EFA

For the first unicast frame under the EFA, the process of delivering the frame is similar to that of
the standard HSR protocol. During the delivering process, access and trunk QuadBoxes check and
lock their DANH sides and destination sides, respectively, if the sides are not used to forward unicast
frames from the source to the destination. Under the EFA, when a source node sends the first unicast
frame to a destination node, the frame is flooded and doubled in all rings except the destination DANH
ring. Network traffic, denoted by nt1

EFA, is calculated as follows:

nt1
EFA = ∑

i∈NR
2ni − nD (13)

where nD is the number of nodes in the destination DANH ring, ni is the number of nodes in the ith
ring, and NR is a set of all rings in the network.

For the next unicast frames, EFA locks all DANH rings except the destination DANH ring and
any unused QuadBox rings. In addition, any duplicated frames are also removed from active rings.
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Network traffic when the source node sends the kth unicast frame (k ≥ 2) to the destination node under
the EFA, denoted by ntk

EFA, is determined as follows:

ntk
EFA = nDN

S + nDN
D + ∑

i∈AR
ni (14)

where nDN
S and nDN

D are the number of DANH nodes in the source and destination DANH rings,
respectively, and AR is a set of active QuadBox rings that are used to deliver unicast frames between
the source and the destination.

Generally, network traffic when a source node sends N unicast frames to a destination node under
the EFA, denoted by ntEFA, is:

ntEFA = nt1
EFA + (N − 1)ntk

EFA (15)

By substituting nt1
EFA in (13) and ntk

EFA in (14) into the above ntEFA equation, ntEFA can be
calculated as:

ntEFA = ∑
i∈NR

2ni − nD + (N − 1)

(
nDN

S + nDN
D + ∑

i∈IR
ni

)
(16)

4.2. Control Overhead Performance

This section analyzes and evaluates the control overhead generated in HSR networks under the
FHT and EFA.

4.2.1. Under the FHT Technique

The FHT filters unicast traffic for DANH and QuadBox rings based on MAC tables. To learn
MAC addresses and build MAC tables, the FHT uses control messages, including Hello, ACK, and
MAC messages.

Hello messages are sent by QuadBoxes and forwarded in DANH rings; DANH nodes forward
the Hello messages, whereas QuadBoxes do not. The number of Hello messages sent and forwarded
in the HSR network, denoted by coHello

FHT , is determined as follows:

coHello
FHT = ∑

i∈DR
(ni + 1) + ∑

i∈QR
2ni (17)

where ni is the number of nodes in the ith ring, DR is a set of all DANH rings, and QR is a set of all
QuadBox rings in the network.

Upon receiving a Hello message, each DANH node sends an ACK message back to the QuadBox
that sent the Hello message. The number of ACK messages sent and forwarded in the HSR network,
denoted by coACK

FHT , is determined as follows:

coACK
FHT = ∑

i∈DR

(
nDN

i
2

+ 1

)
nDN

i
2

(18)

where nDN
i is the number of DANH nodes in the ith DANH ring.

Once an access QuadBox has built its MAC1 table, it sends a MAC message that contains all the
MAC addresses of the access QuadBox’s MAC1 table to its QuadBox ring. The trunk QuadBoxes
connected to the QuadBox ring receive the MAC message, update their MAC2 tables, and then forward
the MAC message. The number of MAC messages sent and forwarded in the HSR network, denoted
by coMAC

FHT , is calculated as follows:
coMAC

FHT = ∑
i∈AQ

nQR
i (19)
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where AQ is a set of all access QuadBoxes in the network and nQR
i is the number of QuadBoxes in the

QuadBox ring connected to the ith access QuadBox.
The total number of control messages sent and forwarded in the HSR network, denoted by coFHT ,

is determined as follows:

coFHT = ∑
i∈DR

(
ni + ∑

i∈DR

(
nDN

i
2

+ 1

)
nDN

i
2

)
+ ∑

i∈QR
2ni + ∑

i∈AQ
nQR

i (20)

4.2.2. Under the EFA

The EFA uses only one control message (the Locking message) to filter unicast traffic for QuadBox
rings. Once the destination node receives the first frame sent by the source, the node sends a locking
message back to the source. The locking message is then sent to the source through active rings
(usually QuadBox rings) that are used to delivered unicast frames from the source to the destination.
The locking message is not forwarded to the DANH rings.

Since the destination node sends the locking message once and the message is only forwarded in
the destination DANH ring and active QuadBox rings, the total number of locking messages generated
and forwarded in the HSR network, denoted by coEFA, is calculated as follows:

coEFA = nD + ∑
i∈AR

ni (21)

where nD is the number of nodes in the destination DANH ring and AR is a set of active QuadBox
rings that connect the source and destination DANH rings.

It is clear that the EFA generates less control messages in HSR networks than the FHT.

5. Simulations and Discussion

To validate the analyzed performance and to evaluate the performance of the proposed EFA,
various simulations were carried out using the OMNeT++ network simulator [21]. There are several
common network simulation tools used to evaluate research results in communication networks,
including Network Simulator 2 (ns-2) [22], Network Simulator 3 (ns-3) [23], Riverbed Modeler (formerly
referred to as OPNET) [24], and OMNeT++. Each simulation tool has both benefits and drawbacks.
Selecting a network simulator as a tool to evaluate results of a new research depends on the target of
the research, the supporting ability of each network simulator, and the programming skills of each
researcher. The primary application area of these network simulators is communication networks.
All of these simulators can be used to analyze and evaluate the network performance of the traffic
reduction techniques in HSR network. In this paper, OMNeT++ is selected as the network simulation
tool to simulate and evaluate the proposed approach because the tool is one of the best network
simulators and we are familiar with it.

In the simulations, the HSR network shown in Figure 1 was considered. The network consists of
eight DANH rings and three QuadBox rings. Each DANH ring includes four DANHs.

5.1. Simulation Description

5.1.1. Simulation 1

The objective of the simulation was to validate and compare the network traffic performance of
the EFA to that of the standard HSR protocol and existing traffic filtering techniques. In the simulation,
source node 1 sends N (N = 10, 20 . . . 100) unicast frames to destination node 10. Network traffic
frames were recorded to validate and compare with the analytical results.
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5.1.2. Simulation 2

The objective of the second simulation was to validate and compare the overhead performance of
the EFA to that of the FHT technique. In this simulation, the sample HSR network shown in Figure 1
was used. Source node 1 sends N (N = 10, 20 . . . 100) unicast frames to destination node 10. The total
number of control messages generated in the network was recorded to validate and compare with the
analytical results.

5.2. Simulation Results

5.2.1. Simulation 1

Figure 13 shows a comparison of the network traffic performance for the EFA, the standard HSR
protocol, and several existing techniques, including QR, PL, QRPL, and FHT.

Figure 13. A comparison of network traffic performance.

The line graph in Figure 13 illustrates the number of network traffic frames recorded under
traffic reduction techniques. The horizontal axis of the graph shows the number of unicast frames
sent from the source to the destination, and the vertical axis shows the number of network traffic
frames generated and delivered in the network when the source node sends the unicast frames to the
destination node.

5.2.2. Simulation 2

Figure 14a shows a comparison of the control overhead performance between the EFA and the
FHT technique; Figure 14b illustrates the control overhead messages to network traffic frames ratio of
the EFA and FHT.

The line graph in Figure 14a illustrates the number of control messages recorded under the FHT
and the EFA. The horizontal axis of the graph shows the number of unicast frames sent from the source
to the destination, whereas the vertical axis shows the number of control messages generated and
delivered in the network. The line chart in Figure 14b shows the control messages to network traffic
frames ratio under the FHT and the EFA.
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(a) (b) 

Figure 14. A comparison of overhead performance between the EFA and FHT. (a) Number of control
messages; and (b) control messages to traffic frames ratio.

5.3. Discussion

The line graph in Figure 13 illustrates a comparison of network traffic of the EFA, the standard
HSR protocol, and existing traffic-reduction techniques. Unlike other traffic-filtering techniques such
as QR, PL, QRPL, and EPL—which either remove duplicate frames, and/or filter unicast traffic for
DANH rings, or filter unicast traffic for both DANH and QuadBox rings—the EFA filters the unicast
traffic for both DANH and QuadBox rings, as well as removing the duplicate frames from rings, as in
the FHT technique. The EFA, thus, significantly reduces redundant unicast traffic compared with the
standard HSR protocol and the existing QR, PL, and QRPL techniques. Numerically, for the sample
HSR network, EFA reduces unicast network traffic by 80% compared with the standard HSR protocol,
by ~62% compared with the QR technique, by ~60% compared with the PL technique, and by ~26%
compared with the QRPL approach.

The simulation results also demonstrate that the network traffic performances of the proposed
EFA and the FHT are quite similar. The main drawback of EFA is that it still generates a few control
messages that are used to check and lock trunk QuadBoxes connecting to unused QuadBox rings,
resulting in additional control overhead in HSR networks. The EFA, however, has better control
overhead performance than the FHT, as shown in Figure 14a,b. The line chart in Figure 14a shows
that for the sample HSR network, the number of control messages generated by the FHT is ten times
higher than that generated by the EFA.

Table 2 shows a comparison of filtering features of various traffic filtering-based techniques. It is
clear from the table that the proposed EFA is one of the most effective solutions for reducing redundant
unicast traffic in HSR networks.

Table 2. A comparison of features of traffic filtering-based techniques.

Features QR PL QRPL EPL FHT EFA

Filter traffic for DANH rings -
√ √ √ √ √

Filter traffic for QuadBox rings - - -
√ √ √

Remove duplicated traffic
√

-
√

-
√ √

Generate control overhead No No No No Medium Low

6. Conclusions

In this paper we proposed a novel approach called EFA for effectively reducing redundant unicast
traffic in HSR networks. The EFA integrates a novel filtering technique for QuadBox rings in HSR
networks called the FQR technique with two existing filtering techniques, QR and PL, in order to filter
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redundant unicast traffic for both DANH and QuadBox rings, as well as to prevent unicast frames
from being duplicated and circulated in rings. The EFA thus demonstrates the best network traffic
performance among the various available filtering techniques. The analytical and simulation results
showed that, for the sample network, EFA reduced network unicast traffic by 80% compared with
the standard HSR protocol, by ~62% compared with the QR technique, by ~60% compared with the
PL technique, and by ~26% compared with the hybrid approach of QRPL. In addition, among the
best traffic performance techniques, the EFA demonstrates the best overhead performance. For the
sample network, the number of control messages generated by the EFA is one tenth that of the FHT.
In conclusion, the EFA is a very efficient approach that reduces more redundant unicast traffic in
HSR networks than existing filtering techniques and generates less control overhead in the networks
than the FHT. The EFA, thus, saves network bandwidth and improves network traffic performance in
HSR networks.

Our future work will develop and implement the EFA in hardware devices.
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Abstract: This paper presents a three-phase loss allocation procedure for distribution networks.
The key contribution of the paper is the computation of specific marginal loss coefficients (MLCs)
per bus and per phase expressly considering non-linear load models for Electric Vehicles (EV).
The method was applied in a unbalanced 12.47 kV feeder with 12,780 households and 1000 EVs under
peak and off-peak load conditions. Results obtained were also compared with the traditional roll-in
embedded allocation procedure (pro rata) using non-linear and standard constant power models.
Results show the influence of the non-linear load model in the energy losses allocated. This result
highlights the importance of considering an appropriate EV load model to appraise the overall losses
encouraging the use and further development of the methodology

Keywords: power loss allocation; plug-in electric vehicle; smart grid; locational marginal prices

1. Introduction

Electrical distribution systems are immersed in a deep process of transformation becoming very
different from what they used to be. The increasing penetration of distributed generators, the expected
connection of a large amount of plug-in electric vehicles (EV) and the adoption of advanced metering
and communication infrastructure (AMI) are creating new challenges for regulators. The widespread
integration of EVs into existing distribution networks will increase feeder demands and therefore
will produce rising energy losses [1]. Moreover, due to the different nature of EV loads (slow and
fast battery charging stations), one-phase and two-phase connections may increase system unbalance
producing additional losses. A recent study about the impact of the placement of fast charging stations
in distribution systems showed a power loss increase of 85% [2] with respect to a base layer with no EV
integration. Therefore, some conceptual and regulatory questions can be raised about the EV impacts
on the increase of energy losses in distribution networks:

1. How much should an EV load pay for the incremental losses in the grid [3]?
2. Should incremental losses produced by EVs connected to fast and slow charging stations be

allocated in a proportional manner among all distribution loads [3]?
3. Can a price signal for losses (sent in real-time via AMI and smart metering) force the EV loads to

provide volt/var support in order to improve voltage profile and reduce system losses [4]?

These regulatory aspects can be addressed by means of a cost-reflective energy loss allocation
procedure in order to send economical signals to consumers and producers with the aim of improving
overall performance of the system. The energy loss allocation is not new issue in electricity
markets. It has been widely treated in the literature mainly at transmission systems [5] and more
recently in distribution systems considering increasing integration of distributed generators [6].
In general, the majority of the loss allocation procedures discussed in the literature are based upon
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positive-sequence power flow models with balanced power injections where all loads are modeled
using standard constant real and reactive power (PQ) models [7–9]. In this case, load demands are not
affected by voltage fluctuations (constant power load models).

Power loss allocation constitutes an important strategy to determine locational prices at
distribution level in order to send efficiency economical signals to demands [10,11] and distributed
generators [12] at distribution level. Recent contributions are devoted to extending positive-sequence
power loss allocation procedures into unbalanced three phase domain [13,14]. Based upon the
calculation of sensitivity loss factors in the context of the optimal power flow problem, some work is
carried out to assess locational marginal pricing and EV charging management [15].

However, previous loss allocation methods discussed in literature only consider constant power
loads and do not take into account non-linear nature of EV loads [16]. System unbalance produced by
fast charging stations with single- and two-phase connections as well as the above-mentioned voltage
dependence justify the development of detailed three-phase loss allocation procedure to assess the
impact of EV loads on incremental losses.

To fill the research gap, this paper presents three-phase loss allocation procedure for distribution
networks that expressly incorporates a non-linear load model. This model can be adjusted as
exponential, constant power, current and impedance depending on EV load parametrization.
The proposed procedure is based on the computation of specific marginal loss coefficients (MLCs) per
bus and phase.

The method is illustrated in a unbalanced 12.47 kV feeder with 12,780 residential customers.
Daily energy losses were allocated considering five levels of EV penetration: 200, 400, 800 and
1000 units corresponding to 5%, 10%, 15%, 20% and 25% of consumption without EV presence.
Two operational scenarios with two different type of charging stations are studied. A 3.75 kW slow
battery charger from 0:00 to 8:00 and a 7.5 kW fast charger from 18:00 to 22:00. Results obtained
were also compared with traditional roll-in embedded allocation method (pro rata) [17]. Finally,
a sensitivity analysis was performed to compare the results with ones obtained using a standard
constant power model.

This paper is organized as follows. Section 2 is devoted to present the proposed method. Section 3
defines the case study. Section 4 discusses the results. Section 5 draws the conclusions.

2. The Energy Loss Allocation Model

The system model is based upon a typical n buses three-phase unbalanced distribution network
with two types of loads connected at each bus i: residential loads and non linear EV loads, as shown in
Figure 1.

Figure 1. Three-phase distribution system with Electric Vehicles (EV) loads.

In this paper, we assess the energy loss allocation problem among all loads considering a passive
network with EV integration. The model can be extended to active networks with distributed
generation and bidirectional EV injections. However, our purpose here is to analyze technical
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and economical impacts of EV’s connected to slow and fast charging stations under peak and
off-peak conditions.

2.1. PQ and EV Load Modeling

Distribution loads characteristics depend on the share of different demand types (industrial,
commercial and residential) and can be modeled in a more complex way as a mix of different
voltage–current models as constant impedance, constant current and constant power. For the sake
of simplicity, in this paper, all residential demands are regarded as constant loads. This means that
constant loads such as induction motors are predominant at demand side. In the reminder of the paper,
these constant power loads are denoted as constant real and reactive power (PQ) loads. Constant
power loads do not depend on voltage fluctuations.

Then, at given time t of a period T, the apparent power of a PQ load at bus i and phase p is
denoted as:

Sp,PQ
Di,t = Pp,PQ

Di,t + jQp,PQ
Di,t i = 2, . . . , n p = 1, 2, 3 t = 1, . . . , T (1)

where Pp,PQ
Di,t and Qp,PQ

Di,t are the real and the reactive power of a PQ load. No loads are connected at
source bus i = 1.

The second type of load considered in the formulation is the aggregation of a number of EVs
connected to a given bus i. There are several load models for EVs. Many parametric models are based
on real power injections [18,19] considering a power factor equal to 1. Without loss of generality, due
to regulatory and operational reasons [20], EVs can be requested to provide voltage and reactive power
support. In this case, apparent, real and reactive power are modeled using a non-linear function [21]
and a fixed power factor angle φ

p
Di,t, respectively:

Sp,EV
Di,t = Pp,EV

Di,t + jQp,EV
Di,t i = 2, . . . , n p = 1, 2, 3 t = 1, . . . , T (2)

where the real power demanded by aggregate EVs at time t, bus i and phase p is given by

Pp,EV
Di,t = Po[a + b(

Vp
i

Vo
)]α i = 2, . . . , n p = 1, 2, 3 t = 1, . . . , T (3)

where a + b = 1.
The reactive power demanded by EVs at time t, bus i and phase p is given by

Qp,EV
Di,t = Pp,EV

Di,t tan φ
p
Di,t =

√
(Sp,EV

Di,t )2 − (Pp,EV
Di,t )2 i = 2, . . . , n p = 1, 2, 3 t = 1, . . . , T (4)

Parameters a, b and α depend on EV charger characteristics and the equivalent resistance R
between each connection outlet at low voltage and the system bus i. Po and Vo are the nominal power
and nominal voltage. Some values of the EV parameters can be found in [21]. Note that, if α = 0, the
model reflects a PQ load; if α = 1, the model reflects a constant current load; and, if α = 2, the model
reflects a constant impedance load. In general, EV load parametrization leads to negative values of α

as indicated by [21].
At given time t, the system power balance is given by:

3

∑
p=1

Sp
G1,t = ΔSt +

n

∑
i=2

3

∑
p=1

Sp,PQ
Di,t +

n

∑
i=2

3

∑
p=1

Sp,EV
Di,t t = 1, . . . , T (5)

where Sp
Gi,t is the power injected at reference bus 1 at Phases 1, 2 and 3, and ΔSt is the total

apparent losses. Total apparent losses can be split into real losses ΔPt = Re(ΔSt) and reactive losses
ΔQt = Im(ΔSt).
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Total real energy consumed by PQ and EV loads at each bus i during a period T, i.e., 24 h are
given by:

WPQ
Di =

T

∑
t=1

3

∑
p=1

Pp,PQ
Di,t ; WEV

Di =
T

∑
t=1

3

∑
p=1

Pp,EV
Di,t i = 2, . . . , n (6)

Total real energy delivered by the source bus 1 is given by:

W1 =
T

∑
t=1

3

∑
p=1

Pp
G1,t (7)

The system real energy balance is given by:

W1 =
n

∑
i=2

WPQ
Di +

n

∑
i=2

WEV
Di + ΔW (8)

and, then total real energy losses are

ΔW =
T

∑
t=1

3

∑
p=1

Pp
G1,t −

T

∑
t=1

n

∑
i=2

3

∑
p=1

Pp,PQ
Di,t −

T

∑
t=1

n

∑
i=2

3

∑
p=1

Pp,EV
Di,t (9)

where ΔW is the system real energy losses to be allocated between all network users (PQ and EV loads)
during a defined time interval T.

2.2. Evaluation of Power Losses to Be Allocated among the Network Users

The power and losses to be allocated can be evaluated from the solution of the standard
three-phase power flow problem. The solution comprises all system voltages (magnitude and angle)
except the voltages fixed at reference. There are several methods to solve this issue. In general, when
all loads are regarded as PQ constant, Newton–Raphson method can be applied either by its complete
formulation [22] or decoupled formulation [23]. Other Gauss-based methods suitable to be applied at
distribution level can be used instead [24,25].

For non-linear loads (such as EVs), if the three-phase admittance matrix (YBUS) is known, the
power flow solution can be obtained at given operating point (time t) from a set of 3(n − 1) equations
and 3(n − 1) unknowns:

Pp
i,t = −Pp,PQ

Di,t − Pp,EV
Di,t (Vp

i,t) = Vp
i,t

n

∑
k=1

3

∑
p=1

3

∑
m=1

Vm
k,t[G

pm
ik cos θ

pm
ik,t + Bpm

ik sin θ
pm
ik,t ] ∀i 
= 1, p (10)

where θ
pm
ik,t = θ

p
i,t − θm

k,t.

Qp
i,t = −Qp,PQ

Di,t − Qp,EV
Di,t (Vp

i,t) = Vp
i,t

n

∑
k=1

3

∑
p=1

3

∑
m=1

Vm
k,t[G

pm
ik sin θ

pm
ik,t − Bpm

ik cos θ
pm
ik,t ] ∀i 
= 1, p (11)

where Pp,PQ
Di,t and Qp,PQ

Di,t are constant parameters, and Pp,EV
Di,t and Qp,EV

Di,t are non-linear functions
depending on its own voltage magnitude as given in Equations (3) and (4). At reference bus 1,
voltage magnitude and angle are known for all phases: V1

1 = V1ej0, V2
1 = V1ej −2π

3 and V3
1 = V1ej 2π

3

where V1 is the voltage magnitude at reference bus 1. Then, once the power flow algorithm is applied
to solve the set of Equations (10) and (11), the solution xt = [V1

1,t, . . . , Vp
i,t, . . . , V3

n,t; θ1
1,t, . . . , θ

p
i,t, . . . , θ3

n,t]

is evaluated in the following expression in order to get the real system power losses:

ΔPt =
n

∑
i=1

n

∑
k=1

3

∑
p=1

3

∑
m=1

Vp
i,tV

m
k,t[G

pm
ik cos θ

pm
ik,t + Bpm

ik sin θ
pm
ik,t ] t = 1, . . . , T (12)
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The Gpm
ik and Bpm

ik entries correspond to the conductance and susceptance terms of the admittance
matrix (YBUS) between phase p at bus i and phase m at bus k.

The total real energy to allocate among network users is given by:

ΔW =
T

∑
t=1

ΔPt (13)

2.3. Energy Loss Allocation Procedures

We consider two procedures to allocate energy losses among network PQ loads and non-linear
EV loads:

1. The proposed marginal allocation procedure per bus and per phase
2. The standard pro rata or proportional allocation for comparison purposes [17]

2.3.1. Marginal Loss Allocation

Distribution losses can be allocated among network users is means of the sensitivity factors also
known as marginal loss coefficients (MLCs) [26]. This allocation process yields on different charges
depending on the effect of each user on overall losses. Thus, the power losses allocated or assigned to
PQ loads located at bus i, phase p, at time t are:

LM,p,PQ
Di,t = kr,t||MLCp

Di,t||P
p,PQ
Di,t i = 2, . . . , n p = 1, 2, 3 t = 1, . . . , T (14)

and power losses allocated to EV loads located at bus i, phase p, at time t are:

LM,p,EV
Di,t = kr,t||MLCp

Di,t||P
p,EV
Di,t (Vp

i,t) i = 2, . . . , n p = 1, 2, 3 t = 1, . . . , T (15)

It must be highlighted that the application of MLCs produce an over-recovery of losses [27].
This is due to the nonlinear nature (quadratic) of losses. To reconcile the total power losses, i.e., recover
the exact amount of grid losses, it is necessary to multiply the allocated power losses by a reconciliation
factor kr,t. This factor avoids a over recovery of power losses at each time t:

kr,t =
ΔPt

∑n
i=2 ∑3

p=1 ||MLCp
Di,t||P

p,EV
Di,t (Vp

i,t)
t = 1, . . . , T (16)

The total real energy losses allocated to loads at bus i and phase p are:

AM,p,PQ
Di =

T

∑
t=1

LM,p,Q
Di,t ; AM,p,EV

Di =
T

∑
t=1

LM,p,EV
Di,t i = 2, . . . , n p = 1, 2, 3 (17)

The total real energy losses allocated to PQ and EV loads under proposed marginal approach are:

AM,PQ
D =

T

∑
t=1

n

∑
i=2

3

∑
p=1

AM,p,PQ
Di,t ; AM,EV

D =
T

∑
t=1

n

∑
i=2

3

∑
p=1

AM,p,EV
Di,t (18)

Considering that losses are recovered using a 24-h day-ahead spot price ρt in USD/MWh,
the payments per losses of loads at bus i and phase p are:

ΩM,p,PQ
Di =

T

∑
t=1

ρtL
M,p,PQ
Di,t ; ΩM,p,EV

Di =
T

∑
t=1

ρtL
M,p,EV
Di,t i = 2, . . . , n p = 1, 2, 3 (19)
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Global energy loss payments under the marginal approach are:

ΩM,PQ
D =

T

∑
t=1

n

∑
i=2

3

∑
p=1

ρtL
M,p,PQ
Di,t ; ΩM,EV

D =
T

∑
t=1

n

∑
i=2

3

∑
p=1

ρtL
M,p,EV
Di,t (20)

Determining the three-phase MLCs: To get the marginal loss coefficients, we can solve the network
stating an optimization problem as follows:

min ΔPt =
n

∑
i=1

n

∑
k=1

3

∑
p=1

3

∑
m=1

Vp
i,tV

m
k,t[G

pm
ik cos θ

pm
ik,t + Bpm

ik sin θ
pm
ik,t ] t = 1, . . . , T (21)

subject to:

Pp
i,t = −Pp,PQ

Di,t − Pp,EV
Di,t (Vp

i,t) = Vp
i,t

n

∑
k=1

3

∑
p=1

3

∑
m=1

Vm
k,t[G

pm
ik cos θ

pm
ik,t + Bpm

ik sin θ
pm
ik,t ] ∀i 
= 1 (22)

Qp
i,t = −Qp,PQ

Di,t − Qp,EV
Di,t (Vp

i,t) = Vp
i,t

n

∑
k=1

3

∑
p=1

3

∑
m=1

Vm
k,t[G

pm
ik sin θ

pm
ik,t − Bpm

ik cos θ
pm
ik,t ] ∀i 
= 1 (23)

As the formulation has the same number of equations and unknowns, the optimization problem
is determined. The results coincide with the power flow solution. However, it should be highlighted
that the Lagrange multiplier associated with Equation (22) for bus i and phase p is just the marginal
loss coefficient MLCp

Di,t:

MLCp
Di,t =

∂ΔPt

∂Pp
i,t

i = 2, . . . , n p = 1, 2, 3 t = 1, . . . , T (24)

Lagrange multipliers are usually provided by any optimization package. In the test case we used
the fmincon optimization solver of Matlab (version R2017, v.9.2) to get the MLCs and to illustrate the
application of the method.

2.3.2. Pro Rata or Proportional Allocation

Pro rata method describes a proportionate allocation of losses among all loads according the
amount of power demand at each bus and phase. It consists of assigning an amount to a fraction
according to its share of the whole [17]. Thus, the power losses allocated to PQ loads at bus i, phase p
and time t are:

LP,p,PQ
Di,t = ΔPt

Pp,PQ
Di,t

∑n
i=2 ∑3

p=1 Pp,PQ
Di,t + ∑n

i=2 ∑3
p=1 Pp,EV

Di,t (Vp
i,t)

i = 2, . . . , n p = 1, 2, 3 t = 1, . . . , T (25)

and power losses to be allocated to EV loads located at bus i, phase p, at time t are:

LP,p,EV
Di,t = ΔPt

Pp,EV
Di,t (Vp

i,t)

∑n
i=2 ∑3

p=1 Pp,PQ
Di,t + ∑n

i=2 ∑3
p=1 Pp,EV

Di,t (Vp
i,t)

i = 2, . . . , n p = 1, 2, 3 t = 1, . . . , T (26)

The total real energy losses to be allocated to loads at bus i and phase p are:

AP,p,PQ
Di =

T

∑
t=1

LP,p,Q
Di,t ; AP,p,EV

Di =
T

∑
t=1

LP,p,EV
Di,t i = 2, . . . , n p = 1, 2, 3 (27)
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The total real energy losses allocated to PQ and EV loads under pro rata approach are:

AP,PQ
D =

T

∑
t=1

n

∑
i=2

3

∑
p=1

AP,p,PQ
Di,t ; AP,EV

D =
T

∑
t=1

n

∑
i=2

3

∑
p=1

AP,p,EV
Di,t (28)

Considering that losses are recovered using a uniform price ρ in USD/MWh, the payments per
losses of loads at bus i and phase p are:

ΩP,p,PQ
Di = ρAP,p,PQ

Di ; ΩP,p,EV
Di = ρAP,p,EV

Di i = 2, . . . , n p = 1, 2, 3 (29)

Global energy loss payments under the pro rata approach are:

ΩP,PQ
D =

n

∑
i=2

3

∑
p=1

ρAP,p,PQ
Di ; ΩPEV

D =
n

∑
i=2

3

∑
p=1

ρAP,p,EV
Di (30)

3. Case Study

The proposed energy loss allocation procedure was applied in the well-known 21-bus Kersting
NEV test system [28]. This system has a three-phase main feeder connected to an ideal 12.47 kV
(line-to-line) source. The feeder has 1828.8 m (6000 ft) long and an average pole span of 91.44 m (300 ft).
The original test case has a unique load concentrated at the ending node. We modified the loading
scheme by introducing a uniformly increasing load in each phase from bus 2 to bus 21 according to
Table 1. The loading scheme considers a substation with four main feeders in a high density area.
In this case, according to [29], the load increase is linear with respect to the distance. Then, source bus
1 has no load and the last bus 21 has the highest load value. For the sake of simplicity, only the main
feeder is considered for the proposed analysis. Single phase derivations and laterals are neglected.

Table 1. Base load: No EV connected, only PQ loads.

Bus Total Phase 1 Phase 2 Phase 3

WPQ
Di PPQ

Di W1,PQ
Di P1,PQ

Di W2,PQ
Di P2,PQ

Di W3,PQ
Di P3,PQ

Di

MW·h/day kW MW·h/day kW MW·h/day kW MWh/day kW

2 0.6 0.04 0.2 0.01 0.2 0.02 0.2 0.01
3 1.2 0.08 0.4 0.03 0.5 0.03 0.4 0.02
4 1.8 0.12 0.6 0.04 0.7 0.05 0.5 0.04
5 2.4 0.16 0.8 0.05 0.9 0.06 0.7 0.05
6 3.0 0.20 1.0 0.07 1.1 0.08 0.9 0.06
7 3.7 0.24 1.2 0.08 1.4 0.09 1.1 0.07
8 4.3 0.28 1.4 0.09 1.6 0.11 1.2 0.08
9 4.9 0.32 1.6 0.11 1.8 0.12 1.4 0.10
10 5.5 0.37 1.8 0.12 2.1 0.14 1.6 0.11
11 6.1 0.41 2.0 0.14 2.3 0.15 1.8 0.12
12 6.7 0.45 2.2 0.15 2.5 0.17 2.0 0.13
13 7.3 0.49 2.4 0.16 2.7 0.18 2.1 0.14
14 7.9 0.53 2.6 0.18 3.0 0.20 2.3 0.15
15 8.5 0.57 2.8 0.19 3.2 0.21 2.5 0.17
16 9.1 0.61 3.0 0.20 3.4 0.23 2.7 0.18
17 9.7 0.65 3.2 0.22 3.6 0.24 2.9 0.19
18 10.3 0.69 3.4 0.23 3.9 0.26 3.0 0.20
19 11.0 0.73 3.6 0.24 4.1 0.27 3.2 0.21
20 11.6 0.77 3.8 0.26 4.3 0.29 3.4 0.23
21 12.2 0.81 4.0 0.27 4.6 0.30 3.6 0.24

Total 127.8 8.53 42.5 2.84 47.8 3.19 37.5 2.50
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The last row of Table 1 corresponds to the sum of all energy consumptions at substation (bus 1)
and the sum of all coincident demands flowing at main feeder (between buses 1 and 2). Total peak
power flowing by the main feeder (bus 1) is 8526 kW at 20:00. Total three-phase load consumption
is 127.8 MW·h/day, corresponding to 12,780 customers (each household consumes 10 kW·h/day,
300 kW·h/month with load factor 0.62). The 24-h real power load curve in p.u. for all buses and phases
is depicted in Figure 2. For simplicity, all loads Pp,PQ

Di,t , i = 2, . . . , 21, p = 1, 2, 3, t = 1, . . . , 24 have the
same load curve. Then, all maximum demands are coincident at 20:00 but with different real power
values per phase and bus (as shown in Table 1) ensuring unbalanced operation.

Figure 2. Base load curve: No EV connected, only constant real and reactive power (PQ) loads.

The network structure was scripted in OpenDSS (version 7.6.5.52, Electric Power Research
Institute, Inc., Palo Alto, CA, USA) [30] (included in the Appendix A to extract the three-phase
network model (admittance matrix). Power flow solution at base layer (with no EV penetration)
showed that total peak power losses reach 115 kW at 20:00. Total energy losses are 1.33 MW·h/day
(approximately 1.04% of total). The worst voltage drop is 3.69% at node 21 phase a.

In this paper, we do not emphasize on voltage profile results since our objective is to illustrate from
conceptual viewpoint the proposed three-phase loss allocation procedure under specified operation
battery charging schemes. There are other type studies, e.g., hosting capacity [31], where realistic
operation schemes is addressed using Monte Carlo simulations with stochastic EV demands [32–36].
Thus, this work does not intend to replicate the probabilistic behavior of EV connection in a given
period. Further research can be conducted to assess realistic loss allocation payments in a city and a
country with specific patterns of consumption.

The procedure was tested considering five levels of EV load integration (k = 5), corresponding
to the connection of 200, 400, 600, 800 and 1000 EVs at Phases 1, 2 and 3 according to the scheme
presented in Table A1 (included in the Appendix A). Level 0 correspond to the base case with no EV
units connected to the grid. Each EV has a battery of 30 kW·h capacity, and then the integration Levels
1–5 correspond to an increase of demand consumption of 5%, 10%, 14%, 19% and 25% with respect the
base case, respectively, as shown in Table 2.

Table 2. Base load, EV load, total load, and share at each level.

Level Base Load EV Load Total Load Share

MW·h/day %

Level 0—000EV 127.8 0 127.8 0%
Level 1—200EV 127.8 6 133.8 5%
Level 2—400EV 127.8 12 139.8 10%
Level 3—600EV 127.8 18 145.8 14%
Level 4—800EV 127.8 24 151.8 19%

Level 5—1000EV 127.8 30 157.8 25%

Total load at level k is the sum of the base load (level 0) and the EV loaf at level k.
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4. Results

Two operational scenarios for EV’s battery charging are considered in the application of the
proposed energy loss allocation method:

1. Slow charging at off-peak load conditions: 3.75 kW (16 A) 8 h.
2. Fast charging at peak load conditions: 7.50 kW (32 A) 4 h.

The parameters of the EV load model are a = 0.9537 , α = −2.324, and b = 0.0463 and were taken
from [21] for a resistance R = 1.0 ohm.

The same amount of energy required by aggregated slow and fast EV’s battery chargers is
integrated under peak and off-peak conditions for comparison purposes. The illustrative example
allows us to assess how a progressive integration of EV (with a share from 0% to 25% of total energy)
will affect the overall energy losses of the grid and the corresponding allocation results. Results are
discussed under peak and off-peak load conditions for the marginal-based approach proposed in
Section 2.3.1 and the standard roll-in embedded method discussed in Section 2.3.2.

4.1. Scenario 1: Slow Charging at Off-Peak Load Conditions

In this case, slow battery charging stations operate from 00:00 to 08:00 with the five levels of
penetration defined above. The optimization problem stated in Equations (21)–(23) was scripted
in Matlab (version R2017, v.9.2) and solved by means of the fmincon tool. The parameters of the
admittance matrix were taken from OpenDSS simulation tool [30].

When the solution algorithm converges, the state of the system for each level k = 0, ..., 5 is given
by xk

t = [V1
1,t, . . . , V3

21,t; θ1
1,t, . . . , θ3

21,t] for t = 1, ..., 24. Thereafter, power losses ΔPt per hour and per level
are evaluated by Equation (12) for each state of the system result xk

t for k = 0, ..., 5. Level 0 corresponds
to a grid operation with no EV penetration. Levels 1–5 correspond to the EV penetration from 5% to
25% in total daily consumed energy by EVs with respect to overall PQ load consumption.

The 24-h power loss curves by each level for the connection of EV loads under off-peak conditions
are depicted in Figure 3. Total real energy losses ΔW to be allocated among network users is evaluated
by EV penetration level using Equation (9) and results are depicted in Figure 4. This figure also shows
the resultant load and loss factor. Load and loss factors are defined as the ratio between average and
maximum values of demands and losses, respectively.

Figure 3. Off-peak load scenario: 24-h power losses by EV penetration level.

Results reveal how the progressive integration of slow charging stations at off-peak load
conditions produces a flattening effect of the load curve. The load factor increased from 0.62 at
level 0 to 0.77. However, the loss factor also increased from 0.48 to 0.61. This means that 24-h power
loss curve is also becoming flat. As result energy losses rose in magnitude from 1.24 MW·h/day, 1.05%
(level 0) to 1.70 MW·h/day, 1.08% (level 5). This result is important since despite energy losses grew
almost 50% in magnitude, the relative energy losses remains constant around 1.05–1.08%.
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Figure 4. Off-peak load scenario: energy losses, loss and load factors by EV penetration level: (a) total
energy losses; (b) loss factor; (c) load factor.

The absolute value of Marginal Loss Coefficients ||MLCp
Di,t|| are directly obtained for at each

level k, each bus i, phase p and time t from fmincon results via Lagrange multipliers as indicated in
Section 2.3.1.

Figure 5 displays the MLCs curves when EVs are charging at off-peak time. The MLCs are applied
to agents connected at bus 21 along 24 h. Note that under lower EV penetration (5%, red curve), MLCs
observed between 01:00 and 09:00 are significantly lower than ones achieved between 10:00 and 22:00.
For a high EV penetration (25%, orange curve), the MLCs obtained between 01:00 and 09:00 are similar
to those achieved between 10:00 and 22:00 when no EV is connected (around 0.02–0.03 along the day).
Then, under EV charging at off-peak load conditions, the pattern of MLCs is somehow flat, similar to a
uniform marginal coefficient. This uniform coefficient produces similar results of a roll-in embedded
method applied to recover the power losses.

Figure 6 depicts a complete pattern for calculated MLCs by location and by time for each
penetration level. It is worth to note in all phases that MLCs associated to high EV penetration
(Level 5, 25%) cover more area (in time and location) than MLCs produced by lower levels.

Table 3 lists the general results for the allocated energy losses for aggregate PQ and EV loads under
off-peak condition. The reconciliation factor kr was around 0.5 in all levels. Equations (18) and (28)
were applied for the marginal and pro rata procedure, respectively. Energy losses range from
1339.08 kW·h/day at level 0 to 1696.64 kW·h/day at Level 5. At level 0, EVs do not exist then
all losses are assigned to PQ loads. Regarding the allocation results, three facts can be highlighted:

EV charging stations operating under off-peak conditions and marginal loss allocation do not pay
for additional energy losses. The marginal procedure assigns lower losses to EV than expected under a
pro-rata procedure. This means that EV loads reach a small benefit by their produced losses at off-peak
conditions. In fact, PQ loads do no take advantage of the marginal procedure being slightly penalized
(they should pay for 1389 kW·h/day with respect to 1372 kW·h/day under the proportional approach).

Pro rata and marginal methods can produce a similar output when EV charging stations are
operating under off-peak conditions. The share of energy losses attributable to EV loads (18%) are
similar in both approaches: marginal and pro rata. This means that the MLCs are acting as a uniform
factor capable to recover the cost of losses.

The EV share of losses is lesser than the EV share of consumption. For instance, at level 5 the ratio
between EV and PQ loads consumption is 25%. The EV share of losses is lesser, 18%.

Payment for energy losses by EV location are calculated in a monthly basis using
Equations (19) and (29) for marginal and pro rata procedure, respectively. Considering a flat energy
price ρ of 0.05 USD/kW·h, left-hand chart of Figure 7 shows how the marginal procedure penalize
the slow EV charging stations connected from bus 15 to bus 21. A similar effect is also seen in PQ
loads (right-hand chart of Figure 7) connected from bus 15 to bus 21. In this scenario, marginal
procedure is applying higher charges to loads (EV and PQ) connected at the end of the line. Figure 7
also indicates that the application of MLCs for loads (EV and PQ) connected near to the origin have a
lesser responsibility in the coverage of the entire energy losses.
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Figure 5. Off-peak load scenario: marginal loss coefficients (MLCs) at Bus 21 by EV penetration level
and by time.

Figure 6. Off-peak load scenario: MLCs pattern by node and by time (Levels 0, 3 and 5).
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Table 3. Off-peak load scenario: total energy losses allocated to PQ and EV loads by EV penetration
level (kW·h/day).

Level Pro Rata Marginal Energy Losses

AP,PQ
D AP,EV

D AM,PQ
D AM,EV

D ΔW

Level 0 1339.08, 100% 0.00, 0% 1339.08, 100% 0.00 0,% 1339.08
Level 1 1324.41, 96% 61.93, 4% 1352.52, 98% 33.82, 2% 1386.34
Level 2 1321.66, 91% 124.55, 9% 1363.84, 94% 82.37, 6% 1446.21
Level 3 1329.09, 88% 187.43, 12% 1373.19, 91% 143.32, 9% 1516.51
Level 4 1347.19, 84% 253.33, 16% 1381.59, 86% 218.93, 14% 1600.52
Level 5 1372.92, 81% 323.72, 19% 1389.30, 82% 307.33, 18% 1696.64

Figure 7. Off-peak load scenario: economic allocation between PQ and EV users connected at Phase 1
(Level 5).

4.2. Scenario 2: Fast Charging at Peak Load Conditions

In this scenario, EV connection was implemented at peak load conditions: from 18:00 to 21:00
with a 7.5 kW charging station considering the same five levels of integration applied in the case of EV
charging at peak load conditions (Scenario 1), that is 200, 400, 600, 800 and 1000 units until reach a
penetration of 25% of base energy consumption along one day.

The 24-h power loss curves by each level for the connection of EV loads under peak conditions
are depicted in Figure 8. It is clear that the load curve becomes more sharp due to the progressive
incorporation of slow EV charging stations.

Figure 8. Peak load scenario: 24-h power losses by EV penetration level.

Total real energy losses ΔW to be allocated for each level among network users are indicated in
Figure 9. Unlike Scenario 1, results show how the progressive integration of fast charging stations at
peak load conditions produces a significative distortion effect of the load curve. EVs are charging only
from 17:00 to 22:00. Then, the load factor decreased from 0.62 at Level 0 to 0.42 at Level 5. In this case,
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average demand does not grow in the same extent than the maximum value. As a result, the load factor
falls. The loss factor also fall from 0.48 to 0.26 at Level 5. This means that energy losses drastically
rose in magnitude from 1.24 MW·h/day, 1.05% (Level 0) to 2.30 MW·h/day, 1.8% (level 5). In this
circumstance, the effects of EV charging stations at peak load condition are too harsh.

Figure 9. Peak load scenario: energy losses, loss and load factors by EV penetration level: (a) total
energy losses; (b) loss factor; (c) load factor.

In Figure 10, the MLCs curves by EV penetration level at bus 21 along 24-h period is presented for
the peak load conditions. It should be noted how marginal coefficients are able to reach high values
0.07 at peak time (18:00 and 21:00).

Figure 10. Peak load scenario: MLCs at Bus 21 by EV penetration level and by time.

Figure 11 displays the MLCs curves when EVs are charging at 20:00. The MLCs are applied to
agents connected from bus 2 to bus 21. As the load is increasing with the distance, the MLC magnitude
at each bus also grows with the distance with respect to the reference bus. Then, closer loads to
reference produce lower losses (and lower MLCs) than farther loads and therefore loads connected
near to substation pay less for power losses than farthest loads.
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Figure 11. Peak load scenario: MLCs at 20:00 by EV penetration level and by bus.

In Table 4, the energy allocation results for aggregate PQ and EV loads are presented for
the peak load condition. The reconciliation factor kr also fluctuates around 0.5 in all levels.
Equations (18) and (28) were applied for the marginal and pro rata procedure, respectively.

Unlike Scenario 1 where aggregate EV loads collect some marginal benefits due to the flattering
effect over the load curve, Scenario 2 displays severe charges against EV loads due to energy losses
associated with fast charging at peak conditions in all levels. If the marginal procedure is applied, PQ
load should assume only a small part of the additional losses (23%). At Level 5, additional loses are
949 kW·h/day and PQ loads have to pay for 224 = 1563−1339 kW·h/day. Otherwise, if the pro rata
procedure is applied, PQ loads should cover 46% of the incremental loads observed between Level 0
and Level 5.

Table 4. Peak load scenario: total losses allocated to PQ and EV loads (kW·h/day).

Level Pro Rata Marginal Energy Losses

AP,PQ
D AP,EV

D AM,PQ
D AM,EV

D ΔW

Level 0 1339.08, 100% 0.00, 0% 1339.08, 100% 0.00, 0% 1339.08
Level 1 1410.22, 96% 66.03, 4% 1382.69, 94% 93.57, 6% 1476.26
Level 2 1499.45, 91% 141.52, 9% 1426.40, 87% 214.56, 13% 1640.96
Level 3 1601.37, 88% 226.19, 12% 1469.93, 80% 357.63, 20% 1827.56
Level 4 1720.74, 84% 324.16, 16% 1516.01, 74% 528.89, 26% 2044.90
Level 5 1851.48, 81% 437.40, 19% 1563.97, 68% 724.91, 32% 2288.88

At Scenario 1 (EVs are charging at peak load conditions) pro rata and marginal allocation results
lead to similar pattern. However, at Scenario 2 (EVs are charging at peak load conditions) marginal
and pro rata loss allocation produce dissimilar results. EVs must pay for additional energy losses.
The marginal procedure assigns higher losses to EV than calculated by the pro-rata procedure. This
means that EV loads are duly charged by their produced losses at peak conditions. In this case, PQ
loads take advantage of the marginal procedure since they have not to pay for additional losses.
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The share of energy losses attributable to EV loads under marginal approach (32%) is significantly
higher than the share obtained by the pro rata procedure (19%). If we consider a flat energy price
ρ of 0.05 USD/kW·h, the left-hand chart of Figure 12 shows how the marginal procedure strongly
penalize EVs connected from the middle to the end of the circuit. Note how EVs connected from bus 9
to bus 21 are facing high charges due to increasing losses. Conversely, the right-hand chart of Figure 12
visualizes how the marginal and pro rata procedures yield in similar charges. This means that there is
not significative economical difference for PQ charges but strong incentives to EV loads to perform
power loss reduction tasks.

Figure 12. Peak load scenario: economic allocation between PQ and EV users connected at phase 1
(Level 5).

4.3. The Economical Effects in a Single EV Unit Under Off-Peak and Peak Load Conditions

Consider now the perspective of a single EV of 30kW·h capacity when Level 5 is reached (25% of
penetration). If a fixed energy price ρ of 0.05 USD/kW·h is considered, the overall charging or energy
cost for the EV is 1.5 USD/day. At off-peak and peak conditions, the connection of a single EV unit has
different outcomes.

On the one hand, under off-peak load conditions (slow charging from 01:00 to 09:00), when the
EV is connected at bus 21, phase 1 (ending node) the payment for losses under marginal procedure is
almost 0.43 USD/day. This amount corresponds to 29% of total payment for energy (1.5 USD/day).
On the other hand, under peak load conditions (fast charging from 19:00 to 21:00) the payment for
losses under marginal procedure is 0.64 USD/day (54% of total payment for energy). This result is
important since the best economic solution for the EV is charging under off-peak conditions.

Consider now that the EV is connected at bus 2, phase 1 (very close to substation). In this case,
both scenarios show the same result, the EV has to pay only 0.03 USD/day (2% of total payment
for energy). This charge is very low when compared with charges applied to loads at the end of the
feeder. Then, the incentive is to connect EVs as close as possible to substation since no additional losses
are produced.

Economic results for the marginal allocation procedure evidence EV loads connected at farthest
loads have to pay important shares due to incremental losses becoming an important incentive
(mainly at peak conditions) to provide network support. Under standard pro rata approach, the overall
cost is distributed among all loads in a proportional manner and no incentive is provided by time of
use and location of the EV charger.

4.4. The Impact of the EV Load Modeling on Loss Allocation Results

All results presented above were obtained assuming a specific EV load parametrization: a = 0.9537,
b = 0.0463, and α = −2.324 in Equation (3). To evaluate the effects of the EV load model in the results,
we ran the model under peak loading conditions (Level 5) varying α from 0 (PQ load) to −8.0 and b
from 0.0 (PQ load) to 0.10. Results of the sensitivity analysis are depicted in Figure 13.
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Figure 13. Sensitivity analysis: MLCs and total losses against EV parameters α and b.

If the EV load is regarded as constant PQ (α = 0, b = 0.0), the marginal loss factor at 20:00,
bus 21, Phase 3 (MLC3

D21,20:00) is 0.014401769 and total losses to be allocated ΔW is 2284.12 kWh/day.
Conversely, if the EV parameters take a non-linear form α = −8.0, b = 0.1, the marginal loss factor
at 20:00, bus 21, Phase 3 (MLC3

D21,20:00) is 0.014904362 and total losses to be allocated ΔW increased
2317.50 kW·h/day. These variations on MLCs and energy losses represent 3.5% and 1.5% of the
values achieved when loads were assumed as PQ constant, respectively. As a result, we observe
significant differences on loss factors and overall energy losses to be allocated among the network
users. The adoption of a correct EV load model for economic evaluation of the impacts on losses
becomes an important issue to consider to guarantee the fairness of the allocation procedure. As there
are several charging protocols of EV batteries [37], future research on economical impacts of EVs on
system losses should be devoted to include more detailed models.

5. Conclusions

This paper presents three-phase loss allocation procedure for distribution networks considering
widespread connection of non-linear electric vehicle loads. The method was based on the computation
of specific marginal loss coefficients (MLCs) per bus and phase. The method was applied in an
illustrative unbalanced 12.47 kV feeder with 12,780 residential customers supposing different levels of
EV penetration. Two operational cases with two different type of charging stations were considered.
Results obtained were also compared with a traditional roll-in embedded method (pro rata).

Depending on the operational scheme adopted, two different situations deserve mention. Firstly,
slow EV charging under off-peak demand conditions helps to flatten the load curve yielding moderate
MLCs similar to those obtained by means of the pro rata procedure. Secondly, fast EV charging under
peak conditions leads to a sharpened load curve with increasing losses and volatile MLCs for EV
agents. In this case, marginal loss prices may become a strong incentive to optimize distribution
system operation.

Sensitivity analysis results show the influence of the non-linear EV load model in the energy
losses allocated. This result highlights the importance of considering an appropriate EV load model to
appraise the overall losses to be allocated.
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Appendix A

! Kersting NEV Test system

! W. H. Kersting, A three-phase unbalanced line model with grounded

! neutrals through a resistance, 2008 Ieee Power and Energy Society General

! Meeting, Vols 1-11 (2008) 2651-2652
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! 3 phase approach (kron’s reduction) with incremental load

clear

! **** DEFINE SOURCE BUS

new circuit.KersNEV2nThreeP basekV = 12.47 phases = 3 !Define a 3-phase source

~ mvasc3 = 2000000000 mvasc1 = 2100000000

! **** DEFINE DISTRIBUTION LINE

set earthmodel = carson

! **** DEFINE WIRE DATA STRUCTURE

new wiredata.conductor Runits = mi Rac = 0.306 GMRunits = ft GMRac = 0.0244 Radunits = in Diam = 0.721

new wiredata.neutral Runits = mi Rac = 0.592 GMRunits = ft GMRac = 0.00814 Radunits = in Diam = 0.563

! **** DEFINE LINE GEOMETRY; REDUCE OUT THE NEUTRAL WITH KRON

new linegeometry.4wire nconds = 4 nphases = 3 reduce = yes

~ cond = 1 wire = conductor units = ft x = -4 h = 28

~ cond = 2 wire = conductor units = ft x = -1.5 h = 28

~ cond = 3 wire = conductor units = ft x = 3 h = 28

~ cond = 4 wire = neutral units = ft x = 0 h = 24

! **** 12.47 KV LINE!

new line.line1 geometry = 4wire length = 300 units = ft bus1 = sourcebus.1.2.3 bus2 = n1.1.2.3

new line.line2 geometry = 4wire length = 300 units = ft bus1 = n1.1.2.3 bus2 = n2.1.2.3

new line.line3 geometry = 4wire length = 300 units = ft bus1 = n2.1.2.3 bus2 = n3.1.2.3

new line.line4 geometry = 4wire length = 300 units = ft bus1 = n3.1.2.3 bus2 = n4.1.2.3

new line.line5 geometry = 4wire length = 300 units = ft bus1 = n4.1.2.3 bus2 = n5.1.2.3

new line.line6 geometry = 4wire length = 300 units = ft bus1 = n5.1.2.3 bus2 = n6.1.2.3

new line.line7 geometry = 4wire length = 300 units = ft bus1 = n6.1.2.3 bus2 = n7.1.2.3

new line.line8 geometry = 4wire length = 300 units = ft bus1 = n7.1.2.3 bus2 = n8.1.2.3

new line.line9 geometry = 4wire length = 300 units = ft bus1 = n8.1.2.3 bus2 = n9.1.2.3

new line.line10 geometry = 4wire length = 300 units = ft bus1 = n9.1.2.3 bus2 = n10.1.2.3

new line.line11 geometry = 4wire length = 300 units = ft bus1 = n10.1.2.3 bus2 = n11.1.2.3

new line.line12 geometry = 4wire length = 300 units = ft bus1 = n11.1.2.3 bus2 = n12.1.2.3

new line.line13 geometry = 4wire length = 300 units = ft bus1 = n12.1.2.3 bus2 = n13.1.2.3

new line.line14 geometry = 4wire length = 300 units = ft bus1 = n13.1.2.3 bus2 = n14.1.2.3

new line.line15 geometry = 4wire length = 300 units = ft bus1 = n14.1.2.3 bus2 = n15.1.2.3

new line.line16 geometry = 4wire length = 300 units = ft bus1 = n15.1.2.3 bus2 = n16.1.2.3

new line.line17 geometry = 4wire length = 300 units = ft bus1 = n16.1.2.3 bus2 = n17.1.2.3

new line.line18 geometry = 4wire length = 300 units = ft bus1 = n17.1.2.3 bus2 = n18.1.2.3

new line.line19 geometry = 4wire length = 300 units = ft bus1 = n18.1.2.3 bus2 = n19.1.2.3

new line.line20 geometry = 4wire length = 300 units = ft bus1 = n19.1.2.3 bus2 = n20.1.2.3

vsource.source.enabled = no

solve

Table A1. EV units connected per bus and per phase at each EV penetration level.

Level 1 - 200EV Level 2 - 400EV Level 3 - 600EV Level 4 - 800EV Level 5 - 1000EV

Bus/Phase 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 0 0 1 1 1 1 1 1 1 1 1 2 2 1
3 1 1 1 1 1 1 2 2 2 3 3 2 3 4 3
4 1 1 1 2 2 2 3 3 3 4 4 3 5 5 4
5 1 1 1 3 3 2 4 4 3 5 6 4 6 7 6
6 2 2 1 3 4 3 5 5 4 6 7 6 8 9 7
7 2 2 2 4 4 3 6 6 5 8 9 7 10 11 8
8 2 2 2 4 5 4 7 7 6 9 10 8 11 12 10
9 3 3 2 5 6 4 8 9 7 10 11 9 13 14 11

10 3 3 3 6 6 5 9 10 8 11 13 10 14 16 13
11 3 4 3 6 7 6 10 11 8 13 14 11 16 18 14
12 3 4 3 7 8 6 10 12 9 14 16 12 17 20 15
13 4 4 3 8 9 7 11 13 10 15 17 13 19 21 17
14 4 5 4 8 9 7 12 14 11 16 19 15 21 23 18
15 4 5 4 9 10 8 13 15 12 18 20 16 22 25 20
16 5 5 4 10 11 8 14 16 13 19 21 17 24 27 21
17 5 6 4 10 11 9 15 17 13 20 23 18 25 29 22
18 5 6 5 11 12 9 16 18 14 22 24 19 27 30 24
19 6 6 6 11 12 10 17 19 15 23 26 20 29 32 25
20 6 7 5 12 14 11 18 20 16 24 27 21 30 34 27
21 6 7 6 13 14 11 19 21 17 25 29 22 32 33 28

SubTotal 66 74 60 134 149 117 200 223 177 266 300 234 334 372 294
Total 200 400 600 800 1000
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Abstract: More and more countries and utilities are trying to develop smart grid projects to make
transformation of their power infrastructure towards future grids with increased share of renewable
energy production and near zero emissions. The intermittent nature of solar and wind power can
in general cause large problems for power system control. Parallel to this process, the aging of
existing infrastructure also imposes requirements to utility budgets in the form of a need for large
capital investments in reconstruction or maintenance of key equipment. Synchrophasor and other
synchronized measurement technologies are setting themselves as one of the solutions for larger
wind power integration. With that aim, in this paper one possible solution for wind power control
through data mining algorithms used on a large quantity of data gathered from phasor measurement
units (PMU) is described. Developed model and algorithm are tested on an IEEE 14 bus test system
as well as on real measurements made on wind power plants currently in operation. One such wind
power plant is connected to the distribution grid and the other one to the transmission grid. Results
are analyzed and compared.

Keywords: smart grid; wind power; synchronized measurements; PMU; data mining

1. Introduction

Many utilities are facing new challenges when trying to develop various kinds of smart grid
projects in order to make transformation towards smarter and more sensible [1,2] power grids
and utilities. This demanding task becomes even more complex when utilities are facing the
aging of existing infrastructure which makes huge demands to public budgets regarding the need
for large CAPEX (capital expenditure) amounts in reconstruction and upgrades of power system
infrastructure [3–5]. The ageing problems combined can cause severe faults extending along the grid
and to cope with the fact that new ways of power system monitoring and control are required [2].

Phasor measurement units (PMU) have already been defined as suitable for many applications
of larger renewable energy integration [2,6]. Furthermore, latest developments in the information
and telecommunication technologies (ICT) industry creates large possibilities in the areas of data
transmission, sensor measurements, energy savings, asset management etc. [7,8] and that provides
new opportunities for finding better solutions.

Probably the most suitable installation that imposes itself as an upgrade of the existing system
is the usage of simple intelligent electronic devices (IEDs) [9,10]. Together with the increase of
the renewable energy share that requires new paradigms and market designs [11], there is also an
increasing need for improved monitoring and control possibilities in power systems. Also, operators
have a great need for early warning in critical transition situations [12].
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In this paper, one possible application for wind power monitoring and control is described
which integrates several of these additional services as an example. This kind of project can easily be
upgraded, scaled and multiplied for application in the other utilities and transmission systems.

The paper is structured as follows: Section 1 gives an overview and introduction to basic concepts,
Section 2 describes the developed big data algorithm and Section 3 depicts test case results. Sections 4
and 5 describe the real system results and provide specifics for different network designs while Section 6
concludes the work and provides guidelines for future work. Fundamental system framework is
structured in a way that the integration of additional modules can be arranged around existing basic
infrastructure like energy distribution grid, transmission power lines, substations etc. Main groups of
additional modules are shown on figure below (Figure 1).

Figure 1. Fundamental smart grid system framework components.

Figure 1 depicts the importance of the integration of all components. Having such a vital role
in the whole process the experts working in the field will be required to have a broader insight and
understanding of the that process in order to successfully integrate all new technologies. Fundamental
basic system architecture is defined as a set of nodes around telecom backbone sending crucial data of
the system operation to corresponding servers.

Internet Protocol (IP) multicast [13] is one such technique for one-to-many and many-to-many
real-time communication over an IP infrastructure in a network. In smart grid applications, there
are different protocols that need to be integrated in a system such as WAMS (Wide Area Monitoring
System) that include protocols based on IEEE C37.118, substation automation protocols (IEC 61850)
etc. All smart grid services and protocols (WAMS, Smart Metering infrastructure and IEC 61850
based applications) can be efficiently transported over such networks of telecommunication platforms
(Figure 2).
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Figure 2. Basic system architecture of IP/MPLS (Multiprotocol Label Switching) techniques.

Having all the data concentrated would enable efficient data storing and processing enhancing
the current information stream with the extraction of right information from the big data surrounding.
Key characteristic of such future infrastructure enhancements would need to be adaptivity towards
existing power grid infrastructure and modularity to allow system’s components separation and
recombination (“adaptidular” infrastructure). The most important benefits of the new infrastructure
(Figure 3) following the adaptidular design paradigm can be described as following:

• Existing capacities and possibilities of existing infrastructure enhancement and upgrading
• Capital expenditures (CAPEX) postponing or abolishing (building of new lines, substations,

power infrastructure reconstruction) due to availability of new information in asset management
systems, dynamic line rating system, PMU systems etc.

• Maintenance cost cutting through the usage of predictive maintenance enabled through sensor
networks and IoT gateways

• Additional services provision: numerous additional services such as meteorological data
assessment, air quality mapping, telecom services provision through IP/MPLS etc.

 

Figure 3. Adaptive and modular hardware and software infrastructure characteristics.
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2. Developed Algorithm for Wind Power Monitoring and Control

In order to investigate the possibility and potential of wind power monitoring and control based
on big data surrounding an algorithm for monitoring and incorporating synchrophasor measurement
was developed. As described earlier, it has all the characteristics of adaptive and modular applications
that can easily be installed and commissioned on the existing infrastructure. It also provides ability for
later upgrades and integration into large scale applications.

2.1. Big Data Surroundings

The power system infrastructure produces huge amounts of data. The nonlinear nature of this
data makes the extraction of useful information complicated [14]. Compared to standard mathematical
models, data mining techniques are non-deterministic and provide a feasible and valid solution which
is not exact but is simple to obtain, concise, practical and easy to understand. This characteristic is
especially suitable when processing the big data streams which are inevitably involved. As mentioned
earlier, large wind power capacities are being installed and connected to different voltage levels.
Every wind turbine, wind measuring masts inside the wind park transformer substations, etc. represent
the source of large quantities of data every second. All these data streams can be further expanded with
the installation of new data sensors arrays. These large quantities of data can be deemed unnecessary,
but with the usage of different big data algorithms a way to monetize this data can be found.

The most important data that can and should be used in power system data mining algorithms is
the data for state estimation and future power system state predictions. These data streams can be
classified into three main groups:

1. Phasor values measurements;
2. Loads and production measurements;
3. Other influential variables measurements.

Phasor values like voltages and currents together with belonging phasor angles, can be gathered
through PMU measurements and can provide valuable insights into system operation. Also, load and
generation data with exact time stamp can easily be measured and collected to afterwards be used for
different analyses.

Other influential variables of additional data that are not directly connected to power system
monitoring and control are also sometimes highly influential. These include meteorological data from
various kinds of measurement systems of which most important are wind speeds and wind directions,
air temperature, humidity and pressure, solar irradiance measurements. Together with meteorological
data, other measurements such as conductor temperatures, overhead line sags, partial discharges,
current transmission line capacity obtained by dynamic line rating (DLR) systems etc. can also be
collected [15]. All these data series can be used in wind and solar power system monitoring and control
as well as for load forecasting applications and power evacuation possibilities. The prerequisite is to
have an efficient solution for data transmission and processing.

2.2. Data Mining Scope

As described earlier, the huge amounts of data inside power creates the big data surroundings.
The non-linear nature of the system makes the definition of new models for extraction of useful
information from heaps of gathered data even more demanding [16].

Especially demanding is the usage of data from wind power plants since these stochastic sources
produce even bigger amounts of data due to dependable variables which influence the output power.

Therefore, good data mining scope thus integrates wide area of variables. This paper defines
simplified model which comprises of:

• Wind power plant active and reactive power production (PWind, QWind), at wind power plant
point of common coupling (PCC);
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• Wind power plant active and reactive power settings (PSettings, QSettings), which are operational
decisions for the settings of wind power controller placed at wind power (PCC);

• Total system load measurements (PL), expressed in percentage, as a percentage of nominal load;
• Voltage amplitudes and angles (phasors) measurements (Vi, δi) on selected nodes in the system;
• Line, transformer and generator availability information.

Each operating condition (OC) is defined as a mathematical set whose members are the following
elements or variables:

OCk = {V1, V2, V3, . . . Vi, δ1, δ2, δ3, . . . δi, PL, PWind, QWind, Zth} (1)

- with i = 1, 2, 3, . . . n; where n is the number of nodes in power system with measurements of
effective values and voltage angles in the system, and

- with k = 1, 2, 3, . . . m; where m—total number of input states over which data mining techniques
are analyzed.

The abovementioned data can be expanded by defining the finely tuned fractal structures attached
to it:

• Wind power total can be divided into wind power of single wind turbine or a cluster of turbines;
• Total system load can be divided into loads on busbar, consumer, or load area level;
• Voltage amplitudes and angles can be enhanced with current amplitudes and angles for each

branch as well as Thevenin impedance measurements;
• Wind production is defined with wind speed and can further be detailed with wind direction,

air temperature and pressure, solar irradiance and air humidity measurements;
• Line and transformer availability can further be described through breaker status in line bays and

transformer bays or through transformer and line monitoring systems.

All this data needs to form large and well-organized databases for further usage in control,
planning, asset management and operation and maintenance (O&M) optimization process. Therefore,
to take full advantage of the available data efficient algorithms for big data analysis are needed.

2.3. Proposed Algorithm Design

The aim of the developed algorithm is to create a new kind of early warning signal (EWS) and
recognize the structure of critical transitions for transmission system and wind power operators in the
form of a situational awareness (SA) indicator [17]. These signals should be structured to warn the
operators that the alarming operating condition could be reached and that preventive or corrective
actions should be done (e.g., wind power curtailment or reactive power support increase) and thus
move the system to normal operating state, like described in figure below (Figure 4). Created EWS
signal as a situational awareness indicator serves as a main triggering signal for operating decisions in
wind power settings in order to change operating condition back to EWS value NORMAL. Therefore,
EWS could serve as a first line of defense to reduce the risks of total or partial system blackouts and
thus reducing the opportunity costs associated with the costs of electric energy not being delivered.

Commonly used data mining algorithms identified by the IEEE International Conferences on
Data Mining (ICDM) are C4.5, k-Means, Support Vector Machine (SVM), Apriori, PageRank, AdaBoost,
Neural Networks, Naive Bayes and Classification and regression trees (C&RT). These 10 algorithms
cover classification, clustering, statistical learning, association analysis, and link mining, which are all
among the most important topics in data mining research and development. In [18] a review on the
applications of data mining in power systems is given.
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Figure 4. Early warning signal (EWS) concept as a first line of defense inducing preventive and
corrective actions after system state change.

The approach described here combines several segments of classification and clustering and
statistical learning in one algorithm. Also, it brings combined solution for monitoring and preventive
measures operating decisions.

A basic workflow diagram of the proposed algorithm is described on Figure 5. The first step
in the algorithm is data management and preparation which consists of time synchronization,
format unifying, and ordering of historical raw data from actual power system measurements.
Additionally, synthetic data which is produced and gathered from various kinds of simulations
based on mathematical models is also included in this step. In this paper DigSilent Power Factory
power system analysis software [19] is used as a tool for production of simulation data.

The input data vector in the clustering process is equal to:

OC = [OC1; OC2; OC3; OCm]T (2)

In this way, mathematically defined power system states are defined as input data in the algorithm.
It is important to note that except for the variables defined herein, the input set of system states can be
extended to a whole range of additional input signals such as data from various measuring devices
for measuring electrical and nonelectric values, meteorological measuring devices, sensors and other
devices. The model is therefore adaptive and modular. It is easy to upgrade by simply expanding the
operating condition (OC) math data set.

The second step is data clustering, with the aim of defining system states on a given database or
set of operating conditions. For the algorithm design described in this paper, the analytics software
package Statistica [20] was used. Standard variable definition from statistical theory was used where
an independent variable (also called experimental or predictor variable), is being manipulated in an
experiment to observe the effect on a dependent variable (also called an outcome variable). Total set of
operating conditions in this example to be a representative sample needs to be large enough and cover
all possible system states and. K-Means algorithm with Euclidian distances was used for clustering of
the initial data set in following way:

• Thevenin impedance at bus 8 (Figure 6) was used as dependent variable;
• Thevenin impedance absolute value is used as first dependent variable;
• Thevenin impedance angle was used as second dependent variable;
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Clustering was finally made into three clusters which describe normal (NORMAL), transition
(WARNING) and problematic (ALARM) conditions. It is important to stress that all three system states
should be present in input datasets in order to have a viable solution of this part of the algorithm.

After the clustering of the system states of a particular group or clusters for normal, warning
and alarm operating conditions, the same definitions of the target groups serve as inputs for the
classification part of the algorithm. With these clustered data, data classes are defined for later analysis
of new metric input data:

CA = {CNORMAL, CWARNING, CALARM} (3)

CA—a set of data classes in the algorithm
CNORMAL—data class for normal operating condition
CWARNING—the class of data for transition operating condition
CALARM—data class for normal critical condition

 
Figure 5. Basic workflow diagram.

The third step consists of data classification of new measurement data and definition of a set
of new system operating conditions (OC). Assigned system condition (NORMAL, WARNING and
ALARM) were set as independent variables and previously defined variables in data mining scope
(PWind, QWind, PL, Vi, δi) as dependent. New measurement data, according to its parameters, in the
classification part of the algorithm are classified into predefined groups according to the values of the
parameters that are taken as input data. Classification groups are defined as clusters created by earlier
clustering of operating conditions.

Classification and regression trees (C&RT) method was used for this classification analysis.
For that purpose, software Statistica [20] was used. To assign weight factors to decision making
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process, misclassification costs [21] were defined heuristically according to table below (Table 1).
In columns are predicted variables and in rows are measured variables.

Table 1. Misclassification costs defined for data classification.

EWS NORMAL WARNING ALARM

NORMAL 0 1 5
WARNING 1 0 3

ALARM 1 1 0

To prevent overfitting of the data, a V-fold cross validation is used. 5% of the cases were used
as “v-value” [21]. V-fold cross validation where the data set is randomly divided into v equal parts
and the learning phase of the algorithm is done on v − 1 parts and test on the remaining piece
is especially suitable for such situations where a small number of cases is used for classification.
Furthermore, pruning on variance that reduces the size of decision trees by removing sections of the
tree that provide little power to classify instances was used to get closer look at cost sequence for all
calculated classification and regression trees. Cost sequence was calculated for re-substitution and
cross-validation costs for all generated C&R (Classification and Regression) trees. In this way, a more
simplified decision tree can be chosen according to law of parsimony, anticipating that things are
usually connected or behave in the simplest or most economical way, especially with reference to
alternative evolutionary paths [22]. To reach a normal system state, as a final result there can be several
operating conditions fulfilling the given conditions. This means the output from data classification
process will be a set of possible operating conditions (OCs). In the final step, final wind power plant
operating decisions are made according to a simple procedure of selecting the best possible solution
among the vector of possible operating states (OCP) whereby:

OCP = [OC2; OC3; . . . OCp]T (4)

With the requirement that each element of vector OCP is also an element of the class CNORMAL.
A final operating decision still needs to be made, meaning settings of wind power plant controller

(Psetting and Qsetting) at the point of common coupling need to be defined. Variable Psetting is defined as
setting of for output active power. If this setting is lower than available wind power, the result will be
wind power curtailment. This variable is defined as a continuous variable. Variable Qsetting is defined
as setting of regime for reactive power regulation. This variable is defined as categorical variable
(of total output Q or cos ϕ) meaning one setting represents one possible category (e.g., cos ϕ = 0.9
lagging or Q equal to 0.5 p.u.). This way reactive power control variable is discretized. Final operating
decisions for wind power plants are made according to simple process of selecting the best possible
solution among the set of possible operating conditions (OCs). Final operating condition is chosen
to minimize the opportunity costs of wind energy export and thus maximizing the produced energy.
Also, according to [23], to prolong the lifetime of wind turbines it is necessary to lower reactive
power production and its influence on power electronics in turbine converters. In harmony with the
availability of wider range of PMU measurements the operation can be optimized with both available
measurement and analysis results [24]. Therefore, final decisions can be summarized as maximization
of output active power and minimization of reactive power (Equations (5) and (6)).

max {Pwind} (5)

min {Qwind} (6)
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Power transformers at point of common coupling (PCC) have limited capacity. Therefore,
additional condition needs to be fulfilled in order not to endanger operational limits (Equation (7))
where STR is the power transformer capacity (MVA).

STR ≤ (PWind
2 + QWind

2)1/2 (7)

3. Test System Example

3.1. Test System Description

IEEE 14 bus test system was used as a first test case for the application of the proposed algorithm.
Instead of synchronous compensator that is originally included in the IEEE 14 test system connected
to bus 8, a wind power plant on that given bus was defined with rated power of 20 MW, which can be
seen on Figure 6.

 

Figure 6. IEEE 14 bus test system with addition of a win power plant on bus 8.

3.2. Operating Conditions

In this numerical example, only synthetic data was produced and analyzed. Power system
calculations were made in DigSilent Powerfactory software (DIgSILENT GmbH, Gomaringen, Germany)
as was mentioned earlier with the series of power flow simulations for different network conditions.

Operating conditions (OCs) were calculated for a wide range of different simulation scenarios
including:

• Variable wind power plant active power production change in an interval from 0–100% of rated
power in discrete steps of 25%;

• Variable wind power plant reactive power settings definition in three different modes:

• power factor regulation (setup point change from 0.9 p.u. lagging to 0.9 p.u. leading in steps
of 0.05 p.u.);
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• reactive power regulation (setup point change from 1.0 p.u lagging to 1.0 p.u. leading in
steps of 0.05 p.u.);

• voltage regulation (setup point change from 0.9 p.u. lagging to 0.9 p.u. leading in steps of
0.05 p.u.).

• Power system load change in an interval from 1 p.u. to 1.6 p.u. (100–160%) in steps of 0.2 p.u.
(20%);

• Line, transformer and generator availability status change switching off in different combinations
for different OCs.

This way, a total of 396 OCs was created with most of the variables defined as continuous variables.
Thus, large database covering a large number of possible network situations was created and further
analyses were enabled.

3.3. Test Model Results

Large number of different analyses made in Statistica software, (Tibco Software, Palo Alto, CA,
USA) as mentioned earlier. For example, voltage isolines for bus 8 at subject test system in various
system load conditions and wind farm production (wind farm working in cos ϕ regulation mode with
cos ϕ = 1) are given in following figure (Figure 7).

Figure 7. Voltage profiles for bus 8 of the IEEE 14 test system for different load conditions and wind
power production with reactive power mode cos ϕ = 1.

From Figure 7 it can be seen how with the increase of load and/or wind production, voltage
isolines become denser, which is explained through larger voltage sensitivity in these operating regions
and conditions.

In this series of calculations, only simulation data was used. Simulation data was generated on
an IEEE 14 bus system. Thus, data preparation step was simplified and there was no need for data
formatting/unifying and time synchronization.
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After data clustering, resulting centroids of Thevenin equivalent, for k-means clustering based on
a total of 396 training cases, are given in following table (Table 2):

Table 2. Centroids of Thevenin equivalent for the k-means clustering—IEEE 14 bus test model.

EWS Zth abs Zth arg No. of Cases

NORMAL 0.438743 87.91876 295
WARNING 0.554339 80.64339 85

ALARM 2.179344 69.31481 16

Thevenin impedances can be used for a wide range of protection applications [25].
According to EWS centroids given in Table 2 and EWS clustering depicted in Figure 8, it can be

seen how power system changes its impedance to higher absolute and more resistive values during
warning and alarm operating conditions. This represents an expected behavior that can be detected
and further actions can be planned accordingly.

Figure 8. EWS clusters based on Thevenin equivalent at bus 8.

Further validation of such clustering was made using Jacobi matrix eigenvalues. Since Jacobi
matrix for IEEE 14 bus test system has 14 eigenvalues, root mean square value of all 14 values was
used as leveled variable which is labeled as lambda. In Figure 9 it can be seen how lambda values are
clustered for normal, warning and alarm operating conditions. In this way, the early warning signal is
verified with Jacobi matrix eigenvalues.
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Figure 9. EWS clusters based on Jacobi matrix eigenvalues with least square method fitting.

Calculated clusters are used for further classification of cases of OCs. Classification was made
with the usage of clustered EWS in OCs as dependent variables. Independent variables are voltage
values and voltage angles on all buses as well as total system load, wind power active power and wind
power reactive power settings.

As a stopping rule during classification tree calculation, prune on misclassification error criteria
was used as described in Breiman et al. [21]. The pruning process results in a sequence of optimally
pruned trees and a criterion to select the “right-sized” tree is applied afterwards. Trees with smallest
misclassification costs often have hidden over-fitting. Thus, it is needed to make automatic tree
selection procedure to avoid “over fitting” and “under fitting” of the data. To distinguish calculated
trees, re-substitution costs and cross-validation costs are calculated according to [21] for all trees and
cost sequence is shown on the figure below (Figure 10).

Figure 10. Early warning signal (EWS) cost sequence for different classification and regression trees.
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For making the selections “1 Standard error rule” proposed by Breiman et al. [21] proposed a
“1, of the “right-sized” tree. In this way, tree number 2 is selected to avoid “over fitting” and “under
fitting” of the data (Figure 10). Also, through this classification analysis, it is possible to calculate
importance for all independent variables according to the definition of variable importance given
in [21]. Importance for all dependent variables is given on a Figure 11.

Practically all voltage and angle measurements from PMU devices have very high importance,
except measurements from node 1 which was chosen as the slack busbar. Voltage angles (d1, d2, to d14)
have very high importance which is understandable since they represent active power flows. Wind
power active power production and reactive power settings have lower importance which can be
described through moderate installed power of wind power plant compared to the network size.

 
Figure 11. EWS importance plot for different dependent variables.

4. Radial Distribution System Example

4.1. Distribution System Description and Operating Conditions

Wind power plant (WPP) VE ZD 6 is 9.2 MW renewable energy source connected to 30 km long
radial transmission 35 kV voltage level line in the middle of its length (Figure 12). Subject 35 kV
power line is part of distribution system operator network in central Croatia. General characteristics of
this network are low loadings especially during the night time. Therefore, large voltage deviations
can occur in this relatively long and lightly loaded medium voltage line. Since wind power plant is
connected through a T-junction situated in the middle of its length, it can serve as a voltage controller
and provide preventive measures for system support.

In this numerical example, synthetic data was used to perform data mining calculations and real
operation measurement data was used to verify the model. Measurements were made on the point of
common coupling (PCC) using PMU device Arbiter 1133a and metering device ION 7660.
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Figure 12. Wind power plant VE ZD 6 connected to radial 35 kV line.

4.2. Distribution System Results

After data clustering, resulting centroids of Thevenin equivalent, for k-means clustering based on
a total of 135 training cases, are given in following table (Table 3).

Table 3. Centroids of Thevenin equivalent in PCC for k-means clustering—WPP VE ZD 6 model.

EWS Zth abs Zth arg No. of Cases

NORMAL 4.090202 74.98206 41
WARNING 3.781597 78.12948 71

ALARM 3.228652 80.60002 23

In accordance to the EWS centroids given in Table 3, EWS clustering was made and the results are
shown on Figure 13.

Figure 13. Early warning signal (EWS) clusters based on Thevenin equivalent at wind power plant
VE ZD 6.
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After data classification, resulting C&RT is given in Figure 14. Operating conditions can easily be
recognized by monitoring voltage angle at transformer substation 110/35 kV Obrovac.

In these figures (Figures 14 and 15) ID represents ordinal number of the decision tree leaf, and N
the number of cases on that leaf. Additional classification was made on a reduced set of parameters for
a substation 110/35 kV Obrovac, where set of input parameters was built from available measurements
since at the testing period real operation measurements were not available. Those measurements
include voltage amplitudes and voltage angles, as well as active and reactive power at PCC of WPP VE
ZD 6. Voltage angle was measured with reference angle at transformer substation 400/110 kV Velebit.
This high voltage node was also defined as slack node in the calculations of operating conditions.

 

Figure 14. Resulting C&RT for a complete set of all possible parameter variations (VE ZD 6).

 
Figure 15. Resulting C&RT for reduced set of possible parameter variations (VE ZD 6).
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With such reduced set of input parameters, it is evident that there are only two variables in the
classification tree of decision-making process: effective values of voltage at the PCC and the settings of
reactive power control. Therefore, in defining the conditions in the local network around the WPP, it is
enough to monitor the effective voltage values at that PCC and base decision making on that variable.

Decision-making in this case refers to the change of the wind power for reactive power production
to aid the system conditions. The peak power of the WPP is 9.2 MW which can easily be evacuated
through the corresponding 35 kV transmission line (approximately 16 km long). The problem occurs
in regard to the voltage security of the power system. Final operating decision making thus results in
Psetting = max {PWIND} = 9.2 MW and Qsetting = min {QWIND} = Const. ϕ = 1 for all operating conditions
with voltages at PCC above 31.7275 kV (0.9065 p.u). 31.7275 kV (0.9065 p.u) represents the critical
voltage value that was obtained through the analysis process.

5. Meshed Transmission System Example

5.1. Transmission System Description and Operating Conditions

Wind power plant (WPP) VE ZD 2&ZD 3 has a capacity of 36.8 MW and is connected to meshed
110 kV grid (Figure 16). Subject 110 kV network is part of transmission system operator network
in southern Croatia. General characteristic of this network are also low loadings, especially during
night. Therefore, large voltage deviations occur. Furthermore, the PCC of the wind power plant is
represented through the power transformer with rated power of 40 MVA.

Figure 16. Wind power plant VE ZD 2 & ZD 3 connected to a meshed 110 kV grid.

In this numerical example, synthetic data was used in order to perform data mining calculations
and measurement data was used to verify the model. Measurements were made on point of common
coupling (PCC) using PMU device Arbiter 1133a and metering device ION 8800.

5.2. Transmission System Results

After data clustering, resulting centroids of Thevenin equivalent, for k-means clustering based on
a total of 150 training cases, are given in following table (Table 4).
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Table 4. Centroids of Thevenin equivalent in PCC for k-means clustering—WPP VE ZD 2&ZD 3.

EWS Zth abs Zth arg No. of Cases

NORMAL 11.98351 83.80223 130
WARNING 10.42744 81.64916 14

ALARM 7.33635 71.44346 6

According to EWS centroids given in Table 4, EWS clustering was made and the results are given
on Figure 17.

Figure 17. EWS clusters based on Thevenin equivalent at WPP VE ZD 2&ZD 3.

After data classification, resulting C&RT tree is given on figure below (Figure 18). Operating
conditions can easily be recognized and predicted by monitoring of voltage amplitudes and voltage
angle at 4 influential nodes of the observed segment of the transmission network.

Figure 18. Resulting C&RT for a complete set of all possible parameter variations—WPP VE ZD 2 & ZD 3.
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During testing, only measurements at substation 110/20 kV Bruska were made. Therefore, additional
classification is made on a reduced set of parameters, where set of input parameters was built from
available measurements (Figure 19). Those measurements include voltage amplitudes and voltage
angles, as well as active and reactive power production measured on PCC of WPP VE ZD 2 & ZD 3.
Voltage angle was measured with reference to angle at substation 400/110 kV Velebit. This node was
also defined as slack node in the calculations of operating conditions.

Figure 19. Resulting C&RT for reduced set of possible parameters—WPP VE ZD 2 & ZD 3 model.

It is evident that there are several variables in the classification tree of the decision-making process
that have significant importance:

• WPP reactive power production setting;
• Voltage amplitudes at substation 110/20 kV Bruska (PCC of WPP VE ZD 2&ZD 3);
• Curtailment amount of the active power generation of the wind power plant.

Thus, to define the opportunities in a local network around the wind power plant, it is enough
to monitor voltage values at that measuring point and reach decisions based on that variable. As a
critical voltage value threshold, the value of 0.9435 p.u. i.e., 103.785 kV is defined. When voltage drops
below the above-mentioned value at the WPP VE ZD 2 & ZD 3 or at substation 110/20 kV Bruska,
critical conditions can be expected in the system.

Decision-making primarily relates to the change of wind power operational regime in regard to
the reactive power production. The results are also understandable from the power flows point of
view since the installed active power of the wind power plant is 36.8 MW, which is not a problem
in the observed segment of the transmission system. The evacuation of installed rated power over a
distance of about 16 km over the 110 kV transmission line towards substation 110/35 kV Obrovac and
110/35 kV Benkovac is done without any problems. Therefore, the only problem is the problem of
voltage control to avoid out-of-limit voltages through reactive power production regulation.
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5.3. Transmission System Model Validation

Transmission system model validation was done using real operation measurements from the
same WPP and the following tests were analyzed:

1. Active power curtailment test;
2. Tripping of 110 kV transmission line Obrovac—Bruska test;
3. Change of reactive power regulation regime test.

Results are given in following figures (Figure 20—curtailment test; Figure 21—tripping test;
Figure 22—reactive power change test).

Figure 20. Validation of resulting C&RT—WPP VE ZD 2 & ZD 3 power measurements—wind
curtailment test.

During all these curtailment cases, voltages in the network, as well as other parameters from
C&RT process were classified as normal operating conditions.

Next, the test of tripping transmission line 110 kV Obrovac—Bruska was measured after circuit
breaker (CB) tripping in line bay in substation 110/20 kV Bruska. Subject transmission line was
reconnected after several minutes by circuit breaker in the same line bay.
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Figure 21. Validation of resulting C&RT—WPP VE ZD 2 & ZD 3 power and voltage measurements—110 kV
transmission line Obrovac—Bruska tripping case.

During these line tripping cases, voltages in the network, as well as other parameters from C&RT
process were classified as normal and warning operating conditions. Warning EWS is generated right
after circuit breaker tripping. This scenario can be expected as there are lines going from WPP towards
the rest of the meshed grid. With recognition of such circumstances the message to the operator can be
sent to perform corrective actions if other circumstances in the grid worsen. Possible actions include
change of the regulation of reactive power regime which was tested and depicted in the following
figure (Figure 22). Warning EWS is generated after reactive power was set to constant reactive power
−15 Mvar lagging.

Figure 22. Validation of resulting C&RT—WPP VE ZD 2 & ZD 3 active and reactive power
measurements—reactive power production regime change test.
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It has been shown that following several voltage angles and amplitudes can give clear early
warning signal about the situation in the grid and clear classification of the operating conditions can
be done. The proposed method interprets and analyzes the measurement data (PMU measurements
included) and provides the foundation to determine which measurements are necessary and crucial to
avoid need to constantly display large quantities of data which can lead to inefficient recognition of
important event.

6. Conclusions

In this paper, one solution for wind power monitoring and control is described through the
enhancement of power system infrastructure with various ICT elements. Adaptive and modular
(adaptidular) ICT installation were suggested and designed for the subject upgrade of power systems
providing the foundations for the smart grid features.

Wind power monitoring and control was done through data mining algorithm using large streams
of data coming from various devices. Most important devices used are PMUs measuring phasor values
of all electrical variables in the system.

Input data defined for the data mining algorithm comprises of wind power plant active power
production, wind power plant reactive power production setting, total system load, voltage amplitudes
and voltage angles (phasors) and line, transformer and generator availability. All these data streams
create a large database for further usage in control, planning, asset management and operation and
maintenance processes.

Developed data mining algorithm for wind power monitoring and control is defined through
three main components: the first component is data management and preparation; the second one is
data clustering; and the third is data classification.

In the described approach, data management and preparation are used for data formatting and
synchronization. Data clustering is done with k-means algorithm in order to define three clusters of
data: NORMAL, WARNING and ALARM operating conditions. Thus, defined clusters are used as
dependent variables during classification with the usage of C&RT algorithm. Independent variables
in the classification algorithm are voltage phasor values (amplitudes and angles), system load, wind
power plant active power production and wind power plant reactive power setting. The resulting
classification tree can serve as decision tree which has combined decisions and measurements in its
leaves. In this way, early warning signal for situational awareness is created with several actions in
the decision tree that can serve as preventive measures and influence the system operating condition.
The possible necessary decisions are in this model related to wind power plant and its active power
production or reactive power setting regime change. The result of such decisions is the transition of the
system state trajectory from WARNING and ALARM operating condition towards NORMAL system
operating condition.

From the resulting C&RT tree as well as from the importance plot, most important variables
can be detected. From these observations, the optimization of PMU infrastructure can be made by
installing only devices necessary for the measurements of variables present in decision tree and/or
importance plot, to provide the possibility for this algorithm to enable automated decision making.

Improvements of the proposed algorithm can be done with the definition of additional operating
conditions either through recorded real system states measurement or through synthetized data from
various kinds of simulations. Although mathematical techniques accurately simulate the synthetic
data, they usually fail to handle the irregularities that exist in real data. It can also be concluded that in
the future, more data will be generated from various measurement devices and efficient algorithms,
such as one proposed here, will be needed to deal with such big data structures.
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Abstract: Co-simulation is an emerging method for cyber-physical energy system (CPES) assessment
and validation. Combining simulators of different domains into a joint experiment, co-simulation
provides a holistic framework to consider the whole CPES at system level. In this paper, we present
a systematic structuration of co-simulation based on a conceptual point of view. A co-simulation
framework is then considered in its conceptual, semantic, syntactic, dynamic and technical layers.
Coupling methods are investigated and classified according to these layers. This paper would serve
as a solid theoretical base for specification of future applications of co-simulation and selection of
coupling methods in CPES assessment and validation.

Keywords: cyber-physical energy system; co-simulation; conceptual structuration; coupling method

1. Introduction

Moving towards a decarbonized scenario, the power grid is expecting a high penetration
of distributed and renewable energy resources and advanced Information and Communication
Technologies (ICT) [1,2], which has a strong impact on the system architecture and is transforming
the classical grid into a cyber-physical energy system (CPES)—Smart Grid [3]. The traditional design
and validation methods, which focus in single domain, do not quite keep up with the changes [4,5].
On the other hand, emerging issues such as cyber-security requires also new tools and methods for
assessment. It is, therefore, necessary to develop an integrated approach for such complex system in a
holistic manner, taking into account the interaction and inter-dependencies among domains [6].

Power systems and communication networks, however, are very different in term of dynamic
behavior and hierarchy. The simulation of these systems require therefore different model of
computation and solvers (i.e., a power system is often simulated as continuous system with capability
of generating discrete events; ICT system is in general simulated as discrete event simulation) [7].
A holistic approach requires essentially a consistent semantics for specification of the complete CPES,
across multiple domains, which is rich enough to support heterogeneous design. While such a unified
approach is not easy to achieve, researchers often employ the co-simulation approach: creating joint
simulation of the already well-established tools and semantics; to consider the impact of ICT solutions
to the power system when they are simulated with their suitable solvers [8]. Co-simulation offers a
flexible solution which allows consideration of network behavior and physical energy system state
at the same time. As the calculation load is shared among simulators, co-simulation also enables the
possibility of large scale system assessment.

Moreover, the CPES requires the physical infrastructure and computational cyber-infrastructure to
holistically and consistently coordinate to ensure its efficient and reliable functionality. It introduces
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a huge data influx for which big data analytic and applications are therefore of paramount
importance [9]. Co-simulation framework, gathering data and analysis from multiple sources
and domains, is potentially the solution to experiment such big data applications over large scale
systems. On the other hand, distributed simulation with appropriate time scale, besides the benefit of
computational load sharing, will avoid overloading slower simulation with unnecessary data influx
from faster applications, and thus increases the performance.

Recent developments of co-simulation have led to an important portfolio of experimental and
demonstration platforms. Some well-detailed, but application-oriented reviews on co-simulation
frameworks [4,5,8,10], in particular, and test-bed for CPES validation in general [11] exist in the
literature. In the context of this paper, we aim to providing a more systematic point of view from a
higher abstraction level by offering a conceptual structuration of co-simulation framework in CPES
assessment as well as the associated problems and a detailed review on coupling methods used and can
potentially be used in this framework. It would serve as a solid theoretical base for specification of future
applications of co-simulation and selection of coupling methods in CPES assessment and validation.

The paper is organized as follows: Section 2 presents the structuration and the different layers
of a co-simulation framework in CPES context; Section 3 provides a systematic review on coupling
methods according to the different layers, with a particular emphasis on usage and requirement of
operational integration and formal integration, in the vision of helping users to establish their own
co-simulation framework. The applications and associated abstraction levels of the coupling methods
are finally considered in Section 4, along with some further perspectives.

2. Conceptual Structuration of Co-Simulation Framework

Establishing a standardizable holistic framework for CPES using co-simulation is a difficult
and complex task because it requires a strong interoperability among the participating elements,
especially in case of multiple partner involvement. This implies necessary efforts on harmonization,
adaptation and eventually changes of actual employed standards and protocols in individual models
to be able to integrate into holistic experiments.

Coupling different simulators introduces several new issues with respect to the classical modelling
and simulation approaches. A generic layered structuration of co-simulation framework is therefore
necessary to improve the interoperability of simulators as well as to highlight the intersection of
domains and the issues that need to be solved in the process of designing a co-simulation framework.
Based on existing models for generic interoperability [12] and multi-modeling [13,14], a generic five
layers structuration of a co-simulation framework can be proposed (cf. Table 1).

2.1. Conceptual Layer: Architecture

As aforementioned in Table 1, the conceptual layer is highest layer of a co-simulation framework.
It involves the meta-modeling process and the topology of the framework (e.g., in Figure 1 the CPES
can be considered in a system of systems approach or the in layered approach: market-driven ICT
network governing the power system). In this layer, the chosen scenario is analyzed around the three
main points: system configuration according to the scenario, purpose of investigation (deduced from
the scenario and the desired research/contribution) and use-case/test-case definition; as the scenario
and the system configuration influences strongly the conceptual design. Moreover, the questions
of abstraction level, interaction to environment and complex system representation manner
(e.g., System of systems, coupled systems or multi-agent system) are subjects of interest in this layers.
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Figure 1. Illustration of different possible topologies in conceptual layer of a CPES co-simulation framework.

Table 1. Generic layers of a co-simulation framework.

Layer Description Associated Problems

Conceptual
Highest level where the models are considered
as “black boxes” and the level concerns the
co-simulation framework representation.

Generic structure of the framework;
Meta-Modeling of the components.

Semantic

The level concerns the signification and the role
of the co-simulation framework with respect to
the open questions of the investigated CPES
and studied phenomenon.

Signification of individual models;
Interaction graph among the models;
Signification of each interaction.

Syntactic The level concerns the formalization of the
co-simulation framework.

Formalization of individual models in the
respective domains; Specification and
handling the difference among
the formalism.

Dynamic

The level concerns the execution of the
co-simulation framework, the synchronization
techniques and harmonization of different
models of computation.

Order of execution and causality of
models; Harmonization of different
models of computation; Resolution for
potential conflict in simultaneity of actions.

Technical The level concerns the implementation details
and evaluation of simulation.

Distributed or centralized implementation;
Robustness of the simulation; Reliability
and efficiency of the simulation.

The conceptual layer should define the structure on which the co-simulation framework is
developed and the formal semantic relations/syntactic formulation are integrated.

2.2. Semantic Layer: Formal integration

The semantic layer concerns the signification and role of individual models in the general
framework, as well as their in-between interactions. It is necessary to note that the models may be
represented at different spatial and temporal scales, with possible intersection among their abstraction
domains. In that boundary, one needs to consider and specify how information in a model can be
perceived in another one (cf. Figure 2). The interaction among models has to provide a semantic
coherence throughout the whole system.
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Figure 2. Illustration of semantic layer of a CPES co-simulation framework.

It is necessary to clarify that the notion of semantic layer here is addressed towards the
co-simulation framework, and is not necessarily the semantic model of the energy system, although there
is an overlapping area between the two concepts. More specifically, the semantic layer of a co-simulation
framework explains the behavior and interaction of involved individual simulators and models, and not
necessarily the semantic relations among their representing counterparts. It can be considered as an
abstract layer specifying the experiments, and in some ways, similar to the concept of abstract test suite
in TTCN-3 standard [15]. The dichotomies and communication among entities defined in this layer will
decide how the experiment works and will be governed by the master algorithm.

The required interoperability in semantic layer and in the following syntactic layer needs to be
done via applying a common information model to the framework. However, taking into account that
a co-simulation framework often includes multiple domains (e.g., power system, ICT, thermal), it may
be necessary to include several existing information models and thus to resolve interfacing issues. It is
recommended to employ standardized information models to promote reusability and the possibility
of further integration of new elements into the framework.

2.3. Syntactic Layer

This layer of a co-simulation framework influences strongly the reusability of models and
interoperability of the framework. In a co-simulation framework, each model comes from different
scientific domains, and it is very likely that the employed formalisms are different. A consistent
co-simulation framework has to manage and harmonize these differences. Not only it has to provides a
meaningful and rigorous translation of inter-formalism information, but also, the differences in term
of representation, underlying model of computation and spatial-temporal scale need to be handled
(cf. Figure 3).
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Figure 3. Illustration of syntactic layer of a CPES co-simulation framework.

In order to improve the reusability of models, it is required that the models are syntactic coherent. In
general, syntactic interoperability of a co-simulation framework often requires the utilization of ontologies
(not only for modeling, but also for data exchange). As for power system, we acknowledge several
information model standards issued by the International Electrotechnical Commission (IEC) that can be
considered as candidates: IEC 61850 [16], Multispeak (http://multispeak.org) and Common Information
Model (CIM) [17,18]. Object Linking and Embedding for Process Control - Unified Architecture (OPC UA)
[19] can also be implemented as a semi-information model when it is necessary to involve Supervisory
Control and Data Acquisition (SCADA) system (i.e., hardware-in-the-loop situation). Several works
are underway to harmonize the difference and to bring these standards together [20–22]. There exist
a few semiautomatic converters between their models [23–25]. The mapping of ontological models to
physical power system components and use-cases is classically implemented using hard-coding. One of
the challenges is to enable auto-configuration of the topology of the considered CPES on-the-go and
to update the database accordingly. In the case with CIM, an adaptive CIM compliant approach to
resolve this challenge is proposed in [26]. The utilization of ontology in CPES is mainly for exchanging
data between applications and encapsulating entire power system models in a standardized manner.
As aforementioned, the concept of syntactic layer in a co-simulation framework is not always the same
and is often larger than just using an ontology. Not only should it include ontological information
on individual parts of the system and their interconnections, but also specify the format, syntax of
the interconnections among simulators and models, as well as specifications of interfacing ontologies
of different domains or transition among different time scale, which are not covered by current
existing ontologies.

While being very similar to semantic layer, the syntactic layer can be simply imagined as the manner in
which semantic models and interactions are represented. The notions of semantic and syntactic layers here,
even though involving the utilization of energy system ontologies (e.g., IEC 61850 or CIM), are larger
and require also an experiment description ontology, e.g., TTCN-3 [15]. These ontologies, if employed,
can be considered as a common (or transitive) zone alongside the abstraction layers.

2.4. Dynamic Layer: Execution and Synchronization

The dynamic layer concerns executions aspects of a co-simulation framework. One needs to
define the order of execution and causality of models as well as the resolution for potential conflict
(i.e., cyclic dependency, deadlock) in simultaneity of actions. Synchronization techniques are necessary
to ensure the consistency of the co-simulation outcome, especially when the framework consists
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of models with different model of computation (i.e., Continuous simulation and Discrete Event
Simulation) or when the simulation is distributed (cf. Figure 4).The necessary message payloads model
should also be defined.

Figure 4. Illustration of dynamic layer of a CPES co-simulation framework.

Even though it is not directly related to semantic layer, it is demonstrated that different choices in
dynamic layer may lead to differences in the result of simulation [27,28].

In general, for the dynamic layer, the two main issues influencing the correctness and the reliability
of a co-simulation framework are harmonization of models of computation and synchronization of
simulators. Harmonization of different models of computation is also a critical problem because
CPES often involves a juxtaposition of various domains, where their dynamic behavior requires
different solvers and consequently various models of computation. On the other hand, one can
ensure, via synchronization, that operations occur in the logically correct order, whether they proceed
concurrently or they must obey causality. As the size of system increases (physically or by increasing
the number of simulators) or as the speed of operation increases, synchronization plays an increasingly
dominant role in the stability of the framework.

Models of computation can be classified as of [29] : Imperative (e.g., Emulators), Finite State
Machine (e.g., a set of states, rule-based control), Dataflow (e.g., ODEs, DEAs), Discrete Event
(e.g., communication, zero-crossing), etc. Discrete Event simulation can be further broken down
into: event scheduling, process interaction and activity scanning [30].

Power system models are, in general, represented by continuous models which is also capable to
produce events (e.g., zero crossing, switching, etc.). The continuous models often use the imperative or
dataflow model of computation, in which the model react to the availability of data at their inputs
by performing some computation, via mean of according solvers, and producing data on their
outputs. Dataflow is concurrent with no notion of time. In general case of power system, the model
is based on a set of differential equations defining the peculiarity of the state variables and the
environment factors of a system (e.g., steady-state simulations, electromagnetic transients and circuit
simulations, or electromechanical phenomena). ICT and market models are often represented in
discrete events chaining over a discrete set of points in time (thus associated to discrete events
model of computation). More specifically, discrete event models are discrete, dynamic and stochastic
in nature and are “run” whereas continuous model can be “run” or “solved” according to their
models of computation [31]. General speaking, the two most encountered MoC for CPES assessment
are Dataflow and Discrete Event (Figure 5), and they are most of the time, the subjects of harmonization.
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Figure 5. Examples of (a) Dataflow process and (b) Discrete Event process.

As for synchronization techniques, two well established approaches are called conservative
processing and optimistic processing. In general, the conservative approach requires all the
participating simulators to wait for each other to finish their step before advancing to the next
step. The synchronization is checked with time stamps, via Null Message algorithm [32] or Global
Synchronization approaches, such as: Bounded Lag algorithm [33], Time Buckets [34] or Composite
Synchronization [35]. On the other hand, the optimistic approach allows the individual simulators to
advance on their own events. When a conflict is detected, then the simulators must perform a leap
backwards (time warp [36]) and discard the all the results from the moment in question.

2.5. Technical Layer: Implementation and Evaluation

This layer involves the choices of techniques for implementation and the evaluation of
results. Various practical issues need to be considered: the choice of distributed or centralized
simulation, global model of computation, technical implementation of interface or latency assessment.
As co-simulation requires many coupling of simulators, it is necessary to consider in the end,
the reliability, efficiency of the coupling, the stability of co-simulation framework (especially in cases
involving hardware-in-the-loop), as well as to evaluate the robustness and accuracy of the results
(cf. Figure 6). An in-depth discussion on the technical aspects of co-simulation is however further than
the scope of this paper (i.e., conceptual structuration).

Figure 6. Illustration of technical layer of a CPES co-simulation framework.

The structuration proposed in this section is important to classify different models in a
co-simulation framework into their according level of abstraction. It provides insights to identify the
potential issues as well as to search for solution for coupling across different scale and abstraction level.
As a consequence, the modularity, scalability and interoperability of a co-simulation framework might
be improved.

In the context of this paper, we are interested also, in next sections, different existing coupling
methods and synchronization techniques for co-simulation as well as their position with respect to the
proposed structuration. It would provide a methodological and structural review on the state of art in
co-simulation for CPES assessment.
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3. Review on Coupling Methods

In general, a co-simulation framework requires the joint and simultaneous executions of models
in different tools, via mean of information exchange during the execution of the simulations.
Information is exchanged through either ad-hoc interfaces (Figure 7a) or via intermediate buffer
governed by a master algorithm (Figure 7b). Master algorithm (where exists) is responsible for
instantiating the simulators and for orchestrating the information exchange (simulator-simulator or
simulator-orchestrator).

(a) (b)

Figure 7. (a) Ad-hoc Co-Simulation; (b) Co-Simulation with an orchestrator.

The existing methods for simulator coupling in co-simulation can be classified into operational
integration and formal integration. The operational coupling technique is used for specific problematic
and is often not generic. In general, the operational integration aims for co-simulation at dynamic
and technical layers while semantic and syntactic interrelation among the simulator are not properly
addressed, thus does not provide reusability and modularity. On the other hand, formal integration
aims at solving the problem at semantic and syntactic level (via either model coupling or simulator
coupling). The semantic coherency among entities is ensured by encapsulating the models in a more
generic layer or by orchestrating the simulators via mean of a master algorithm. The semantic and
syntactic of the interaction is then governed by the said master federate.

3.1. Operational Integration

Operational integration approach most of the time case-specific and provides a good flexibility in
practice. In this approach, the questions in semantic layer, which are directly related to the objectives
of the test, as well as experiment behaviors are considered and interpreted outside of the simulation
framework. The co-simulation focuses on engineering solutions at syntactic, dynamic and technical
layers. The advantage of this approach relies in the simplicity of set-up which correctly answers to the
user’s need. However, the particular specifications make it hard for others to reproduce and compare
the experiment result. In a scientific and industrial context, it may sometimes limit the valorization of
the research.

Two most popular approaches of operational integration for co-simulation are: Model exchange
(i.e., coupling the models together into one simulator) and ad-hoc coupling.

3.1.1. Model Exchange—Functional Mock-up Interface

In this approach, each model is built in its own formalism, then implanted to the same tool.
The syntactic level in this case is completely hidden as the differences among the formalism are
handled vie the implanting tool, i.e., technical layer. The models are forced to be simulated in the same
rate, governed by the simulator. Therefore, this approach present a lot of limit in term of coupling
models with different time scale.
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In term of application, the approach is widely used in ICT domain simulation. The platforms such
as NS-2 and NS-3, OMNet++ [37] or GTNetS [38] provides the possibility of using various models
representing different aspects of the network at the same time. In CPES system assessment, it is not
uncommon either to encapsulate a model and integrate it to another one; as an alternative when online
co-simulation is hard to achieve.

Functional Mock-up Interface (FMI) is a standard for co-simulation issued by the consortium of the
European ITEA2 Modelisar project in 2010 and in revised version in 2014. The basic component of FMI
is the Functional Mock-up Unit (FMU), which gives access to the equations of the model (mode Model
Exchange) or implements a solver manipulating the equations of the model (mode Co-simulation).
The main purpose of FMI is providing a common interface by defining abstract functions to be
implemented by every simulation component and defining how to export that said component as a
shared library. FMU for model exchange can be considered as an operational integration while FMU
for co-simulation can be applied to either operational integration or formal integration, depending on
the level of semantic coherency among the models. It allows the integration of simulation models in a
distributed and parallel way, thus possibility to apply to large-scale system [39,40].

FMI has been widely applied to the domain of mecatronics and automobile. Until recently,
researchers have investigated application of FMI to CPES assessment in an effort to improve
interoperability and reusability of models [41,42]. In [43], a new method of exploiting FMU via
web-service and Service Oriented Architectures (SOA) is proposed. The architecture is promising and
provides the framework for a potential “co-simulation as a service”.

3.1.2. Ad-Hoc Coupling of Simulator

The most common architecture for simulator coupling in an operational integration is linking and
integrating existing independent domain specific tools. In the case of CPES, most of the time, a power
system simulator is coupled with the communication system simulator. This configuration is intuitive,
concise and efficient and is often realized via sockets or direct integration to ICT simulator, as of survey
result in [44].

Some co-simulation frameworks using ad-hoc connections are presented in Table 2.

Table 2. Some co-simulation frameworks using ad-hoc connections in the domain of CPES.

Co-Simulation Power System Network Synchronization
Applications Time Scale

Framework Simulator Simulator Strategy

GECO [45,46] PSLF NS-2 Global Event-Driven PMU-based WAMPAC ms to s
ADEVS [47] ADEVS NS-2 DEVS WAMPAC ms to s
VPNET [48] VTB OPNET Master-slave WAMPAC ms to s
GridSim [49] PowerTech TSAT GridStat Time stepped WAMPAC ms to s
PowerNet [50] Modelica NS-2 Master - Slave Control Unknown
Bergmann et al. [51] NETOMAC NS-2 Time stepped Evaluation of DERs μs to ms
Babazadeh et al. [52,53] RTlab OPNET SITL Asynchronous WAMC, HVDC μs to ms
Godfrey et al. [54] OpenDSS NS-2 Unknown DER Integration ms to s
TASSCS [55] PowerWorld OPNET Unknown Cyber-security of SCADA μs to ms
Greenbench [56] PSCAD OMNet++ Global Event-Driven Cyber-security LV Grid ms to s

In the ad-hoc approach, the interfaces are specifically configured for to be implemented only within
the simulators, with possibly high requirements of adaptations. In this set-up, the inter-dependency of
involved simulators is not observed and assessed by an orchestrator, therefore, time synchronization is
difficult when more than three simulators are involved in the experiment. If not properly configured,
the inter-dependency of simulators may lead to deadlock and inaccurate results, especially in case of
presence of communication delay among them. Scalability and stability of the experiments are therefore
questionable and most of the time, ad-hoc co-simulation approach is not suitable for large scale system.

Moreover, most of the proprietary simulation tools do not provide direct interfaces to advances
simulation tools and co-simulation. The interfaces developed for ad-hoc co-simulation depend on
the simulators it connects; therefore, the re-usability of models and interfaces is not always evident.
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Most of the time, re-utilization of the simulator in another co-simulation framework requires heavy
adaptation efforts. As aforementioned, one can resort to the Functional Mock-up Interface (FMI)
standard to remedy the issue. As an interface, FMI can be used in both ad-hoc and with master
algorithm mode.

In general, operational integration responds quickly to the needs of a specific study, however,
these approaches do not satisfy the requirements in conceptual, semantic and syntactic levels. As a
consequence of this lack of generality and information, the operational models are strongly related to
the technical implementation and are very limited in term of interoperability and reusability. On the
other hand, operational integration demonstrates also difficulty in handling time scale and abstraction
level transition among models.

3.2. Formal Integration

Formal integration is a more generic approach than operational integration as the co-simulation
framework needs to ensure correct inter-relation among models in semantic and conceptual layers.
In order to provide and handle, it is generally required to be orchestrated by a master algorithm.
Analogy to the operational integration approach, the aforementioned master algorithm can be
implemented in a single simulator where all the models are encapsulated into, or can be implemented
as an orchestrator of different simulators. The principle difference between the two methods is that the
models in this case are required to be semantically coherent and the exchanged signals are syntactically
ready to be processed, without any further interpretation at higher layers.

This approach can be implemented in several forms:

• Implantation the elementary model into a more generic formalism. This requires however a lot of
efforts and collaborations, especially in case of multi-domain experiments, where the behaviors of
elements in one domain are not always evident to the experts of the other domain.

• Building and integrating an interface for translating from a particular formalism of a model to a
more generic one.

• Simulator coupling handled and governed by an orchestrator.

The first two approaches requires the existence of a formalism generic enough to correctly and
completely encapsulate the other involved models, without losing their semantic and conceptual
meaning. This requirement appears to be a challenge. In ICT network simulation, Discrete Event
System Specification (DEVS) and its derivations are generally accepted to satisfy such conditions.

3.2.1. Encapsulation of Formalism—Discrete Event System Specification (DEVS)

In general, DEVS is a generic formalism that allows encapsulating other Discrete-event
models and discrete-time continuous models [57]. In DEVS, a model is represented by a 7-tuple
(I, O, S, δext, δint, λ, ta), where I and O represent the inputs and outputs of the model, S is the vector of
state variables, ta represents time advancement in simulation, δint is the evolution of internal states of
model while δext represent the influence of external events to model’s internal states. Model coupling
in DEVS consists of encapsulating the individual models into a big global DEVS multi-model [58–60].

The approach of encapsulation of formalism provides a strong syntactic coherence for the
individual models as well as the link among them. Moreover, there are various algorithms to
simulate in a distributed manner the DEVS-based model [57,60], leading to a good flexibility in
term of management of simulation-related constraints.

On the other hand, the approach requires a considerable effort to encapsulate the models into
DEVS, thus limits the reusability of existing models. Moreover, it is arguable that encapsulation of
formalism could provide semantic and conceptual coherence and consistency [14].
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3.2.2. Waveform Relaxation Method

Waveform relaxation method (WRM) [61] is a family of techniques popularly used in solving large
systems of nonlinear ordinary differential equations (ODE) [62] or Differential Algebraic Equations
(DAE) [63]. The basic idea of WRM is replacing the problem of solving a differential in multiple
variables by one of solving a sequence of differential equations in one variable, in which the waveform
of other variables are predefined. The solutions obtained from these equations are then substituted
into the others one dimensional differential equations, which are then re-solved using the new
waveform. The procedure is repeated until convergence condition is reached. Consider a first order
two dimensional differential equations in x(t) ∈ R2 on t ∈ [0, T]:{

(A) ẋ1 = f1(x1, x2, t), x1(0) = x10

(B) ẋ2 = f2(x1, x2, t), x2(0) = x20

Then the iterative algorithm of WRM can be applied to solve this system of ODEs as illustrated
on Figure 8. Similar to the case of nonlinear algebraic equations, Gauss-Seidel (or Serial Sequence) [62]
and Jacobi (or Parallel Sequence) [64] techniques can be applied.

Figure 8. Illustration of the waveform relaxation method.

Originally aimed to solve complex ODEs, the WRM techniques recently draws attentions
of the researchers for its applications to co-simulation, in particular, the coupling of continuous
simulation [43]. In this approach, an individual simulator is represented by complete I/O waveform at
the coupling points, to the other simulators. The WRM is executed until the convergence conditions
are reached (Figure 9). Therefore, WRM is a method of co-simulation of semantic, syntactic and
dynamic levels.

The WRM technique is of great interest in case of strong coupling of simulators, especially in the
presence of communication latency. In general, WRM requires multiple executions of simulators until
reaching the convergence conditions, which is the main source of execution time of the co-simulation
framework. On the other hand, the other methods of coupling require one single execution of
simulators, with multiple exchanges in one run instance. In the case without presence of latency or with
very small latency (e.g., co-simulation of different simulators in one computer), WRM has in general
longer execution time. However, when communication latency is not negligible, WRM may reach
convergent point way much faster than the other methods [43]. In theory, the performance of WRM
for differential systems can be improved with parallel WRM [65] and the accuracy/convergence rate
can be improved with two-stage WRM [66]. However, application of these methods to co-simulation is
not yet investigated.
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Figure 9. WRM method applied to Co-simulation.

Three important issues need to be considered in the implementation of a co-simulation framework
based on WRM techniques:

• Until now, the method is exclusively applied for coupling of continuous simulation, particularly
of dataflow MoC type. Discretized WRM and applications of WRM to discrete systems [67,68] is
still a new research subject.

• In the implementation of WRM, the convergence condition needs to be properly addressed.
In literature, there exist works on convergence conditions of WRM for ODE [69] and DAE [70,71].
A convergence analysis for Discrete-time WRM is also proposed in [72].

• in case of coupling models with asynchronous time steps, it is necessary to use an
inter/extra-polation algorithm to harmonize the difference.

To conclude, WRM is an interesting approach to co-simulation, with a well-established
mathematical foundation. However, the applicability of the method to discrete event simulator
needs further investigation.

3.2.3. Federation of Simulation—Simulator Coupling with Orchestrator

The first two approaches of formal integration ensure semantic coherence by converting the
models into a more generic formalism (i.e., DEVS and waveform), in this section, we consider formal
integration by simulator coupling. While ad-hoc co-simulation is concise and efficient, for semantic
and conceptual levels, it is necessary to implement a coordinator/master algorithm to orchestrate the
framework. In this approach, the master algorithm is responsible for instantiating, interfacing and
coordinating the involved simulators. The simulators can communicate via a common buffer/message
bus governed by the master algorithm or directly among each other’s (in which the master algorithm
define the routing). Beside the benefit of semantic coupling, co-simulation with a master algorithm
also helps to simplify the framework architecture (i.e., N interfaces for a N domains system, rather than
N2 interfaces that would be required if each domain had to explicitly interface to each other domain).
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As of today, the master algorithm is most of the time implemented manually via self-developed
(e.g., Java, Python, Mathlab) or third party software such as Ptolemy (http://ptolemy.eecs.berkeley.
edu/) (used in [73–75], Simantics (https://www.simantics.org/) or Mosaik (http://mosaik.offis.de/)
(e.g., [45,76,77]. The IEEE 1516 High level Architecture (HLA) is one of a few standards for co-simulation
coordinator [78]. HLA is developed by the US M&S Co, mainly driven by military research in enabling
joint simulation training. The first civil version is published by IEEE in 2000 and the evolved HLA is
published in 2010. A HLA-based simulation consists of federates (participating simulators) and Run-Time
Infrastructure (RTI), which provides an API for bidirectional communication from and to federates.
The advantage of HLA is the possibility of highly paralleled simulations for large-scale systems; whereas
its disadvantage is the introduction of additional time-synchronization issues [44]. Thus, we can register
various researches focusing on the optimization aspect of the synchronization techniques in HLA [79,80].

Table 3 provides a non-exhaustive list of examples of co-simulation frameworks orchestrated by a
master algorithm.

Table 3. Some co-simulation frameworks with master orchestrator in the domain of CPES.

Co-Simulation Power System Network Master
Applications Time Scale

Framework Simulator Simulator Algorithm

EPOCHS [81] PSCAD/EMTDC,PSLF NS-2 HLA Protection and Control ms to minutes
INSPIRE [82] PowerFactory OPNET HLA WAMPAC ms to minutes
SINARI [83] PSCAD NS-2 JAVA vulnerability analysis ms to s
VIRGIL [84] PowerFactory OMNET++ Ptolemy 2 Control and optimization ms to s

DEVS and WRM are specific for discrete event and continuous simulation with possible
adaptations to cover the other types of simulations. On the other hand, simulator coupling with
an orchestrator provides more flexibility in term of coherence level. In general, depending on the
specific set up and the master algorithm, co-simulation in this approach requires consistency in from
dynamic to conceptual level.

3.2.4. Multi-Agent Approach for Co-Simulation

Beside the aforementioned approaches, we can also mention the multi-agent simulation approach
for co-simulation at semantic and conceptual layers, which is interaction-oriented and can be
considered as an overlapping of operational integration and formal integration. While offering
conceptual and semantic interoperability, multi-agent simulation approach provides an operational
integration of models and the simulators are executed via a well specified master algorithm. As a
consequence, this approach does not always offer reusability and modularity for existing simulators.

The principle idea of the approach is considering the co-simulation framework as a multi-agent
system. The most notable framework using this approach is Agents and Artifact for multi-modeling
(AA4MM). The meta-model AA4MM considers the framework as interactive separated layers [85,86].
In semantic and syntactic levels, it defines a set of concepts representing the framework as a junction
of interacting autonomous and heterogeneous models. In dynamic layer, the execution of the
framework is considered to be a set of interacting autonomous and heterogeneous simulations.
In addition, at last, in technical layer, the meta-model specifies an environment of interacting
autonomous and heterogeneous simulators. An agent is associated to its models, simulations
and simulators. The co-simulation framework is built upon the interaction among agents and the
management of shared resources and environment (artifacts) (Figure 10). In general, AA4MM offers
a homogeneous view on aspects of a co-simulation framework at semantic, syntactic, dynamic and
technical level [14].
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Figure 10. Interaction among Agents in the AA4MM meta-model (adapted from [14]).

Providing a great synergy and strong coupling capability, the implementation of multi-agent
approach to CPES assessment is however still in the very first stage.

4. Conclusions

As the smart grid evolves into a cyber-physical energy system with inter-dependent domains, it is
necessary to consider the design and validation problems at system level. That leads to the necessity
of a holistic approach combining multi-domain validation, including hardware testing and simulation.
While it requires a lot of effort to establish a general framework to cover all the domains in a CPES
system, researchers have adopted the co-simulation approaches to consider the inter-dependency
among domains as well as to validate the system as a whole. Flexible and adaptive, co-simulation is
considered suitable for CPES assessment. However, in order to build a co-simulation framework, it is
imperative to take into account various problems in different abstract levels, which is confusing and
not always visible if one does not have a clear structuration of the framework.

In this paper, a conceptual structuration of co-simulation framework in CPES assessment is
presented. A detailed review on coupling methods used and can potentially be used in co-simulation
framework, along with their abstraction levels in the structuration, is then followed. It is supposed to
provide the readers with a systematic view of the state of the art. This classification can be represented
in a simple illustrative diagram (Figure 11).

Figure 11. Reviewed coupling methods and their associated abstraction levels.

The paper highlighted multiple problems in different abstraction levels of a co-simulation
framework. It is an important contribution to establish a solid theoretical base for specification of future
applications of co-simulation and selection of coupling methods in CPES assessment and validation.
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It is, however, necessary to take a closer look at the dynamic level where the synchronization
among simulators happens. Several technical challenges persist at this level, such as the difficulty
in implementing simultaneously continuous and discrete system, the lack of formalism to efficiently
cover continuous simulation and discrete event simulation, harmonization of different time scales,
cyclic dependency in conservative approach or time warp mechanism in optimistic approach,
performance evaluation and stability analysis of different synchronization techniques, etc. These issues
are interesting perspectives for further investigation.
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Abbreviations

The following abbreviations are used in this manuscript:

CHIL Controller-Hardware-in-the-loop
CPES Cyber-Physical Energy System
DAE Differential Algebraic Equation
DEVS Discrete Event System Specification
DRES Distributed Renewable Energy Resources
DRTS Digital Real-Time Simulation
ICT Information and Communication Technologies
IEC International Electrotechnical Commission
FMI Functional Mock-up Interface
FMU Functional Mock-up Unit
HIL Hardware-in-the-loop
HLA High Level Architecture
HUT Hardware Under Test
ODE Ordinary Differential Equation
OLE Object Linking and Embedding
OPC OLE for Process Control
OPC UA OPC Unified Architecture
PDES Parallel Discrete-Event Simulation
PHIL Power-Hardware-in-the-loop
SCADA Supervisory Control And Data Acquisition
WAMPAC Wide Area Monitoring Protection And Control
WRM Waveform Relaxation Method
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Abstract: The importance of Power Hardware-in-the-Loop (PHIL) experiments is rising more
and more over the last decade in the field of power system and components testing. Due to
the bidirectional exchange between virtual and physical systems, a true-to-reality interface is
essential; however, linking several dynamic systems, stability issues can challenge the experiments,
the components under test, and the individuals performing the experiments. Over the time, several
interface algorithms (IA) have been developed and analyzed, each having different advantages and
disadvantages in view of combining virtual simulations with physical power systems. Finally, IA are
very specific to the kind of PHIL experiment. This paper investigates the operational range of several
IA for specific PHIL setups by calculations, simulations, and measurements. Therefore, a selection
of the mainly used respectively optimized IA is mathematically described. The operational range
is verified in a PHIL system testing environment. Furthermore, in order to study the influence of
different PHIL setups, according to software and hardware impedance, different tests using linear
and switching amplifiers are performed.

Keywords: Power Hardware-in-the-Loop (PHIL); interface algorithm (IA); operational range of PHIL;
linear/switching amplifier

1. Introduction

Challenging global goals for decentralized energy resources integration [1] lead on the one
hand to the improvement of energy efficiency and the decrease of CO2 emissions and, on the
other hand, to the reduction of development costs and time for new smart grid components.
Power Hardware-in-the-Loop (PHIL) technologies are present in the field of component testing,
in power system stability studies as risk-free alternative for field tests (or preliminary testing), and are
supporting the verification of new control strategies [2,3].

Nonetheless, by running realistic and stable experiments by bidirectional connection of a virtual
simulated system (VSS) with a physical power system (PPS), an interface algorithm (IA) has to be
used to eliminate inaccuracies and disturbances that result from the necessary coupling of devices like
power amplifiers and measurement probes [4,5].

For the interaction between physical and virtual power domains, a power adaptive coupling
element is needed. Considering this aspect, this paper will concentrate on the use of linear or switching
amplifiers, which adapt control signals from the VSS to the necessary level of the PPS and is furthermore
acting as a power sink or source.

In addition to physical connections via amplifiers in a testing environment, further software
adaptions need to be made in order to perform secure and stable experiments. For this purpose,
different IA are analyzed and compared.

The paper is structured as an overview of already existing IA studies on different laboratory
setups. The results can be used to simplify preliminary stability studies of new PHIL testbeds and
planned PHIL experiments by the choice of the most suitable IA.
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2. Interface Algorithms of Power Hardware-In-The-Loop Systems

In general, a PHIL system architecture can be illustrated as a Thévenin equivalent, as depicted
in Figure 1.

 

Figure 1. General Power Hardware-in-the-Loop (PHIL) system scheme showing the virtual and
physical domains and their interfaces.

The VSS, represented by the voltage source V0 and the internal simulation impedance ZS, is used
to run power system simulations mainly for power system stability studies.

The PPS, represented by the voltage or power source V2, the measurement i2, and the hardware
impedance ZH, contains a power amplifier, the hardware-under-test (HUT), and the measurement probes.

A PHIL system needs an interface to pass voltage or current from the VSS to the PPS and feed the
dynamic behavior measured from the PPS as current and/or voltage flow back to the VSS.

The use of a power amplifier, as well as of probes, is essential for PHIL systems, but they influence
the system dynamics and can introduce disturbances into the system [6,7]. Several algorithms were
proposed in the last decade to ensure a stable operation of such a testing setup; however, the use of
damping or filtering methods to ensure safe and stable experimental conditions influences the accuracy
of the dynamic PHIL setup behavior. Finally, a compromise has to be found between more realistic test
cases and larger stable operational ranges.

In the following, a comparison of the stable operational ranges of several IA and how to investigate
them is presented.

2.1. Ideal Transformer Method

The Ideal Transformer Method (ITM) presents the most general and straightforward method for
linking the VSS with the PPS [5]. Its scheme is depicted in Figure 2 and can be described with the
following open loop transfer function by Equation (1):

− F0(s) = e−sTD · TPA(s) · TM(s) · ZS(s)/ZH(s) (1)

where TD is the total time delay produced by the measurement probe TD2 and the power amplifier
TD1, and TPA and TM represent the dynamic behavior of the power amplifier and the measurement
probe, respectively.

The ratio between the simulated impedance ZS and hardware impedance ZH is critical for the
stable operational range of PHIL experiments, since its values will be changing during the test.
Therefore, Nyquist calculations of the stable operational range of the ITM were made by using several
impedance ratios.

Figure 3 shows the stable range of the ITM; everything that is below the added surface at the
impedance ratio 1 will be a stable system. The intersection at ZS/ZH = 1 depicts the range until
the system behaves in stable conditions. Above this, the system will not be stable according to the
Nyquist criteria.
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Figure 2. Scheme of the Ideal Transformer Method (ITM) interface.

Figure 3. Stable operational ranges of the ITM.

2.2. Advanced Ideal Transformer Method

To optimize the stable ranges of the ITM [8], an improvement of the method to an Advanced Ideal
Transformer Method (AITM) is proposed by adding an extra compensation impedance ZC in the VSS,
as shown in Figure 4. The mathematical explanation of the AITM is given by Equation (2). Note that
for the AITM, ZC needs to be greater than 0 to avoid short-circuit conditions of the injecting current
source given the “i′ ′.

− F0(s) = ê(−sTD) · TLV(s) · TM(s) · ZS(s)/(ZC(s) + ZH(s)) (2)

 

Figure 4. Scheme of the Advanced Ideal Transformer Method (AITM) interface.
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Figure 5 shows the stable ranges of the AITM for different compensation impedances. It can be
seen that only for ZC of 0.5 Ω will the system go into an unstable state, where the ratio of ZS/ZH is
over 1.5 (red-yellow surface).

Figure 5. Stable operational ranges of the AITM.

Nonetheless, adding additional components to the system (in software and hardware) can affect
the accuracy of the results. Therefore, ZC has to be as small as possible. This is shown below in the
Bode diagram (Figure 6), where the ITM is compared to the AITM with a resistance of exemplary
RC = 0.5 Ω. By inserting a resistance, the magnitude of the system will be affected.

Figure 6. Comparison of ITM and AITM.

2.3. Partial Circuit Duplication

The method of the Partial Circuit Duplication (PCD) is presented in [9,10], and consists of
additional coupling impedances ZSH in the VSS and PPS (Figure 7). This method can be expressed as

197



Energies 2017, 10, 1946

Equation (3). Note that the influence of the power amplifier and the measurement probe is omitted
in Equation (3).

− F0(s) ≈ ZS(s) · ZH(s)/((ZS(s) + ZSH(s)) · (ZH(s) + ZSH(s))) (3)

 Parial Circuit Duplication

vS'' +
-

vH'' TPA(S)TM(s)

e-sTD vH

vH'

PPSVSS

v0 vS vH

iH

ZH

ZS iS

+
-

vS'

ZSH ZSH

Figure 7. Scheme of the Partial Circuit Duplication (PCD) interface.

Figure 8 shows that even for small values of the coupling impedance ZSH, the system will still
operate in a stable condition. However, adding additional impedances in the VSS and the PPS means
also a higher influence on the PHIL results due to the power consumption of the added components.

Figure 8. Stable operational ranges of the PCD method.

2.4. Damping Impedance Method

The Damping Impedance Method (DIM) combines the methods of the ITM and the PCD [5,11,12].
Its scheme is presented in Figure 9 and Equation (4) describe its dynamics. The DIM consists of
an additional damping impedance Z* and will ensure absolute stability when Z* matches ZH. Note that
the influence of the power amplifier and the measurement probe are omitted.

− F0(s) ≈ ZS(s) · (ZH(s)− Z∗(s))/((ZH(s) + ZSH(s))(ZS(s) + ZSH(s) + Z∗(s))) (4)

Compared to the calculations in the sections above, Figure 10 presents a wider stable operational
range than any other method. For the case of Z* = ZH there is no increase of stable conditions, only for
Z* >> ZH or Z* << ZH can the system be unstable.
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Figure 9. Scheme of the Damping Impedance Method (DIM) interface.

Figure 10. Stable operational ranges of the DIM for several damping impedances.

To ensure an absolute stable case during the experiment, the damping impedance should be
adapted during the test to match ZH in any case [12,13].

The DIM needs high implementation efforts and costs for the additional hardware impedance ZSH.

2.5. IA Extendible Feedback Current Filter

A Feedback Current Filter (FCF) can be used to extend the stable operational ranges of the
discussed IA [4]. The feedback current or voltage is filtered by a band pass or low pass filter to
cut undesired harmonics and noise. Figure 11 shows an example of the ITM with additional FCF.
The mathematical expression is given by Equation (5). Note that the influence of the power amplifier
and the measurement probe are omitted in Figure 11.

− F0(s) = ê(−sTD) · TLV(s) · TM(s) · TFCF(s) · ZS(s)/ZH(s) (5)

TFCF represents the dynamic influence of the FCF in the system. For the use of a low pass filter
with different cutting frequencies fC, the following calculations were made.

As Figure 12 depicts, the ITM can be improved by adding a FCF. Without an additional filter,
the stable area of the ITM was trespassed at a ratio higher than 1. With a FCF of fC = 1000 Hz, the ratio
can be increased to 3.13. The advantage of the FCF is that every IA can be improved with it, but contrary
to the increased operational range, the FCF can affect the accuracy of exchanged signals between the
VSS and PPS depending on the chosen cut-off frequency fC, as it can be seen in the loss of magnitude
in Figure 13.
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Figure 11. Scheme of an ideal ITM interface with Feedback Current Filter (FCF).

Figure 12. Stable operational ranges of the ITM with FCF.

Figure 13. Influence of accuracy using the ITM with FCF.
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2.6. Summary

Table 1 summarizes the mathematical explanations and gives an overview of the advantages and
issues of each presented IA.

Table 1. Comparison of interface algorithms (IA).

Interface Algorithm Mathematical Expression Pro and Contra

Ideal Transformer Method ZS(s)/ZH(s)
+ best accuracy for PHIL
+ easy implementation
− low stability

Advanced Ideal
Transformer Method ZS(s)/(ZC(s) + ZH(s))

+ high accuracy
+ easy implementation
+ good stability

Partial Circuit Duplication ZS(s) · ZH(s)/
((ZS(s) + ZSH(s)) · (ZH(s) + ZSH(s)))

+ extreme high stability
− additional hardware required
− low accuracy

Damping Impedance Method ZS(s) · (ZH(s)− Z∗(s))/
((ZS(s) + ZSH(s))(ZH(s) + ZSH(s) + Z∗(s)))

+ great stability
+ good accuracy
− additional hardware required

Feedback Current Filter TFCF(s) · ZS(s)/ZH(s)
+ Extendible feature for IA
+ easy implementation
− accuracy depending on fC

3. Comparison of Power Amplifier with Power Hardware-in-the-Loop Systems

Contrary to Controller Hardware-in-the-Loop systems, PHIL Systems need additional voltage
and power sinks or sources to adapt low-level signals from the Real-Time Simulator to the level of the
HUT [6,14]. For carrying out PHIL experiments [4], the dynamic behavior of power amplifiers has to
be considered, due to additional delays and internal filters that they introduce.

For upcoming investigations, two different kinds of amplifier are planned to be used to compare
the behavior of PHIL systems: the switching amplifier and linear amplifier.

3.1. Switching Amplifier

Switching amplifiers are alternating/direct current converters and consist of a rectifier and an
inverter. The advantages of the switching amplifiers are their efficiency in lower power ranges, but
they can be built up to megawatt-ranges in compact and cost-reduced ways. Because of their internal
pulsing of the output voltage coming from switching components, they are susceptible to harmonics
and flickers. Furthermore, the reaction of the switching compared to linear amplifiers are slower [6]
(see swell rate in Table 2).

Table 2. Parameters of the amplifiers and measurement probes.

System Parameter Linear Amplifier Switching Amplifier Current Probe Voltage Probe

Model S & S PAS 90000 Ametek RS 270 LEM HTA 1000 LEM CV 3–100 V
Power 3 × 30 kVA 3 × 3 × 30 kVA 1000 A 1000 V

Bandwidth DC . . . 5 kHz DC . . . 2 kHz DC . . . 50 kHz DC . . . 800 kHz
Swell rate >52 V/μs >0.5 V/μs >50 A/μs 0.4 μs to 90% VN

3.2. Linear Amplifier

The linear amplifier provides, besides the functionalities of the switching amplifier, the possibility
to operate it in a linear range, which implies faster response and adaptation of the low-level signals
from the VSS; on the contrary, disturbances and transient effects are also amplified which switching
amplifiers may damp. The disadvantage of the linear amplifier is the limited operational range
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compared to switching amplifiers. Therefore, the costs and dimensions are higher for the same power
levels [15].

3.3. Comparison of Power Amplifiers

Table 2 provides the parameter of the used amplifiers.
To analyze dynamic behaviors of power amplifiers, a step signal can be input to investigate their

response and related characteristics. The step response and mathematical expression of the behavior of
the used amplifiers are given in Figures 14 and 15, as well as in Equation (6) for the switching amplifier
and in Equation (7) for the linear amplifier.

−F0(s)swichted = e−90μs · (−5849s2 + 2.2 × 109s + 2.2 × 1012)
/
(
s3 + 181 × 103s2 + 2.5 × 109s + 2.2 × 1012) (6)

− F0(s)linear = e−30μs × 5.5 × 1012/
(

s2 + 12 × 109s + 1.4 × 1012
)

(7)
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Figure 14. Step response of a linear amplifier.
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Figure 15. Step response of a switching amplifier.
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The above diagrams (Figure 16) show that the linear amplifier is three times faster than the
switching amplifier and has a smoother rise of the signal.
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Figure 16. Comparison of step response.

According to the step response test, the system with a linear amplifier delays the response
with TD,linear = 30 μs and the switched amplifier with TD,switched = 90 μs. Both determined delays,
including delays of input and output cards of the simulator, as well as delays generated by the
measurement probes.

4. Preliminary Simulations of Power Hardware-in-the-Loop Systems

For a preliminary assessment of the possible operation ranges of PHIL experiments, the PHIL
system was studied in pure simulation first. Therefore, the tested power system model, simplified as
Thévenin circuit is connected to a chosen IA with an impedance model of the PPS as well as the power
amplifiers’ dynamics analyzed in the previous section.

Figure 17 depicts the simulations model, where several IA are added to verify their operational
ranges. During the simulation, the PPS was connected at 0.2 s to the VSS. Depending on the IA and
the ratio of ZS and ZH, the simulation will be stable or not. Section 4.4 summarizes the conclusion of
the investigated simulations.
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Figure 17. Simulation model for IA studies.

4.1. Simulation of the Ideal Transformer Method

Table 3 lists the used parameter for the preliminary ITM simulation studies. Figure 18 shows
the results.
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Table 3. Parameters of ITM simulation.

ITM System A System B

VSS impedance RS 1 Ω 2 Ω
PPS impedance RH 1 Ω 1 Ω
Transfer function e−TD · TSystem · ZS/ZH

Result Stable Unstable
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Figure 18. Results of the ITM studies.

4.2. Simulation of the Advanced Ideal Transformer Method

Table 4 lists the used parameter for the preliminary AITM simulation studies. Figure 19 shows
the results.

Table 4. Parameters of AITM simulation.

AITM System A System B

VSS impedance RS 3 Ω 4 Ω
PPS impedance RH 1 Ω 1 Ω

Coupling imped. RSH 3.5 Ω 3.5 Ω

Transfer function e−TD · TSystem · ZS/(ZK +
ZH)

Result Stable Unstable

V
ol

ta
ge

 in
 V

ITM Simulation

Time in sec

V
ol

ta
ge

 in
 V

ATIM Simulation

–400

–200

0

100

200

 

 

–400

–200

0

100

200

0.2 0.22 0.24
–400

–200

0

100

200

Time in sec

Uinit System A System B

Figure 19. Results of the AITM studies.
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4.3. Simulation of the Damping Impedance Method

Table 5 lists the used parameters for the preliminary DIM simulation studies. The damping
impedance is designed with a higher value as the hardware impedance to simulate variable conditions.
Figure 20 shows the results.

Table 5. Parameters of DIM simulation.

DIM System A System B System C

Virtual impedance RS 2 Ω 5 Ω 6 Ω
Coupling impedance RSH 0.1 Ω 0.1 Ω 0.1 Ω
Damping impedance R∗ 3 Ω 3 Ω 3 Ω

Hardware impedance RH 1 Ω 1 Ω 1 Ω
Transfer function e−TD · TSystem · ZS(s)(ZH(s)− Z∗(s))/((ZS(s) + ZSH(s))(ZH(s) + ZSH(s) + Z∗(s)))

Simulation Stable Stable Unstable
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Figure 20. Results of the DIM studies.

4.4. Conclusion of the IA Simulation Studies

Table 6 gives a comparison of the investigations’ results, at which impedance ratios of the
simulation remain stable.

Table 6. Stable cases of the IA simulations.

Stable Case ITM AITM DIM

Virtual impedance RS 1 Ω 5 Ω 6 Ω
Hardware impedance RH 1 Ω 1 Ω 1 Ω

Ratio RS/RH 1 5 6

The differences between the calculated and simulations’ results are due to the added dynamics of
the switching amplifier.

Table 6 shows which ratio of the impedances from VSS and PPS different IAs can handle.
Furthermore, according to the impedance ratio, it can be stated that the DIM shows a higher stability
than the AITM, which shows a higher stability than the ITM.

These investigations are not sufficient to set up PHIL experiments. In reality, several disturbances
occur due to additional delays, amplifications errors, and electromagnetic compatibility (EMC) of
wires and elements, which cannot be easily investigated by calculations or simulations. Therefore,
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real tests for stable operational ranges of the PHIL system itself have to be made to ensure a stable and
safe experiment [11,16], and are shown in Section 5.

Nevertheless, the carried out preliminary studies provide a good overview concerning the choices
of which IA can be used for different test cases.

5. Verification of IA in Real PHIL Systems

As mentioned above, running PHIL experiments can include additional disturbances which
cannot be calculated or simulated. The following list will give a summary of what aspects have to be
considered when setting up a PHIL system.

- Reduce electromagnetic influences by using screened and short wires, especially for the
low-level signals;

- Reduce delays by using fast components and short connections;
- All devices have to be in the same emergency circuit;
- Integrate error detectors and protection devices (i.e., in the real-time simulator and power

amplifier [17]);
- Ensure the safety of the experiment setup, especially when using hardware like batteries and

rotating machines.

The uses of power amplifiers with internal filters and resistances or inductances can increase the
testing system stability due to the intrinsic behavior of the different components.

Two of the mentioned IAs (ITM and DIM) have been verified in a real PHIL system. The easy
implementation and high accuracy makes the ITM the best choice for linear and not so complex cases.
In addition, the DIM with its higher stable operational range and good accuracy is mostly used to
investigate non-linear cases with a high range of different or variable operational points. Therefore,
these two methods will be compared in the following by real lab-based experiments using different
power amplifiers.

5.1. Testing the Ideal Transformer Method

5.1.1. Ideal Transformer Method with Linear Amplifier

The ITM has been tested while using a linear amplifier. Table 7 gives the used parameter of the
experiment. The results are shown in Figure 21.

Figure 21 depicts the stable areas of the used parameters. The integral of the several curves
represents the range of the stable operation points.

Table 7. Parameters of ITM experiment.

Parameter of ITM Experiment with Linear Amplifier

Voltage Uinit 230 V at 50 Hz
Virtual impedance RS variable

Ratio of RS/RH (0.9:0.1:1.8)
Physical impedance RH 105.90 Ω

FCF fC (1:1:10) kHz
Additional delay TD (0:25:400) μs

Method ITM with FCF
Amplification system Linear amplifier
Real-time simulator OP5600 from OPAL-RT
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Figure 21. Results of the ITM with linear amplifier.

5.1.2. Ideal Transformer Method with Switching Amplifier

The ITM has been tested while using a switching amplifier. Table 8 gives the used parameters of
the experiment. The results are shown in Figure 22.

Table 8. Parameters of ITM experiment.

Parameters of ITM Test with Switching Amplifier

Voltage Uinit 230 V at 50 Hz
Virtual impedance RS variable

Physical impedance RH 31.8 Ω
FCF fC (1:1:10) kHz

Additional delay TD (0; 50; 500; 1000) μs
Method ITM with FCF

Amplification system Switched amplifier
Real-time simulator OP5600 from OPAL-RT

 
Figure 22. Results of the ITM with switching amplifier.
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Figure 22 depicts the stable areas of the used parameters. It can be seen that there is no change
about using a cut-off frequency higher than 2 kHz compared to no FCF. According to the bandwidth
of the amplifier (see Table 2), the amplifier cuts off the frequency over 2 kHz by its internal filters.
This means that a FCF with fC ≥ 2 kHz won’t affect the results.

5.1.3. Conclusion of the ITM Experiments

The results of the ITM testing with different amplifiers lead to the conclusion that the internal
filters of the switching amplifier have a positive effect on the system’s stability range. This implies
that for the ITM with lower stability, a linear amplifier leads faster to unstable conditions. The use of
additional FCF can stabilize the system and, by improving the method to the AITM, can increase the
operational ranges of a PHIL experiment as well.

It can be seen in Figure 21 that a FCF over the bandwidth limit of 5 kHz (see Table 2) of the linear
amplifier still affect the results. This comes from the used measurement probes in this case, as they had
a low accuracy and created higher delays. Therefore, more accurate probes were used for the PHIL
system experiments with the switching amplifier.

5.2. Testing the Damping Impedance Method

5.2.1. Damping Impedance Method with Linear Amplifier

The DIM has been tested while using a linear amplifier. Table 9 gives the used parameter of the
experiment. The results are shown in Figure 23.

Table 9. Parameters of DIM experiment.

Paramteres of DIM Experiment with Linear Amplifier

Voltage Uinit 230 V at 50 Hz
Virtual impedance RS variable

Damping impedance R* variable
Coupling impedance RSH variable
Physical impedance RH 105.90 Ω

Additional delay TD (220) μs
Method DIM

Amplification system Linear amplifier
Real-time simulator OP5600 from OPAL-RT

Figure 23 depicts the stable areas of the used parameters.
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Figure 23. Results of the DIM with linear amplifier.
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5.2.2. Damping Impedance Method with Switching Amplifier

The DIM has been tested while using a switching amplifier. Table 10 gives the used parameters of
the experiment. The results are shown in Figure 24.

Table 10. Parameters of DIM experiment.

Parameters of DIM Experiment With Switching Amplifier

Voltage Uinit 230 V at 50 Hz
Virtual impedance RS variable

Damping impedance R* variable
Coupling impedance RSH 0.23 Ω
Physical impedance RH 31.8 Ω

Additional delay TD variable
Amplification system Switched amplifier
Real-time simulator OP5600 from OPAL-RT

Figure 24 depicts the stable areas for different cases of the experiment.
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Figure 24. Results of the DIM with switching amplifier.

5.2.3. Conclusion of the DIM Experiments

Using methods with additional stability functionality, like the tested DIM, results in a much
higher operational range for the system. It is also seen that if the impedances between the VSS and
PPS are matching, respectively ZS/ZH ≤ 1, the highest stability is given.

Furthermore, additional delays do not affect the DIM (Figure 24 dashed blue line) as they affect
the ITM. Adding an extra FCF can increase the stability range of the DIM.

Moreover, it was shown that the DIM has a wider stable operational range than the ITM.

6. Experimental Investigation of ITM and DIM

The experimental studies serve as proof of concept for the undertaken analysis of the ITM and
DIM in a laboratory setup by using ohmic load. For this purpose, the VSS or PPS changed continuously
to test the limits of the stability of the entire system.

Table 11 presents the performed test cases.
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Table 11. Test cases of the ITM and DIM.

Test Case 1 2

Description Review of the ITM interface with
resistive physical load.

Review the DIM interface with resistive
physical load.

Scenario (a) Variation of virtual impedance
(b) Variation of physical impedance

(a) Variation of virtual impedance
(b) Variation of physical impedance

6.1. Test Case 1: ITM

In scenario (a), the virtual impedance is variable in the range of 0 < Rs < 1 kΩ. Due to laboratory
setup limitation, the physical impedance was chosen with a constant value of RH = 53 Ω during the
entire test. A FCF set to fG = 2 kHz was chosen. In both scenarios of test case 1, the ITM has been used.

In scenario (b), a constant value for the virtual impedance RS 100 = Ω was set and the physical
impedance varies.

Figure 25 depicts the scheme of the performed experimental setup.

 

Figure 25. Experimental setup of the ITM.

A shutdown of the HUT occurred for both scenarios (see Figures 26 and 27), due to a detected
overshoot of the selected 20% of total harmonic distortion (THD) threshold. Only stable operations of
RS/RH < 1.5 could be achieved. This finding validates the stability analysis of the linear amplifier at
fG = 20 kHz presented in Section 5 (see Figure 21).
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Figure 26. ITM studies with variable software impedance ZS.
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Figure 27. ITM studies with variable hardware impedance ZH.

6.2. Test Case 2: DIM

Same investigation scenarios have been undertaken for the DIM as in test case 1. Due to laboratory
setup limitation the value of the coupling impedance was selected with RSH = 104.9 Ω.

Contrary to the performed studies of the ITM, the DIM experiment does not show any
unstable operations during the entire experiment. It should be noted that the large coupling
impedance has a great effect on the values, therefore it should be wisely chosen according to the
envisaged investigations.

Figure 28 depicts the scheme of the performed experimental setup.

 
Figure 28. Experimental setup of the DIM.

The experiments (shown in Figures 29 and 30) confirm the conclusions of the analytical
investigations performed for checking the stability limits of the ITM and DIM. It can be noted that the
DIM has proven a wider range of stability under the same testing scenarios and conditions.
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Figure 29. DIM studies with variable software impedance ZS.
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Figure 30. DIM studies with variable hardware impedance ZH.

7. Conclusions

The paper presented an overview of interfaces for PHIL systems and compared the stable
operational ranges of different interface algorithms, like the ITM, AITM, etc.

It has presented a way to investigate the functionality of different IA by using their mathematical
equations, simulations—including physical component behaviors—and real laboratory experiments
in Section 2.

According to the analyzed behavior of different IAs, the achieved results from the IA performance
can be assessed.

Pure simulations including the characteristic of the PHIL system should be made to analyze
which IA can be used (see Section 4).

It is important to investigate the capabilities of the PHIL system by performing preliminary
stability tests (see Section 3). As shown in Section 5, good knowledge about the used components in
a PHIL system is essential.
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As a conclusion of the performed investigations, it can be stated that it is reasonable to start
tests with high-accuracy IA and then, if necessary, gradually migrate towards IAs with wider
operational ranges.

After investigating the combination of real-time simulations and power interfaces in a linear
manner, as a next step to provide a generic stability description of PHIL systems, non-linear HUT is
planned to be included in the initial studies of PHIL setups (e.g., inverters, active loads, etc.).
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Abstract: Transition towards a smart grid requires network modernization based on the deployment
of information and communication technologies for managing network operation and coordinating
distributed energy resources in distribution systems. The success of the most advanced smart grid
functionalities depends on the availability and quality of communication systems. Amongst the most
demanding functionalities, those related to fault isolation, location and system restoration (FLISR)
to obtain a self-healing smart grid are critical and require low latency communication systems,
particularly in case of application to weakly-meshed operated networks. Simulation tools capable
of capturing the interaction between communication and electrical systems are of outmost utility
to check proper functioning of FLISR under different utilization conditions, to assess the expected
improvements of Quality of Service, and to define minimum requirements of the communication
system. In this context, this paper investigates the use of public mobile telecommunication system
4G Long Term Evolution (LTE) for FLISR applications in both radially and weakly-meshed medium
voltage (MV) distribution networks. This study makes use of a co-simulation software platform
capable to consider power system dynamics. The results demonstrate that LTE can be used as
communication medium for advanced fault location, extinction, and network reconfiguration in
distribution networks. Furthermore, this paper shows that the reduction of performances with mobile
background usage does not affect the system and does not cause delays higher than 100 ms, which is
the maximum allowable for power system protections.

Keywords: smart grid; cyber physical co-simulation; information and communication technology;
4G Long Term Evolution—LTE; network reconfiguration; fault management

1. Introduction

1.1. Motivation

The development of future energy systems in accordance with the smart grid (SG) paradigm
requires a radical change in the management of the electricity distribution network, which needs to
become intelligent and adaptive. Smart distribution networks (SDN) have systems in place to control
a combination of distributed energy resources (DERs). Distribution system operators (DSOs) have
the possibility of managing electricity flows using a flexible network topology [1,2]. The transition
towards SDN involves software, automation, and controls to ensure that the power distribution
network, not only remains within its operating limits (e.g., node voltages and branch currents within
acceptable limits), but is also operated in an optimal way. In the SDN context, therefore, Information
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and Communication Technologies (ICT) are not a simple add-on to the electrical system, but their
availability and efficiency are essential for operating the entire power distribution system. In fact, the
electric system is managed and controlled through ICT network, which allows a bidirectional exchange
of large amounts of data, creating a keen interdependence between electric system and ICT system.
In the ICT system, the communication between the SDN components is characterized by non-idealities
such as latencies and packet losses that may reflect upon the power system operation; furthermore,
components such as antennas, routers, modems, etc. are subjected to faults and malfunctioning that
may cause system reliability reduction or service interruption [3].

In this context, this article aims at providing—by means of a co-simulation-based assessment
method—an evaluation of the performance of LTE as communication technology for smart grid
application, considering a highly time-critical application like fault location, isolation and system
reconfiguration (FLISR).

1.2. Literature Review on Simulation of Communication Systems for Smart Grids

With recent enhancements in wireless solutions, which guarantee a reliable low-cost
communication, a strong interest is upon the possibility of exploiting last generation communication
systems for supporting the transition of distribution network towards a Smart Grid scenario. However,
the best option for communication technology solution to fit SG applications is still not clear,
even though LTE technology is considered one of the most promising. LTE, with its widespread
distribution, broad coverage, high throughput, device-to-device (D2D) capability, despite not being
originally designed for smart grid applications, represents a valuable candidate for usage in a SG
communication system [4,5]. A comprehensive analysis of an LTE-based smart grid operation analysis
with a co-simulation approach is still missing in literature. In [6], the communication challenges when
choosing a technology supporting distribution automation applications was investigated with the
communication software OPNET. LTE performances were analyzed in terms of coverage, delay and
reliability with variable real-world deployment constraints, but the impact on distribution network
was only analyzed in terms of requirements, and no interrelation between communication network and
distribution network was analyzed in a joint way. A similar approach was adopted in Reference [7],
where OPNET simulated using LTE for transmitting Phase Measurement Unit (PMU) packets in a fault
monitoring system. Performances in terms of latencies, channel utilization, and response with variable
load were examined. An analogous methodology was applied in [8], where LTE was analyzed in
an OPNET environment to investigate the impact of SG communication on public shared LTE networks.
Finally, in [9], LTE latencies were theoretically investigated based on requirement documents released
by the National Institute of Standards and Technology (NIST), and the traffic distribution of smart grid
distribution automation considering a smart grid application reserved bandwidth.

All the mentioned publications miss catching the cyber-physical behavior of smart grid, where
electric and communication systems are strictly interdependent. A simulation platform where both
domains are jointly simulated is fundamental in order to correctly analyze the smart grid behavior
providing test platforms for smart grid applications that can be used for engineering smart grids from
use case design to field deployment [10].

Smart grid simulators may be classified according to their modeling capabilities of power and
communication systems. Three alternative approaches have been proposed in literature to tackle this
kind of studies: Co-simulation, comprehensive simulation, and hardware-in-the-loop.

Co-simulation usually involves the integration of two or more simulators to capture cyber physical
interdependency of a process or system. By co-simulating conventional power system simulation
with communication and automation systems, the impact and dependencies of communication
on the system can be investigated [11,12]. In co-simulation, each system is analyzed by its own
dedicated simulator, and all simulators are executed simultaneously by appropriately designed
run time interfaces (RTI) and coordinated simulation management. Various solutions for realizing
a co-simulation tool, that differ in the targeted field of researching smart grids, and consequently in
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architectural choices, e.g., software components, time synchronization strategy, and scalability, can
be found in the literature. Among them, for instance, EPOCHS is recognized to be one of the first
co-simulation tools for power systems [13]. It was developed integrating three different commercial
software: PSCAD/EMTDC and GE Power Systems Load Flow Software (PSLF) simulating the power
grid, and ns-2 simulating the telecommunication network. PSCAD/EMTDC is dedicated to simulate
electromagnetic transients, whilst PSLFs simulates the electrical system for long-term scenarios.
Another important pioneer platform for co-simulation is GECO [14]. It exploits the event-driven
method for synchronizing the simulation of the power system (with PSLF) and the communication
network (modeled with ns-2). In this tool, each iteration of the numerical solution of the power flow
is an event. All events are integrated in the event scheduler of ns-2, allowing a perfectly integrated
simulation and minimization of synchronization errors. If compared to time step synchronization,
event driven synchronization permits reducing simulation time and simulating large power systems
with reduced computational burden. An alternative approach is comprehensive simulation, that
combines power system and communication network simulation in one environment. In this case,
the main concept is to bring together both system models and solving routines which leads either to
integrate power systems simulation techniques into a communication network simulator or vice versa.
A comprehensive simulation approach has been adopted for instance in Reference [15], where the
authors presented a modular simulation environment based on OMNeT++, exploiting existing models
for the communication network but purposely developing extra models for the electrical network.
Finally, co-simulation could be realized with hardware in the loop (HIL) with software simulators
and hardware components integrated in a real test bed, often used for testing control and protection
systems in power systems [16]. HIL approach allows a perfect correspondence with a real system but
with higher investment costs. A detailed state-of-the-art review of appropriate tools for simulating
both domains of power system and ICT processes in the evolution of smart grids was presented in
Reference [17].

The authors of Reference [18] proposed a classification of different fields of application of the
co-simulation/HIL approach for smart grid analysis. Three macro-areas were identified:

• wide area monitoring and control (WAMC);
• optimization and control in distribution networks;
• integration of distributed generation.

In these fields of application, co-simulation approach allows emphasizing several critical aspects
related to the interaction between the electrical system and ICT for smart grid operation, in particular:

• impact of latencies on correct operation of the electrical system [19,20];
• use of artificial intelligence in the management of smart grid [21,22];
• effect of cyber attack on smart grid management algorithms [23–26].

1.3. Contributions of This Paper

The objective of this paper is to demonstrate that LTE may provide appropriate performance
for supporting data communication required to perform fault location, extinction, and a subsequent
network reconfiguration in smart power distribution networks. For this reason, the co-simulation tool
adopted has been purposely developed to simulate the highly time-critical smart grid application of
fault management and network reconfiguration and permits reproducing and evaluating the behavior
of the public mobile telecommunication system 4G LTE as communication technology for smart
grid applications. In particular, this study focuses on the impact of LTE performances on network
operation during fault management and reconfiguration. The architecture for co-simulation proposed
in this paper coordinates two software packages, i.e., OMNeT++ for the ICT system and DIgSILENT
PowerFactory with a Python script for the power system. A MATLAB Graphical User Interface (GUI)
which allows the user to personalize the input data and to interact with the simulation as shown in
Figure 1 was developed.
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The co-simulator uses electromagnetic transient analysis capabilities of PowerFactory and the
wide choice of libraries for communication systems analysis that are offered in the OMNeT++ open
source environment. Specifically, in this paper, a system-level simulator for LTE and LTE-Advanced
networks (SimuLTE) was used [27].

The Python script coordinates both dynamic simulations and allows data exchange between
software packages through dedicated interfaces. PowerFactory provides a Python API that allows
accessing software functionalities, element parameters, simulation results, etc.

Figure 1. Schematic representation of the co-simulation tool proposed.

The integration of OMNeT++ in the co-simulation framework was obtained with a TCP socket
connection programmed in C++. The Python script is the Run Time Interface (RTI) of the co-simulation
tool. For each time step Δt, the script calls PowerFactory for solving the differential algebraic
equations that describe the electric network analyzed during the time interval, and contemporarily
calls OMNeT++ that executes the simulation during the subsequent time step. The scheduler is the
heart of the simulation in the OMNeT++ environment, as its purpose is to handle the event list and run
the scheduled event for the next instance. A customized scheduler was purposely developed in RTI
to properly coordinate the OMNeT++ simulation. In the proposed application, when a short circuit
condition is detected in the electric network, a new event is scheduled in OMNeT++ simulating the
communication among the distributed devices involved in FLISR.

2. Protection and Reconfiguration of Smart Distribution Networks

This section describes the smart distribution network reference scenario, the innovative protection
schemes and the fault management approach co-simulated.

2.1. Smart Distribution Network Structure

In distribution systems, supervised control and data acquisition (SCADA) is typically positioned
at feeder level, and the majority of secondary distribution substations are not extensively monitored
or controlled. Each secondary substation is equipped with manual or automatic sectionalizer (AS) or
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load-break switches used in conjunction with source-side circuit breakers, such as reclosers or circuit
breakers, positioned at the origin of MV distribution feeders or in critical points, to automatically
isolate faulted sections of electrical distribution systems with support of SCADA systems. The power
to operate the control circuitry and the mechanism is obtained from the line through sensing-current
transformers (Figure 2a). No auxiliary power supply, external connections, or external equipment
is required. The AS permits disconnecting a portion of the distribution system or a single MV user
(typically passive) when the source-side circuit breaker opens to de-energize the circuit.

  
(a) (b) 

Figure 2. Schematic representation of (a) conventional secondary substation, (b) smart
secondary substation.

In future distribution networks, secondary substations will be transformed into smart secondary
substations (SSS) with a pervasive use of digital communication and intelligent electronic devices
(IEDs) to enable local and/or remote sensing and control of substation equipment [28] (Figure 2b). IEDs,
microprocessor-based controllers of power system equipment such as circuit breakers, transformers,
and distributed generation, can be used for protection purposes, power quality analysis, network
monitoring, energy metering, and so on. Real-time control of each network component is required
and the network is equipped with smart meters and communication devices as well as faster
protection devices and controls for power flow monitoring, distributed generation management, and
network automation [29]. Distribution system operators (DSO) are already developing a significant
refurbishment activity of secondary substations with new solutions for technological improvement
of MV and low voltage (LV) equipment, MV/LV transformers, protection system, remote control
devices and auxiliary components [30,31], in order to create SSS. SSS is equipped with reliable power
components, high performance protection schemes, efficient flow monitoring system and reliable
communication infrastructures, organized in order to:

• manage energy flows;
• contribute to voltage regulation;
• ensure fast reconfiguration after a failure;
• identify and pursue efficiency opportunities.

With smart distribution networks, radial operation of the network could be abandoned with
significant benefits. Indeed, with a closed-loop or weakly meshed network, reduction of power
losses, improvement of voltage profile, and a greater flexibility with reconfiguration, as well as
superior ability to cope with load/generation growth with less need of network upgrades [32–34].
SDN allows changing between radial and meshed operation enabling exploitation of the advantages
of both schemes.
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2.2. Fault Detection and Reconfiguration Scheme for Smart Distribution Networks

In distribution systems, network automation and protection systems are designed to minimize
the number of power interruptions and to limit outage duration. With smart grid enhancement,
the number and outage time of interruptions is expected to be further reduced compared to the
current situation.

The operation of circuit breakers is highly time critical since it is necessary to guarantee
an instantaneous trigger on breakers to assure an efficient intervention during or after a fault extinction.
The implementation of such systems requires a smart grid infrastructure that allows fast location of the
fault’s area, interruption of the short circuit current, as well as automation systems to reduce outage
duration with automatic reconfiguration. It strongly relies on the performance of the communication
system. Compared to wired solutions, such as power line carrier (PLC) or Fiber Optics, this paper
investigates the use of wireless technologies for smart grid applications. In fact, they may provide
communication abilities with lower cost of equipment and installation, quicker deployment, wide
access and flexibility [35].

In this paper, the analyzed communication system was the LTE architecture used in public
communication networks. SSS were connected to the communication network through LTE user
equipment (UE). A distribution management system (DMS) with supervision/protection/reconfiguration
capabilities was also used on the same communication system. Under the proposed protection scheme,
each SSS was equipped with two measurement units and IEDs able to detect the direction of the fault
currents and communicate with DMS besides the adjacent IEDs. This scheme configured a DMS with
decentralized architecture able to provide more flexibility and rapidity of intervention [36,37].

Fault management and the strategy in opening the breakers differs according to the network
configuration, meshed or radial. Three-phase short circuit faults are the simplest to be identified and
handled. If the network is managed in radial configuration and no distributed generation (DG) exists,
the fault is fed only from the primary substation. In this case, the nodes that are located downstream
the fault will not detect any fault current. This fault condition is unambiguous and enables fast fault
localization. When a reclosing branch is installed in the SSS, the IED is alerted for reconfiguring the
network in order to minimize the impact of the fault. In case of meshed networks, the operating
characteristic of the directional relays for a three-phase short circuit fault can be depicted as shown in
Figure 3. Depending on the phase of the current, it is easy to find the position of the faults analyzing
the module and phase of the current.

Figure 3. Operating characteristic of the directional criteria for three-phase short circuit faults.

In this proposed application, a smart selectivity scheme is assumed for three-phase inextinguishable
faults. Those faults, even though, are the less frequent and the most critical in distribution networks.
In fact, the resonance grounding (neutral grounded with arc suppression coils—Petersen coil), currently
used in many European countries, permits choking the fault current below the level of self-extinction
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(<35–50 A) by compensating the capacitive fault current of the network. By this action, all transient faults
can be cleared without feeder tripping.

Considering an example of radial network such as the one represented in Figure 4, in case of
three-phase short circuit located between nodes 4 and 5, the fault current will flow from the feeding
high voltage (HV) substation A.

 

Figure 4. Radial distribution network reconfiguration managed with emergency tie.

In case of fault on branch 4–5 in Figure 3a, the DMS, subsequently to processing information
exchanged with the IEDS deployed in SSS, has to:

(1) locate the fault (branch 4–5);
(2) open the first circuit breaker upstream the fault (SSS 4) in order to extinguish the fault, providing

selectivity (Figure 3b); the load at node 5 is unserved until network reconfiguration is completed.
(3) Operate the emergency tie (5 and 6, in order to minimize the out of service area. Opening circuit

breaker on node 5, on the side of the fault, guarantees that the second HV/MV substation does
not feed the fault, and the fault is cleaned (Figure 3c).

(4) Operate closing of circuit breaker on node 6 permits the reconfiguration of the network and
restoring the service to the load at node 5.
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In case of fault, when the fault current exceeds the threshold, the IEDs of SSS are activated and
send the measured current (module and phase) to the neighboring IEDs positioned in the adjacent SSS
(Figure 5) in order to provide a fast localization of the fault.

Each IED that measures the outbound short circuit current will provide a message, e.g., a Generic
Object Oriented Substation Event (GOOSE) message using IEC 61850 standard protocol, of the
recognized fault to the DMS, and another message to adjacent IEDs. The IED receives a waiting
signal from opening the corresponding circuit breaker (CB), the selectivity is obtained and the location
of the fault is reached where the IED downstream the fault does not receive any waiting message. After
that, the DMS has to communicate with peripheral units sequentially to perform the following actions:

a. opening the CB (e.g., the outbound CB of the SSS4 in Figure 5) at the SSS upstream the fault;
b. opening the CB (e.g., the inbound CB of the SS5 in Figure 5) at the SSS downstream the fault;
c. closing of CB that permits the reconfiguration of the network.

 

Figure 5. Short circuit current direction during three-phase fault in radial network.

In case of meshed (closed loop) network as the one represented in Figure 6, when a short circuit
fault occurs between nodes 4 and 5, the fault current flows from both HV/MV substations A and B.
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Figure 6. Fault detection and extinction in meshed distribution network.

In this case, each IED that measures the outbound short circuit current from the SSS provides
a message of the recognized fault to the DMS, and another message to adjacent IEDs. Itself, it receives
a wait signal from opening the corresponding CB, and the location of the fault is reached when two
adjacent IEDs register currents with opposed phases. After that, the IEDs send the message to DMS to
order the opening of the two CBs (e.g., the outbound CB of the SSS 4 and the inbound CB of SSS 5 in
Figure 7) on both sides upstream the fault.

Figure 7. Short circuit current direction during three phase fault with meshed network.
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2.3. LTE Communication Technology for Smart Grid Operation

The smart grid concept requires flexible communication architecture that allows power network
devices such as sensors, smart meters, IEDs, and protection relays to exchange data in order to achieve
an efficient operation of the electrical distribution system. A wide range of communication technologies,
both wired and wireless, is nowadays available for building the communication infrastructure
supporting smart grid data exchange. Peculiar features characterize each technology, for example
data rate, coverage, installation and maintenance costs, reliability, exposure to cyber attacks, etc.
Choosing appropriate technology is therefore crucial. Wireless technologies appear as key candidates
in building the Smart Grid communications network due to their low installation costs and ease of
deployment. Spreading of mobile telecommunication devices has stimulated a committed research
over existing communication technologies. GSM, GPRS, EDGE, UMTS are part of a continuous
evolution that has led to LTE, which represents one of the fourth-generation mobile technologies (4G).
According to International Telecommunication Union (ITU), 4G technologies require to comply certain
characteristics, among others [38]:

• ability to inter-work with other radio technologies;
• high quality of service;
• data rate of 100 Mbps in motion and 1 Gbps with fixed installations;
• sharing of network resources, allowing multiple users per cell;
• scalable bandwidth from 1.4 to 20 MHz;
• packet switching IP networks;
• connection spectral efficiency of 15 bps/Hz in downlink and 6.75 bps/Hz in uplink;
• operating modes: frequency division duplex (FDD) and time division duplex (TDD).

Currently, LTE is the technology that most efficiently meets all these requirements permitting
broad coverage, high throughput, D2D capability, and the more recent LTE-Advanced release (LTE-A)
provides the users with performances that are comparable with wired DSL technology [4,5]. Finally,
the main features that enable LTE for supporting Smart Grid communication are [4]:

• Use of licensed bands: Even though the use of licensed bands alone does not grant or prevent
cyber attacks, the communication network is robust against cyber attacks and possible stealing of
confidential data and permits a better handing of interferences if compared with technologies
that operate on license-free bands.

• Mature and ubiquitous coverage: The communication network span over vast areas, thus permits
to integrate even remote endpoints to the main power grid.

• High performance: High data rate, low latency, and high system reliability enable critical
automation tasks within the distribution grid that are often associated with demanding QoS
requirements, such as severe time constraints.

• Third-party operation: It relieves DSOs from having to run and maintain a dedicated
communication infrastructure.

For the abovementioned reasons, smart-grid operation considering the 4G LTE communication
system, assuming to use the existing public mobile communication system has been chosen.

3. Case Study, Results and Discussion

The objective of this study is to analyze the performances of LTE as a communication carrier for
supporting data communication required for FLISR in smart distribution networks, permitting fault
location, isolation and service restoration in an acceptable time. In Italy, for example, the regulation
of distribution systems includes output-based incentives to DSOs related to the quality of service,
and, in particular, short interruptions from 1 s up to 3 min [39] can be subject to penalties or
incentives. The DSO then, in order to avoid a worsening of its power quality indices, has to limit the
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maximum interruption time to under 1 s during faults; for this reason, it needs tools for assessment of
communication technologies for smart grids applications like the one presented in this paper.

The proposed FLISR was tested on a real distribution network formed by five feeders, supplied by
a HV/MV primary substation, and interconnected with emergency ties that can be used for changing
the network reconfiguration. The network under study extended for about 10 km and supplied,
through 46 secondary substations, a mix of residential and commercial loads in an urban scenario
(Figure 8a). The area was assumed being served by LTE public mobile network, and the distribution
of towers/antennas (e.g., eNB nodes in Figure 8b) followed realistic georeferenced data. In Table 1,
the major simulation parameters used for the LTE network are reported. A three-phase permanent
fault was assumed in branch 8–9, the fault was detected by the protection system of the network and
then, the network could be reconfigured for permitting DSO crews to repair the fault.

Table 1. LTE communication network parameters.

LTE Related Parameter Value

3GPP standard version Release 10
Channel model (ITU scenario) Urban Macrocell

Carrier Frequency 1800 MHz
Channel Bandwidth 20 MHz

Antenna Gain e-NodeB 18 dBm
Thermal Noise −101 dBm

UE Noise Figure 2 dBm
e-NodeB Noise Figure 5 dBm

Packet Size 216 B
Protocol UDP

 
(a) (b)

Figure 8. Case study: (a) Distribution network, (b) superimposed mobile LTE communication network.
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For the sake of simplicity, but without loss of generality, the simulations shown in the following
examples did not consider full implementation of IEC 61850 data model and parameters in IEDs and
DMS simulated [28].

3.1. Radial Network Operation

In the radial operation of the network, the emergency tie between nodes 11 and 33 in Figure 8
was normally open. The co-simulation platform permitted simulating the detection and clearing of the
fault condition, as well as the procedure for reconfiguring the network by closing the emergency for
minimization of the network area out of service. This case study was of interest, for instance, for DSOs
interested to know how much time was necessary to reconfigure the distribution network using LTE
communication systems in a smart grid scenario.

The transient caused by a fault is shown in Figure 9. At node 8, after 164 ms from the fault, the IED
triggered for opening the breaker, and extinguishing the fault current. The mechanical opening of the
breaker was simulated by a time delay, which was randomly extracted from a Gaussian distribution
(with mean of 0.2 s and standard deviation of 0.05 s) and the fault was extinguished after 330 ms.
A message to the adjacent SSS (node 9) was sent for opening the switch and isolating the faulted
network section. The node 11 waited for confirmation of the circuit breaker 9 opening that, due to
the mechanical delay in the CB, arrived with a feedback packet at 464 ms. Afterwards, the DMS sent
a message to IEDs at nodes 11 and 33 for closing the terminals of the emergency tie. The voltage profile
at node 11 showed that the network was reconfigured after 748 ms.

 

Figure 9. Voltage/current profiles: Voltage profile at node 8, and current profile in branch 8–9.
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3.2. Meshed Network Operation

The second case analyzed considered a closed loop network operation. This means that the
network was operated with switches at substations 8 and 9 normally closed, and the short circuit was
fed by two sides.

Figure 10 shows the voltage at node 8, and the current that flowed in the branch between nodes
8 and 9. At 31 ms the overcurrent caused by the short circuit was detected by the IED in the SSS at
node 8 that sent a message with current and phase measurement to the neighbors (see Tables 2 and 3).

Table 2. Node 8 current module/phase measurements.

Current [kA] Phase [rad]

Infeed 1.772 2.920 (cosφ = −0.976)
Outfeed −1.786 0.220 (cosφ = 0.976)

At 56 ms, the substation 64 received the message from SSS at node 61, at 57 ms it received the
message from SSS in node 67.

Table 3. Node 9 received current module/phase measurements.

Time Rx [ms] Current [kA] Phase [rad]

Preceding SSS (node 8) 56 −1.057 0.077 (cosφ = 0.997)
Following SSS (node 10) 57 −1.433 0.259 (cosφ = 0.967)

 

Figure 10. Voltage profile at node 8, and current profile in branch 8–9.
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The DMS performed a phase comparison between the local measurements received allowing
locating the fault. Opening of the two CB was completed in 377 ms. The communication took 27 ms,
and 350 ms of mechanical delay was also considered. The network was reconfigured after 407 ms.

3.3. Backgroud Traffic Analysis

The simulations were executed in a more realistic situation considering the same network but
different background conditions, in order to verify the LTE performances when a number of user are
contemporarily connected to the same communication network. The first case considered a variable
number of generic Mobile Broadband Users that were contemporarily active in the LTE network
(MBBU). Several cases were considered with 0 (ideal case), to 50 MBBU per cell. Figure 11 shows
the performances in terms of packet delivery ratios and coverage with variable active users per
cell for typical LTE usage in a dense urban scenario with optimal exploitation of LTE network [40].
Overcharging the LTE network caused reduction in coverage that decreases to 90%, and a slight
increase of the transmission delay of the packets. The coverage further decreased with more than
30 users per cell, what showed the congestion of the network and poor performances of the User
Datagram Protocol (UDP) protocol in terms of packet loss. It has to be underlined that the low latency
and packet drop could be obtained with an efficient planning of communication system cells [41].

Finally, in Figure 12, the performances variation of LTE in terms of delay and throughput are
reported with a variable number of background traffic due to contemporary served MBBU. The delay
increased on average from 28 ms up to 45 ms (with a maximum value observed during the repetitions
of the scenario of 67 ms) in the scenario with 10 MBBU per cell. In the scenarios with more than
20 MBBU per cell the delay did not grow and was asymptotically held below 45 ms. This behavior
was due to the congestion of LTE network over 20 MBBU per cell, that caused the rejection of new
connections keeping the delays approximately unvaried. The saturation of the throughput for 20 up
to 50 MBBU per cell demonstrated that the volume of data exchanged with the LTE network did not
increase when charging the network over the number of 10 MBBU per cell.

 

Figure 11. Coverage and packet delivery ratio in background traffic scenario.
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Figure 12. Communication delay and throughput in background traffic scenario.

4. Conclusions

The implementation of an automatic fast reconfiguration scheme of the electric distribution network
strongly relies on the performance of the communication system. Compared to wired dedicated
solutions, such as PLC or Fiber Optics, public wireless technologies offer an easier implementation
of a communication link among IEDs at lower costs, but the doubt on their performance degradation
due to the sharing with other users retards their exploitation. In this paper, the LTE communication
technology has been tested with different traffic background conditions on a realistic case study using
a co-simulation tool. According to the first results presented in this paper, LTE was technically able to
start the intervention of protection devices in less than 100 ms, and showed to be adequate for FLISR
applications related to Smart Grid implementation.
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Abstract: With the advent of Distribution Phasor Measurement Units (D-PMUs) and Micro-Synchrophasors
(Micro-PMUs), the situational awareness in power distribution systems is going to the next level using
time-synchronization. However, designing, analyzing, and testing of such accurate measurement devices
are still challenging. Due to the lack of available knowledge and sufficient history for synchrophasors’
applications at the power distribution level, the realistic simulation, and validation environments
are essential for D-PMU development and deployment. This paper presents a vendor agnostic
PMU real-time simulation and hardware-in-the-Loop (PMU-RTS-HIL) testbed, which helps in
multiple PMUs validation and studies. The network of real and virtual PMUs was built in a full
time-synchronized environment for PMU applications’ validation. The proposed testbed also includes
an emulated communication network (CNS) layer to replicate bandwidth, packet loss and collisions
conditions inherent to the PMUs data streams’ issues. Experimental results demonstrate the flexibility
and scalability of the developed PMU-RTS-HIL testbed by producing large amounts of measurements
under typical normal and abnormal distribution grid operation conditions.

Keywords: real-time simulation; hardware-in-the-Loop; synchrophasors; micro-synchrophasors;
distribution phasor measurement units; distribution grid; time synchronization

1. Introduction

The emergence of new cyber and physical technologies in smart grids including distributed
energy resources, transportation electrification, and modern communication networks in connected
environments, add more complexity to power distribution networks. Using high resolution and
accurate measurement devices such as Distribution Phasor Measurement Units (D-PMU) and the
recently introduced Micro-Synchrophasors (Micro-PMU) [1] expand the situational awareness toward
distribution levels and the grid edges. Moreover, an effort for developing an open source low-cost PMU
device is presented in [2,3]. The actual data from D-PMUs enable visualization and observation of
phenomena, which were not observable with past technologies. This leads to novel applications
in power distribution networks [4]. Recent works show the advantages of using D-PMU data
for distribution network topology detection [5–7], distribution state estimation [8,9], phase label
identification [10], fault detection [11,12], and network modeling [13].

Therefore, the emerging need for high resolution and time-synchronized measurement data brings
more attention to the need for realistic simulation environments to designing, testing, and validating
D-PMUs. As opposed to classic system studies, the implementation of hardware-in-the-loop (HIL)
testbeds enables proof of concept and experimental validation of different hardware and software
solutions [14]. These HIL configurations combine digital real-time simulators for calculation while
interacting with the actual physical devices [15,16].
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Few HIL testbeds have been developed for the purpose of testing synchrophasor devices
being mostly at the transmission level. For example, in [17,18], a real-time hardware-in-the-loop
setup is proposed for compliance testing, where reference signal is generated by a Simulink model
and amplified to be sensed via potential transformer (PT) and current transformer (CT) for the
device-under-test. This setup lacks time synchronization between signal source and the PMUs, leaving
the overall procedure for static compliance testing unsynchronized. In the case of dynamic testing,
PMUs are synchronized via Inter-Range Instrumentation Group-Time Code Format B (IRIG-B) signals
from a grandmaster clock as a one time-synchronization source. An additional calibrator device
is producing the reference phasors with a GPS clock accuracy of ±100 ns. Typical dynamic testing
principles to obtain frequency error (FE), rate of change of frequency error (RFE), total vector error
(TVE), as well as response related rates (e.g., delay, overshoot) are positive/negative frequency ramp
and magnitude steps or unbalanced magnitude steps. The National SCADA testbed (NSTB) [19]
focuses on potential cyber attacks to the communication infrastructure at the transmission level.
The testbed has an HIL configuration with RTDS for simulating power systems along with
established industry communication structures. The National Renewable Energy Laboratory (NREL)
has developed a testbed that emulates the communication and power distribution networks able to
interact with field equipment [20]. In [21], a wide-area-monitoring-system cyber-physical testbed
was developed that has an HIL-based simulation with different communication protocols and PMU
from different vendors. Tests were developed in a 9-bus transmission simulated system. A SCADA
software/hardware testbed with RTDS and Opal-RT used as real-time simulators were proposed in [22].
The testbed has three real PMUs as part of their HIL configuration. It also has a variety of substations’
communication protocols and a number of PDCs for the measurements streams. The testbed in [23]
includes substation communication layers for distribution and transmission networks. Work in [24]
presents an HIL testbed using RTDS with real PMUs from different vendors with real-time streams to
virtual PDCs. Another initiative is presented in [25], with a GPS signals and PMU streams that are fully
simulated capable of streaming with different established communication protocols. A cyber-physical
system was introduced in [26] where the communication layer and the power systems were virtually
simulated with OPNET and RT-LAB (Opal-RT), respectively, while the cyber-physical structure was
simulated with MATLAB. In [13], a PMU framework with real-field data was used to validate the
synthesized network modeling proposed in [27]. Comparisons between a simulated model in Opal-RT
and real-field measurements were presented.

From the discussion above, it can be observed that related works are based on an HIL configuration
to emulate most of the real-field scenarios inherent to power systems and in some cases with the
communication infrastructure that collects and distributes data and/or control signals to the different
intelligent electronic devices (IEDs) in the network. However, to the knowledge of the authors, none of
the available works have been specifically focused on time synchronization issues and the integration
of actual and virtual PMUs for power distribution level while considering the impact of latencies in the
communication infrastructure and multi-vendors GPS, PMU hardware and firmware interoperability
issues. The deployed PMUs in the field and their data sets show many issues regarding data quality
even under normal daily operation (e.g., loss of GPS synchronization, GPS antenna malfunction,
firmware bugs, etc.) [4]. Moreover, different vendors present their PMU solutions with various
firmware, time reference, and phasor computation algorithms with confidential setting for firmware.
Therefore, the proposed HIL configurations in this paper with actual and virtual PMU streams helps
with exploring the impact of data accuracy and quality of D-PMU measurement data. Additionally,
the effect of data traffic and time latencies in PMU streams becomes important when typical smart grid
challenges such as mitigating transient stability issues and performing state estimation have latency
requirements of 100 ms to 1 s [28]. Adhikari et al. [21] suggest that the lack of suited HIL testbeds
is an impediment for creating industry-level standards for hardware, software, PMU components,
and protocols.
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The experimental setup presented in this paper also builds realistic validation scenarios using
distribution network models with real and virtual PMU data streams. Our testbed (hereafter referred
to as PMU-RTS-HIL) is a fully time-synchronized network of commercial PMUs different vendors
acquiring real-time measurements using Opal-RT real-time simulator and hardware-in-the-loop setup.
Our main contributions are listed as follows:

• First, we have built a time-synchronized and scalable environment that includes multiple
PMUs from different vendors coupled with multiple virtual PMUs, in a hybrid
hardware-in-the-loop-software-in-the-loop (HIL-SIL) configuration. This is a non-trivial task as
synchronization is required between the model in the real-time simulator (RTS), the input/output
interfacing (FPGA), and the GPS clock signals of virtual and real PMUs. This setup replicates the
interoperability between a fleet of PMUs in an effort to compare ideal/reference and real-field
cases for resilient and reliable distribution monitoring systems.

• Second, we have developed the setup of a simulated communication layer that resembles the
traffic and latencies inherent to our hybrid network of virtual and physical PMUs’ data streams.
It is crucial to study the impact of time delays on synchrophasor data flows for operational
applications by comparing ideal measurement devices (virtual PMUs) and the actual PMUs
from different vendors. Moreover, additional latencies caused by different firmware, computing
algorithms and time references may be observed.

• Third, the recent emphasis on PMU based applications for power distribution network brings
more need for developing an environment to study different aspects of a cyber-physical network
of PMU devices. The proposed PMU-RTS-HIL testbed will fill the gap for such developing
environments and help researchers to create and test more PMU based algorithms.

• Fourth, the proposed PMU-RTS-HIL makes it possible to compare actual PMU from different
vendors and validate their performance.

The rest of this paper is organized as follows: in Section 2, we give an overview of the components
used and architecture for the development of the PMU-RTS-HIL testbed. Section 3 provides application
results performed with the PMU-RTS-HIL testbed with detailed explanation and discussion of the
testbed capabilities. We finalize the paper with our tests’ conclusions in Section 4.

2. PMU Real-Time Simulation Hardware-in-the-Loop (PMU-RTS-HIL) Testbed Architecture

This section presents the technical overview of the PMU-RTS-HIL testbed, the components
used for the setup and capabilities beyond our preliminary experimental results. In general,
the fundamentals of the PMU-RTS-HIL testbed consist of the following specifications:

• Real-time power system model setup: the PMU-RTS-HIL testbed consists of an experimental
setup providing realistic scenarios in a distribution test feeder model with a network
of time-synchronized actual and virtual PMU data streams using hybrid real-time
simulation capabilities.

• Communication network: the PMU-RTS-HIL testbed includes a communication layer resembling
wide area monitoring systems (WAMS) such as PMU, and a Phasor Data Concentrator (PDC)
to emulate real-field measurements in distribution networks. More importantly, a simulated
communication layer infrastructure was developed to measure and analyze latencies and traffic
congestions of the PMU streams.

• Streaming Data Analysis and Data Repository: The ultimate goal of the PMU-RTS-HIL testbed is
building a data repository for data mining and analysis from the real-time platform implemented
in HIL and SIL. This stage includes the database setup for the storage of the events monitored.
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2.1. PMU-RTS-HIL Setup Overview

Figure 1 shows the configuration of the evaluation framework for the experimental setup
of real-time PMU data streaming under fault conditions. A real-time simulated distribution grid
(e.g., IEEE test feeders [29]) was modeled in the multi-core Opal-RT real-time simulator provided by
the SmartEST facilities. The RTS target is connected to three PMUs from different industry established
vendors. Additionally, there are a total number of six virtual PMUs (vPMUs) using a PMU model
provided by Opal-RT company that complies with the C37.118 communication protocol.

The network of virtual and actual PMUs operates under normal conditions prior to possible
occurrence of different fault types (balanced and unbalanced), changes in frequencies, normal and
abnormal switching, etc. To obtain random scenarios for analysis, detection and classification testing
purposes. Signals coming from the real-time environment can be obtained from the FPGA OP5142
console on the target. Virtual and real PMUs stream under a full time-synchronized environment
for measurement comparison purposes. The communication setup complies with the IEC 61850
and the phasor magnitude, and angle measurements are then streamed under the IEEE standard
C37.118 protocol. In order to understand the communication dependencies of fault detection and/or
other abnormal distribution side events, a communication network layer is simulated resembling the
different physical latencies experienced when sending real-field measurement data. The PMU-RTS-HIL
testbed used the network layer under the CORE environment provided by SmartEST. An open-source
phasor data concentrator (i.e., OpenPDC) is used to retrieve the synchrophasor readings and store
them in the database with support for free alternatives such as PostgreSQL. Figure 1b shows an actual
picture of some components of the testbed: the RTS target and its FPGA I/O console, the graphical
user interface for the CNS, and an actual PMU used for the experiments.

(a) (b)

Figure 1. PMU - Real Time Simulation - Hardware-in-the-Loop Testbed (PMU-RTS-HIL): (a) schematic
connection diagram; (b) physical setup.
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2.2. Reference Clock and Synchronization

In order to develop a HIL-SIL testbed environment, GPS and computational environment clock
synchronization becomes key for the integration of real and virtual PMUs. A first attempt to have
synchronized environment was using a one PPS-based signal from a GPS antenna via SMA connector,
signaling using NMEA data stream to the serial PC port. However, the RTS drivers did not support the
additional NMEA stream tagging the UTC timestamp for the card. Therefore, this setup was able to
provide time synchronization within nanoseconds (ns), but without knowing any UTC time reference.
Given this limitation, this setup was discarded.

A Precision Time Protocol (PTP)—defined in the IEEE 1588 standard—is a network-based standard
that provides nanoseconds of synchronization making it a perfect fit for PMU synchronization
applications. Therefore, one of the most used approaches for different time clocks synchronization is to
utilize a GPS-locked PTP Master for generating a clock standardized signals while a network interface
card synchronizes the different local hardware clocks [30]. In the PMU-RTS-HIL testbed, a RSG2488
Ruggedcom [31] functions as an IEEE 1588 master clock. In order to synchronize the Opal-RT real-time
simulator (RTS) and the virtual PMUs with real PMUs, it is necessary to use a high precision oscillator
like the Oregano syn1588 R© PCIe NIC with OCXO Oszillator PCI-express card. This enables the
real-time target to use the IEEE 1588 based time synchronization of the given time clock (e.g., GPS)
with the needed precision. This configuration makes the system more accurate than utilizing regular
Network Time Protocol (NTP). Since the real-time simulation also uses FPGA output for the real PMUs
to provide voltages and currents, the FPGA hardware is connected via an adapter card to the oscillator.
Finally, when the real-time simulation is configured to use the FPGA clock, it enables the simulation
(virtual PMU-C37.118 slave) and the analog output to be synchronized to the given external time
source. As shown in Figure 2, the GPS antenna is directly wired to the Siemens Ruggedcom RSG2488,
generating the PTP signal. The Oregano card syn1588 R© PCIe NIC was installed in the RTS target in
order to provide the correct timestamps to the internal clock adapter. The clock signal is fed to the
internal clock adapter and then transmitted through the Real-Time System Integrator, which is used
to share and exchange timing and control signal between the devices and the simulation. The same
clock signal is used by the FPGA OP5142 to produce a full-synced environment for virtual and real
PMUs to be tested. As an example, Figure 3 depicts the phasors measurement before the Oregano card
time-synchronization was integrated in the testbed. It can be observed that they are not in synch if the
RTS system and the virtual PMU are not locked to the same clock.

Figure 2. Synchronization and communication network setup for synchronized simulation and analog
output to GPS clock.
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Figure 3. Non-synchronized step response of virtual and real PMUs.

2.3. Communication Network Model

The PMU-RTS-HIL testbed is capable of streaming real-time data through a communication
infrastructure as shown in Figure 2. The RTS target and host take charge of the real-time response
computation of the power system model and transmit measurements via the FPGA I/O interface to
the physical PMU devices while an Opal-RT PMU virtual block assigns an IP address to each one of
the virtual PMUs in the power system model. Each stream complies with the C37.118 communication
protocol and then goes through the communication network simulation (CNS). To make the behavior
of the communication layer more realistic, the communication network emulator CORE (Common
Open Research Emulator) [32] is used to model the network topology shown in Figure 4. The CORE is
a powerful and feature rich emulator that was first developed by the Boeing Research and Technology
and now is being maintained and further developed by the US Naval Research Laboratory. The CORE
runs in real time and further provides the capability to connect the emulated network with a physical
network. Under the hood, CORE exploits the virtualization capabilities available in most Linux-based
operating systems and each of the components in a network model being emulated with the CORE is
rendered as a Linux container (LXC/LXD).

Figure 4. The communication network model consisting of different subnets with virtual (dotted
outlined) and real hosts. These subnets are connected to each other through routers. The cloud here is
used to represent a wide area network. The Ethernet port schematic shows the nodes that are connected
to the physical nodes.

The model (see Figure 4) consists of different subnets with virtual (represented with dotted
outline) and real nodes. These subnets are connected to each other through (virtual) routers. The cloud
represents a wide area network. For this setup, the model was developed with full IPv4 protocol stack.
Furthermore, the three real nodes (labeled PMU 1, PMU 3 and Database) represent the PMU #1 and
#3 and the OpnePDC database host, and are physically connected to them through the USB Ethernet
adapters on the host machine. All traffic including the C37.118 streams from these physical nodes
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passes through the emulated network and thus the communication parameters set for the emulated
network affect the communication behavior in the physical network. For PMU-RTS-HIL, we have
used CORE to evaluate different network scenarios. Moreover, the CNS setup was implemented to
emulate the real distribution network latencies. Bandwidth, packet loss and collisions may be applied
to the PMU data streams in order to evaluate the impact on delay and availability of the data. Delay
time are measured as time difference between creation (measurement timestamps) and creation of the
tuple in the database. This feature was developed in order to test various effects such as the output
adapter batch processing parameter, which has a direct influence on the round-trip time of the data
streams. All data is gathered in a Phasor Data Concentrator (PDC), which arranges it for their storage
in the database. Finally, a data repository environment was built in a virtual machine in a Cluster with
a database managed through PostgreSQL along with a local CSV historian. This virtual machine also
serves as a working station for data analytics.

2.4. Streaming Data Repository and Data Analysis

The streaming data repository and analysis are shown in Figure 5. The AIT Energy Cluster
provided the necessary processing capabilities to store and analyze PMU data streams from OpenPDC
or direct measurements. The scalable network file system is based on GlusterFS, a large distributed
storage solution for data analytics and other bandwidth intensive tasks. Interconnection is provided
via fast high bandwidth networks, based on Infiniband technology.

The OpenPDC software was used for concentrating and streaming phasor data taking input
streams from PMUs with various settings and protocol standards. It was also used to convert
and stream PMU data to various connectors, namely PostgreSQL, local historian and CSV file.
The graphical interface and visualization supports the setup and verification of the experiments
performed. The cluster provides also a commercial distributed, analytical database for real-time
analysis capabilities.

In order to analyze the data by performing statistical analysis and visualization, the user group
used mainly two different open source software programs: Python and R. These tools provide live
code, equations, visualization and comments on the codes used for the analysis. It is perfect for
understanding and visualizing different programming languages in a fast and legible manner.
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Figure 5. Data processing in the AIT Energy Data Analytics Cluster, with a conventional relational and
the option for distributed, analytical database for real-time processing capabilities.
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2.5. Scalability and Flexibility

In this section, we discuss the PMU-RTS-HIL has shown flexibility and scalability to model
different power systems models and power quality events while supporting real PMU devices from
diverse manufacturers.

Scalability of the testbed depends on the specific module as follows:

• Real time simulator: Relationship between the number of nodes vs. the number of cores is
basically nonlinear as it depends on a lot of factors (e.g., simulation time step), especially with
the usage of SSN (State Space Node) solver. Since this part of the testbed is a commercially
available RTS, there are various options to scale up the necessary computational requirements for
larger networks.

• Real PMUs: The connection to the RTS is realized via analog output channels of the system’s
FPGA. In the case of 2 × 16 channels, a total of five real PMUs (six phasors per PMU) can be fully
connected (voltage and current) or 10 PMUs if only the three phase voltages are connected.

• Virtual PMUs: There needs to be a distinction between the processing power to simulate the
C37.118 slaves in real time and the bandwidth needed to communicate the streams. In the first
case, it can be roughly assumed that 10 vPMUs can be handled per CPU core. In the latter case,
again, a rough estimation for a report rate of 50, a need for 100 kbps, 200 kbps respective for a
reporting rate of 100 per seconds can be assumed. This would theoretically lead to five PMU
streams for a 10 Mbit network adapter or 50 PMUs for a 100 Mbit adapter [28]. If latency is also
considered with respect to requirements of application requirements, it would be advisable to
distribute streams among available adapters and limit them to a maximum of 10 per network card.

• Communication network simulation: CORE is practically scalable in the sense that a simulated
network can be partitioned and distributed among multiple nodes, splitting and connecting them
via network links. CORE is able to handle the emulation of several 100k packets per host.

• PMU Data Concentrator and database acess: OpenPDC is able to handle a reasonable number of
phasors and can also be run on parallel hosts, thus scale is no problem. Handling the streaming to
the database, it is a best practice to setup multiple output adapters in parallel, since each would
have a separate database connector process. This makes it possible to parallelize database access
as well.

Flexibility is possible by modeling different communication and electrical network scenarios.
Besides the various ways of supporting tests as defined in the standard, the versatility is in the
combination of different communication and electrical network scenarios and their impact on various
applications. In [28], the latency and data requirements for smart grid applications give an idea of
how the interdependency between communication and application influences the correct operation
and how this testbed supports their validation. Further examples for flexible usage of the testbed are
described in detail in the following Section 3.

3. Application Examples for the PMU-RTS-HIL Testbed Validation

In this section, we present some of the experimental setups performed to demonstrate the
PMU-RTS-HIL testbed capabilities. We begin by presenting the synchronized phasor measurements.
Then, we have included the analysis of use cases such as abnormal events (electrical faults),
PMU streams’ latencies under the CNS, and the Rate of Change of Frequency (ROCOF). The use
cases help in validating the PMU-RTS-HIL testbed by examining the D-PMUs performance in different
applications. Table 1 summarizes the different experiments performed using the PMU-RTS-HIL testbed,
which are detailed in the following sections.
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Table 1. PMU-RTS-HIL use cases’ capabilities.

Use Case Description

Fault events simulation
Single-line-to-ground
Line-to-line
Three-line-to-ground

Communication network simulation Data streams under different bandwidth packet loss and collisions

Static and dynamic tests Changes in magnitude, ROCOF
Development support Synchronization, calibration, protocol testing
Machine Learning Application Fault detection in distribution networks

3.1. Network of Synchronized PMU Measurements

The main goal of the PMU-RTS-HIL testbed is providing a fully GPS clock synchronized network
of PMUs for measurement analysis. Figure 6 shows the different measurements obtained from the same
phase by a vPMU and the three different physical PMUs used. The PTP signal is utilized to provide
the same clock base between the physical PMUs connected to FPGA I/O console (HIL configuration)
and the internal RTS clock streaming data coming from the vPMU.

Figure 6. Time synchronized magnitudes of one phase from one virtual and three real PMUs during a
fault connected to the same node. The vPMU acts as the reference signal. Note: PMU #2 has a reporting
rate of 50 and the other two a reporting rate of 100.

One of the challenges of setting up this configuration was encountered in the form of a ‘time gap’
of exactly 36 s between the virtual PMU and the real PMU measurements. Although they were perfectly
synchronized with nanoseconds accuracy, they were not on the second base. This was due to the PTP
using TAI as its time base—which includes leap seconds taking the slowdown of Earth’s rotation into
account—whereas PMUs use UTC as their time base. Since the beginning of 2017, the UTC-TAI offset
is −37 s [33], and older PTP driver stacks have still 36 s as in our setup. Even passing a parameter with
an offset of 36 s to the Oregano driver will be ignored when running the oscillator card as a PTP slave.
It was then discovered that the Grand Master Clock of the RSG2488 Ruggedcom becomes locked to the
external GPS signal ignoring the UTCoffset configuration mentioned previously, and hence passing
the TAI timestamp to the RTS. The problem was assessed in a post-processing step where the virtual
PMUs were shifted backwards in time by 36 s in order to sync TAI and UTC based timestamps.

3.2. Sequence of Fault Events Simulation with Test Automation Script

The PMU-RTS-HIL testbed is able to simulate different power systems models and a number of
fault events powered by an API Python environment. Test automation scripts control the number and
type of faults created along with different parameters such as fault impedance, location and duration.

Presented first in [34], the IEEE 37-Nodes Test Feeder (see Figure 7) is part of a testbed composed of
several real-life test feeders that provides the essential components and characteristics of a distribution
system such as unbalanced load conditions and a considerable number of nodes and laterals. In order
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to show some of the capabilities of the PMU-RTS-HIL testbed, different experiments were performed
using this test feeder model.

Figures 8 and 9 show the IEEE 37-nodes test feeder model and the PMU models in
RT-Lab/Simulink environment, respectively. The model consists of the Simulink prototype of the test
feeder that uses the state-space nodal solver (SSN). As this solver uses state-space equations, it can be
used for delay-free parallelization with higher order discretization [15]. Consequently, the SSN solver
splits the model into sections, each assigned to one core in the RTS target.

Figure 8 shows the virtual and the real PMU configuration blocks used in RT-LAB environment.
With this setup, the node measurements become outputs in the FPGA OP5142. Each PMU has its own
configuration such as IP address and port designation utilizing a C37.118 protocol. Figure 9 shows
a look inside the subsystem formed by all virtual PMUs used in the experiments. The PMUs are setup
with a 100 samples per second reporting rate and the measurements are stored by PostgreSQL on
a virtual machine in Cluster and also in a local CSV historian. This interface is used to obtain the data
set with different fault scenarios and results for identifying faults based on the PMU measurements.

Figure 7. One-line diagram of the IEEE 37-Nodes Test Feeder [34].
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The PMU-RTS-HIL testbed uses the 37-Nodes test feeder model for simulating fault sequences
of different types, locations and impedances to generate a dataset, which is used to analyze change
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frequency during the power disturbances. Additionally, the test feeder was used to create a data
repository that may be used for machine learning algorithm validation. The RTS is capable of using
an API in Python to perform automated sequences such as controlled switching, creating faults,
changing loads, etc. As an example, a combination of different fault scenarios was created with the
following parameters:

• Fault location: lines 702–703, 703–727 and 710–736.
• Fault types are line-to-ground, line-to-line and all three-lines-to-ground, A–G, A–B and

ABC–G, respectively.
• Fault distance on the line: faults are placed the lines having an impact on the fault impedances.
• Fault impedance to ground: 0 Ω, 5 Ω, 10 Ω, 25 Ω and 50 Ω.

Figure 10 shows the time series of the fault sequences for different fault scenarios for the real and
simulated measurements. In can be observed that a fault sequence has been introduced to the system
from second 23:05:45 until second 23:05:47, where the system is running under normal operation
conditions. Then, a single-line-to-ground takes place in phase A, showing the a voltage drop, which
then follows by a line-to-line fault (phases B and C) and a three-phase-to-ground, consecutively. It is
worth noting that all measurements are fully synchronized between different PMU vendors and the
virtual PMU built in real-time environment.

It is worth noting that the upper time-series in Figure 10 shows the virtual PMU measurements
depicting a steeper and cleaner transition between fault events and states. The three other graphs
below show the real PMU measurements taken in an HIL setup. The difference in the transitions is
due to different signal processing algorithms of the devices and their communication module.

Figure 11 shows two different sets of fault sequences, where it can be seen that vPMUs and PMUs
#1 and #3 present a similar behavior following the sequence consistently. However, some problems
with the correct configuration of PMU #2 have been encountered. It is not possible to use the high
sensitive analog inputs together with the PMU streaming functionality of the device. Therefore,
the measurements were taken from a low voltage range (V̂ = ±15 V) provided by the FPGA I/O,
which translated into oscillations of ±0.1 V. This is depicted in the bottom panel of Figure 11. This issue
was confirmed by the PMU vendor and is currently working on a firmware that allows the PMU to
stream data while using the analog inputs.

Figure 10. Fault scenario sequence: vPMU measurements; PMU #1 measurements; PMU #2
measurements; PMU #3 measurements.
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Figure 11. Comparison of measurements of three real PMUs and vPMU under a 50 Ω impedance fault.

Simulated measurement quantities need to be scaled to match the analog output voltage range
capabilities of the FPGAs. Phasors are defined as sinusodial waveform: x(t) = Xm cos(ωt + Φ) and
represented as Phasor:

X =
X̂√

2
ejΦ =

X̂√
2
(cos Φ + j sin Φ) = Xr + jXi, (1)

where the magnitude is X̂/
√

2 and Xr and Xi denote the complex values in rectangular form. Defining
the magnitude of the simulated quantity as URTS and the desired range at the analog output as
ÛFPGA = ±15 V, we need a scaling factor of

s = ÛFPGA/(
√

2 · URTS). (2)

For the measurement range transformation, for example, the scale for the network model used for
the fault use case was calculated as s = 15 V/(

√
2 · 4.8) kV has been used.

3.3. Communication Network Simulation Analysis

The PMU-RTS-HIL testbed includes an emulated communication layer that is capable of
introducing behaviors such as the packet loss, latencies, and collisions in addition to validating
different topologies and protocols with a modeled communication infrastructure. As stated in Section 1,
different operation events require different response latencies, making this layer an important part
when observing PMU-grid interaction dynamics.

The experiments were carried out by configuring the communication emulation with varying
parameter value for e.g., bandwidth and latencies and/or emulating the scenario when background
traffic is generated between the hosts. The measurements were performed while changing the state of
the power grid through the change in the power Opal-RT/FPGA Output sequence triggered in the
console as shown in Table 2. The effects of altering the communication parameters are perhaps more
visible in terms of communication delay. To evaluate this hypothesis, the potential time delay and
availability of measurements to upstream processing are measured and recorded by calculating the
difference between the timestamps of the measurement and the timestamps of the respective database
tuple (when the record is written in the database). These recorded results are then used for further
analysis. A subset of these results can be seen in Figure 12.
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(a)

(b)

Figure 12. Example of analysis of measurement delays: Histogram and fitted distribution probability
of delay between measurement creation and database storage (left) and cumulative distribution of
measurement delays (right) for (a) PMU #1 and (b) PMU #3.

Table 2. Opal-RT/FPGA power output sequence for CNS.

Sequence Step 1 2 3 4 5 6 7 8 9 10

U (V) 230 230 230 230 230 110 110 110 110 110
P (W) 2300 4600 4600 4600 2300 2300 4600 4600 4600 2300

Q (VAR) 0 0 2300 4600 0 0 0 2300 4600 0

For this experiment, the communication model was emulated with full IPv4 protocol stack.
There were no additional or artificial delays in the model. All the communication links were set
as per IEEE 802.3-2008 Gigibit Ethernet (full-duplex having a bandwidth of 1 Gigabit). The virtual
host remains idle for most of the emulation time and there was no noticeable background traffic.
The physical network that was used as the part of the emulated network consisted of two PMUs,
a control terminal and a switch. The host machine had multiple USB Ethernet adapters through which
respective nodes were connected to the emulated network.

The database was configured to tag a new record with a ‘created’ timestamp. The time difference
to the phasor timestamp enables the analysis of queuing times and gives a first estimate of average
processing times and data availability. Effects like the PDC output adapter batch processing parameter
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(e.g., 1000 data points per batch insert) have direct influence on the round-trip time and need to
be configured.

As an example, Figure 12a,b show the histogram and fitted probability distribution as well as the
cumulative distribution of the time delay when PMUs #1 and #3 are streamed via the CNS. It could be
seen that both PMUs have similar characteristics of the round-trip time. The important insight here
is the random occurrences of higher delays, which have direct impact on the processing distribution
system application. To evaluate the impact of the communication network on the delay, the experiment
has been repeated with different communication channel properties (e.g., packet collision and loss).

3.4. Rate of Change of Frequency (ROCOF)

In addition to the proposed experimental setups, the PMU-RTS-HIL testbed is capable of
performing static and dynamic compliance testing of PMUs according to “IEEE C37.242-2013 IEEE
Guide for Synchronization, Calibration, Testing, and Installation of Phasor Measurement Units (PMUs)
for Power System Protection and Control”. The virtual PMU can act as a reference, since it provides
exact values of the real-time simulated quantity.

One of the standardized tests is the “Rate of change of frequency” (ROCOF), which certifies that
the PMU measurements comply with specific rates for reporting changes in the power grid’s frequency.
The PMU-RTS-HIL testbed is capable of performing the ROCOF along with communication network
simulation, which plays an important role if time delays and latencies are present. When it comes to
real setup, additional communication delays are introduced according to the communication network
properties, e.g., a frequency control system (e.g, primary control reserve), which takes in the frequency
changes from the PMU network. The total delay and quality of service of the network communication
influences the dynamic and stability of the control loop.

A typical setup to test signal reporting characteristics (e.g., latency) of the “Rate of Change of
Frequency” (ROCOF) measurement propagation as part of a frequency control system is depicted in
Figure 13. It consists of a frequency reference signal generator that is connected to a power amplifier
stage (e.g., Spitzenberger and Spieß PAS 1000 in order to have real-field network voltage levels,
PMUs and the communication network simulation that models the network for data streams to the
analysis, storage and processing platform. Additionally, a trigger is created to tag the exact start time
of the frequency change for evaluation of the latency. As shown in Figure 13, the frequency signal
is propagated by the linear operating amplifier, with neglectable signal latency run-times, and then
sensed by the PMU devices. A phasor data concentrator (e.g., OpenPMU) is configured to store the
frequency responses in a database (e.g., PostgreSQL).

For the test sequence, the frequency signal is programmed to start with 50 Hz to change frequency
by 2 Hz increase for a one second wait for 10 s and reduce by 2 Hz within 1 s. Figure 14a shows the
ramp stage of the frequency (in Hz) during the ROCOF test while Figure 14b shows the rate of change
(d f /dt, Hz/s). In both figures, various signal processing problems are shown (e.g., spikes, oscillation,
magnitude), which has been discovered during the test as part of the development support and which
have been reported back and fixed by the vendors accordingly.

Power Amplifier

50

52

Frequency Signal

Trigger

Hz

V t

t

Signals AC Power

Phasor Measurement 
Units

PMU

PMU

Analysis &
 Processing

PostgreSQL

PQ
Trigger

CORE

Communication 
Network Simulation

Figure 13. Setup for testing with mains voltage levels by connecting PMUs to AC Power amplifier for
e.g., ROCOF test.
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(a)

(b)

Figure 14. ROCOF Test: (a) resulting frequency measurements of two PMUs following a frequency
ramp; (b) resulting frequency delta/deviations of two PMUs following a frequency ramp.
Note: This example shows signal processing errors that have been reported and fixed as part of
the validation test.

3.5. Machine Learning Application: PMU-Based Fault Detection

In addition to the previously mentioned applications, the testbed can be utilized to generate large
datasets to implement novel PMU-based machine learning algorithms.

In order to validate the testbed capabilities, we present an experiment for comparing the
PMU-RTS-HIL testbed with the work developed by the authors in [11]. The authors developed
a hierarchical clustering novel algorithm based on simulated PMU measurements. The algorithm is
based on a shape-preserving algorithm that obtains similarity distances under the Fisher–Rao metric
that are used to detect and identify electrical faults in a distribution system. The details of the algorithm
go beyond the scope of this paper and the authors would like to refer the reader to [11]. Therefore,
we would present the differences in technical and physical setups of the experiment to validate our
testbed’s time-synchronized and HIL capabilities.

In [11], a non-Opal-RT state-of-the-art real-time simulator was used to model the IEEE 13-nodes
test feeder. We have developed a setup that resembles the mentioned experiment for the IEEE 37-nodes
test feeder case. For comparison purposes, Table 3 shows the different setup utilized for the fault
detection experiment. Our proposed testbed (Case 2) includes 3 well-established industrial physical
PMUs with GPS time synchronization. Additionally, it includes the communication layer simulated in
CORE with IEEE C37.118 standard compliance. In contrast, case 1 does not have real PMUs connected
and no communication layer. Furthermore, in case 1, fault detection was performed with voltage and
current magnitudes only whereas the PMU-RTS-HIL provides the phasor measurement with both
magnitude and angle values.
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Table 3. IEEE 37-nodes test feeder modeling for fault detection under different platforms.

Feature Case 1: Non-Opal-RT Simulator Case 2: PMU-RTS-HIL

Real PMUs - 3
Virtual PMUs 6 6

Synchronization RTS system clock GPS / PTP
Measurements Voltage and Current magnitudes Voltage and Current phasors

Communication simulation - C37.118 compliance in CORE

PMU measurements in both setups were used to feed the machine learning algorithm and
classify their fault type. Approximately 300 fault events were created with three different fault
types: single-line-to-ground, line-to-line and three-line-to-ground. In case 1, only voltage and current
magnitudes were used when using the fault classification algorithm. Measurements with the proposed
PMU-RTS-HIL consisted of both magnitudes and angles of the voltage and current signals. Table 4
shows the total prediction error for both experiment setups. The total prediction error (TPE) is defined
as follows:

TPE =
(ME + FAE)

Total number o f events
∗ 100%, (3)

where ME is the misdetection error and FAE is the false alarm error. It can be observed that the proposed
PMU-RTS-HIL testbed gives a better overall classification of the fault type in the IEEE 37-nodes test
feeder. Therefore, the PMU-RTS-HIL testbed can be utilized for machine learning applications while
resembling real-field conditions that include communication and GPS synchronization.

Table 4. Fault detection total prediction error.

Case Location 1 TPE (%) Location 2 TPE (%) Location 3 TPE (%)

Case 1 24.91 23.56 13.8
Case 2: PMU-RTS-HIL 14.47 26.93 10.77

4. Conclusions

In this paper, we presented a testbed that provides realistic scenarios of a distribution test feeder
model with PMU data streams’ simulations. The primary objective was providing a testbed for
the integration of multiple PMUs from industry established vendors. Moreover, the PMU-RTS-HIL
has the time-synchronization capabilities of supporting virtual PMUs in an Opal-RT environment
with actual physical PMUs under a unique clock reference. Utilizing different PMU devices from
multiple manufacturers inherently introduces dealing with different sampling rates, configurations,
calculation algorithms, and different time synchronization references. In the first experiments, different
synchronization issues between the virtual and real PMUs were mitigated. For power systems
applications, time synchronization is crucial and developing a testbed of real field resemblance should
include precise time stamps.

Experimental results show that the PMU-RTS-HIL is capable of creating an experimental setup
providing realistic scenarios in a distribution test feeder model with simulating PMU data streams
using an HIL setup. As a result, different sequences of a large number of electrical fault events were
created in a data repository for further pattern recognition analysis.

Evaluating response and propagation time of measurements have been intended to be evaluated
with this experiment setup. An example application to be utilized with PMU data can be the frequency
control (e.g., primary control) of (virtual) rotating masses (e.g., generators, batteries). The experiment
shows that the testbed is capable of performing this setup in an accurate manner.

Introducing communication simulation/emulation using CORE has enabled various aspects and
additional dimensions of evaluating PMU applications for distribution systems. In the realized setup,
we could investigate directly the impact on delays and packet drops. More specifically, scenarios
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related to cyber security can be analyzed and evaluated in detail. A consequent step would be
to evaluate directly the impact on communication on the application layer (e.g., state estimation,
fault identification).

The PMU-RTS-HIL has been shown to be flexible in its capabilities and may be scalable to different
power systems models and power quality events, while it can also support PMU devices from diverse
manufacturers. The proposed testbed has been extensively used for providing development support
for three PMU vendors. Functions as well as new protocol implementations can be tested under
various simulated conditions. This includes protocol formats, streaming behavior and measurement
validation. Moreover, the testbed provided useful insight for the RTS and PMU vendors, and helped
to improve their application suite.
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AIT Austrian Institute of Technology
API Application Programming Interfaces
CNS Communication Network Simulation
CORE Common Open Research Emulator
CSV Comma Separated Values
CT Current Transformer
DER Distributed Energy Resource
D-PMU Distribution Phasor Measurement Units
DRTS Digital Real-Time Simulation
FE Frequency Error
FPGA Field Programmable Gate Array
FSU Florida State University
GPS Global Positioning System
HIL Hardware-in-the-loop
HIL-SIL Hardware-in-the-loop Software-in-the-loop
I/O Input/Output
IAT International Atomic Time
IED Intelligent Electronic Devices
IRIG-B Inter-Range Instrumentation Group - Time Code Format B
LXC/LXD Linux Container
NIC Network Interface Controller
NMEA National Marine Electronics Association
NREL National Renewable Energy Laboratory
NSTB National SCADA Testbed
NTP Network Time Protocol
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Opal-RT Opal-RT Technologies, Montreal, Canada
OPNET OPNET Technologies, Inc, Maryland, USA
PCIe Peripheral Component Interconnect Express
PDC Phasor Data Concentrator
PHIL Power Hardware-in-the-loop
PMU Phasor Measurement Units
PMU-RTS-HIL Phasor Measurement Unit Real-Time Simulation Hardware-in-the-loop
PMU-RTS-HIL Phasor Measurement Units Real-Time-Simulation Hardware-in-the-loop
PPS Pulse Per Second
PTP Precision Time Protocol
RFE Rate of Change of Frequency Error
ROCOF Rate of Change of Frequency
RTDS Real-time digital simulator
RTS Real-Time Simulator
SCADA Supervisory Control and Data Acquisition
SIL Software-in-the-loop
SMA Subminiature version A
SSN State-Space Node
TAI Temps Atomique International
TVE Total Vector Error
micro-PMU Micro Phasor Measurement Units
UTC Coordinated Universal Time
vPMU Virtual PMU
VT Voltage Transformer
WAMS Wide Area Monitori Ssystems
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Abstract: The hardware under test (HUT) in a power hardware in the loop (PHIL) implementation
can have a significant effect on overall system stability. In some cases, the system under investigation
will be unstable unless the HUT is already connected and operating. Accordingly, initialization of the
real-time simulation can be difficult, and may lead to abnormal parameters of frequency and voltage.
Therefore, a method to initialize the simulation appropriately without the HUT is proposed in this
contribution. Once the initialization is accomplished a synchronization process is also proposed.
The synchronization process depends on the selected method for initialization and therefore both
methods need to be compatible. In this contribution, a recommended practice for the initialization
of PHIL simulations for synchronous power systems is presented. Experimental validation of
the proposed method for a Great Britain network case study demonstrates the effectiveness of
the approach.

Keywords: PHIL (power hardware in the loop); simulation initialization; synchronization; time delay;
synchronous power system; stability; accuracy

1. Introduction

Electrical power systems are under continuous development, accelerated by regulations enforced
to mitigate climate change, the need to enhance efficiency and the substantial technology evolution.
Power systems are evolving into a more variable and difficult to predict system with a mix of
novel and complex components, such as renewable energy sources or power electronics components,
and conventional components with well-known behavior. The interaction between such components
is an important area of research to achieve a resilient and secure power system.

For the assessment of novel complex components, the interactions between modern and legacy
power system components and the validation of novel control algorithms for future power systems,
hardware-in-the-loop (HIL) techniques are proving to be a useful approach [1]. Depending upon
the validation objectives and infrastructure available, HIL is broadly classified into two categories:
(i) controller-HIL (CHIL), if the HUT is a controller or low power component (such as protection
devices), and (ii) Power-HIL (PHIL) when the HUT is a high-power component requiring amplification
of the simulated signal in order to be coupled together.

Specifically, PHIL is gaining attention internationally due to its good performance for testing
power and energy systems at reduced cost and risk [2–5]. Typically, PHIL has been utilized in a range
of applications including: (i) where a component (such as PV inverter) is physically available and it is
computationally more efficient to utilize the component within a PHIL setup rather than developing a
detailed and accurate model of the component, (ii) where novel power components need to be tested
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before their wide scale deployment and (iii) where the interactions of modern components with the grid
need to be captured to understand the implication of its deployment. In all these applications, the HUT
represents a relatively small portion of the network compared to the grid emulation i.e., the rest of the
system being simulated on the Digital Real-Time Simulator (DRTS) [6–8]. However, this balance in
PHIL between hardware and software is insufficient when it comes to validating wide area monitoring,
protection and control (WAMPAC)—an area of increasing interest given the recent advancements in
phasor measurement units (PMU) [9]. Such validation would increasingly require a rebalancing such
that the HUT is composed of a larger portion of the test network.

An example representation of a PHIL implementation is presented in Figure 1. This shows a PHIL
implementation comprising a virtually simulated network implemented within a DRTS, a hardware
component (the HUT), and the power interface used for interconnecting both subsystems [10].
The HUT connected to the simulation can represent generation or load components, this may consist
of many devices interconnected or just a simple significant device. The power interface allows for the
interconnection of the two subsystems. The conventional approach of setting up a particular PHIL
simulation involves the following steps:

• The power network within the DRTS is initialized, allowing for it to achieve steady state (referred
to as initialization in this work).

• Interface signals from the initialized DRTS simulation are reproduced by the power interface.
• The HUT response to the reproduced signals is measured and fed back to the DRTS to complete

the loop (referred to as synchronization in this work).

 

Figure 1. PHIL implementation.

For studies of synchronous power systems, the load and generation conditions along with the
power transfer at points of interest are selected from known scenarios. This allows for testing under
known stress conditions of the network or scenarios of interest. For example, a previously measured
pre-fault condition of the network may be considered, where a novel control algorithm can be tested in
order to analyze if the performance of such a controller could have improved the response to the event.
Therefore, when a PHIL simulation is initialized and synchronized, it is important to ensure that the
conditions at the different buses of the test network are comparable to that of a pure simulation.

In cases were the HUT is relatively small compared to the DRTS simulated power system [6–8],
the DRTS simulation can be initialized without the HUT, hence the power network within the
DRTS performs as a stiff grid whose voltage and frequency are not dependent upon the HUT to
be interconnected. Then, the HUT is typically synchronized with the DRTS simulation by means of a
simple switching action, closing the loop between the HUT and DRTS. Operation of the switch always
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introduces transient, however, in the cases of a stiff simulated grid or a modest HUT, this transient
does not pose a significant risk for a stable operating point to be achieved at the start of the study.
The processes of initialization and synchronization of PHIL are thus relatively straightforward.

However, for cases where the network is not a stiff grid and the HUT is significant for the
grid (either to be able to initialize without it, or to remain stable if it is directly connected) an
initialization procedure for the simulated part of the system as well as a reliable synchronization
procedure is required.

In this paper, the initialization and synchronization of a PHIL simulation where the HUT
represents a larger portion of the test network is investigated. The various possible options for
initialization and synchronization of such PHIL setup are presented and their applicability, advantages
and disadvantages discussed. A process of initialization and synchronization using a controlled
current source is further evaluated by means of two case studies undertaken on a reduced dynamic
model of the Great Britain (GB) power system.

2. PHIL Initialization and Synchronization

A number of studies have investigated the stability of PHIL simulations [11–15], where the main
findings include the establishment of stability thresholds imposed by the interface algorithms used
for the PHIL implementation. Improvements to alleviate the identified stability limitations have
been proposed in [12,16,17]. However, these studies investigate the stability of an operational PHIL
setup, assuming a successful initialization of simulation and hardware have already been established
independently and straightforward synchronization has been achieved. In the following sub-sections,
this assumption is shown to be limiting and options to address the resulting challenge are explored.

2.1. The Challenge

The issues associated with initialization and synchronization of a PHIL simulation arise when the
HUT represents a more significant portion of the test network, and these conditions can broadly be
classified into two: (i) where the test network to be represented by the HUT is critical for initialization
of the DRTS simulation and (ii) where the test network to be represented by the HUT affects the voltage
and frequency of the DRTS simulation. These are elaborated as follows:

• HUT critical for initialization: In such cases, the initialization and synchronization of the PHIL
experiment present a paradoxical scenario where the DRTS simulation cannot be initialized
without the hardware currents, while the hardware currents cannot be produced without the
DRTS simulation being initialized. To elaborate, the DRTS simulation will fail to initialize due to a
lack of generation or load leading to not enough synchronizing torque in the simulated network.
Without the DRTS simulation initialized, the power interface will not be capable of reproducing
the interface signals and therefore the HUT response cannot be synchronized. On the other hand,
reproducing the interface signal during the initialization of DRTS is risky as the signal might not
be suitable for reproduction or may be over the safety limits of the power amplifier and HUT.

• HUT affects voltage and frequency: Here, the HUT is not critical (the simulation can start without
it connected) but still significant as to affect the frequency and voltage considerably triggering
control actions from the components in the simulation, leading to a modified initial state of the
system. This can also result in an impractical voltage and frequency levels for the initialization of
the HUT.

2.2. Initialization of DRTS Simulation

A solution is therefore required to overcome the aforementioned problems, and allow PHIL
simulations to be commenced even in these situations. For this purpose, the use of an auxiliary
emulated HUT component is required. Four possible options to enable the initialization of difficult
PHIL simulations by emulating the HUT component have been identified:

255



Energies 2018, 11, 1087

1. Detailed simulation of HUT: a detailed model of the HUT can be included as part of the simulation
for establishing the initial conditions of the DRTS simulation. However, developing a detailed
model of the HUT can be an arduous task, and considering that the expected power flows at the
PCC can typically be estimated, simpler solutions can be utilized for the initialization process.

2. AC voltage source: readily available in every power system simulation tool, voltage source models
can be utilized to initialize the simulated test network for PHIL simulations, emulating the HUT.
However, as AC voltage sources act as infinite sources, the power flow of the network at the
PCC cannot be controlled. This would lead to, an unsuccessful initialization, as the state of the
network is no longer the intended for the test scenario. Additionally, with the change in power
flows, new stability analyses would need to be undertaken as the system state under which the
HUT was intended to be connected is no longer the same, unless an adjustment of the power
setpoints is performed until power exchange with the infinite bus is brought to zero.

3. Synchronous generator: a synchronous generator model can control the active power at its output
terminals for emulating the HUT required active power transfers at the PCC, this being controlled
by means of a simple set-point. The reactive power of a synchronous generator is controlled by
manipulating the excitation system. Either manual tuning of the voltage reference to the exciter or
developing a simple PI control is required to attain the required reactive power flow at the PCC.

4. AC Controlled Current Source: for the emulation of the HUT power transfer at the PCC,
a controlled current source allows for a straightforward implementation with high accuracy.
This implementation will only require the measured voltage and the P and Q set points at the
PCC for generating the current signals as shown:

Id =
Pre f Vd − Qre f Vq

Vd
2 + Vq2 (1)

Iq =
Pre f Vq + Qre f Vd

Vd
2 + Vq2 (2)

where Id is the direct axis current, Iq is the quadrature axis current, Pref and Qref are the reference
active and reactive powers to be injected at the PCC respectively, Vd is the direct axis voltage at
the PCC and Vq is the quadrature axis voltage at PCC. The direct and quadrature axis voltages
required can be obtained with Park’s transformation as:⎡⎢⎣ Vd

Vq

V0

⎤⎥⎦ =
2
3

⎡⎢⎣ cos(θ) cos(θ − 2π/3) cos(θ + 2π/3)
− sin(θ) − sin(θ − 2π/3) − sin(θ + 2π/3)

1/2 1/2 1/2

⎤⎥⎦
⎡⎢⎣ Va

Vb
Vc

⎤⎥⎦ (3)

The three phase currents required for the current controlled source can be obtained from the
quadrature and direct currents using the inverse Park’s transformation as:⎡⎢⎣ Ia

Ib
Ic

⎤⎥⎦ =

⎡⎢⎣ cos(θ) − sin(θ) 1
cos(θ − 2π/3) − sin(θ − 2π/3) 1
cos(θ + 2π/3) − sin(θ + 2π/3) 1

⎤⎥⎦
⎡⎢⎣ Id

Iq

I0

⎤⎥⎦ (4)

In this manner, the initialization is straightforward and accurate when the power transfers at the
PCC are known.

In this paper, the main focus is on situations where the HUT component contributes a significant
active or reactive power, without which the simulated network cannot survive, due to under/over
frequency/voltage. In this case, the simplest approach is to implement method (4), the controlled
current source. This is because it is a conventional approach that can be implemented in simulation
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using well-known dq axis control techniques. These techniques are common to most conventional
converter-connected generation, active front-end, and storage device technologies.

In some other scenarios, it may be that the HUT properties which are required to stabilise the
power network are not so much absolute balances of fundamental active and reactive power, but other
properties such as synchronising torque, grid stiffness, harmonic damping, etc. In these cases, which are
out of the scope of the present paper, a simulated HUT using a current-source approach may not
be appropriate or sufficient, and a voltage-source approach may be more suitable, along the lines of
method (2) or (3). These types of solution could be explored in future work, and one potential solution
has been referred to (within a simulation-only environment, without hardware) in [18].

Accordingly, the AC current controlled source is the ideal alternative for the initialization and has
been implemented for its evaluation. A schematic of the current source configuration for initialization
purposes of PHIL simulations is shown in Figure 2 for a six-area GB power system. This study presents
four simulated areas, and two areas (Areas 1 and 2) represented in hardware. The initialization
therefore sees the latter emulated by current sources.

 

Figure 2. PHIL initialization and synchronization structure at DRTS side.

2.3. Synchronization

In typical PHIL simulations, the HUT is connected to the DRTS simulation (synchronized) through
the action of closing a simple switch, thus closing the loop between the HUT and the DRTS. During
the process of synchronization, the currents from the auxiliary emulated HUT utilized for initialization
need to be replaced with the hardware currents (i.e., the measured response from the HUT). It is
essential to ensure that during the process of synchronization the voltage and frequency of the network
do not exceed the safety margins of the power interface and HUT. In addition, when any voltage
or frequency control algorithms are implemented within the network, it is often desired that the
synchronization of the HUT causes the least possible change in system frequency and voltage in order
not to cause any undesired control actions. The synchronization method chosen will be dependent
upon the initialization method selected. Therefore, in this section, the synchronization process for each
of the initialization methods presented in previous section is discussed.

• Detailed simulation of HUT: while this could be the best option for the purpose of initialization of
PHIL, assuming an accurate enough model of HUT is available, for the purpose of synchronization,
a dispatching algorithm to reduce the generation and load of the emulated HUT would be required
to avoid the frequency going to abnormal values when the HUT is first connected. It can therefore
be said that, utilizing a detailed model of the HUT is very challenging for initialization and
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synchronization of PHIL setups due to the requirement of developing dedicated HUT models
and dispatch algorithms.

• AC voltage source: Apart from the fact that the AC voltage source is not the ideal approach for
initialization due to its response as an infinite source, similarly, the power output of the voltage
source cannot be controlled and the process can lead to an erroneous synchronization.

• Synchronous generator: In order to attain a smooth transition from the auxiliary emulated HUT
(the synchronous generator) and the HUT, a complex control would be required (for governor
and excitation system) to ensure least deviation in frequency and voltage during the process.
This controller would be a generic solution that can be reused, however, would be limited to
scenarios where the HUT effectively emulates generation.

• AC Controlled Current Source: if a controlled current source is utilized, the synchronization can be
achieved with a proposed simple logic as presented in Figure 2. The synchronization process is
begun by means of a synchronization switch that inversely ramps up and down both controlled
current sources. The ramp rate can be chosen such that it doesn’t create any oscillations or
transients on the system, once the currents from the auxiliary emulated HUT are reduced to zero
and the currents from the HUT are fully connected to the simulation, the system is synchronized.

From the above discussion, it can be deduced that for the purpose of initialization and
synchronization of PHIL setups, where the HUT represents a significant part of the test network,
the most convenient option available is to utilize a controlled current source. It performs ideally under
all scenarios, with accurate performance and a reliable, straightforward implementation. Furthermore,
it is a generic approach that can be utilized when the HUT emulates net generation or load.

A proposed process for performing the initialization and synchronization is shown in Figure 3 with
a flowchart. This process assumes that the PHIL simulation is stable for the interface algorithm chosen.
This should be ensured before the PHIL simulation initialization and synchronization procedure
is begun.

 

Figure 3. Initialization and synchronization flowchart.

3. Experimental Setup for PHIL

In this section, the different components of the PHIL setup used for the validation of the proposed
initialization and synchronization process are described. First the real-time simulation model of the
Great Britain (GB) reference power system developed within RSCAD (a power system simulation
software from RTDS Technologies, Winnipeg, MB, Canada) is described, the characteristics of the
power interface used for the interconnection of the simulated system with the hardware is presented,
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the HUT utilized is detailed and finally the existing time delay within the setup is considered for
the synchronization.

3.1. GB Power System.

A reduced six-bus dynamic model of the GB power system has been chosen as the simulated
network for this PHIL setup. A single line diagram of the GB power system is shown in Figure 4a.
The choice of a six-area model is based on the GB National Electricity Transmission System (NETS)
boundary map presented in the Electricity Ten Year Statement (ETYS) of National Grid, Transmission
System Operator (TSO) of GB, where the GB transmission network is grouped into six regions [19].
These regions have been developed around major generation sources, power flow corridors and load
centres [19]. The model is based on real power flow data of the six regions. Each area is built as
the combination of a lumped generator and load. The area wise generation, area wise active and
reactive power load, and inter-area power flows have been presented in Tables 1 and 2. The model
has been developed in RSCAD and simulated in real-time using a Real Time Digital Simulator from
RTDS Technologies.

 

 

(a) (b) 

Figure 4. (a) Reduced six-bus dynamic model of the GB power system, (b) Dynamic power system
laboratory (HUT).

Table 1. Area wise capacity and initial load condition.

Capacity and Loading Conditions Area 1 Area 2 Area 3 Area 4 Area 5 Area 6

Area wise generation capacity (MVA) 11,000 20,000 9160 5500 15,500 2000
Area wise active power load (MW) 8468 12,548 8398 2150 26,852 100

Area wise reactive power load (MVAr) 4109 6077 4067 1041 13,005 500

Table 2. Inter-area power flows.

Inter-area active power flow (MW)
P1-2 P2-3 P3-4 P4-5 P6-4

2097 8900 9105 13,080 970

Inter-area reactive power flow (MVAr)
Q1-2 Q2-3 Q3-4 Q4-5 Q6-4

1328 4257 5025 7088 155
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3.2. Power Interface

The power interface is composed of a 90 kVA back-to-back converter unit with a switching
frequency of 8 kHz responsible for amplifying the signal received from the DRTS. Different interface
algorithms have been described in the literature [11,17,20,21]. For the purpose of this paper, the voltage
ideal transformer method (ITM) has been selected due to its straightforward implementation and
good stability performance. Accordingly, the power interface amplifies and reproduces the voltages
received from the simulation and therefore is controlled as a voltage source. At the same time, in the
configuration used for this experiment, the power interface is also responsible for measuring the
response of the HUT and sending it back to the DRTS for closing the loop with the simulation. Having
analog-to-digital and digital-to-analog conversions at both ends, analog interface signals are exchanged
between the power interface and the DRTS.

3.3. HUT

The Dynamic Power Systems Laboratory (DPSL) will be utilized as the HUT within this paper
for the example case study. DPSL comprises a reconfigurable 125 kVA, 400 V three-phase AC power
network with multiple controllable supplies and loads with flexible control systems and interfaces.
The one-line diagram of DPSL is presented in Figure 4b. The laboratory network is designed such that
it can be split into three separate power islands (represented as cells in Figure 4b) under independent
control, or as a centralized interconnected system.

For the example case study, only cell 2 and 3 of Figure 4b will form the HUT, while the 90 kVA
unit from cell 1 will represent the power interface. Since the laboratory equipment is relatively small
compared to the required power transfers at the PCC, the response of the HUT (the measured currents
at the hardware PCC) will be scaled up proportionally to match the test scenario.

The scaling of the response does not impact the simulation results; however, the scaling of the
response does make the system more sensitive to oscillations. Small oscillations within the HUT can
result in large power oscillations within the simulated system. This can lead the system to instability or
cause the implemented controllers to malfunction. This further demonstrates the need for appropriate
measures to be undertaken for initialization and synchronization of large synchronous power systems
that become sensitive to oscillations under scaled PHIL setups.

3.4. Time Delay Compensation

The synchronization process is completed when the measured response of the HUT is injected
into the simulation. However, typically the hardware response (measured currents at the PCC)
is delayed compared to the reference currents generated during initialization. The entire PHIL
process: the processing time of the DRTS, the communication between DRTS and power interface,
the power interface processing time for amplifying the signal and the feedback loop measurement and
communication, contributes to this delay. For this work, a phase compensation method, as reported
in [22], is utilized for compensating the time delay. If the delay is not compensated, it is not possible
to ensure the equality of the reference power and the injected power and therefore the fidelity
of the simulation. Once the delay has been accounted for, the hardware and simulation can be
accurately synchronized.

4. Experimental Assessment and Validation

In this section, an assessment of the proposed initialization and synchronization procedures for
PHIL simulations is performed. Two case studies have been developed for this purpose, first a case
with a significant HUT that affects the PHIL initialization and synchronization if no measure is in
place, and afterwards a case in which the simulation could be initialized without HUT, although with
erroneous voltage and frequency parameters.
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Case Study A: HUT critical for the stability of the real-time simulation.

For the first case study, the HUT is to represent Area 1 and 2 of the GB power system (as shown in
Figure 4a) while the remaining areas will be part of the simulated network on the DRTS. As can be
observed from Table 2, there is an active and reactive power flow from Area 2 to Area 3. This power
flow needs to be matched by the HUT, effectively emulating generation of active and reactive power.
Cell 2 and Cell 3 of the DPSL represent Area 2 and Area 1 respectively, while the 90kVA back-to-back
converter is used as the power interface.

Initialization

The active and reactive power flow from Area 2 to Area 3 is 8900 MW and 4257 MVAR. Without the
HUT representing Area 1 and 2, the remainder of the simulated GB power system (Area 3–6) within
RSCAD, fails to initialize due to a lack of generation supposed to be produced by Area 1 and 2.
The HUT emulates a large generation portion and the DRTS simulation model is unstable without the
HUT. Hence, the process shown in Figure 3 is followed, were initialization of the RT system with an
initialization technique is required. The AC current source mode for initialization is implemented due
to its simplicity and its suitability to perform the synchronization process.

The schematic of the used methodology for initialization and synchronization of this PHIL
implementation is shown in Figure 2. As can be observed from the figure, the auxiliary emulated
HUT (the controlled current source in this case) is utilized to reproduce currents generated from the
power reference i.e., 8900 MW and 4257 MVAR. Once the RT simulation is initialized and attained
steady state, the PCC voltages (scaled down to 400 V) are reproduced in the laboratory using the
power interface. Trying to reproduce the simulation voltages when the simulation is not yet stabilized
or initialized properly, can damage the hardware components as large transients or/and oscillations
can be present. With stable voltage being reproduced at the laboratory, the HUT components are then
connected and initialized.

Synchronization

The main objective of the synchronization is to replace the auxiliary currents generated by the
controlled current sources with the measured HUT currents. This is intended to be performed so
that there is least change in frequency and voltage during the process of synchronization and least
impact on the stability of the simulated network. After the DRTS is successfully initialized, the voltage
from the simulation is reproduced by the power interface, allowing for the set reference power to be
injected into the PCC. In this case, the net generation is produced by the 15 kVA back-to-back converter,
the synchronous generator in cell 1 and the 10 kVA inverter in cell 2. A load bank has been added in
each of the cells to represent the local loads within the two areas. By using these three power sources,
the maximum power injection is limited to 27 kVA. The parameters used for the different hardware
components are listed in Table 3. In order to represent the 8900 MW and 4257 MVAR from Area 2,
the hardware currents are scaled by means of a scaling factor. For this work the scaling factor is chosen
as k = 9 × 105.

Table 3. Power setpoints for hardware components for case study A.

Area Component P (W) Q (Var)

Cell 2
15 kVA B2B Inverter 7000 3600

2 kVA Synchronous Generator 1500 0
Load Bank 2 −1500 0

Cell 3
10 kVA Inverter 6600 1100

Load Bank 3 −3300 0

Consequently, the measured HUT currents, when injected into the simulation, should be equal
to the auxiliary emulated HUT currents. In this case, the currents are being generated by small
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scale power converters which produce a considerable number of harmonics. The amplitude of the
harmonic components when scaled up is not typical of transmission levels. To mitigate this issue,
the currents received at the DRTS are filtered by means of a low pass filter. The low pass filter cut off
frequency is selected as 200 Hz in order to reduce the impact of the harmonics, thereby alleviating the
sensitivity of the simulation to oscillations. However, the low pass filter increases the time delay of
the received signal. Therefore, time delay compensation is required not only to compensate for the
delay characteristics of PHIL structures, but more importantly in this case, the delay introduced by
the filter. This is because the selected cut-off frequency attains a much larger delay than the typical
delay of PHIL setups. The results for the compensation of the time delay in this implementation are
presented in Figure 5a.

 
(a) (b) 

 
(c) (d) 

Figure 5. Results for study case A: HUT critical for stability of RT simulation, (a) time delay
compensation, (b) currents swapping during synchronization, (c) frequency at PCC during
synchronization and (d) voltage at PCC during synchronization.

Once the measured hardware currents (after scaling) and the auxiliary signals used for
initialization are of the same magnitude and phase, the replacement process is initiated by means of the
synchronization switch shown in Figure 2. The currents are then ramped up and down simultaneously
over a period of 90 s as shown in Figure 5b. The frequency and voltage at PCC, during the process
of synchronization, are presented in Figure 5c,d respectively. As can be observed from the two
figures, although the HUT currents have been compensated for the time delay and filter delay and are
approximately similar to the emulated currents (as shown in Figure 5a), there is an obvious change in
both voltage and frequency during the process of synchronization. The change in frequency is less
than 0.02% and the change in voltage is less than 0.05%. This is mainly due to small inaccuracies such
as losses in small impedances, measurements inaccuracies and control inaccuracies of the hardware
assets, although in this case the difference is not affecting to the test implementation.

The ramp rate utilized plays an important practical role in minimizing such impacts during the
process of synchronization. Synchronizing without a ramp rate, risks transients being introduced.
The ramp rate is dependent upon the acceptable variation on voltage and frequency during the
process of synchronization. With the PHIL simulation fully synchronized and the power transfers
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set as required by the scenario, the testing of, for example, new control algorithms in a more realistic
environment is made possible.

Case Study B: HUT Affecting Voltage and Frequency During Initialization.

For the second case study, the HUT represents Area 5 of the GB power system (as shown in
Figure 4a). As can be observed from Table 2, there is an active and reactive power flow into Area 5.
Therefore, in this case, the HUT effectively emulates a consumer area at the PCC. Cell 2, Cell 3, and the
40 kVA load bank of Cell 1 combined represent Area 4, while the 90 kVA power converter from Cell 1
is used as the power interface. The specific setpoints used for each of the components in each cell are
presented in Table 4.

Table 4. Power setpoints for hardware components for case study B.

Area Component P (W) Q (Var)

Cell 1 Load Bank 1 −14,000 −7900

Cell 2
15 kVA B2B Inverter 4500 −3000

2 kVA Synchronous Generator 1000 0
Load Bank 2 −9000 −3500

Cell 3
10 kVA Inverter 5200 0

Load Bank 3 −9000 −3500

Induction motor −4700 −3000

Initialization

The schematic of the PHIL interconnection within RSCAD is presented in Figure 6a. The HUT
emulates net consumption, and so the measured current will have opposite direction to case A and
will be drawing power from the simulated power system (through the power interface). In order to
represent the 13,080 MW and 7088 MVAR absorbed by Area 5, the hardware currents are scaled by
means of a scaling factor. The scaling factor in this case is set to k = 5 × 105.

 
 

 
 

(a) (b) 

Figure 6. PHIL configuration for case study B: affecting voltage and frequency during initialization.
(a) with current source, (b) with dynamic load.

In this case, the remainder of the GB power system (Areas 1–3, 4 and 6) simulated within
RSCAD would initialize without Area 5, as there is enough generation to support the network,
unlike case A, but the frequency of the network would be above nominal (as no dispatching algorithm
is implemented). The value of the frequency deviation would depend upon the droop settings.
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This is again undesirable as this would activate any frequency control algorithms implemented
within the network. There is, of course, an option to de-activate the control during the process of
synchronization. However, there might be hardware limitations on the value of frequency that can
be sustained/emulated within the laboratory. To avoid such risks, an auxiliary component should be
utilized to initialize the test network for PHIL simulations. A dynamic load or a controlled current
source can be used for this purpose.

The schematic for initialization and synchronization of PHIL at the RTDS with the current source
as the initialization and synchronization component is shown in Figure 6a. The reference currents for
the auxiliary current source can be generated as presented in Case A Initialization. A dynamic load
could be also used for the initialization, however depending on the simulation software used this can
have different forms. For example, within Simulink simulation software the dynamic load is equivalent
to a current source, hence the method would be equivalent to the current source method presented
before (and therefore can be utilized for case A and B), while within RSCAD (RTDS simulation software
tool) the dynamic load model does not allow for negative power set points (rendering it unusable for
case A).

Synchronization

If the current sources are used for the initialization, the same process of synchronization as
presented in Case A Synchronization is used. In this case, the dynamic load model could also be
utilized indistinctly. However, if a dynamic load is being utilized, instead of using current set points,
active and reactive power set points are required (as presented in Figure 5b), and these can be
calculated as:

PSP_dynamic = Pre f − PHW (5)

QSP_dynamic = Qre f − QHW (6)

where PHW and QHW are the active and reactive power drawn by the hardware respectively, and can
be calculated as:

PHW = Va Ia1 + Vb Ib1 + Vc Ic1 (7)

QHW =
1√
3
(Va(Ib1 − Ic1) + Vb(Ic1 − Ia1) + Vc(Ia1 − Ib1)) (8)

where Vabc are the three phase voltages at PCC and Iabc1 are the currents measured at the PCC after the
increment factor.

For this scenario, the current source model has been implemented. It can be observed from
Figure 7 that by initializing and synchronizing the PHIL implementation with the current sources,
the frequency and voltage at the PCC remain at the same steady state levels as before the connection
with the HUT. Also, due to the nature of the hardware used and the real measurement devices,
which can introduce some noise into the signals, the frequency and voltage waveforms show more
realistic dynamics in comparison with a pure simulation.
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(a) (b) 

Figure 7. Results for case B: affecting voltage and frequency during initialization (a) Frequency
variation, (b) voltage variation.

5. Conclusions

PHIL simulations can be complex to initialize and synchronize depending on the HUT and its
significance to the dynamic behaviour and stability of the overall study system. This then represents
a limiting factor on the range of scenarios for which PHIL can be applied. This paper presents a
range of possible methodologies for enabling the initialization and synchronization of such scenarios.
The investigation of these alternatives has led to the identification of a recommended approach that
uses current sources for initialization and symmetrical ramping rates for synchronization of PHIL
simulations. The resulting improved performance and extended range of feasible scenarios that can
be studied have been validated by experimentation of two different and realistic scenarios for the
GB power system. This will allow for safer and more stable PHIL simulations, and permit validation
of a wider range of realistic simulations through PHIL to the betterment of new controllers and
power components.
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Abstract: Distributed control and optimization strategies are a promising alternative approach to
centralized control within microgrids. In this paper, a multi-agent system is developed to deal
with the distributed secondary control of islanded microgrids. Two main challenges are identified
in the coordination of a microgrid: (i) interoperability among equipment from different vendors;
and (ii) online re-configuration of the network in the case of alteration of topology. To cope with these
challenges, the agents are designed to communicate with physical devices via the industrial standard
IEC 61850 and incorporate a plug and play feature. This allows interoperability within a microgrid
at agent layer as well as allows for online re-configuration upon topology alteration. A test case of
distributed frequency control of islanded microgrid with various scenarios was conducted to validate
the operation of proposed approach under controller and power hardware-in-the-loop environment,
comprising prototypical hardware agent systems and realistic communications network.

Keywords: distributed control; microgrid; hardware-in-the-loop; average consensus; multi-agent system

1. Introduction

Microgrids (MGs) are considered as the major component of the future power system to deal with
the proliferation of distributed generators (DGs) in low and medium voltage grids. In general, a MG is
a system integrated by DGs, controllable and non-controllable loads, energy storage systems (ESS) and
control and communication infrastructure. The MG can operate in islanded mode or grid-connected
mode [1]. By moving the generation closer to loads, MGs aid in reducing power transmission losses.
MGs also improve the reliability of the system with the ability to switch to islanded mode during
system disturbances and faults.

MGs introduce many advantages to both utility and consumers. However, control and
management of MGs induce significant challenges in term of coordination and aggregation.
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Centralized schemes, which are common in conventional power systems, may no longer be suitable
for significantly larger numbers of DG units due to many reasons [2], e.g., excessive computation
in the central unit due to numerous controllable loads and generators, reliability and security
of the central controller, frequent mutation of grid due to installation of new DGs and loads,
unwillingness to share data of participant actors, etc. Decentralized strategies are highly scalable
and robust because controllers only need local information and ignore coordination with others.
However, the system controlled in decentralized way can hardly reach network-wide optimum
operation. Distributed approach is considered as the best alternative for the control and management
of the next generation of power systems. In this approach, the central unit is eliminated and local
controllers coordinate with nearby units to reach global optima. The main advantage of the distributed
approach [2–4] is that the MGs can avoid system failure because the single central unit for controlling
whole system is neglected. Moreover, it presents enhanced cyber-security and reduced communication
distances. Furthermore, with the ability to perform in parallel, the computational load can be shared
and condensed significantly. Finally, the privacy of sensitive information of loads of DERs could be
inherited in the global operation.

Multi-agent system (MAS) is an advanced technology that has been recently applied in various
areas of science and engineering, including smart grids. In the power systems domain, agent-based
approaches have been applied in a wide range of applications such as load shedding, secondary control
or optimal power flow [5–7]. Agent with properties as autonomous, social, reactive and proactive [7]
are ideally suitable for distributed control implementation. The focus of this paper is the distributed
secondary frequency control strategy for islanded MGs to restore grid network to normal state under
various disturbances using MAS. Distributed control algorithms with an upper layer of agents have
been presented recently in refs. [7,8]. In refs. [9–12], novel distributed algorithms where proposed and
validated using pure power systems simulation tools. Some other works have utilized MAS runtime
environments (such as Java Agent Development Framework (JADE)) to implement the distributed
control system [13,14].

The interactions between entities (controllers, agents, devices, etc.) in MGs can lead to unexpected
behaviors, thus advanced platforms for testing are required to evaluate the performance of MGs before
the real deployment. The Hardware-in-the-loop (HIL) is an effective methodology to investigate
MGs [15–17]. HIL enhances the validation of components in power systems by conducting controller
Hardware-in-the-loop (CHIL) and power Hardware-in-the-loop (PHIL) [18]. CHIL is performed to
validate protection and controller devices. In the meanwhile, PHIL is used to validate the operation of
power devices as well as the dynamic interactions between them. The HIL implementation has been
used in refs. [6,19,20] for the investigation in distributed control in MGs. However, the combination of
CHIL and PHIL or the realistic communication environment is rarely reported.

In distributed control, communication plays an important role as system performance
(e.g., local optimization and global convergence time) depends heavily on the information exchange
among agents [21]. In order to ensure seamless communications in MAS, it is required that the system
possesses and maintains a high level of inter-agent interoperability. Interoperability allows the network
to seamlessly and autonomously integrate all components of power, distribution, management,
and communication while minimizing human intervention. It has a direct impact on the cost of
installation and integration and also introduces the ability to easily connect and integrate new
components and systems. It allows the substitution/improvement of a component in the network
without any problem to the overall operation of the integrated system [22]. It is however not an easy
task due to the existence of a variety of vendors and communication interfaces in the framework of
micro-grid. Standards or regulations can be used to bridge the gap but are not necessarily sufficient
to ensure interoperability. In some cases, systems implementing the same standard may fail to
interoperate because of the variability in the practical implementations.

Interoperability can be considered in several evaluation models and in terms of different technical
and conceptual levels (e.g., semantic, syntactic, dynamic and physical) [23]. As in the Smart Grid
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Interoperability Maturity Model (SGIMM) [24], ultimate goal of interoperability is the concept of
“plug-and-play”: the system is able to configure and integrate a component into the system by simply
plugging it in. An automatic process determines the nature of the connected component to properly
configure and operate. Achieving plug-and-play is not easy, and in the particular context of distributed
control in micro-grid with MAS, several important challenges are highlighted:

• Firstly, in MGs, infrastructure may be supplied by different vendors and may be compliant
to different protocols. Agents are required to be able to transfer data with local controllers
and measurement system through various standardized or commercialized industrial protocols,
while on the other hand, has to comply with the inter-agent communication protocols.

• Secondly, in distribution network of MG, the structure of grid and the total capacity of ESSs
may change/be upgraded progressively along with the increase of loads and renewable energy
sources. Furthermore, ESS is an element which requires regular maintenance and replacement.
The corresponding agent has to be activated or deactivated accordingly to the state of the ESS.
The local control algorithm (intra-agent) needs to be flexible enough to adapt to this frequent
alteration of structure and capacity without major re-configuration.

• Not only at local level, the alteration of topology is also a critical obstacle that needs to be solved
to achieve "Plug and Play" capacity at system level. The micro-grid operation is based on the
consensus processes of the agents which tries to find a global solution based on limited information
acquired from the neighbourhood. Consensus algorithms are introduced mathematically and
often adapted to a certain network topology. Therefore, the integration or removal of an agent in
the network (or alteration of topology) requires a throughout re-configuration or adaptation of the
entire network.

• Last but not least, the asynchronous interaction (inter-agent) under influence of various type of
uncertainties in a real communications network is much more complex and is not yet covered
in the mathematical model. The performance of the real system may be derived from the
theoretical one if this aspect is not considered during the design and validation process. However,
in aforementioned research, the communication network is typically ignored. In ref. [25], the data
transfer latency is considered, as deterministic time delays which does not accurately reflect
realistic communications networks. Furthermore, the design of agents and the interactions among
the agents as well as with controllers and devices were ambiguous and unspecific.

The above challenges are tackled in this paper. Particularly, we propose a method to implement
interoperability within a MG with plug and play feature at the agent layer of distributed control
scheme.The main contributions of this paper are twofold:

• We develop a multi-agent system with “plug and play” capacity for distributed secondary control
of frequency in islanded MGs. Firstly, a multi-layer structure is proposed to describe thoroughly
the MG system operating with agents. The structure consists of three layers: Device layer,
Control layer and Agent layer. The agent, which is an autonomous program with server/client
structure, is designed to process an average consensus algorithm and send proper signal to
inverter controller in a distributed scheme. The agent is also equipped with the ability of
collecting and broadcasting messages via the industrial protocol IEC 61850. The “Plug and
Play” capacity is realized at the agent layer, as the system will automatically adapt to the alteration
of topology (integration of new agent or removal of an agent) and react accordingly to maintain
seamless operation.

• The proposed distributed secondary control is implemented in a laboratory platform based on the
propose in [18] with controller and power-hardware-in-the-loop (C/PHIL) setup, incorporating
realistic communications network with the impact of uncertainties considered. The performance
of system under realistic condition shows that the agents are able to resist to disturbances and to
self-configure under alteration of grid topology.
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The paper is organized as following: Section 2 presents layer structure of a MG and average
consensus algorithm. Section 3 describes the design of agents with plug-and-play feature operating as
highest layer in the structure. Section 4 provides a laboratory platform with controller and power HIL
setup to simulate a test case autonomous MG. A testing procedure and experimental results is also
presented to validate the operation of agent system in a physical communication network. Section 5
concludes the paper while also highlighting some aspects worthy of consideration in future.

2. MAS Based Multi-Layer Architecture for Distributed Secondary Control in MG

The hierarchical structure, which is comprised of primary, secondary and tertiary level,
is commonly used to control in MG [26–28]. The primary control level is used to stabilize frequency and
voltage when disturbances occur by using only local measurements. The system in this control level
has a fast response to reach the steady-state. However, there are deviations of frequency and voltage
compared with the nominal values. The secondary control with global information is implemented to
restore the frequency and voltage. At the top layer, the power flow to the main grid and optimized
operation within grids is managed in the tertiary control level. This paper deals with the problem of
secondary control in MG. In particular, we propose a three layer structure based on MAS for distributed
secondary control in MG.

The architecture consists of three layers: Device layer containing the physical components
and electrical connections, Control layer corresponding to alterations in the system operation, and
providing control signals to the Device layer and finally Agent layer which receives measurements
from corresponding devices, communicates, calculates and then returns proper signals to controllers.
This architecture shows distinctly the relationship between agents and power system components
while emphasizes on the communications network, which introduces increasingly important impact to
the modern grid. Figure 1 illustrates the three-layer structure, where devices, controllers and agents
are shown.
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Figure 1. Layer structure.

Depending upon the objective and requirement of the device under control, the controller in
Control layer either needs information from its agent and device or only its device. For instance,
MPPT controller for PV source or primary control for inverter require local measurements from Device
layer. However, with the secondary and tertiary controls of inverters, the additional signals from Agent
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layer are mandatory. In this paper, Control layer comprises controllers of inverters operating in parallel
as grid-forming sources. The parallel configuration of voltage source inverters (VSIs) allows connection
of multiple VSIs to form a MG thus facilitating the scalability and improving the redundancy and
reliability of system. The control of each inverter is responsible for sharing the total load demand
according to the rated power and resisting the instability of frequency and voltage in MGs. When a
disturbance in the MG happens, the primary control of DGs will active immediately and the system
is stabilized. Then, agents in Agent layer will send signals to compensate any errors with respect
to the nominal condition through the secondary control. The local controller of DG in Control layer
includes primary and secondary control level in the hierarchical control structure. The primary control
adjusts the references of frequency and voltage to provide to the inner control loop of the inverter.
The secondary control is conducted to fix the frequency and voltage to their nominal values after any
changing of the system. This paper will focus only on controlling frequency, the proportional integral
(PI) controller is used to deal with the steady-state error.

Classical approaches employ the MG’s central controller which receives Δ f from the measurement
of a single point of the grid. The setpoint of secondary control unit is then distributed to local controllers
of primary control. However in the distributed control manner, this centralized unit is eliminated.
In our proposal, each local controller corresponds to an agent. The measurement devices are required
to provide local frequency deviation to the connected agent which communicates with others to return
the global Δ f . An agent-based consensus algorithm is applied in the Agent layer and the processes in
all agents converge at a same consensus value after a number of iterations. This consensus value is
also the average frequency deviation transferred to PI controller.

In the proposed distributed frequency control system, each agent needs only local information
but could return global results by using the average consensus algorithm. The algorithm also ensures
that the signals are sent to the local controllers concurrently and those signals have the identical values
as in the case of the centralized strategy.

A consensus algorithm is an interaction rule for a specific objective. The rule describes the
information exchange between a entity and its neighbors in the communication network. It is assumed
that each agent receives an input value at initial. The average consensus problem is the distributed
computational problem of finding the average of the set of initial values by using only local and
adjacent information. Consider a network with N nodes, the initial value at node i is xi(0) ∈ R. Node i
only communicate with node j ∈ Ni in a constraint network. The goal of the algorithm is: firstly,
each node compute the average of initial values, 1

N ∑N
i=1 xi(0) and secondly, all nodes reach consensus

on this value at the same time.

lim
t→∞

xi(t) =
1
N

N

∑
i=1

xi(0) ∀i ∈ V (1)

Equation (2) introduces a standard algorithm to solve the average consensus problem following
the iteration update.

xi(t + 1) =
N

∑
j=1

Wi,jxj(t) i = 1, ..., N (2)

where t ∈ N are the iteration steps and W ∈ RN×N is the weight matrix. Each node uses only local
and neighborhood information, hence, Wi,j = 0 if j /∈ Ni and j 
= i. To simplify the expression of the
algorithm, let us define the column vector of xi(t)

X(t) =
[

x1(t) x2(t) ... xN(t)
]

Then Equation (2) can be rewritten as:

X(t + 1) = WX(t) (3)
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Assuming that consensus state is achieved at iteration t0, from Equation (3) we can imply that
X(t0) = Wt0 x(0). The necessary and sufficient condition for the convergence is:

lim
t→∞

Wt =
11T

N
(4)

where 1 is the vector consisting of only ones. There exists various ways to determine the weight
matrix. In this work, we choose the Metropolis rule [29] because of its stability, adaptability to topology
changes and near-optimal performance. The element of weight matrix is found as Equation (5)

wij =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1

max(ni+1,nj+1) , if i ∈ Nj

0, if i /∈ Nj

1 − ∑i∈Nj
aij, if i = j

(5)

where ni = |Ni|, wij ∈ [0, 1].

3. Design of Agent with the Plug and Play Feature

In this section, we introduce the design of agents with plug and play feature for distributed
secondary control in an islanded MG with multiple grid-forming inverters. The MG includes a number
of ESSs with power electric inverter interface operated in parallel. All of the ESSs participate in
regulating frequency and voltage to keep the grid in the steady state. In this work, we focus on
frequency control. Due to multi-master strategy, the coordination between inverters in the grid is
mandatory. The operation of an ESS, which is connected to grid through an inverter based interface,
is separated into three parts in the proposed layer structure, as described in Figure 2. The PI controllers
of inverters requires setpoints from agents to recover the frequency to normal once disturbances occur
in the MG. The agent in this work is designed to implement the average consensus algorithm presented
in previous section. The process of the algorithm is iterative. The state in initial iteration of an agent is
the input of the agent, which is frequency deviation sensed locally from the device layer. Agent output,
serving as feedback to the controller, is the average of inputs of all agents in the system. The output is
collected after a specific number of iterations.
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Figure 2. An inverter based interface ESS in the layer structure.

272



Energies 2018, 11, 3253

The iterative process in an agent is described in Algorithm 1. The agent conducts consecutive
consensus loop. A loop is begun from Iteration 0 when the agent receives the measurement from
devices and is finished at Iteration t0. Upon reaching the consensus state at Iteration t0, the agent sends
its final state to the corresponding controller and immediately jumps to a new loop at Iteration 0 again.

Algorithm 1 The average consensus process in Agent i.

1: t = 0 � begin a loop at initial iteration
2: N i ← N i

0 � list of neighborhood agents
3: ni = |N i

0| � number of neighbors
4: xi ← xi

0 � obtain initial state from Device layer, this state is value of frequency deviation measured

locally at node i
5: distribute the initial value and number of neighbors to all neighbors
6: collect the initial value and number of neighbors from neighbor agents xj, nj j ∈ N i

7: wij =

⎧⎪⎪⎨⎪⎪⎩
1

max(ni+1,nj+1) , if i ∈ N j

1 − ∑i∈N j aij, if i = j
� calculate elements of weight matrix involved in Agent i and

its neighbors using Metropolis rule
8: collect the initial value of neighbors
9: t = t + 1 � move to Iteration 1

10: while t < t0 do � t0 is the number of iteration needed to reach the consensus state
11: xi(t) = ∑j∈Ni

wijxj(t − 1) � update the state at Iteration t
12: distribute the updated state at Iteration t to all neighbors
13: collect the state of all neighbors at Iteration t
14: t = t + 1 � move to next iteration
15: return xi(t0) � consensus value which is the average of measured frequency deviation
16: send the consensus value to Control layer (to PI controller) � finish the current loop
17: redo from step 1 � start a new loop

Intuitively, what happens in agents is separated into three phases:

1. Initialization phase: Each agent receives initial state which is its local frequency deviation. Data are
transferred from Device layer to Agent layer.

2. Updating state phase: States of next iterations in each agent are updated using the agent current
state and neighbors’ states following Metropolis rule. An agent will move from Iteration t to
Iteration t + 1 if and only if it collects information from all neighbors at Iteration t. Data are then
transferred internally within the Agent layer.

3. Returning value phase: At a specific iteration, all agents finish consensus process loop and send
the same average value of frequency deviation to controllers. Data are transferred from Agent
layer to Control layer.

The calculation for each iteration relies on information being received from neighbors.
The consensus processes in agents are therefore almost at the same iteration (not always at the
same iteration due to minor differences introduced by time taken to exchange data amongst the agents).
It can be imagined that all agents are on a line and all elements in this line march ahead from an
iteration to the next iteration together in a "lock-step" manner. If an issue occurs with any element,
this line will stop moving on until the issue is fixed.

In MGs, the topology and the total capacity may change subject to the increase in load and
fluctuations in renewable energy sources. The global consensus based operation of the MG has to be
capable of adapting to this frequent alteration of structure and capacity without major re-configuration.
In our research, we design the agent system with the capability of plug and play operation, i.e.,
the network and the algorithm need to automatically detect and adapt to addition and/or removal
of agents.
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Figure 3 describes the logic implemented within agents when Agent i is shut down owing to its
corresponding ESS i being out of service. We also consider agents who are connected with Agent i.
Agent j is one of the neighbors of Agent i. When obtaining signal from Device layer and knowing that
the ESS it handles was tripped out, Agent i triggers its process of shutting down. It sends signals to
all neighbors to inform its status before stopping. In term of Agent j (as well as other neighbors of
Agent i), when receiving the alert from Agent i at Iteration t, it will pause the process of updating state
and start the reconfiguration process. Because Agent j lost one neighbor, the neighbors of Agent j also
have to recompute the weight matrix elements. The agent system are paused at Iteration t until all
involved agents finish modifying and return to the updating process.

Figure 4 presents the mechanism of an Agent i and its neighbors when the Agent i is added into
the operating multi-agent system (an ESS is installed to MG). The unknown integration of Agent
i in the agent network may cause the disturbance to the involved agents. Agent j is one neighbor
of Agent i. The task of all involved agents in this case is more complicated because Agent i has no
information about current iteration of agent system that may break the synchronization and accuracy
in computation of agents. We propose a way to overcome this challenge as follows: Once Agent i is
notified that its corresponding ESS (ESS i) is connected to the MG, it will inform its neighbors about its
appearance in the agent system and require the current Iteration t of system in reverse. Simultaneously,
Agent i takes parameters from its neighbors to compute weight matrix elements. Neighbor j deals
with this scenario in the similar way when Agent i is removed. An additional step in this case is only
that Agent j broadcasts the current iteration to Agent i. The multi-agent system after that moving to
next iterations and operating normally.
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Figure 3. Algorithm of agent system when an ESS is out of MG.
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Figure 4. Algorithm of agent system when an ESS is added to MG.

This proposal minimizes human intervention in network operation upon alterations of topology
due to addition or removal of agents. While infrastructure of MG can be supplied by various vendors
and uses various multiple protocols, the proposed system can ensure interoperability at Agent layer
and therefore facilitates the integration and coordination of assets in MG. To demonstrate the proposed
architecture and its plug and play feature, in the following section, a case study of distributed frequency
control in MG is presented. The case-study is implemented on a laboratory platform using controller
and power HIL environment incorporating real communications network.

4. Validation

To validate the distributed control algorithm with the proposed architecture of agents, we consider
a MG as depicted in Figure 5.

4.1. Platform Design for Validation of Distributed Control in MG

The experimental platform for this case-study (as shown in Figure 6) consists of two main groups
of components: firstly a PHIL capability with a power inverter as the power component and secondly
the CHIL setup with a MAS performed in a realistic communications network.
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4.1.1. PHIL with Power Inverter

This part of the platform covers the Device layer and the Control layer in the layer structure.
The MG (Device layer) and local controllers (Control layer) of the inverters were implemented in Real
Time Digital Power System Simulator (RTDS). The testing of the distributed control can be significantly
improved by adding one more layer of reality to the experiments by driving real hardware components
with the controller under test. For the introduction of real dynamics into the test case, the system
includes two sections: one section is composed of one ESS which is the hardware battery, emulated by
the inverter, with its corresponding local controller, and one section is composed of the remaining
elements of the MG simulated within the real-time simulator from RTDS Technologies.

4.1.2. CHIL with MAS and Realistic Communications Network

Agent layer in the layer structure is represented by this part of the platform. A cluster of Raspberry
PIs (RPI) with custom distributed control embedded forms the multi-agent system. The RPIs connect
to the laboratory communications network through an Ethernet switch. The communications among
agents is in a client/server manner and can be configured to correspond under any network topology.
Each agent is a server that waits for incoming messages and dispatches them to the corresponding
method calls but is also a client of neighboring servers. To implement the consensus algorithm in
the MAS, we use the aiomas open source framework (https://aiomas.readthedocs.io). Each agent
waits for input, then compute outputs based on the input and internal states. Specifically, in our
case, input of an agent is sensed from local devices and adjacent information is received from nearby
agents. Agents run the average consensus process in parallel and return the convergent values to
the controllers. Moreover, the inter-agent data are transmitted through physical local area network.
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Therefore, the convergence of distributed implementation and its impact to the power system operation
is evaluated in a more realistic manner. Moreover, the disturbance of communication (i.e., latency,
packet loss, cyber-attack, etc.) could be integrated directly to analyze the performance and the stability
of system. Figure 7 explicitly illustrates the structure of agents that we designed. Beside of RPC
server/client, asynchronous processes run in agents for implementing the algorithms as well as
transferring data with outside devices.
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process consensus algorithm , transfer data
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Agent i (aiomas based program)

Raspberry i
IP address i
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RPC client m
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process consensus algorithm, transfer data
with corresponding controller and devices

Agent j (aiomas based program)

Raspberry j
IP address j

TCP/IP

Figure 7. Structure of agents.

4.1.3. Interfaces between Agents and RTDS

In the context of this paper, RPIs transfer information to RTDS through GTNETcard using IEC
61850 GOOSE (Generic Object Oriented Substation Event) protocol. IEC 61850 is an industrial protocol
which improve interoperability, reduce the time required for sending real-time data and its approach
is closer to industrial applications [30]. The objective is to provide utilities with a common advanced
protocol for transferring information of inverter-based DERs from different vendors. The signals are
distributed to make sure that RPIs can assess only local data.

4.2. Testing Procedure

A case study of secondary control in an autonomous MG was implemented to verify the operation
of the designed MAS by using the laboratory platform. The test case MG includes one load which is
supplied by five ESSs. Each ESS is interfaced with the MG through a power inverter and a filter. ESS 1
is the hardware battery controlled by an emulating controller. The inverters operate in parallel, and are
controlled as grid-forming converters, controlling grid frequency and voltage. The operation of an
ESS and its inverter, filter as well as its local controller with agent is explicitly presented in Section 2.
The parameters of inverter droop controllers were chosen to distinguish clearly the transient behavior
of local frequency. The selection is also appropriate with respect to real world deployment. Many ESSs
with various power capacities can be installed into the system. The rated active and droop coefficient
of the controllers are presented in Table 1. The proportional gains and the integral time constants of
secondary controllers of all inverters are identical.

The proposed layer structure is used to describe the test system as Figure 5. By separating the
system into distinct layers, we can have a thorough overview of the system and see how data are
transferred between devices, controllers and agents. For simplicity, Figure 5 only shows data flows of
ESS 1 and its controller and agent. Data flows for other ESSs are identical. The controllers of inverters
are decentralized as illustrated in Control layer because they only contact with local units. The system
information can be obtained via agents. In the distributed manner, the information agents receive is
not global but only from adjacent agents.
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Table 1. Parameters of ESS inverter controllers.

Parameter Value Unit

Inverter 1 P1
0 3 kW

k1
P 100 Hz/kW

Inverter 2 P2
0 8 kW

k2
P 200 Hz/kW

Inverter 3 P3
0 11 kW

k3
P 50 Hz/kW

Inverter 4 P4
0 10 kW

k4
P 100 Hz/kW

Inverter 5 P5
0 9 kW

k5
P 250 Hz/kW

Secondary controllers Kp 0.01
Ki 0.12

The performance of MAS is proven by showing that the system is stable and frequency is
controlled under various changes of the MG. Eight different scenarios with alteration of network
topology are emulated as illustrated in Figure 8. Initially, the MG operates in a steady state,
i.e., all ESSs are connected to the system. The connection among agents is presented in Figure 8a.
In Scenarios 1 and 2, we increase and decrease load power respectively. In Scenario 3, ESS 5 is
disconnected leading to the removal of Agent 5 out of the MAS as in Figure 8b. Then, the load
is changed in Scenarios 4 and 5 to verify the operation of the agent system after removing one
unit. In Scenario 6, we trip ESS 1 to test the adaption ability of MAS with hardware device. In this
scenario, the MAS operates with only three agents, as shown in Figure 8c. Finally, in Scenario 7, ESS
1 is reconnected to the system and in Scenario 8, the load is changed again to justify the operation
of MAS upon addition of an agent. The experiment procedure was carried out continuously and
throughout from Scenario 1 to Scenario 8 to prove ability of on-line self configuration of agents.
A scenario commences when the previous scenario is completed and the system has reached steady
state (i.e., frequency has returned to its nominal value).
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Figure 8. Topology of MAS in ech scenario.

4.3. Experimental Results

Efficiency of the proposed distributed control is verified by observing the following: (1) iterative
state values in each agent to show convergence performance of consensus process; (2) values of signals
controllers receives from agents; (3) local frequency measurements; (4) ESS active power outputs;
and (5) consensus computation performance.
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4.3.1. Step Change of Load Active Power

In the first two scenarios, when the MG consists of five ESSs, changes in active power of the
load are simulated to examine the operation of system under fixed (normal) condition of network
topology. Firstly, in Scenario 1, the load power was increased from 27 kW to 36 kW. Then, Scenario 2
was implemented by reducing the load power to 25 kW. The results of the two scenarios are presented
in Figures 9 and 10 respectively.
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Figure 9. Scenario 1. (a) The state values of agents; (b) Consensus values sent to controllers from
agents; (c) Frequency values measured at output of ESSs; and (d) Active power output of ESSs.
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As in Figures 9d and 10d, at the time the load was altered, power outputs of all ESSs are
changed accordingly to compensate the unbalanced power following the droop rule to stabilize system.
Specifically, during about first 2 s, where the inverters were under only primary control, a steady-state
frequency deviation from the nominal value exists as observed in Figures 9c and 10c.

To express thoroughly the computation of a consensus loop process in agents, we consider a
duration from t1 to t2 as illustrated in Figures 9a and 10a. Agents process the calculation as presented
in Algorithm 1. At t1, corresponding to Step 1 in the algorithm, all agents receive new initial states
and the local frequency deviations. The agents then exchange information, conduct the calculation,
and obtain the convergence at t2, corresponding to Step 17 in the algorithm. The considered process
was finished when the results (state values at t2) were sent to the controllers. The new consensus loop
was begun upon receiving new initial state by means of updating the measurements.

The statistics of the calculation time for a consensus process are shown in Figure 11. The time
is collected based on logging operation of agents. The values is not immutable but fluctuates in the
range mainly from 1.17 s to 1.26 s. This is because the agents communicate in a real physical network
environment in the laboratory. Even though the delay for transporting data may be nonsensical
due to short distances between agents (raspberry PIs in the designed platform), the performance of
transferring data has closely approached to practical network implementation.
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Figure 11. Time of one loop consensus process Scenarios 1–2.

It can be observed that, although communications delays are uncertain, consensus time is still
nearly analogous in all agents. Moreover, five traces of controller inputs (Figures 9b and 10b) overlap
demonstrating synchronous operation of MAS to send the average values of frequency errors to
secondary controllers concurrently. The MAS takes the role similar to a central controller in the
centralized control regime to send global information to local controllers. The controller of an ESS
inverter is a closed loop control system with feedback signal is the frequency error. Instead of receiving
continuously from the central controller, the PI controller in secondary control level of this system
updates the feedback from the agent. However, as above analysis, the agent need time for completing
a consensus loop process and reach the final state. The sample rate of feedback signal depends on
the calculation time in agent and the time for sending data. The network quality and computation
performance of agents therefore can significantly affect to the control system which in turn may cause
instabilities in the grid. Hence, the selection of parameters of PI controllers plays an important role in
controlling the system. Frequency of the grid system under proposed distributed control was restored
accurately to its nominal value within approximately 30 s of the occurrence of the disturbance.

4.3.2. Disconnecting an ESS

In Scenario 3, ESS 5 is tripped and in turn Agent 5 will be out of service. At this time,
the topology of MAS network was transformed by excluding one node and one connection line
as in Figure 8b. Agent 3 loses a neighbor, thus values of elements of weight matrix are no longer correct.
The modification for Agent 3 is mandatory for proper consensus process in MAS. The reconfiguration
process in Agent 3 is triggered when receiving inform message from Agent 5 as described in Section 3.
Figure 12 presents the results of system in Scenario 3. When ESS 5 is disconnected, the remaining ESSs
have to increase of power output to share the power previously supplied by ESS 5. The frequency is
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reduced as the result of droop controllers. Figure 12a shows the convergence of consensus processes in
agents which proves the capability of on-line adaptability of Agent 3 when its neighbor—Agent 5—is
removed. The frequency of system is controlled to return to reference value after the trip event occurs.
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Figure 12. Scenario 3. (a) The state values of agents; (b) Consensus values sent to controllers from
agents; (c) Frequency values measured at output of ESSs; and (d) Active power output of ESSs.

To inevitably verify the operation of agents against disturbances, two different events of changing
load power were conducted in two successive scenarios. In Scenario 4, the load power is increased
to 30 kW and, in Scenario 5, it is reduced to 20 kW. The results are presented respectively in
Figures 13 and 14 to ascertain the agent-based distributed algorithm. Similar to the results collected in
previous scenarios, the system frequency is gradually restored and kept steady at 50 Hz as initial state.
The time for a consensus loop process of the MAS with 4 agents depicted in Figure 15. Each process
needs approximately 1.1 s to be accomplished. Compared with the first scenarios, it is slightly faster
due to the reduction of MAS complexity and the decreasing quantity of agents.

Scenario 6 was implemented to check the resilience of system when the physical hardware ESS was
disconnected from the grid. Agent 1 was shut down along with ESS 1 and eliminated from neighbor
list of Agent 4. Agent 4, as aforementioned, also reconfigured itself to adapt to the new condition.
The topology of MAS is switched as Figure 8c with only three agents and two communication lines.
To ensure firmly the safety of devices, the real ESS was not tripped out abruptly. Alternatively,
we declined gradually the load power to zero. Therefore, as can be seen from the results depicted in
Figure 16, the remaining ESSs did not change immediately but increased slowly and reached to stable
values after about 20 s. Although there are significant differences in implementation, the system was
still robust to disturbances under distributed control with the MAS. The convergence of computation in
agents was assured to send precise signals to secondary controllers. Figure 17 shows the performance
of consensus processes in the agents. Agents computed faster (mainly about 0.86 s) yet ensured to
reach the consensus state. The system with consistently chosen PI parameters was proved to be stable
under various changes of feedback signals.
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Figure 13. Scenario 4. (a) The state values of agents; (b) Consensus values sent to controllers from
agents; (c) Frequency values measured at output of ESSs; and (d) Active power output of ESSs.
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Figure 14. Scenario 5. (a) The state values of agents; (b) Consensus values sent to controllers from
agents; (c) Frequency values measured at output of ESSs; and (d) Active power output of ESSs.
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Figure 16. Scenario 6. (a) The state values of agents; (b) Consensus values sent to controllers from
agents; (c) Frequency values measured at output of ESSs; and (d) Active power output of ESSs.
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4.3.3. Connecting an ESS to MG

In Scenario 7, we check the implementation of the MAS as well as the operation of the test case
when one more agent is added. In this case, we reconnected the hardware ESS which was tripped
out in previous scenarios and the system comes back to the state as in Scenarios 3–5. Agent 1 was
activated again and the connection link between Agent 1 and Agent 4 was also established as Figure 8d.
As described in Section 3, the agents in this case have to handle more complex tasks to embed a new
agent into an operating MAS. Agent 1 was started together with ESS 1 and it instantly informed its
appearance in the network to neighbor (Agent 4). It is noted that in order to avoid a high transient
current and cause adverse effects to devices when connecting ESS 1 to the grid, instead of closing a
breaker, we adjusted the reference power P0 in controller of Inverter 1 to increase gradually the power
output of ESS 1 to desired value. The results of this scenario are shown in Figure 18.

Figure 18a illustrates the convergence of state values in MAS after adding new agent.
Before proceeding the consensus computation, at initial phase, Agent 1 waited for feedback from
neighbors (Agent 4) to seek current iteration of MAS. Agent 4 also included Agent 1 to be one of
its neighbors. Although the secondary process for regularizing frequency was prolonged due to the
connection procedure of physical ESS, the results expressed that the system was still under robust
control to be stabilized in the nominal state. An power increase of load was then conducted to prove
the proper operation of the system in the new state as shown in Figure 19.
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Figure 18. Scenario 7. (a) The state values of agents; (b) Consensus values sent to controllers from
agents; (c) Frequency values measured at output of ESSs; and (d) Active power output of ESSs.
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Figure 19. Scenario 8. (a) The state values of agents; (b) Consensus values sent to controllers from
agents; (c) Frequency values measured at output of ESSs; and (d) Active power output of ESSs.

5. Conclusions

This paper proposed a multi-agent system with plug and play feature for operation in distributed
secondary frequency control of islanded MG. The agents are designed to interface devices from different
vendors via the industrial protocol IEC 61850. The agents implement an average consensus algorithm
by using local measurements and interacting with neighbors to return the identical average signals of
frequency deviations to local controllers. The proposed approach is resilient to various disturbances
in MG and provides plug and play feature that enable online re-configuration of the network in the
case of alteration of topology, hence, interoperability at agent layer. A test case autonomous MG
with various scenarios was conducted to validate the operating of the proposed agent under PHIL
setup, hardware agent system and realistic communication network. The results have shown that
under alterations of network topology, the recovery of grid frequency was always ensured with the
MAS control. Communications between agents and consensus time were also investigated with real
implementation.

In the future work, the ability to work with large scale system will be investigated and the
experimental platform will be improved to deal with more cyber-security issues.
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Abstract: The fundamental changes in the energy sector, due to the rise of renewable energy resources
and the possibilities of the digitalisation process, result in the demand for new methodologies for
testing Smart Grid concepts and control strategies. Using the Power Hardware-in-the-Loop (PHIL)
methodology is one of the key elements for such evaluations. PHIL and other in-the-loop concepts
cannot be considered as plug’n’play and, for a wider adoption, the obstacles have to be reduced.
This paper presents the comparison of two different setups for the evaluation of components and
systems focused on undisturbed operational conditions. The first setup is a conventional PHIL setup
and the second is a simplified setup based on a quasi-dynamic PHIL (QDPHIL) approach which
involves fast and continuously steady state load flow calculations. A case study which analyses
a simple superimposed voltage control algorithm gives an example for the actual usage of the
quasi-dynamic setup. Furthermore, this article also provides a comparison and discussion of the
achieved results with the two setups and it concludes with an outlook about further research.

Keywords: Hardware-in-the-Loop; Software-in-the-Loop; Power-Hardware-in-the-Loop;
Quasi-Dynamic Power-Hardware-in-the-Loop; smart grids; real-time simulation; validation and
testing; decentralised energy system; smart grids control strategies

1. Introduction

The energy system has become a fundamental pillar of our society and has to be changed
dramatically. The Three Ds—Decarbonisation, Decentralisation and Digitalisation—headline the
major requirements of Western society these days [1]. The ongoing process of climate change speeds
up under ominous conditions. New research results of the Intergovernmental Panel on Climate
Change strengthen assumptions of the negative effects on human society [2,3].These effects were
provoked by the humanity itself by emitting carbon dioxide in large amounts from burning fossil
resources (i.e., oil, gas, and coal). On 4 November 2016 in Paris, the world community committed to an
agreement that will be keeping global temperature well below two degrees Celsius above pre-industrial
level [4]. To achieve this goal, the entirety of human society will have to change their energy supply
infrastructure to a renewable energy-based system.

The transition towards renewable energy and decentralised power supply leads to several
challenges for the electrical grid operation, particularly on the distribution level [5,6]. Handling the
large number of different characteristics of a fluctuating renewable generation and orchestrating the
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flexibility of decentralised loads and generation units in context of the distribution grids are complex
challenges. To avoid potential problems in the distribution grid, such as voltage violations and line
or power transformer overloading, Distribution System Operators (DSO) need to undertake smart
operation and planning strategies, based on Information and Communication Technology (ICT) [7].

Examples and background to these ideas are given in [8–11] which supposedly will result
in more resilient infrastructure [12,13] and are the context of various research projects [14–17].
This resulting change from capital expenditure- to operational expenditure-dominated grid operation
should supposedly result in lower overall costs. This was also suggested by ref [18].

Digitalisation in a decentralised energy grid produces many data. This is what a complex ICT
system is supposed to take care of. Taking into account that the energy grid is a sensitive system with
massive consequences for society in case of a collapse, the ICT has to be tested in a save environment of
a laboratory before deployment into the real world. Different test approaches have to be evaluated for
specific use cases and boundaries [19]. The “Three Ds” will headline not only the major requirements
for the transformation of the energy system, but also the motivation to develop the approach of this
paper. To summarise, the question where the answers were sought for was: How can one test and
validate systems which are performing a smart grid control strategy?

For the laboratory testing, one seeks for an environment with a variety of parameters to control.
Such a setup can be described with the term of real-time Hardware-in-the-Loop (HIL) concepts [20–22].
The basic idea behind it is to place a system in an environment in which all inputs and outputs can
be controlled. In general terms, this means that a test candidate (system, component or algorithm) is
placed in an environment, where the adjacent systems are simulated, and the behaviour at the points
of interface is emulated. Figure 1 depicts this approach in a generic way. Based on the reaction of the
System-under-Test (SUT), the simulated environment adopts accordingly.

Figure 1. Generic setup of a X-in-the-loop as a concept for system testing.

For the testing of power system components, an additional interface is necessary, i.e. the Power
Interface (PI), as it can provide voltages (or currents) in the typical range of a power hardware device.
Linear amplifier, switched-mode amplifier and coupled motor-generator assemblies are typically
used [23,24]. In this article, two representatives from the switched-mode and linear amplifier category
are utilised for the experiments. Beside the physical properties of the PI, the used Interface Algorithms
(IA) are relevant for the success, as these algorithms deal with the occurring stability problems. This is
discussed in detail in [25–27]. Combined with the issues regarding the stability of a PHIL experiment,
as discussed in [26,27], such an experiment cannot be considered as plug’n’play. A simplification to
enable a boarder range of research institutes to carry out PHIL experiments is the transition from PHIL
to Quasi-Dynamic PHIL (QDPHIL). The main idea is to increase the time step which will enable the
possibility to use steady state load flow simulation tools for the process. The typical temporal resolution
of a PHIL experiment is in the range of 10–100 μs [24], where, as with the implemented QDPHIL setup,
a time step below one second is intended and realised. Through this simplification, the accuracy is
supposedly reduced and the system setup needs to be analysed and the functionality validated.

This analysis is the scope of this paper. Details on the actual PHIL and QDPHIL setup used in this
paper are given in Section 3. The transition from real-time calculation to steady state is discussed in
more detail in Section 3.4. The QDPHIL concept will presumably enable the testing of superimposed
control regimes as well as local control regimes such as a energy management systems. On the
other hand, examples for topics which are in the scope examined with PHIL but not with QDPHIL
experiments are given in [28–30]. All of the referenced experiments involve operation states which
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can be summarised as “disturbed operation”, whereas QDPHIL focuses on undisturbed operation.
A detailed definition of requirements for the QDPHIL setup is given in Section 3.1. In [31], QDPHIL and
quasi-static PHIL are mentioned as topics of current investigation.

The remaining part of this contribution is organised according to the following schema:
In Section 2, a more detailed introduction to PHIL setups and smart grid testing in general is given.
This includes the discussion of multi-domain Smart Grid testing and the application of the HIL concept
to other domains such as ICT. The used PHIL and QDPHIL setups are introduced in Section 3. Section 4
describes the chosen validation methodology for comparing them. Section 5 presents the results of the
carried out experiments and Section 6 describes the application of the proposed test methodology at
the example of a case study. The results of the comparison are discussed in Section 7. Finally, this article
is concluded by Section 8 with an outlook for further steps. The results of this paper are based on
the work of the “Smart beats Copper” project within the ERIGrid Trans-national Access funding
framework [32].

2. Overview of Validation Approaches of Smart Grid Systems

2.1. Testing Methodologies and Concepts in General

Testing such a complex system as described in the Introduction is often a challenging and complex
task as it spans a diverse field of areas of investigation. These areas range from a single component
test up to the test of a complete system [19]. As a second variation, the domain of test can vary as well
and range from small scale systems in the premise of the costumer to medium or to large scale power
plants. They can be communication tests, function testing for complex systems, or long-term stability
evaluation. To structure these aspects, one can refer to the Smart Grid Architecture Model (SGAM) [33],
which is structured in its layers (i.e., component, communication, data model, function and business),
its domains (generation, transmission, distribution, DER (Distributed Energy Resources) and costumer
premise) and its zones (i.e., process, field, station, operation, enterprise and market). For each layer,
a variety of examinations can be undertaken. Therefore, the object under investigation can range from
components to complex systems.

For a complex system, such as smart grids, a multiple stage approach is advisable. These stages
can be generalised in the following five categories which consecutively build upon each step.
These processes are based on the suggestions in [19,34]:

• Simulation-based Test: Small-scale to large-scale tests of concepts in a simulated environment
during an early phase of the development.

• Controller Target Test: Small-scale test with the control functions implemented on the actual target.
• Laboratory Test: Small-scale test with a limited number of components in a controlled environment.

Complexity reaches from basic component tests up to complex system tests.
• Pilot Test: Small-scale test with a limited amount of components in an uncontrolled environment to

evaluate the difficulty of a real-world application. Typically, up to medium complexity functions
are tested.

• Field Test: Medium-scale test with a few hundred up to a few thousand components in a real
environment for preparing a large scale implementation of the tested system.

2.2. Introduction to PHIL

A typical PHIL setup consists of three main parts, that are depicted in Figure 2 and described
hereafter: the SUT, the PI and the Simulation Module [20–22,25,26]:

• System-under-Test (may also be referred to as Hardware-under-Test (HUT), Device-under-Test (DUT) or
Equipment-under-Test (EUT)): In the domain of smart grids, it is typically some kind of generation
or consumption unit whose properties or functions are the subject of the examination. Around this
element the PHIL systems are set up.
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• Power Interface: Provides the ability to set the operating points for the real electrical system
(e.g., voltage). There are basically three main types of PI: linear power amplifier, switched-mode
power amplifier and generator based PI [23,24]. The dependent parameters need to be measured
and are fed back as analogue signals or digital values into the simulation process. Furthermore,
a system setup can be distinguished by the set output variable of the PI, which can be either voltage
or current [23]. The feedback of the measured values forms a closed-loop to synchronise the HIL
simulations and SIL simulations, whereas in open-loop tests a feedback of the measurements is
not part of the system setups.

• Simulation Module: The simulation system—usually a Digital Real-Time Simulator
(DRTS)—receives the measured values and calculates new set points, which are sent to the
power interface as analogue signals or digital values based on the type of the power interface.
The simulation tools are distinguished by their calculation method. Typical methods are transient
calculation, phasor calculation or steady state calculation. Besides the different methodologies of
the simulation, the used IA is of particular importance. An overview of the different concepts and
corresponding algorithms is given in [23,26,27].

Details on the possibilities for the calculation methodologies are given in Table 1.

Figure 2. Generalised overview of a PHIL setup. The power interface applies a voltage value received
from the simulation. The power interface exchanges electrical power with the EUT according to the
applied voltage and the properties of the EUT.

291



Energies 2018, 11, 3381

Table 1. Comparison of different methods for the calculation of energy transfer and control processes.

Name Description References

Transient Calculation
Besides the fundamental frequency, all transient components of the
input signals are used for the calculation of the voltage signals. This
is also considered as electromagnetic transient (EMT) simulation.

([35], Ch. 13) [36,37]

Phasor Calculation
Fundamental Frequency

In contrast to the transient calculation, one special case is considering
only the fundamental fractions of the analogue input signals. In the
context of PHIL, this can be used to ensure that SUT is operated under
conditions with good properties in respect to power quality issues.

[37]

Effective Value
Calculation

The effective value calculation method only considers the effective
value of the input signals, which is typically used for steady state
simulation. This is also illustrated as root mean square.

[37,38]

2.3. Smart Grid Testing and Usage of Additional X-in-the-Loop Concepts

Besides the PHIL concepts, there are further domains which can be simulated and controlled
relevant for a holistic system testing of a smart grid strategy. They are listed and explained in Table 2.
As the discussion of the trends in the previous section has shown, digitalisation is one of the key
elements for future system design. When setting up a test environment for smart grid control strategies,
communication components and communication protocols are as important as the actual electrical
grid properties. Considering these aspects, the concept depicted in Figure 3 was developed and used
in the case study discussed in Section 6. The experiment combined the implemented QDPHIL setup as
well as SIL and ICT Hardware-in-the-Loop (ICTHIL) aspects for the test of a superimposed voltage
control. This experiments gives a practical example for the use of QDPHIL system setup.

Figure 3. Schematic overview of generic setup for the test and validation of Smart Grid control concepts.
Different aspects of the X-in-the-Loop concept are combined or can be used to examine a single topic.
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Table 2. Comparison of different domains using the X-in-the-loop concept for system testing with
focus on the energy sector.

Name Description References

Hardware-in-the-Loop (HIL)
The subject of the system testing can be any physical component that can provide small
scale input and output signals. HIL can also be seen as general term and can be specified
by the following test categories

[21,22]

Software-in-the-Loop (SIL) Software components are the subject of a SIL test setup. The input and output signals
are the calls and responses of the adjacent software components that are emulated. [39]

Controller
Hardware-in-the-Loop
(CHIL)

Subjects are the controller boards of a power hardware device. A CHIL setup will
therefore simulate the mechanical, electrical and power electronic parts of the power
hardware device, which are controlled by the tested controller board. In contrast to a
PHIL-setup, the controller board is introduced to the small signals which are typically
provided by the power hardware. The reaction of the controller board to a disturbance
can be examined and resulting voltages and currents can be evaluated regarding the
relevant specification. CHIL tests are typically undertaken before lab testing of the
complete device.

[22]

Power
Hardware-in-the-Loop
(PHIL)

The subject of this system is a component from the power system domain. In contrast to
HIL, the input and output signals can be typical power systems levels, e.g., a common
low-voltage connection with 400 VAC and up to a nominal power of 1 MVA.

[20–22]

ICT Hardware-in-the-Loop
(ICTHIL)

A complex smart grid system is typically based on communication and relies on
package-based communication connection like IP/TCP or UDP, which often suffers
from impairments like latency, package drop, package reorder or corruption of data in
real-world applications. This means that, when testing a system, these effects have to be
reproduced as well. Therefore, it is, e.g., necessary to precisely weaken the transmission
path. This effect can be achieved by using a physical network emulator. If the
communication network is simulated as well, the term Network-Simulation-in-the-Loop
(NSIL) can be used.

[39–41]

3. Proposed System Setup

This section starts with the description of the requirements for the QDPHIL setup and the two
implemented system setups which are compared in this contribution. This section is concluded with a
discussion of the difference of phasor calculation use in an PHIL setup and the steady state calculation
of the QDPHIL Setup.

3.1. Requirements for the Proposed Use

The planned use of a switched-mode PI as key component is for system testings of complex smart
grid systems. The PI is available in both institutions involved in this contribution. The primary use of
these PI are system function testings with a given test profile of the voltage which involves voltage
swell, Q(U)-control, etc. It is suggested that the PI can also be used in a QDPHIL setup as described in
the previous section, when the main goal is to analyse the system behaviour and not to focus on the
dynamic behaviour of a single component involved. Regarding the set point of the PI of the PHIL and
GDPHIL experiments, the setups were only designed for voltage set points, consequently only current
and power, can be used as feedback signal. Systems that are in the scope of the test environment
feature at least one of the characteristics stated in Table 3. Based on the characterisation of the tested
systems, the requirements for QDPHIL setup are stated in the lower part of the table.

Table 3. Overview of the requirements for the proposed use.

Category Domain Requirement

Systems Properties

Involved Domains SGAM Domain Distribution, Decentralised Energy Resource or Customer Premise
Communication communication over WAN (e.g., BPL or Mobil 4G)
Communication multiple communication protocols are used and converter
Control central and decentralised control
Control autonomous or partially autonomous control of multiple systems
Timing update and control cycles > 30 s

Requirements

Timing PHIL cycle time tPHIL ≤ 1 s
Accuracy only sinusoidal waveform
Accuracy low voltage deviation ΔU ≤ 1VRMS
Operation Mode only voltage type interface algorithm
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3.2. PHIL System Setup A: Opal-RT RT-LAB with Spitzenberger Spies PAS

The system analysed first was based on a linear signal amplifier (i.e., Spitzenberger Spies PAS [42])
as power interface which simulates a grid connection point from the simulated grid. The PI receives
an analogue voltage signal from the DRTS (i.e., Opal-RT [43]), which generates the signal according
to the parameters of the simulated grid connection point (e.g., voltage Upcc). These parameters are
calculated within a real-time dynamic simulation with a high-time resolution of typically 10–50 μs,
based on a code-generated model converted from a MATLAB/Simulink model. To close the simulation
loop, the DRTS is fed back with analogue current measurements, which are converted internally to
digital values to be entered into the simulation model. These transient measurements correspond to
the feed-in power of the PV inverter (i.e., EUT: Fronius PV inverter, [44]), which is connected physically
to the power interface representing the Point of Common Coupling (PCC) of the grid. As the IA for the
setup, a voltage type Interface utilising an Ideal Transformer Model (ITM) [23] was selected. For the
purpose of recording the simulation results, an external measurement system was connected to the
PCC (cf. [45]). The described system is illustrated schematically in Figure 4 along with the second
setup, which is discussed in the following section. In the course of the following sections, this setup is
referred to as System Setup A.

3.3. QDPHIL System Setup B: Digsilent PowerFactory 2018 with Regatron TC.ACS

This setup proposes the utilisation of the steady-state load flow calculation of the power system
analysis software (i.e., DIgSILENT PowerFactory [46]). The calculated voltage value at a predefined bus
bar in PowerFactory is passed as a new voltage set point to a PI, which in this case is a switched-mode
voltage source from Regatron (i.e., Type: TC.ACS [47]). For sending the set values, an interface was
programmed in C# language that utilises the API provided by the manufacturer to communicate with
PI. A PV inverter (cf. [44]) is connected physically to the voltage source as EUT and feeds in power to the
grid. The active and reactive power of the PV inverter is captured by a measurement device (cf. Janitza
UMG96 [48]). The RMS measurements are fed back to the simulation in PowerFactory as digital
values to form a closed loop. For this measurement feedback, an interface was programmed in Python
utilising Modbus/TCP functionality of the measurement device. The system setup is illustrated
schematically in Figure 4. To control the voltage in the simulation of PowerFactory, an external
function was programmed in Python. To control the voltage in the steady state load flow calculations
of PowerFactory, another external Python function was developed for the control and synchronisation
of these calculations. In the course of the following sections, this setup is referred to as System Setup B.

3.4. Discussion of the Mathematical Difference of PHIL System A and QDPHIL System B

The used steady state simulation approach in System Setup B differs significantly from the phasor
calculation used in the Opal-RT system of System Setup A, especially when comparing the cycle times.
Regarding the calculation time, a transient PHIL simulation setup should achieve around a couple
of microseconds. For System Setup B, an approximately 400 ms calculation time was realised in the
laboratory experiments. This difference in calculation method is described in the expression below,
where the left part represents the instantaneous value of the voltage and the right part represents the
steady state value of voltage:

ugrid (dt) → Ugrid,RMS (Δt) (1)

where dt is typically 10–40 μs, and Δt is approximately 400 ms. The second proposed method could be
named as the Quasi-Static Power-Hardware-in-the-Loop [31] in contrast to the classical PHIL setup
which can be referred to as Real-Time Power-Hardware-in-the-Loop. Depending on the purpose of the
examinations, which could correspond to the described requirements (cf. Section 3.1), the use of the
Quasi-Static PHIL could be advisable.
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Figure 4. Comparison of the architecture of the used system setups: System Setup A is an Opal-RT
RT-LAB based system with Spitzenberger Spies PAS and System Setup B is a Digsilent PowerFactory
based system with Regatron TC.ACS.

3.4.1. Phasor Calculation

The mathematical equations to describe the used voltage step for evaluation of the system setups
are presented in this section. For a modelled grid with a slack node and a single impedance between the
slack node and the point of common coupling, the voltage at the PCC can be expressed in a simplified
manner as addition of the voltage at the slack node and the voltage rise due to the power feed-in of
the inverter over the impedance. To comply with the test procedure, as described in the following
section (please refer to Section 4.1), a step function in the slack element was assumed. For the phaser
calculation used in System Setup A, this relates to the following equations for each of the three phases:⎛⎜⎝ uAN,PCC(dt)

uBN,PCC(dt)
uCN,PCC(dt)

⎞⎟⎠ =

⎛⎜⎝ uAN,Slack(dt)
uBN,Slack(dt)
uCN,Slack(dt)

⎞⎟⎠+

⎛⎜⎝ �uAN(dt)
�uBN(dt)
�uCN(dt)

⎞⎟⎠ (2)

with a sinusoidal voltage source at a fixed frequency and a fixed phase angle deference θ of ±120◦

uAN,PCC(t) = Unom × kstep × sin(2 × π × fnom × t + θAN)

uBN,PCC(t) = Unom × kstep × sin(2 × π × fnom × t + θBN)

uCN,PCC(t) = Unom × kstep × sin(2 × π × fnom × t + θCN)

(3)

The assumed step can be expressed with the help of a multiplier kstep which changes its value
depending on the calculation time. In this case, a change at the relative time t = 10 ms is used.

kstep

{
1.04 t ≤ 10 ms

1.08 t > 10 ms
(4)
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The voltage raise due to impedance can be determined by the following equation. In the phasor
calculation, the actual value of the current is used for the calculation.

�uAN(t) = Zgrid × iAN(t) = (Rgrid + j × Xgrid)× sin(2 × π × fnom × t + θAN + cos(φ)load)

�uBN(t) = Zgrid × iBN(t) = (Rgrid + j × Xgrid)× sin(2 × π × fnom × t + θAN + cos(φ)load)

�uCN(t) = Zgrid × iCN(t) = (Rgrid + j × Xgrid)× sin(2 × π × fnom × t + θAN + cos(φ)load)

(5)

3.4.2. Steady State Calculation

The steady state calculation can be carried out symmetrically. The used PI, the measurement
device and the simulation program can also calculate the voltage in an unsymmetrical manner.
Therefore, the equation changes to the examination of RMS values. The calculation methodology was
adapted from [49].

URMS,PCC(t) = URMS,Slack(t) +�URMS,GRID (6)

Containing the slack voltage defined as step function with the same limits as the multiplier kstep

for the phaser calculation:

URMS,Slack(t)

{
1.04 p.u. × Unom t ≤ 10 ms

1.08 p.u. × Unom t > 10 ms
(7)

The additional voltage needed to transfer power over the line segment is represented with the
following equation. The variables change from a current to an active/reactive power.

�URMS,GRID(PPCC(t), QPCC(t)) =
PPCC(t)× Rgrid + QPCC(t)× Xgrid

Unom
(8)

3.4.3. Comparison of Phasor and Steady State calculation

A more detailed look into that context is provided in Figure 5 which depicts a constant voltage
rise from 180 VRMS to 240 VRMS. The ideal result is drawn as the blue dashed line. The behaviour of
System Setup A is depicted as a stem diagram, where each stem represents a new set-point for the
amplifier part of the power interface. The actual limit for the minimum step size is significantly lower
than it is depicted in the diagram. The used step size is chosen for representation purpose. Each of
these set points shows the result of a new calculation. In contrast to the small time steps of System
Setup A, System Setup B sends RMS-set points to the PI with a bigger cycling time. This is depicted as
the red line. The change from one set point to the next is one step, as illustrated. This is discussed with
measured signals in the following section. These properties are only observed for the used system.
Other systems have not been tested regarding this behaviour.
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Figure 5. Visualisation of voltage rise event from 180 VRMS to 240 VRMS in a time frame of 140 ms.
The update principles for the different power interface and the corresponding simulation step resolution
are illustrated. For System Setup A, an update rate of 1 ms of the u(dt) is illustrated. In comparison to
System Setup B, discrete update steps are illustrated. The used resolution does not correspond to the
actual used setups and is for illustration purpose only.

4. Validation Methodology

This article focuses on the comparison of the two system setups as introduced in Section 3. It is
proposed that both systems can be used to evaluate the performance of smart grid components,
solutions, and technologies as well as new approaches with high renewable energy feed-in if the
requirements in Section 3.1 are met. For the validation of the QDPHIL setup, a two-stage process
was chosen. In the first phase, the proposed system setup was tested and compared against the PHIL
setup. Therefore, three test cases were used to characterise the differences in the response of the
system to the test case scenarios. In the second phase, the QDPHIL system setup was used to conduct
an experiment to gather results from a actual application of the QDPHIL concept. The results are
presented in Section 6. A complex scenario was chosen which involves SIL components as well.

4.1. Test Methodology

The examination of both used system setups was carried out by comparing the response of the
systems within three different scenarios. The scenarios reflect the most extreme possible variation as
well as variations typically observed in real world test cases of the QDPHIL setup. The test cases are:

• Step Function: Voltage deviation at the slack bus bar from 1.04 p.u. to 1.08 p.u. in a step.
This represents the most extreme change of a parameter in the modelled system. It was chosen to
evaluate the difference in the dynamic behaviour of the systems in the time domain of seconds.

• Transient Behaviour of the Step Function: The voltage change of the two setups was evaluated
regarding the transient behaviour of the system.

• Ramp Function: Voltage deviation at the slack bus bar from 1.04 p.u. to 1.08 p.u. as a voltage
ramp over the course of 1–10 min. These are typical changes which were deployed to examine the
stability of systems in varying conditions.

The individually used experiments are depicted in Figure 6 which also shows the system setups
and the used grid model. The depicted experiments are grouped into three parts. These are the
previous described tests for the comparison which are called Phase 1. Phase 1 is accompanied with
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a preliminary test to characterise the system setups, which is referred to as Phase 0. The subsequent
tests are subject to a case study, which is called Phase 2 and is discussed in Section 6. These tests were
also executed within the ERIGrid TA project “Smart beats Copper” at the host facility AIT in Vienna,
Austria. Additional tests with System Setup B were executed at the Smart Grid Lab of Ulm University
of Applied Sciences, Ulm, Germany.

Figure 6. Schematic overview of the test scenarios for the comparison of the system response, which is
split into three phases. The system setups and the implemented grid models as well as the individual
experiments and the carried comparisons are shown. The colour of dashed box corresponds with with
the graphs in the following section.

4.2. Used Grid Model

The proposed system setups were investigated in Phase 1 when simulating a simplified grid
model which consists of a regional Low-Voltage (LV) transformer, a power line represented as an
impedance and a connection point (i.e., grid node), where a PV inverter is connected as depicted
in Figure 6. It should be taken into consideration that the developed system can also be used for
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simulating large-scale grids, however, a simple grid was adopted for this study to avoid complexity in
the simulation results.

4.3. Used EUT for the Test

The proposed system setups were tested considering a PV inverter as the EUT. Two inverters were
used for the experiments, which was due to their availability at the different involved laboratories.
The models Symo 20.0-3-M with nominal apparent power of 20 kVA and Symo 15.0-3-M with a
nominal apparent power of 15 kVA from the manufacturer Fronius were used. Both systems originate
from the same series and have the properties described in [44]. In addition, the function Q(U) for
voltage control was configured in adaption to the suggestions by Elbs and Pardatscher [50] which
again results in the parametrised Q(U) curve. Due to the reactive power priority of the implemented
algorithm, the limit was lowered by 5% to prevent an oscillation of the controller. The selected set
points are extreme scenarios as most of the relevant grid codes (e.g., [49,51]) or related documents
rarely expect capabilities exceeding the limit of cosϕ = 0.9 which corresponds to a limit of ±0.42
Q/Snomm. The Q(U) controller has the option to set a time constant TC. Different time constants
were chosen. All chosen time constants represent challenging scenarios as the value suggested by the
manufacturer is 5 s. An overview of the chosen parameters for the different tests is provided in Table 4.

Table 4. Overview of the implemented step points parameterised for the system.

Parameter
Fronius Symo 20.0-3-M Fronius Symo 15.0-3-M

U (p.u.) Q/Snomm (-) U (p.u.) Q/Snomm (-)

Setpoint 1 0.98 +1.00 0.98 +0.95
Setpoint 2 1.02 0.0 1.02 0.0
Setpoint 3 1.05 0.0 1.05 0.0
Setpoint 4 1.08 −1.00 1.08 −0.95

Time Constant TC 10 ms 10 ms, 50 ms, 1 s

4.4. Used Test Scenarios for Phase 1

To examine the performance of the developed systems, two simulation scenarios were applied.
In the first scenario, a voltage increase in single steps was implemented by means of increasing the
set voltage in the slack bus bar. Such a scenario of voltage increase can be observed in practice, if a
regional transformer changes the position of its On-Load Tap Changer (OLTC). In the second scenario,
a gradual voltage increase in a ramp was implemented by means of increasing the set voltage in the
slack bus bar. Such a scenario can be observed in practice if voltages in the medium-voltage grid
increase according to natural increase of PV feed-in during a clear sky day.

5. Phases 0 and 1: Results of the Comparison of the System Properties of System Setup A and B

The comparison of the two system setups is the subject of this section. The preliminary tests of
Phase 0 introduced the system properties. Sections 5.2 and 5.3 discuss the transient and dynamic
behaviour of the different systems setups when handling the voltage step. The discussion of the
system behaviour for the modelled voltage ramp is given in the following section. The analysis of the
cycles, especially of System Setup B, is outlined in Section 5.5. Section 7 concludes the Phases 1 and
2 discussion.

5.1. Introduction to the Compared Systems

As a first step, a basic analysis of the behaviour of System Setup B is presented. The system was
tested first with a non-PHIL configuration and a physical impedance between the PI and the EUT.
In a next step, this was compared with the corresponding PHIL configuration. The impedance is
typically used for flicker tests according to IEC 61000-3-3 [52], and is part of the SmartEST facility
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at AIT. As shown in Figure 7, an oscillation behaviour was present for both configurations. It was
assumed that the oscillation was caused by the searching algorithm of Maximum Power Point Tracking
(MPPT) of the Fronius PV inverter. For additional comparison, the pre-step part of a comparable setup
with another type of inverter [53] is depicted. The voltage was more stable with this specific product in
comparison to the results of the PV inverter. As this oscillation was caused by varying power in-feed,
it was present in both configurations.

The difference between the two configurations could be seen most explicitly at the small voltage
step of 2.5 s of the PHIL-configuration. Besides, a voltage deviation was present for both configurations.
This offset ranged from approximately 1 VRMS to 3 VRMS. Active and reactive power were fairly
constant before and after the step which caused a change in reactive power due to the implemented
Q(U)-control.

Figure 7. Comparison of the different system responses to the deviation voltage step. The est compared
a non-PHIL setup with a real impedance to the PHIL setup with emulation of this impedance.
The depicted values are RMS-values calculated on a one-period time frame. The DC-power is
also shown.

5.2. Comparison of the Transient System Response for Voltage Step

This section focuses on the comparison of the two setups described in Section 3.4. At first,
the comparison of the used systems was made by analysing their transient behaviour. The trend of the
voltage and the current of the two three-phase systems are depicted in Figures 8 and 9, respectively.
Both systems changed from one given waveform, which corresponded to a value of 240.6 VRMS,
to another waveform with a corresponding value of 249.7 VRMS and from 232.9 VRMS to 241.3 VRMS
within roughly 100 μs, respectively. For both systems, no lasting disturbance in waveform of the
voltage could be observed. The given ideal sinusoidal waveform for the voltage was generated by
both systems with neglectible fractions of no fundamental parts. The capabilities of both systems
to generate a varying amount of non-fundamental disturbance have not been examined further in
this contribution.
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Figure 8. Comparison of the different transient systems response to the step of the voltage. The voltage
of both three-phase systems are overlayed and synchronised. The occurrence of every step event is
indicated for each setup separately. Neither system shows a significant amount of disturbance.

Figure 9. Comparison of the different transient system responses to the step for the current feed-in
by the PV inverter. The currents of both three-phase systems are overlayed and synchronised.
The occurrence of the step event is indicated separately for each setup.

5.3. Comparison of the Dynamic System Response for Voltage Step

The evaluation depicted in Figure 10 focuses on the dynamic behaviour of the systems for the
test scenario. This change of perspective can also be understood as change from the evaluation of the
individual power interface to the evaluation of the complete PHIL setup. Statistical key parameters are
listed in Table 5 to quantify the observations made in the figure. The one-period RMS values provided
by the independent measurement device were used for this evaluation.

As a reference, the steady state values for the used grid model and implemented Q(U)-control are
the parameters for the constructed curve which is plotted as a red dashed line. The experiments were
carried out in individual runs. This means that the measured curves are aligned with the ideal step
function. Therefore, an offset between the parameterised step and the actual step cannot be observed in
the graphs. This offset was limited to a maximum of one simulation step. For System Setup B, this was
limited to a maximum of 420 ms. Details regarding the simulation time are given in Section 5.5.
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Figure 10. Comparison of the different system responses to the deviation voltage step. The reference
curve is constructed by using the steady state results for given Q(U)-control. For System Setup B,
varying time constants TC for the Q(U) controller of PV inverter are presented. The depicted values are
RMS-values calculated on a one-period time frame. The dashed line represents the values for 1.05 p.u.
as well as 1.08 p.u. which in turn are the setpoints for the break of the slope of the Q(U) controller.

Table 5. Statistical key parameter for the characterisation of system response for the step change of
Phase A of the system.

Key Parameter Time Frame Dimension System Setup A System Setup B †

ME(U) PS (V) 0.287 3.439
ME(U) PT (V) −1.266 2.311
CC(U) CT (-) 0.991 0.994

DELTA(U) PS (V) 0.086 0.519
DELTA(U) PT (V) 0.153 0.660

STD(U) PS (V) 0.022 0.093
STD(U) PT (V) 0.029 0.138

TStabilisation CT (s) 0.620 3.732

MEAN(P) [STD(P)] PS (kW) −1.613 [0.007] −1.631 [0.023]
MEAN(P) [STD(P)] PT (kW) −1.535 [0.012] −1.547 [0.011]
MEAN(Q) [STD(Q)] PS (kvar) +0.064 [0.003] +1.238 [0.032]
MEAN(Q) [STD(Q)] PT (kvar) +5.171 [0.033] +4.310 [0.014]

fOscillation CT (Hz) 3.570 3.570

NA: not applicable ; † TC = 10 ms is used; PS: pre-step; PT: post-stabilisation; CT: complete time frame.

Three interesting aspects could be observed regarding the step functions: (i) the voltage deviation
for the steady state situations before and after the step; (ii) the constancy of selected setpoints and the
overall stabilisation time; and (iii) the stabilisation time, which is highly affected by the implemented
control algorithm (e.g., Q(U) control) and the selected parameters.

The varying time constants of the Q(U) control could be observed when looking at the different
responses of the PV inverter to the voltage step. For System Setups A and B, the inverter reacted
immediately with a small time constant with a reactive power in-feed when the voltage changed.
Smaller time constants resulted in faster reach of a steady state. For both setups, the reaction of the
inverter was immediate when small time constants were used. In contrast to that was the calculated
reaction to the changed reactive power in-feed by the system setups. For System Setup A, the reaction
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of the voltage happened immediately due to small time steps of the PHIL-setup, whereas, for System
Setup B, the reaction was delayed in more discrete steps, which corresponded to the cycle time.
As described in Section 4.3, the time constant suggested by the manufacturer is TC = 5 s, which will
result in a highly damped system response. This seems to be a preferred strategy for DSO to prevent
interference with multiple deployed systems.

Looking at the results of this test scenario, both systems showed a fairly linear offset to the
reference value. This effect was reflected in the Mean Error (ME). However, the overall result was quite
pleasurable showing a high Correlation Coefficient (CC) for both systems with a negligible difference
between them. This occurrence could be expected as the calculated time for the time periods before
and after the step function was included. The presented values were for Phase A to neutral of the
three-phase system. Therefore, the readings were only a third of the in-feed of the three phase inverter.
The oscillation already observed in Section 5.1 was quantified by the maximum spread (DELTA) and
the resulting Standard Deviation (STD) of the voltage readings. As presented in the previous section,
this related to the MPPT algorithm of the used PV inverters. As a result of the comparison of these
values, one could see that System Setup A was more constant than System Setup B. The further
examination also showed that these oscillations have a relatively constant subfundamental peak of
around 3.570 Hz. This behaviour was also present for System Setup A but with a significantly lower
amplitude. This also diminished when changing the voltage setpoint, and the oscillation was overlayed
with other effects. Together with further analyses of the PI, it seemed that the immanent impedance of
System Setup B was significantly higher than of System Setup A.

The upper dashed line represents the 1.08 p.u. value and, as one can see, the voltage of System
Setup B never dropped below this parameterised limit of the Q(U) control. According to the given
droop curve of the Q(U) controller, this resulted in a constant reactive power.

5.4. Comparison of the System Response for Voltage Ramp

In comparison to the previous section where the focus lay on the comparison of the two systems
in regard to the transient and dynamic behaviour when changing the voltage in an extreme manner,
this section presents the comparison of both systems in the context of a slowly but constantly
rising voltage level and the interaction of the Q(U) control. The results are shown in Figure 11.
The corresponding statistical key figures are given in Table 6 (Statistical Key Figures for the Evaluation
are shown in Appendix A). In contrast to the short term evaluation of the step function, this test scenario
was executed with a variety of durations with up to 10 min of rise time. The scenario with a rise time
of 10 min is outlined in the current section. To evaluate this rather long-term scenario, two different
active power levels were chosen. This is due to the system properties of System Setup A, as the
complete feed-in energy was dissipated by the PI. In the course of the experiment, issues regarding the
overheating and thermal shutdown had to be tackled.

The reference curves for the ramp illustrate what is expected in theory. The red dashed line
represents the constantly raising voltage level of the upstream grid with the inverter working against
the voltage raise with feeding-in reactive power. When comparing the measured values, both systems
showed a voltage deviation from the calculated value. For System Setup B, this deviation lay within
the same order as it already could have been observed in the step experiment. With System Setup
A, the voltage changed from over-voltage in respect to the reference curve to under-voltage due to a
higher reactive power feed-in. The individual oscillation appeared in the same order of magnitude as
in the previous scenario. The reactive power response of System Setup B became in the bigger time
frame of this analysis quite pleasing. For System Setup A, the reactive in-feed was too high due to a
different parameterisation.

The active in-feed power remained constant for both setups. The vertical line which is annotated
with “Event A” represents the point where the power interface of System Setup A shuts down due to
over-temperature.
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Figure 11. Comparison of the different system responses to the deviation voltage ramp with the raise
from 1.04 to 1.08 p.u. at the slack node over the course of 10 min. The thermal overload of the PI of
System Setup A is indicated.

Table 6. Statistical key parameter for the characterisation of system response for the ramp change.
Comparison of ideal simulation and system output.

Key Parameter Time Frame Dimension System Setup A System Setup B

ME(U) CT (V) 0.210 −0.200
CC(U) CT (-) 0.999 0.999

DELTA(U) CT (V) 2.417 0.659
STD(U) CT (V) 0.660 0.113

CT: complete time frame.

5.5. Analysis of the Cycle Time for the Examined Setups

System Setup A was able to meet the time requirements due to its real-time control loop with
a cycle time well below 50 μs. For the QDPHIL system setup, the cycle time was significantly
higher and required a more detailed analysis. As shown in Figure 12, the total cycle time remained
under one second. The cycle time tPHIL for System Setup B consisted of the control loop in the
main loop, the calculation of the new setpoints in PowerFactory, the control of the switched-mode
amplifier Section 3.3 and the feedback of the measured values. The main control algorithm was
implemented as a python script, which took about 20–30 ms runtime. Although the underlying
interpreter required a bit more time to execute than a compiled program, new power interfaces can
be quickly and flexibly integrated into the process using Python. This also applies to PowerFactory,
which is controlled by a dedicated Python interface. Besides the python interface, there are several
other ways to solve this task. Other possibilities such as OPC UA are discussed in detail in [54].
The solution was chosen because the whole functionality of PowerFactory’s internal scripting language
(DPL) can also be addressed using the Python interface. Since Python has established itself as the
standard in the given research infrastructure, it offers the possibility to use this interface also for the
investigation of other research questions. Due to the simple grid model (see Section 4.2), the load
flow calculation including feedback took 50 ms (±5), which can increase with larger modelled systems.
The feedback contained the new set point for the switched mode amplifier. Its manufacturer provides
a C# library, with which the new set point value can be communicated to the device via Ethernet.
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The time needed to execute the command could not be further optimised and lies at 250 ms (±50).
One possibility to actually achieve faster response times is to use the option of analog control of
the network simulator in “amplifier mode”. To access the C# interface, a helper application was
used, which is coupled to the python main loop via a named pipe. Subsequently, a new actual value
was queried by Modbus/TCP from the measuring device and thus the control loop started again.
This last step required 100 ms (±20). Overall, a tPHIL with a median of 420 ms could be achieved with
System Setup B. The cycle time shown for different experiments is depicted as violin plot in Figure 12.
The density representation shows two and three clusters for the cycle time with the highest density
around the median. The second cluster is in range of 0.2–0.3 s. Due to the added IEC61850 simulator
function used in the case study, this cluster is moved towards the median.

Figure 12. Illustration of the cycle time tPHIL for System Setup B for use in the evaluations of Phase 1
as well as for use in Phase 2. The white circle represents the median of the violin plot, the bold line
represent the interquartile range and the blue areas represent the density distribution.

6. Phase 2: Test of A Complex Smart Grid Control Regime

In the following section, the experiment is introduced briefly which complies with the
requirements given in Section 3.1. This experiment was the main example use case when designing
the comparison of the previous section. Therefore, this section describes the actual process of setting
up and carrying out this experiment. The scope of the contribution is therefore widened and enriched
with real results. Moreover, finding a flawless control algorithm was not the aim of the carried out
experiment. The chosen algorithm is not suitable for this application but shows the necessity of
the complete testing procedure. Preliminary results are presented in [55] and are extended within
this section.

6.1. Description of the Case Study Experiment

6.1.1. System under Test

The purpose of this case study experiment was to observe the performance and reaction of the
EUT responding to smart grid control strategies in a controlled environment. In this case, the EUT
was a Fronius PV inverter with its active power feed-in regulated by a coordinated voltage control
strategy. The inverter has a nominal active power of 20 kW; however, due to active power restriction,
the nominal value was limited to 10 kW during the experiment. The Q(U) setting applied to the EUT
was the same as in the previous Phase 1. To distinguish the EUT from the SUT, the SGAM Layer
representation in Figure 13 can be used. The SUT can be identified as the complete construction shown
in the diagram which consists of a Supervisory Control and Data Acquisition (SCADA) system, a fleet
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management for the smartRTUs (also referred to as Controllable Local Systems (CLS) Management),
traditional RTUs and smartRTUs and the depicted primary equipments.

Figure 13. Combined SGAM-layer-diagram of the implemented case study. The base layer depicts the
real and simulated components. The boundary of the PHIL setup is illustrated as a green dashed line.
The utilised functions are depicted in blue boxes. This diagram uses the template provided by [56].

6.1.2. Communication and Control Infrastructure

The control infrastructure consists of a grid control system, a Remote Terminal Unit (RTU) that
acts as a protocol gateway, a fleet management system for the RTU and the controlled PV inverter.
As grid control system, the experimental Distribution Control Center (EDCC) at Ulm University of
applied Science is used. The operational measurements from the PV inverter are gathered by the RTU
via the SunSpec protocol [57] and transmitted to the control system via the IEC 61850-7-4 [58] and IEC
61850-7-420 [59] standard. This concept complies with German regulations regarding the use of the
SmartMeter infrastructure. Further information is given in [55,60].

6.1.3. Control Function

The virtual Intelligent Electronic Device (IED) Server transmits the grid information via Virtual
Private Network (VPN) to the EDCC, where a voltage control algorithm was implemented and
configured as a visual basic script. As a result of interacted hardware measurement and software
simulation, a power curtailment setpoint, represented as a percentage value with respect to nominal
active power, was sent back to the RTU and was subsequently forwarded to the PV inverter. The voltage
regulation would be triggered when the voltage was bigger than 1.05 p.u. The active power curtailment
was transmitted to the inverter in gradual steps by 10% an exceeded 0.005 p.u. The used control
algorithm can be described by the following equation:

PLimit = Pnominal ∗ fcurtailment(UPCC)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

f = 0.0 UPCC ≥ 1.080 p.u.

f = 0.1 UPCC ≥ 1.075 p.u.
...

f = 0.9 UPCC ≥ 1.055 p.u.

f = 1.0 UPCC ≤ 1.050 p.u.

(9)
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It might appear that the algorithm is not suitable for the task assigned as it would lead to an
oscillation behaviour. Nonetheless, the algorithm was chosen fully aware of this circumstance. A clearly
defined oscillation is easily observable and the effect is hard to be superimposed by other effects.

6.2. Results of the Case Study Experiment

The described methodology was used to test and evaluate the setup described in the previous
section. The simulated OLTC of the grid was actuated to step through the voltage range and to trigger
the two (Q(U) and P(U)) control regimes. Figure 14 shows the results of the executed experiment
as a plot of active andreactive power over the voltage at the PCC of the inverter. The described
steps can be seen in clusters of data points in the diagram. The characteristics for the local Q(U) and
the superior P(U) control are represented as lines as well. The green coloured area represents the
anticipated deviation for the Q(U) control due to output filters and error of the measurements from
the inverter as well as from the independent measurement. Nevertheless, the measured values for
Q(U) control remained close to the desired characteristics. Looking at the P(U) control governed by
the SCADA system, it can be noticed that the deactivated P(U) control resulted in stable operating
points at different set points of the simulated voltage regulator of the transformer. The in-feed power
of the inverter was not curtailed. With activated P(U) control, the purple coloured area represents the
undesired voltage range. As the control-algorithm is a very basic lookup-table, the voltage has to be
within this area for at least one transmitted period.

In the active power and voltage plot in Figure 14, a few control actions of the control algorithm
are depicted. The value pairs form four main clusters, which are inherent to the used setup. The direct
causes of the change from one cluster to another are described in the following list:

• (A → B) The voltage is within the undesired range. In addition, curtailment command is
transmitted after the executed cycle of the control algorithm. There is a decrease in feed-in
power due to the curtailment command, and slightly reduced voltage level due to the inherent
properties of the voltage source (please refer to the previous section).

• (B → C) Due to a new voltage set point for voltage source, the voltage readings decrease after a
load flow calculation is carried out.

• (C → D) With the next performance of the tested control algorithm, the voltage is in an acceptable
range, and the curtailment is retracted. Due to the inherent properties of the voltage source,
the voltage increases slightly.

• (D → A) With the next carried out load flow calculation, the system state returns to A.

The analysis showed that the proposed setup with a simple test algorithm is working. This is
visualised in the time-series plot of Figure 15, where the measurements of the independent
measurement device and the transmitted readings of the SCADA system are compared. Due to the
automatically sent commands of the SCADA system, the field gateway passed the curtailment to the
inverter. The inverter limited the feed-in to the desired value. This led to a change in voltage level due to
the PHIL setup. As result of the experiment, the postulated oscillation occurred; nonetheless, the control
algorithm would not be suitable for a real grid operation. When comparing the measurement and the
transmitted values of the SCADA system, the discretisation evoked by the technical constraints was
clearly observable.
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Figure 14. Comparison of the coordinated P(U) control governed by the EDCC and the Q(U) control of
the inverter. Control characteristics are represented by the purple and green lines, respectively.

Figure 15. Transmitted Readings (EDCC) and independent measurements (IMD) for a time period
with activated P(U) control algorithm.

7. Discussion of the Results

The experiments of Phase 1 showed that the System Setups A and B have been able to provide
three-phase voltage systems, which are suitable to synchronise the given PV inverters, and started to
operate properly. The modelled grid was used for a load flow calculation, and the extracted voltage
signal was forwarded to the power interface. The Q(U)-function of the inverter was also tested.
The biggest draw back observed in the carried out experiments was the significant voltage deviation
for System Setup B which ranged from 2.3 to 3.4 VRMS for the step function experiment. Based on
further examinations, we assume that the offset was caused by an immanent impedance. In these
examinations, a proportional offset from the idle state voltage setpoint to the idle state voltage present
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at the terminals of the power interface occurred. When changing the consumed or feeding power
independent of voltage set point, the voltage offset changed as well. Therefore, it is expected that the
offset could be compensated with simple correction equations, which do not even introduce another
controller to the system. Alternatively, the PI of System Setup B could be replaced with the superior PI
of System Setup A, which featured a lower impedance and would therefore have reduced the undesired
effects. Nonetheless, the dynamic properties would stay the same. Both experiments showed the
correlation coefficient is >0.99 for both of the system setups. Since all of experiments presented in this
contribution have in common that they utilised voltage setpoints, and a current or power, as feedback
loops, the results presumably are not applicable for current type experiments. Regarding the cycle time
of the given QDPHIL setup, a median of 0.42 s could be achieved. The communication between the
simulation and the PI has a big share of approximately 250 ms of this process and offers the possibility
for further improvements.

The occurred automatic power shut-off to prevent overheating of the PI of System Setup A could
be tackled by using an additional load to prevent the feed-in energy being dissipated within the PI.
This would also alter the Thevenin-equivalent of the setup, which might be undesirable. Regarding the
quality of the provided voltage signals, both systems generated negligible amounts of harmonics.
To represent real grid situations, introducing a realistic amount of harmonics must be considered.

Regarding the soft facts, involving setup and training, System Setup B seemed less challenging as
the options were more limited. In addition, the software PowerFactory is one of the standard tools
used at Ulm University of Applied Science not only for real-time simulation but also for scenario
and time series analysis of distribution grids. Using those models and calculation algorithms in pure
simulation experiments and in PHIL testing is beneficial. The models had to be setup up only once
and results from the simulation were helpful in the PHIL experiment design. In addition, the results
from the PHIL experiment could improve the models implemented in the simulation environment.

Another difference between the PI of the two setups was the maximal frequency at which the
systems could reproduce harmonics. For System Setup A, this was limited to 30 kHz, whereas,
for System Setup B, this was limited to 5 kHz. This aspect was not a prominent requirement for the
contemplated usage, however. The described aspects are given in a short overview in Table 7.

Table 7. Findings of experiments of Phase 0 and Phase 1.

System Setup A System Setup B

Pros (+)

small cycle time (≤ 50μs)
multiple calculation methods (phasor simulation,
transient simulation)

regenerates energy during the test

low immanent impedance

Neutral (#)
sufficient cycle time (≤1 s)

specific usage of the simulation tool variation in cycle time
only voltage type experiments

Cons (-) over heating occurs one calculation method (steady state)
dissipates energy during test run high immanent impedance

8. Conclusions and Outlook

The conclusions of this work are manifold and can be divided into the following parts. The first
part summarises the findings of the voltage step and ramp experiments carried out in Phase 1, while the
second part discusses the findings of the case study (Phase 2). In the third part, the conclusions are
provided and finally the planned improvements and the utilisation of the entire setup is summed up.

The contribution presents results for a comparison of two PHIL setups—these were called System
Setup A for the combination of an Opal-RT system and Spitzenberger Spies PAS PI and System Setup
B for the combination of a Digsilent PowerFactory instance and a Regatron TC.ACS PI. The use
case—testing of coordinated smart grid control function in an undisturbed operation—which was
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examined with both setups is only a subset of the capabilities of classical PHIL setups. The expected
outcome of the experiments was that both systems are capable of solving this task. The fundamental
difference between both systems were the calculation principles which are phasor calculation for
System Setup A and the use of steady-state simulation for System Setup B. For this comparison,
two scenarios were considered: (i) change of voltage level with a step; and (ii) a ramp function in
the modelled grid at slack element. As a result, different levels of accuracy and continuity of the
output signal were observed. The difference of the systems are apparent for the reaction of the Q(U)
controller of the PV inverter within the test environment. If the time constant of the Q(U) controller is
significantly lower than the cycle time, System Setup B shows discrete steps of the voltage and the
stabilisation time is prolonged. As an overall statement, System Setup B is suitable for the use case
described in Section 3.1. One issue which occurred during the test was an offset between the set-point
sent to the PI and the actual voltage measured at the terminals. It is suspected that this problem is
caused by the high immanent impedance of System Setup B. This problem needs to be tackled.

In the second part of this contribution, an actual utilisation of System Setup B is presented,
which shows the intended use for a combined PHIL and SIL testing of complex smart grid control
functions. The use of the SGAM presentation provided a basis for a common understanding of
the presented test. This is in line with the holistic testing description introduced by the ERIgrid
Consortium [61]. Due to the description of the planned scenario, the different facilities were able
to implement sub-functions in an efficient manner and were able to test the relevant sub-functions
before the actual experiment. As the outcome of this case study, the tested central control algorithm is
not useful for actual grid operation, as it was anticipated and deliberately chosen at the stage of test
design. However, the gathered data provided a good basis for the validation of the process. In addition,
the carried out experiment is a successful pilot test for the application of the RTU. It showed clearly
that gathering of relevant measured values at the grid connection point and the generation unit is
possible with the implemented SunSpec to the IEC 61850 converter. The other way round was tested
as well and the curtailment of the PV inverter was successfully carried out.

As a conclusion, it can be stated that there was a significant difference in the working principle
of the two system setups. Both systems could provide a function essential for the evaluation of EUT
and SUT with respect to the requirements stated in Section 3.1. The PHIL System Setup A was more
accurate and showed more capabilities than the QDPHIL System Setup B but this came at the price
of a more complex system regarding modelling, setup and operation than it was required in System
Setup B. In addition, the expenditures for purchase and maintenance have been higher for System
Setup A compared to System Setup B. Regarding the use of electric energy, the PI of System Setup B
was able to feed back into the grid, whereas the linear PI of System Setup A dissipated the energy.

As further steps, System Setup B will be improved to solve the issues regarding the occurring
offset without the use of an additional controller. As first evaluations suggest the effects are fairly linear
and are likely caused by a high immanent impedance of the PI, further analyses and engineering will
be necessary. These will also include considerations regarding the implementation of the immanent
impedance in the grid model. The implemented System Setup B is and will be used at the Ulm
University of Applied Science in the course of different research projects. The setup will be mainly
used for pilot testing of applications involving small decentralised control units in combination with the
German Smart Meter Infrastructure, which consists of the combination of Smart Meter, Smart Meter
Gateway and CLS-Module to enable information gathering and control of small generation units
such as PV inverters, as tested in the case study of Section 6. These measurements are necessary in
preparation of a broader deployment in the demonstration project C/sells [62]. As specific suggestions
for future work, the examination of effect of different interface algorithms and a detailed study of
the influence communication interface between simulation and power interface for the quasi-static
PHIL setups can be given. In this context, the implementation of the IA transmission line model is
considered. This would enable the utilisation of a available and standardised line impedance network
which is typically used for tests according to IEC 61000 series standard.
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Abbreviations

The following abbreviations are used in this manuscript:

CC Correlation Coefficient
CHIL Controller Hardware-in-the-Loop
CLS Controllable Local System
DER Distributed Energy Resources
DUT Device-under-Test
DRTS Digital Real-Time Simulator
DSO Distribution System Operator
EDCC Experimental Distribution Control Center
EMT Electromagnetic Transient (Simulation)
EUT Equipment-under-Test
HIL Hardware-in-the-Loop
HUT Hardware-under-Test
IA Interface Algorithm
ICT Information and Communication Technology
ICTHIL Information-and-Communication-Technology-in-the-Loop
IED Intelligent Electronic Device
IMD Independent Measurement Device
IPCC Intergovernmental Panel on Climate Change
ITM Ideal Transformer Model
ME Mean Error
MEA Measurement
MPPT Maximum Power Point Tracking
OLTC On-Load-Tap-Changer
PCC Point of Common Coupling
PHIL Power Hardware-in-the-Loop
PI Power Interface
PV Photovoltaic
RMS Root Mean Square
RTU Remote Terminal Unit
SCADA Supervisory Control and Data Acquisition
SGAM Smart Grid Architecture Model
SIL Software-in-the-Loop
STD Standard Deviation
SUT System-under-Test
QDPHIL Quasi-Dynamic Power Hardware-in-the-Loop
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Appendix A. Statistical Key Figures for the Evaluation

Besides the visualisation of the short- and medium-term changes of the system properties,
these properties are described by the following statistical key figures. Starting off with the Mean
Error (ME):

ME =
∑n

t u(t)re f − u(t)measure

n
(A1)

The Pearson Correlation Coefficient (CC)):

CC =
1
n ∗ ∑n

t (Ure f (t)− Ūre f ) ∗ (Umeasure(t)− Ūmeasure)√
1
n ∑n

t (Ure f (t)− Ūre f )2 ∗
√

1
n ∗ (Umeasure(t)− Ūmeasure)2

(A2)

Standard functions are used for the characterisation of time series with f as an arbitrary/any
measured parameter:

MEAN =
∑n

t f (t)measure

n
(A3)

STD =

√
∑n

t f (t)Mea − MEAN( fMea)

n
(A4)

For the voltage ramp scenario, this equation is changed to the following function, which uses the
STD function onto the difference of the reference values and the measured value

STDRamp =

√
∑n

t ( f (t)Mea − f (t)Re f )− MEAN( fMea − fRe f )

n
(A5)

Variance of the parameter for steady state scenario (DELTA and STD): DELTA expresses the
median value of the range for one of the oscillation periods that was observed.

DELTA = MAX(URMS)− MIN(URMS) (A6)

For the the examined voltage ramp:

DELTARamp = MAX(URMS,mea − URMS,Re f )− MIN(URMS − URMS,Re f ) (A7)

For the properties of the EUT, the following parameters have additionally been calculated:
The oscillation with a frequency below the fundamental frequency of the grid is calculated by

determination of the median cycle time of one half wave.

fOsci =
1

2 ∗ MEDIAN(Δti)
(A8)

The time Δti is determined by extracting the oscillation of the RMS values by subtracting the
mean value of the voltage from the individual reading of the voltage. By using the signum function,
this can be used in a general manner:

Ksgn(t) = sgn(UMea(t)− UMea,Mean) (A9)

The Ksgn(t) series is split into individual groups by the following schema:

GKsgn(t) =

⎧⎪⎪⎨⎪⎪⎩
0 t ≡ 0

GKsgn(t − 1) Ksgn(t) ≡ Ksgn(t − 1)

GKsgn(t − 1) + 1 Ksgn(t) 
= Ksgn(t − 1)

(A10)
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The difference between the first and last time stamp in each group is used to calculate the Δti:

Δti(g) = MAX(t())− MIN(t()) (A11)
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Abstract: This paper presents experimental validation of a distributed optimization-based voltage
control system. The dual-decomposition method is used in this paper to solve the voltage optimization
problem in a fully distributed way. Device-to-device communication is implemented to enable
peer-to-peer data exchange between agents of the proposed voltage control system. The paper presents
the design, development and hardware setup of a laboratory-based testbed used to validate the
performance of the proposed dual-decomposition-based peer-to-peer voltage control. The architecture
of the setup consists of four layers: microgrid, control, communication, and monitoring. The key
question motivating this research was whether distributed voltage control systems are a technically
effective alternative to centralized ones. The results discussed in this paper show that distributed
voltage control systems can indeed provide satisfactory regulation of the voltage profiles.

Keywords: peer-to-peer; distributed control; device-to-device communication; voltage control;
experimentation

1. Introduction

Over the last decade, there has been a clear focus in the European Union (EU) on promoting
low-carbon generation technologies and renewables. To ensure the EU meets its climate and energy
goals, the 20-20-20 targets aim to cut the emission of greenhouse gasses by 20% compared to the 1990
level, achieve a 20% share of renewables in the total energy consumption, and improve the energy
efficiency by 20%. In many countries, feed-in tariffs for eligible technologies have guaranteed returns
for investors, and this along with other forms of market support have contributed to a reduction in
technology costs and an increasing penetration of renewable energy resources (RESs) into distribution
networks across Europe. This growth of renewable energy is expected to maintain since by 2030 the
EU aims for 27% of the final energy consumption to come from renewable sources. The progress of the
EU and its member states towards 2020 climate and energy targets are summarized in [1].

These trends are impacting the operation of distribution networks, making the Distribution
System Operators’ (DSOs) mission of providing secure electricity supply and high quality of
service increasingly challenging. The historical “fit-and-forget” strategy of distribution networks
was consistent with the unidirectional power flows from substations to end consumers and their
predictable load profiles. When connecting significant amounts of RESs to the network, the assumption
of unidirectional power flows is not always valid anymore. The generated power of RESs can reverse
the power flows in the grid, what could lead to a rise of the voltage profiles beyond the allowed limits.
Moreover, intermittent and unpredictable nature of renewables increases the complexity of controlling
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the distribution networks. A comprehensive overview of the impacts of the renewable energy and
information and communications technology (ICT) driven energy transition on distribution networks
is presented in [2]. To maintain a high security of supply and quality of service, DSOs have to find new
strategies to control their networks.

A transition towards active management strategies would be capable of maintaining the voltage
profiles of distribution networks within acceptable limits to comply with the European standard EN
50160 [3] while minimizing, deferring, or even avoiding any capacity upgrades. Additionally, valuable
flexibility of prosumers can be embedded in the operational management of the networks, to allow
the prosumers to participate in supporting the grid as kind of ancillary service. Details of the most
effective and efficient ways for managing the future active distribution networks, to address the 21st
century challenges of transitioning to low-carbon electricity, are discussed in [4].

The need for managing distribution networks actively by employing smart grid solutions and
creating innovative investments and business models are the reasons for launching the EU funded
Peer-to-Peer Smart Energy Distribution Networks (P2P-SmarTest) project. The project was launched in
2015 and continued until the end of 2017. The idea of the project consists in developing intelligent
control, trading, and communication algorithms through a “Peer-to-Peer” concept; to facilitate the
integration of demand side flexibility and to ensure optimal operation of RESs within the network while
maintaining quality and security of supply. The deliverables of the project can be found on the website
of the project [5]. In [6], the view to Peer-to-Peer (P2P) approach for smart grid operation adopted in
P2P-SmarTest project is presented. The P2P control paradigm used in the project is presented in [7].

The approach adopted in P2P-SmarTest project to regulate voltage profiles of active distribution
networks is based on distributed optimization techniques and P2P communication. Distributed
optimization, as an alternative approach to solve challenges of the centralized optimization mechanism,
has attracted increasing attention recently [8]. A Distributed optimization-based control system
is characterized by the complete absence of a central controller. Every RES is considered to be
an autonomous control agent where all agents are equally important. To overcome the absence
of the central decision making controller, the agents communicate with each other in a P2P
fashion. With communication, they are able to make the correct control decisions in every particular
situation. Failure of one controller in distributed control system does not lead to an inability to control
the system. The work in [9] describes fundamental concepts and approaches within the field of
distributed control systems that are appropriate to power engineering applications.

Centralized control systems often suffer from serious computation, robustness, and communication
issues for power networks with many controllable devices. Distributed control is perhaps the
only viable strategy for such networks. Nevertheless, these centralized systems can achieve high
performance. In a centralized control system, there is only one controller, which receives all necessary
data, and based on all available information the multi-objective controller can achieve a globally
optimal performance. An interesting question is whether P2P distributed control systems can achieve
a comparable good performance to the centralized one. Most research studies appearing in the
literature attempt to answer this question by means of simulators, as reviewed in [10–12]. For instance,
in [13] a gradient descent method has been used to distribute a centralized optimization problem
over agents participating in the voltage control, a push-sum gossip algorithm is implemented to
enable P2P communication between the agents. Simulink (MATLAB, version R2016a, The MathWorks,
Inc, Natick, MA, USA) has been used to model a 5-bus microgrid and to validate the performance
of the proposed algorithm. In [14], a dual decomposition technique is used to design a P2P-based
voltage control system. A backward/forward sweep power flow calculation algorithm, coded in
MATLAB, has been used to model a low voltage, 62-bus, semiurban feeder and to test the ability of the
algorithm to control the voltage effectively within limits. In [15], openDSS simulator (version 2017,
EPRI, Palo Alto, CA) has been used to validate the effectiveness and robustness of a fully distributed
voltage control algorithm that has been developed based on the Alternating Direction Method of
Multipliers and consensus protocol (consensus ADMM). The same method has been used in [16]
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and validated using CVX software (version 2014, CVX Research, Inc., Stanford, CA, USA) (convex
programming). Distributed Energy Storage Systems (DESSs) are used in [17] to control the voltage
profiles of active distribution networks in a distributed way. The proposed methodology is based
on network partitioning strategy. Linear programming and voltage sensitivities are used to define
the areas for which each DESS maximizes its influence. To study the performance of the proposed
algorithms, MATLAB has been used to code the algorithms and to model an IEEE 123 nodes test
system. The concept of network partitioning is also used in [18] to implement a decentralized voltage
control system that regulates reactive power of photovoltaic (PV) inverters. The proposed methodology
of [18] is based on Lyapunov theory and has been validated via Matlab/Simulink environment.

The concepts of transactive energy (TE), home microgrids (H-MGs) and coalition formation
are used in [19] to design an algorithm for optimal use of electrical/thermal energy distribution
resources, while maximizing profit of H-MGs. The algorithm is based on an optimization problem
in which an objective function is based on economic strategies, distribution limitations and the
overall demand in the market structure. MATLAB was used to solve the optimization problems of the
proposed algorithm. The same concepts have been used in [20] to design an optimal, autonomous,
and distributed bidding-based energy optimization scheduling algorithm to maximize profit and
energy balancing efficiency of H-MGs under residential loads. A comprehensive simulation study was
carried out to reveal the effectiveness of the proposed method in lowering the market clearing price,
increasing H-MG responsive load consumption, and promoting local generation. Optimal management
system of battery energy storage is proposed in [21] to enhance the resilience of a PV-based commercial
building while maintaining its operational cost at a minimum level. The methodology is based on
linear optimization programming problem with Conditional Value at Risk (CVaR) incorporated in the
objective function. CVaR is used to account for the uncertainty in the intermittent PV system generated
power and that in the electricity price. MATLAB simulation studies were carried out to evaluate the
performance of the proposed method.

There are few studies in existing literature addressing the experimental validation of distributed
control algorithms. Experimental evaluations of real deployments are thus lacking. In [22], a gossip-
based P2P voltage control has been tested in a pilot site, the work is part of the European Commission
FP7 DREAM project. Six households were equipped with smart control agents, which measure the
households’ consumption and control the households’ flexible loads. Each agent is connected to
a local Wi-Fi router (internet gateway) and a virtual private network is then used to enable P2P
communication between the neighboring agents. In [23], a multi-agent platform has been implemented
and used to test a dual-decomposition-based optimization method for controlling the prosumers’
flexibility. The distributed agents are implemented in Raspberry Pi computers. The agent-based
control algorithm of each agent is implemented in Python and executed via Matlab calls. The setup is
part of Local Intelligent Networks and Energy Active Region (LINEAR) project [24]. In [25], a gossiping
P2P semantic overlay network is implemented by a toolbox, Agora+, enabling P2P communication
between agents. The toolbox has been used to implement a distributed tertiary control algorithm,
which allows groups of generators to operate at an economical optimum. In [26], distributed reactive
power control has been implemented and tested using real power inverters. Each inverter is considered
to be an agent where coordination between the agents is obtained by exchanging information via
an IP-based communication network.

This paper discusses the results of the experimental validation of a dual-decomposition-based
P2P voltage control algorithm developed within the P2P-SmarTest project. A simulation already
demonstrated the effectiveness of this algorithm [14] and this paper demonstrates it experimentally.
The voltage control problem is formulated as an optimization problem. The proposed method
calculates the minimum change in reactive power and active power needed to maintain the
voltages within the limits. The dual-decomposition method decomposes an optimization problem
(with separable cost functions and coupled constraints) into sub-problems, suitable for distributed
control. Dual-decomposition applies the theory of Lagrangian multipliers and duality to convert
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a centralized constraint optimization problem into a fully distributed constraint optimization problem.
The proposed dual-decomposition method differs from the classical dual-decomposition. In classical
dual-decomposition [27], there is a need for a central agent to calculate the Lagrangian multipliers
(control signals), whereas in the proposed dual-decomposition method, the Lagrangian multipliers
are calculated locally and each agent communicates its Lagrangian multipliers to the other agents in
a P2P fashion.

Our main contributions can be summarized as follows. (1) We present the design, development
and hardware setup of a laboratory-based P2P voltage control testbed; (2) Secondly, we propose
the use of a fully distributed dual-decomposition method to design a P2P voltage control system;
(3) Thirdly, we propose the use of Long Range Wide-area network (LoRaWAN) technology to design
a device-to-device communication system. The device-to-device communication is used to enable
P2P data interchange between agents of the proposed voltage control system; (4) Finally, we validate
experimentally that the proposed P2P voltage control system can indeed provide satisfactory regulation
of the voltage profiles.

The testbed presented in this paper provides realistic and pragmatic solution for evaluating
P2P smart grid applications. The testbed is used to evaluate the performance of the proposed
dual-decomposition-based voltage control system. It can also be used to evaluate other distributed
applications for grid management. The testbed allows for re-using of the existing simulator
code, while still facilitating accurate integration of power and communication effects on a real
hardware platform.

The rest of this paper is organized as follows. The laboratory-based P2P voltage control testbed
is described in Section 2. Section 3 presents the P2P-based voltage control algorithm. Drive of the
inverters is presented in Section 4. The Device-to-Device (D2D) communication modules used to
enable P2P communication between the agents are described in Section 5. Section 6 presents the
experimental results and the key performance indicators. Finally, the paper is concluded in Section 7
with future work.

2. Testbed Architecture

The architecture of the P2P voltage control testbed is depicted in Figure 1. The testbed consists
of four different layers which interact with each other: (1) microgrid layer; (2) control layer;
(3) communication layer; and (4) monitoring layer. The microgrid layer consists of programmable
inverters (label 1 in Figure 1); connected to DC power supplies (label 2). The inverters emulate
prosumers with photovoltaic (PV) installations, they are connected to the grid by resistors in series with
inductors (label 3). The resistors and inductors are used to emulate a low voltage feeder. The control
layer consists of inner control systems (label 4) that drive the power inverters, and grid voltage support
functions (GVSFs) that control the voltage profiles of the micogrid (label 6). The communication layer
consists of D2D communication modules (label 7) that are used to disseminate the status of the voltage
profiles in a P2P fashion. The monitoring layer consists of voltmeters (label 9) and data acquisition
platform (label 11).

The P2P voltage control testbed consists of three types of agents: (1) actuators; (2) observers;
and (3) a monitor. Each GVSF is connected to a D2D communication module and together they form
an actuator agent (label 5). The actuator agents are connected to the programmable inverters through
the inner control systems (control loops) and participate actively in voltage control by calculating
the change in reactive power and active power that each inverter should follow to maintain the
voltage profiles within specified limits. The set-points of the change in reactive and active power of the
inverters are determined based on an optimization problem solved in a fully distributed way.

The observer agent (label 8) consists of a voltmeter connected to a D2D communication module
through a Raspberry Pi (R.Pi) computer (label 10). The voltmeter periodically measures the voltage
of its bus, and the R.Pi fetches the latest reading. The R.Pi of each voltmeter hosts a software that
was developed for interfacing with both the communication module and the voltmeter. The R.Pi
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calculates the control signals (further referred to as Lagrangian multipliers) based on the latest voltage
measurement, according to a procedure described later. These control signals are broadcasted through
the D2D modules. The actuators communicate with the observers in a P2P fashion to receive the
control signals. The actuators then determine how to react based on these control signals and based on
their impact on the observed voltages (the impact on the voltages is expressed by voltage sensitivities).
They also take into account the cost of dispatching a change in active and reactive power.
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Figure 1. Multi-layer multi-agent architecture of the Peer-to-Peer (P2P) voltage control testbed ( VM
stands for voltmeter, Device-to-Device (D2D): device-to-device communication module, grid voltage
support function (GVSF): grid voltage support function, Raspberry Pi (R.Pi): raspberry pi computer,
Right: resistor, Left: inductor, labels 1 to 11 indicate the different parts of the testbed).

The third type of agent, the monitoring agent (label 11), represents a data acquisition platform.
This additional agent is not required for the operation of the P2P voltage control algorithm.
The observers and actuators record several variables from the algorithm that they execute, together
with timestamps. These recordings are cached locally. Periodically, the observers and actuators transfer
the cached recordings to the monitoring agent in a robust way. Therefore, even if the data acquisition
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network is temporarily offline, no data will be lost. The monitoring agent hosts a web service, through
which all recorded data is visualized in several dashboards.

The overall schematic of the testbed is depicted in Figure 2. The microgrid is connected to the
main grid through 400 V (line-to-line voltage (L-L)), 64 Amps (A) busbar.
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Figure 2. Schematic of the P2P voltage control testbed (VM stands for voltmeter, D2D: device-to-device
communication module, Right: resistor, Left: inductor, Real-Time Target (RTT): real time target
computer, R.Pi: raspberry pi computer, V: volt, L-L: line to line, labels (1)–(12) indicate the different
parts of the testbed, labels (1)–(11) same as in Figure 1).

3. Dual-Decomposition-Based P2P Voltage Control Algorithm

The proposed P2P voltage control algorithm regulates the voltage within allowed limits based
on an optimization problem. The algorithm uses a minimum change in reactive and active power
consumption or injection of some participating inverters installed in the microgrid to control the
voltage. The derivation of the algorithm is presented in [14] and here we present the algorithm in
a more practical way.

Without compensation, each inverter injects a certain amount of active power into the system.
In reality, this active power originates from the solar energy received by the photovoltaic cell.
The inverter can additionally inject reactive power, as long as the total apparent power does not
exceed the inverter rating. The inverter has an additional degree of freedom; it can curtail a fixed
percentage of the active power. Therefore, the actuator agent can take two actions: reducing the active
power (by an amount ΔP) and injecting or absorbing reactive power (by an amount ΔQ).
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Each actuator agent solves the following optimization problem to find ΔPd and ΔQd :

argmin
ΔP,ΔQ

cP(ΔP(t)
d )2 + cQ(ΔQ(t)

d )2 +
N
∑
i=1

(
(λmax

i )(t−1) − (λmin
i )(t−1)

)(
vP

d,iΔP(t)
d + vQ

d,iΔQ(t)
d

)
Subject to: (−cr)(Pprofile

d )(t) ≤ ΔP(t)
d ≤ 0

−
√
(Sd)2 −

(
(Pprofile

d )(t) + ΔP(t)
d

)2 ≤ ΔQ(t)
d ≤

√
(Sd)2 −

(
(Pprofile

d )(t) + ΔP(t)
d

)2

(1)

where d ∈ D is the number of the actuator agent (D is the set of actuators participating in the voltage
control). i ∈ N is the number of the observer agent (N is the set of observers participating in the
voltage control). cP(ΔP(t)

d )2 represents the quadratic cost of a change in active power of inverter d with

an amount ΔPd at time step t, while cQ(ΔQ(t)
d )2 represents the quadratic cost of a change in reactive

power of inverter d with an amount ΔQd at time step t. cP and cQ are constant factors used to penalize
the control variables ΔPd and ΔQd. These factors define the priorities for the control actions. It is
supposed that reactive power control of the inverter is cheaper than cutting its active power. Therefore,
cP should be greater than cQ in a sense that gives priority of the control action to the reactive power.
When the reactive power of the inverter is not sufficient, active power curtailment of the inverter
will be used to regulate the system voltages. In our control system, we set cP = 200 and cQ = 1.
Active power curtailment can be penalized more to minimize its use, but having higher cP would
decrease the speed of convergence when the curtailment is used to return the voltages back to the
limits. It is worth mentioning that the factor cQ can be calculated to incorporate losses on the network
(related to reactive power compensation) and other costs. In reality, reactive power provision can
lead to some additional losses in the network. An approximate cost factor can include the additional
losses in the inverter [28]. Incorporating the grid losses however would require a more complete
network model.

vP
d,i and vQ

d,i are the sensitivity of the voltage at bus i (observer i) to the change in the active power
and reactive power (respectively) of inverter d. cr is the curtailment factor. In this paper, cr is set to
30%. In reality, cr can be set based on how much the prosumer would like to curtail the active power.
(Pprofile

d )(t) is the active power generated by inverter d at time step t. Sd is the rated apparent power of
inverter d.

(λmax
i )(t−1) and (λmin

i )(t−1) are the control signals of violating the maximum and minimum
(respectively) allowed voltage at bus i. They are calculated at the previous time step t − 1 and
considered in the optimization of time step t. Mathematically speaking, they represent the Lagrangian
multipliers. Each observer measures the voltage at its bus and updates these control signals based on
the following equations:

(λmax
i )(t) = max

(
0, (λmax

i )(t−1) + α
(
(Vmeas

i )(t) − Vmax))
(λmin

i )(t) = max
(

0, (λmin
i )(t−1) − α

(
(Vmeas

i )(t) − Vmin)) (2)

where (λmax
i )(t) and (λmin

i )(t) are the updated control signals calculated at time step t and considered
in the optimization of time step t + 1. (Vmeas

i )(t) is the measured voltage at bus i after applying

the decisions ΔP(t)
d and ΔQ(t)

d . Vmax and Vmin are the maximum and minimum allowed voltage,
respectively. We set Vmax = 1.1 p.u. (per unit) and Vmin = 0.9 p.u. according to the European
standard EN50160. The parameter α is the step size of the dual decomposition method. Because of
the Karush-Kuhn–Tucker conditions (KKT), the Lagrangian multipliers cannot be smaller than zero.
This explains the use of maximum operator in (2).

The control algorithm goes through the following steps:
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1. Each observer agent measures the voltage. If the voltage exceeds the upper voltage limit, it will
increase λmax

i . If the voltage is lower than the upper limit, it will decrease λmax
i , at most until it

reaches zero. A similar procedure applies to λmin
i . The parameter α determines how large the

updates to the control signals will be.
2. The actuator agents receive updates of λmax

i and λmin
i periodically. They will adjust their

compensation to take the new values of the control signals into account.
3. The voltage changes due to the actions of the actuator agents. The observer agents update again

their λmax
i and λmin

i , and the whole process repeats. The communication from observer to actuator
takes place through the D2D communication modules, while the feedback path goes through the
electrical network.

From this explanation, it is clear that this process is based on feedback. As long as the voltage
problem persists, the observer agents will increase the control signals to get more compensation from
the actuator agents. The effect of α is similar to a gain in control theory. The trade-off in its selection is
similar: a low value can lead to slow convergence, while a too large value can lead to instability.

4. Drive of the Rapid Prototyping Inverter with Voltage Support Function

4.1. PM15FM30C Triphase Module

DC/AC PM15FM30C Triphase rapid prototyping inverter modules are used in the testbed to
emulate prosumers with PV installations. A schematic diagram of the PM15FM30C circuit is depicted
in Figure 3. The PM15FM30C module mainly consists of:

1. A 15 kVA three phase inverter, consisting of three half-bridges with insulated-gate
bipolar transistors (IGBTs).

2. A rectifier that can be connected directly to the AC voltage of the microgrid; it can be used to
charge the DC bus in case one does not want to use a DC source.

3. An inductor-capacitor-inductor filter (LCL filter).
4. Three bypass resistors to limit the inrush current at the beginning of operation; these resistors are

bypassed with a relay when the rapid prototyping module is running.
5. Current sensors to measure the current before and after the LCL filter.
6. Voltage sensors to measure the DC bus voltage and the AC voltage after the LCL filter at the

grid side.
7. Control board to drive the IGBTs, control the switches K1-K6, and the fan of the module.

 

 

IGBTs Rectifier 

DC Bus 

LCL Filter 

Bypass resistor 

Current sensors 

Voltage sensors 

Current sensors 

DDC Voltage sensor 

Figure 3. Circuit diagram of Triphase PM15FM30C rapid prototyping inverter.
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The PM15FM30C inverter is programmed and operated through MATLAB/Simulink running
on a computer. The computer communicates over Ethernet with an on-board PC-based Real-Time
Target (RTT), which controls the Triphase power electronics as shown in Figure 4. Python (version 3.3,
Python Software Foundation, Wilmington, DE, USA) has been used to code a software that manages
the interface with the D2D communication module, fetches the Lagrangian multipliers from the D2D
modules, stores the PV profiles, and solves a quadratic optimization problem with respect to local
constraints as in (1). The software also manages the interface with MATLAB.

MATLAB exposes an interface to the Python software, which allows the Python software to
directly execute scripts in MATLAB. The Python software uses a MATLAB script to push updates on
the PV profiles and ΔP and ΔQ set-points to Simulink. MATLAB also manages the interface with RTT
to control the switches and fan of the PM15FM30C.

Interface with D2D modules
PV Profiles

Interface with MATLAB
GVSF

Interface with python

Interface with RTT
Interface with SIMULINK

PV Profiles Decisions of GVSF

PV Profiles Decisions of GVSF
Inner control system

RTT

Non-real time 
network

Real time network

USB cable

(12)

(1)

(7)

(6)

(4)

Figure 4. Actuator agent setup (labels same as in Figures 1 and 2).

4.2. Drive of PM15FM30C Triphase Module

The P2P voltage control algorithm represents a high level control system to coordinate the
inverters in a distributed way aiming at regulating the voltages within the accepted limits. For the
inverter to be able to follow the regulation of the P2P control algorithm, an internal control system
has to be implemented and integrated with the GVSF. We have implemented a state-of-the-art current
control loop, Phase-Locked-Loop (PLL), and Kalman filter to drive the inverter. The inner control
system of the inverter is depicted in Figure 5.

The inverter uses current-mode control to control the active and reactive power. The line
current is tightly regulated by the current control loop, through the inverter AC-side terminal voltage.
Then, the active and reactive power are controlled by the phase angle and the amplitude of the inverter
current with respect to a rotating frame that is synchronized with the point of common coupling (PCC)
voltage using PLL. A Kalman filter is placed in front of the PLL in order to ensure that the PLL input
at all times matches an ideal sinusoidal waveform as closely as possible, even when the voltage is
highly distorted by the presence of harmonics. This ensures fast and low distortion operation of the
PLL. Kalman filter is used in this work because it efficiently deals with the uncertainty of tuning
its parameters.

The reference set-points of active and reactive power are calculated based on the PV profiles and
the decisions of the GVSF as shown in Figure 5; then the reference set-points of active and reactive
power are converted into d-q (direct-quadrature) reference set-points of the three phase current and
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these d-q set-points are used by the current control loop as a reference to control the d-component
and q-component of the three phase current in order to follow the reference set-points of active and
reactive power.
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Figure 5. Inner control system of the inverter integrated with the GVSF (labels same as in
Figures 1 and 2).
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The details of the design and tuning of Kalman filter are presented in [29]. Chapter 8 in [30]
presents the details of the design and tuning of the proportional-integral(PI) controllers used by the
current control loop and PLL. The d-q transformation (of the current, voltage and power) can be also
found in the same chapter.

It is worth mentioning that we have not used a voltage control loop, because the voltage of the
DC bus is fixed by the DC source. For the inverter to be able to inject power from the DC side to the
AC side, the DC bus has to be charged to a DC voltage higher than 650.6 V, which is the peak-to-peak
voltage (phase to neutral) of the grid connection (Vpp = 2 × 230 ×√

2 = 650.6).

5. Device-to-Device Communication

5.1. Background

Device-to-device communications typically refer to cellular communications technologies
enabling direct transmission between proximate devices, without relaying information through the
cellular base station [31]. However, D2D communications is not the exclusive domain of cellular
networks and generally relates to the ability of peer devices to directly communicate with one another
without having to relay the actual data through a central coordinator device, as e.g., used in [32,33].
The paper [31] presents a survey of the current state of the art for cellular D2D communications
and points out that cellular D2D communications are much more efficient than communications
on unlicensed spectrum as the communication interference is controllable at the licensed spectrum.
The paper categorizes cellular D2D communications into four categories based on the level of control
the base station has on them. The first category is device relaying with base station assisted controlled
link. Here the base station allocates the channel resources for user equipment communications so that
user equipment in poor coverage can maintain connectivity with the network. Direct communication
between devices with base station assisted controlled link is the second category, where user
equipment exchange data directly and some of these features have already been standardized by
3rd Generation Partnership Project (3GPP) release 13 proximity services and in release 14 for cellular
vehicle-to-everything (C-V2X) communications (mode 3). The C-V2X uses outband communications as
the actual data communications occur at the intelligent transportation system licensed radio frequency
band and not on the cellular bands. The third category is relaying device with device assisted controlled
link, where the user equipment communicate with one another using relays and without base station
control. The fourth category is direct D2D with device assisted controlled link, where the user
equipment communicate directly with one another without base station provision of control links.
The paper [34] proposes a solution combining categories three and four for smart grid demand response
scenarios for increased resiliency of smart grid operations.

The D2D communications required for P2P voltage control need not be based on cellular
technologies and currently, no commercial-of-the-shelf cellular D2D chipsets are available. The key
criteria for the selection of appropriate communication technology to adopt arise from the distances and
placement of the observer and actuator agents. Common unlicensed band communication technologies
like the IEEE 802.11 family (WiFi) or the IEEE 802.15.4 family (low rate personal area network) can
be utilized if the distances between agents are within a few hundred meters and they have been
installed outdoors or inside buildings near the exterior walls. Even then mesh type network where
devices communicate in ad hoc fashion are required to ensure reliable connectivity. In other cases low
power wide area (LPWA) communication technologies need to be utilized. Raza et al., [35] provide
a survey on LPWA networks and claim that they represent a novel communication paradigm, which
will complement traditional cellular and short range wireless technologies in addressing diverse
requirements of Internet of Things (IoT) applications. This applies to smart grids in particular as
LPWA technologies offer unique sets of features including wide-area connectivity for low power and
low data rate devices, not provided by legacy wireless technologies. As an example, [33] proposes a
gateway assisted D2D communications solution utilizing Long Range Wide-area network (LoRaWAN)
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technology and the work is a basis for the D2D communications scheme used in this paper. The work
in [33] and the communications solution of this paper are not the same though; the work in [33]
is similar to the second category whereas the solution applied in this paper is similar to the fourth
category of cellular D2D communications, both using LoRaWAN technology.

5.2. D2D Communication Modules

The D2D communication modules are implemented based on a modular WSAN/IoT platform
(wireless sensor and actuator network/Internet of Things) [36]. Each module is composed of three
submodules stacked on top of each other, as shown in Figure 6. The radio submodule (the top
submodule) hosts the RN2483 LoRaWAN radio transceiver (Microchip Technology, Chandler, AZ,
USA). The main submodule (the middle submodule) includes the microcontroller (ST32F217,
STMicroelectronics, Geneva, Switzerland), the power circuitry, and other peripherals. The USB
submodule (the lower submodule) hosts an FTDI USB-UART chip (FT8U232AM, FTDI, Glasgow, UK)
(FTDI: future technology devices international (semiconductor device company), USB: universal serial
bus, UART: universal asynchronous receiver-transmitter). Additionally, each D2D module needs to
have an 868 MHz SMA (SubMiniature version A) antenna. Also a mini or micro USB cable (any of
these two, but only one at a time) should be connected to the USB submodule to interface with the
agents (actuators and observers). The power required for the module’s operation is also provided via
the USB interface (maximum consumption is in the order of 200–300 mW).
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flow 
control
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Voltage switch
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 Fully assembled devices during testing

Figure 6. Structure of the D2D communication module (USB: universal serial bus, UART: universal
asynchronous receiver-transmitter, FTDI: future technology devices international (semiconductor
device company), VCP: virtual communication port).

5.2.1. Implemented Embedded Firmware

The application software is written in C (Dev-C++, Cambridge, MA, USA) and operates on top of
the FreeRTOS embedded operation system (10.0.1, Real Time Engineers Ltd., Bristol, UK). The software
has been developed using Eclipse (Kepler Service Release 2, Eclipse Foundation, Inc., Ottawa, ON,
Canada) and compiled with GNU Compiler Collection (GCC) (7.1, Free Software Foundation, Boston,
MA, USA) for Advanced RISC Machine (ARM) processors (ARMv8.3-A, Acorn, Cambridge, England,
UK). The high level structural diagram of the embedded firmware is depicted in Figure 7 and it is
composed of the three threads: main thread, radio thread, and UART thread. The main thread is
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initialized after the basic initialization procedures (setting clock, checking the module and configuring
the peripherals, blinking LEDs). The main thread initializes the UART thread for communicating with
the physically connected agent, the radio thread for controlling the radio transceiver, and the server
data structure for storing the data from the agents. The UART drivers are implemented based on direct
memory access (DMA) and use a timer to detect end of a packet. Due to this reason, agents should
enable for at least a 5 ms idle time between the sequential UART packets.

The server data structure is implemented as a table listing the identifiers of the agents and the
most recent data from them. The server structure is accessed and can be modified by either the radio
thread or the UART thread. The D2D module can be configured to periodically report the complete
table (i.e., the data from all other agents) to its agent.

The developed firmware implements a multi-stage error detection and correction system. In case
of noncritical errors (e.g., wrong format of UART commands from the physically connected agent) the
module recovers automatically. In case of severe mistakes (detected by the software or if the software
hangs), the module reset procedure is initiated. After reset, the most recent state of the module is
recovered. The restored data does not include the calculations made by the connected agent.

Main thread

Initializations

If periodic report enabled – 
periodically send table to UART

UART thread

Initialization

Listen UART & forward packets 
between main thread & radio 

thread

Radio thread

Initialization

Operate according to a 
synchronized protocol 

Server data structure

Serial interface to radio Serial over USB interface to 
power agent

Commands

Initialize server & other 
threads

CommandsRead
Data

Data from packetsData from packets

Critical 
errors

Critical 
errors

Critical errors

Reboot

Read ID & mode from Flash

Commands

Figure 7. Structure of the embedded software.

5.2.2. Synchronized Protocol

The radio thread handles control over the radio transceiver and implements a synchronized radio
protocol. The synchronized protocol is a simple slotted protocol, where each of the D2D modules is
assigned a periodic time slot for transmission of its data and receiving the transmissions from the other
modules in their respective slots, as shown in Figure 8.

The parameters of the protocol, namely the number of slots (M) in the superframe and the duration
of each slot (T-slot) are hardcoded in the firmware and cannot be changed without reprogramming the
module. Each module uses for its transmission the slot with the number equaling to its programmed
identifier (i.e., a module with ID 1 will send in slot 1, etc.). Empirically it was found out that the need
of using low-speed UART interface between the main module and the radio transceiver chipset and
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the slow operation of the chipset itself introduces substantial overheads (e.g., packet transmission,
switching between transmit and receive, etc.). Due to this reason, the duration of one slot cannot be set
below 150 ms.

When enabled the first time, the D2D module based on this protocol first scans the radio channel
for several superframe periods. If it does no-t find any transmissions and it has data to send, it will start
the transmission right away. If during scanning a module finds some transmissions ongoing, it will
use this transmission as a reference for defining its designated slot. After each superframe, a module
adjusts its synchronization. As a reference point for adjusting the synchronization, each module uses
the timestamp of the packet with minimum identifier not exceeding the identifier of the module.
If such a reference is not available, no compensation is applied. As a practical example, module 1
transmitting in slot 1 never adjusts its synchronization. If modules 2, 3 and 4 hear transmission of
module 1, they will adjust their synchronization based on it. If module 5 does not hear module 1 but
hears modules 2 and 3, it will adjust its synchronization based on the transmission of module 2.

slot 1 slot 2 slot 3 slot M slot 1

T-superframe

T-slot

Device 1

Device 2

TX RX TX

TX RXRX

T-slot

Time 

Time 

Time 

Figure 8. Illustration of the implemented synchronized protocol operation (TX: transmission,
RX: reception).

6. Results of the Experiment

To test the performance of the P2P distributed voltage control system, one needs to create
a voltage rise (or drop) problem and solve it in a P2P fashion. To create a voltage rise problem in
a laboratory-based microgrid, a high-power injection from the inverters back to the grid can be
used. Alternatively, the impedance of the feeder depicted in Figure 2 can be oversized to create such
a problem with low-power injection. In the following experiments, R1 and R2 are set to 8 Ω, L1 and
L2 are set to 5 mH. Figure 9 shows the generation profile applied at both inverters. The active power
generation starts at zero, and increases to a maximum of 1200 W. At the higher generation, the voltage
is expected to rise above the maximum voltage limit. To comply with the European standard EN 50160,
the voltage limits Vmax and Vmin are enforced to be ±10% of the nominal phase voltage.

Two experiments are carried out to compare the voltage profiles with and without voltage control.
The comparison helps in quantifying the performance of the P2P voltage control.
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inverter 1
inverter 2

Figure 9. 30 min generation profiles of inverter 1 and inverter 2 (both inverters apply the same
generation profile).

6.1. First Experiment: Without P2P Voltage Control

The generation profile described by Figure 9 is applied at both inverters of the setup. Figure 10
shows that this leads to voltages exceeding the upper limit of 1.1 p.u. at both the first and second node.
The agents remained idle during this experiment.

node 1
node 0

node 2

Maximum voltage limit

Figure 10. Voltage profiles without voltage control for the 3 nodes in the microgrid (the generation
profile causes over-voltages up to 1.145 p.u.)

6.2. Second Experiment: With P2P Voltage Control

The inverters apply the same generation profile, but now the agents execute the distributed
voltage control algorithm. This leads to the voltage profile shown by Figure 11. When an increase
in generation causes an over-voltage issue, the agents bring the voltages back to the defined limits
(±10%) within 3 min.
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node 1
node 0
node 2

Maximum voltage limit

Figure 11. Voltage profiles with voltage control for the 3 nodes in the microgrid.

The actions of the observer and actuator agents are reflected in Figure 12. The evolution of the
control signals over time are presented in Figure 12c,d. The control signals for under-voltages (λmin)
are zero, because no under-voltages beyond the limits occur during this experiment. The control
signals for over-voltages (λmax) however, increase sharply after an increase in the voltages above Vmax.
One can notice that the control signals λmax return back to zero when the voltages return back to
normal values without compensation, due to a decrease in the generation profiles.

Figure 12a,b shows the actions taken by the actuator agents. As soon as an over-voltage occurs,
nearly all reactive power is dispatched. This behaviour depends on the values of α, cP and cQ. The step
size α controls mainly how fast the control signals will increase, and hence how fast compensation
is dispatched. Since the cost of active power is set to be a lot higher than the cost of reactive power,
the algorithm will dispatch first the available reactive power. α is set high enough to get a fast
response in the active power dispatch. However, this causes the dispatch of reactive power to be
nearly instantaneous. ΔP and ΔQ return back to zero when the voltages return back to normal values
without compensation.

350 1050700 1400

(a) (b)

1400350 1050700

(c) (d)

350 1050700 1400

x

1400350 1050700

inverter 1
inverter 2

inverter 1
inverter 2

node 1
node 0

node 2

node 1
node 0

node 2

Figure 12. (a) Active power curtailment of inverter 1 and inverter 2; (b) Reactive power compensation
of inverter 1 and inverter 2; (c) The control signals for over-voltages; (d) The control signals
for under-voltages.
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When the measured voltage Vmeas
i is less than Vmax, λmax

i starts to decrease till it reaches zero.
One can explain this based on Equation (2). The Lagrangian multipliers drop back to zero because the
underlying profile of the inverters change. The active power injection drops, and the voltage drops
with it. The Lagrangian multipliers adapt to the new situation. When both λmax

i and λmin
i are zero at

each observer, problem (1) can be written as:

argmin
ΔP,ΔQ

cP(ΔP(t)
d )2 + cQ(ΔQ(t)

d )2 + zero

Subject to the local constraints of problem (1)
(3)

One can notice that the solution of the above optimization problem is: ΔP(t)
d = 0 and ΔQ(t)

d = 0.
Hence, a stop mechanism can be designed to stop the solver of the optimization problem whenever
the Lagrangian multipliers are zero at each observer. This should decrease the computational burden
of the algorithm.

6.3. Key Performance Indicators

There are three key performance indicators (KPIs) considered in this work: (1) Convergence time;
(2) Voltage quality; and (3) Communication delays.

The first KPI, convergence time, is a measure for how long it takes the algorithm to solve the
voltage problem. Voltage quality reflects how well the control algorithm can mitigate the voltage rise
(or drop) problems. Finally, the communication delays depend on the communication infrastructure.
Below follows an explanation of how each of these KPIs is quantified in practice.

6.3.1. Convergence Time

The voltage control algorithm is online and adjusts itself continuously. When a change in the
generation profile occurs, there are two possibilities: either there is a voltage problem or not. If there is
no voltage problem, the control algorithm stays idle. However, if there is a voltage problem, then the
agents start to undertake action. The observer agents change the control signals until the voltage
problems are resolved. If they succeed, then the control signals converge to a stable value, and the
voltages converge to a value within the limits. In this paper, we define the convergence time as the
time it takes from a moment when the voltage exceeds the limits until the moment when the voltage
is restored within the limits. As demonstrated in Figure 11, it takes the algorithm around 3 min to
regulate the voltages within the defined limits, which is an acceptable time for voltage problems.

It is worth mentioning that the intervention time of the interface protection relay of Triphase
inverter is much less than the convergence time. The intervention time of the interface protection relay
of Triphase inverter is less than 1 ms. The Triphase inverter is configured to trip at 280 V. This means
that there is 27 V as voltage margin, since the algorithm starts regulating the voltage when the PCC
voltage is higher than 253 V. Hence, the inverter in our setup is able to correct the voltages before
reaching 280 V. If an inverter trips at 253 V (maximum voltage defined by the standard EN 50160),
then Vmax of the proposed algorithm should be set to a value lower than 253 V (i.e., 240 V), in a way
to make sure that the convergence time is sufficient to correct the PCC voltages before reaching the
maximum voltage at which the inverter trips.

6.3.2. Voltage Quality

The voltage quality is quantified by the metric E ≥ 0 defined by Equation (4). The metric E
integrates the over and under voltages as shown in Figure 13. This means that both the duration
of a voltage problem and its severity will increase the metric E. A value of zero is the best possible
value and indicates that there are no over or under voltage issues: the higher the E, the worse the
voltage problem.
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E =
N

∑
i=1

∫ tend

tstart

(
max

(
Vi − Vmax , 0

)
+ max

(
Vmin − Vi , 0

))
dt (4)

t

Vmax

Vmin
Vi

E

Figure 13. Voltage quality metric: sum of the surfaces above and below the voltage limits.

Table 1 shows a comparison between the regulated and the unregulated voltage profiles based
on the voltage quality metric. E is the sum of the metrics E0, E1 and E2 of the nodes 0, 1, and 2,
respectively. The P2P voltage control reduced the metric E from 58.724 to 2.633. E of the regulated
voltage profiles is slightly higher than zero, because it takes the algorithm some time until it has
resolved the voltage issues.

Table 1. Voltage quality metrics of the regulated and unregulated voltage profiles.

Vi
Ei ENode 0 Node 1 Node 2

without control 0 19.719 39.005 58.724

with control 0 0.081 2.552 2.633

6.3.3. Communication Delays

For the observer agents, the delay is defined as the time between consecutive updates of their
control signals, which they broadcast periodically to the actuator agents. For the actuator agents,
the delay is defined as the time between consecutive updates of the set-points which are sent to the
Triphase power hardware.

Figure 14 shows the delays between the iterations of the control algorithm, for each agent
individually. The observer agents are implemented by dedicated single-board computers with few
other processes running in the background. They manage to update the control signals every 1.5 s,
with little deviation. The actuator agents however experience longer control delays, with large
differences between both actuators. There are two main causes for these additional delays. Firstly,
the actuator agents solve an optimization problem at each iteration. Secondly, the actuator agents
are implemented by laptops. These laptops run additionally control software for the Triphase Rapid
Prototyping Inverter System, which requires rather heavy processing. The laptop running actuator 2 is
older, which shows in the performance. Adapting the implementation of the algorithm for the actuator
agents can lower the delays. The lower limit for the delays is 1.5 s, which is the period with which the
observer agents send updates of the control signal.

Overall, the delays are as expected. Only the delays for actuator 2 could be shorter to be in line
with the other devices. Upgrading actuator 2 to hardware similar to actuator 1, should resolve these
additional delays.
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Figure 14. Communication delays: The observer agents update the control signals every 1.5 s, with very
little deviation. The actuator agents issue their updates more slowly, with a significant difference
between both actuator agents.

6.4. Discussion

The proposed P2P voltage control system managed to increase the voltage quality of the voltage
profiles. Some over-voltage issues remain, because the control algorithm needs around 3 min to bring
back the voltages within the limits. However, it is in line with the European standard EN50160 as all
10 min mean rms values of the voltages are within the range [Vn − 10%, Vn + 10%], where Vn = 1 p.u.

The key question motivating this research, was whether fully distributed voltage control systems
are a technically effective alternative to centralized ones. The results discussed in this paper show that
fully distributed P2P voltage control systems can indeed provide satisfactory regulation of the voltage
in distribution networks.

Technically, the P2P approach has shown good characteristics to be considered by DSOs to deliver
high quality power to customers. The proposed P2P system could help in delivering easier access
to prosumers’ flexible supply and demand by making their active participation in the grid possible.
This can be used to alleviate grid stress and defer or avoid grid upgrades, and consequently will help
the DSOs to host more RESs.

7. Conclusions and Future Work

The dual-decomposition method and LoRaWAN D2D communication modules are used in this
paper to design a P2P optimization-based voltage control system. A multi-agent, multi-layer microgrid
testbed has been constructed at the EnergyVille premises to validate the performance of the proposed
P2P system. Experimental results show the ability of the proposed system to solve the voltage rise
problem within 3 min.

Future work includes expanding the P2P setup, by connecting the microgrid to a virtual
network. The virtual network can be modelled using the Real-Time Digital Simulator (RTDS) [37].
Power Hardware-in-the-Loop (PHIL) can be used to connect the real inverters to virtual ones,
and Control Hardware-in-the-Loop (CHIL) can be used to connect the real agents to virtual
agents. The setup will be used to test distributed control algorithms that have faster convergence.
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As demonstrated in [16], the Alternating Direction Method of Multipliers (ADMM) has a much faster
convergence than the dual decomposition.
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Abstract: This paper assesses the behaviour of active distribution networks with high penetration of
renewable energy sources when the control is performed in a centralised manner. The control assets
are the on-load tap changers of transformers at the primary substation, the reactive power injections
of the renewable energy sources, and the active and reactive power exchanged between adjacent
feeders when they are interconnected through a DC link. A scaled-down distribution network is used
as the testbed to emulate the behaviour of an active distribution system with massive penetration of
renewable energy resources. The laboratory testbed involves hardware devices, real-time control,
and communication infrastructure. Several key performance indices are adopted to assess the effects
of the different control actions on the system’s operation. The experimental results demonstrate
that the combination of control actions enables the optimal integration of a massive penetration of
renewable energy.

Keywords: active distribution network; laboratory testbed; renewable energy sources; DC link;
centralised control

1. Introduction

Massive penetration of renewable energy sources (RES) is unstoppable nowadays because of
the need to reduce the dependency of fossil fuels. This new technology of generation assets is being
deployed in small units within medium voltage (MV) and low voltage (LV) distribution systems,
the so-called distributed generation, in contrast to the conventional connections of large-scale power
plants to high voltage (HV) systems. The drivers behind this change in the generation paradigm are
threefold: technical because of the maturity of the technology [1], economical due to the related
cost reduction [2], and social because of the citizen involvement in decarbonising the electrical
consumption [3].

The traditional operation of radial distribution systems cannot be maintained in cases where
there is very high RES penetration, because the design of these systems has been done to cope with
power flows from primary and secondary substations to the final users [4]. The problems that RES
may create have been profusely described in specialised literature [5], for example, higher simultaneity
coefficients, reverse power flows, out of control nodal voltages, power quality deterioration, increase
of short-circuit power, etc. These technical problems can be released using conventional network
reinforcement strategies ranging from increasing the cross-section of existing lines to installing new
lines and/or power transformers. However, it has to be questioned as to whether this is the best
solution considering the increases in cost and connection time [6] as well as the spare capacity of the
new assets over a large number of hours per year [7]. Therefore, new alternatives must be explored to
overcome the shortcomings related to this Fit & Forget approach.
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Several active network operation approaches have been proposed recently. In general, these can
be classified according to the following characteristics: the control assets used to optimise the network
operation, the applied control algorithms, and the testing procedure used to validate their performance.

Control assets: Regarding the first issue, HV/MV transformers equipped with on-load tap changers
(OLTCs) and step voltage regulators were proposed in [8]. In addition, RES may also contribute to
voltage regulation and congestion management by resorting to curtailment [9] or even by using
adequate reactive power injections [10–12]. Most of the major RES inverter manufacturers include
the possibility of controlling the reactive power in order to fulfil the grid codes imposed by the
system operators (either distribution system operators (DSOs) or transmission system operators
(TSOs)). These grid codes are becoming more and more restrictive and they include minimal technical
requirements for RES connections to occur [13,14], including, among others, voltage regulation issues
by means of reactive power injection.It is important to mention that most of the active operation
approaches consider several control assets that are managed in a coordinated manner, for example,
HV/MV, OLTC, and RES [15–17]; HV/MV, OLTC, and energy storage systems [18,19]; and HV/MV,
OLTC, RES reactive power injection, and direct current (DC) links [20].

Control methodology: The active management solutions can be broadly classified into centralised,
distributed, and local methodologies. The centralised approaches rely on a control centre in charge
of computing the optimal setpoints for all the control assets that considers the available network
measurements [11]. The main drawback of this approach is the need for an extensive communication
system. Therefore, this solution is suitable for MV distribution systems because of two reasons.
On the one hand, the cost of the communication infrastructure is marginal with respect to the cost
of the large RES units (in the range of several MVA). On the other hand, nowadays, utilities are
equipped with centralised Advanced Demand Management Systems (ADMS) which incorporate
monitoring and automation functionalities. However, it should be considered that a failure of part of
the communication infrastructure may deteriorate the performance of the controller. For this reason,
advanced control strategies providing enhanced system resilience can be found in the specialised
literature [21]. Local approaches are just the opposite because the actions taken by the control assets
are calculated based on local measurements [10,12,16,22], and therefore, they are suitable for LV
distribution systems. Distributed methods can be considered a compromise between the previous
alternatives as they have several advantages related to robustness and scalability [23,24].

Testing methodology: The methodologies are usually validated by applying steady-state simulations
that consider the daily load and generation profiles. However, other proposals use real-time digital
simulators [23] and power hardware-in-the-loop platforms [19].

The results obtained by some of the previous control approaches can be summarised as follows.
In [17], a 32% reduction of power losses was reached by using an adequate RES reactive power injection.
After including the OLTC as an additional control asset, [16] reported an extra 7% reduction in total
daily energy losses. Finally, a similar approach that considered the actual capability curves of the RES
units achieved a 14% reduction in power losses [12].

This paper tests the use of centralised control of active assets to manage MV distribution networks
with a massive RES penetration. An Optimal Power Flow (OPF) is used in the centralised control
to compute the optimal setpoints for three kinds of control assets: (1) HV/MV-transformer OLTCs,
(2) RES reactive power injections, and (3) active and reactive power through DC link meshing radial
feeders. A high-RES but realistic load/generation scenario is analysed that considers some test cases
involving different sets of control assets with the aim of evaluating their performance. These test
cases are implemented in a laboratory scaled-down active distribution network including hardware
devices, controllers, communication infrastructure, and a real-time monitoring system, as presented
in [25]. This testbed can be used to evaluate practical implementation issues of any centralised
control algorithm related to the applied control strategy, the required data field, the communication
systems, etc., as a step prior to field deployment. Therefore, the main contribution of this paper is the
experimental validation of the centralised controller proposed in [20] within an updated version of the
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testbed described in [25] in which an OLTC transformer, a DC link, and a new control scheme and
communication system are incorporated.

The paper is organised as follows. In Section 2, a description of the centralised control to manage
high-RES active distribution networks is presented. In Section 3, the benchmark distribution network
is described in detail, including its main components and how they are represented in the laboratory
scaled-down testing platform. Section 4 depicts and analyses the system’s performance in different test
cases, comparing them in a quantitative manner by means of key performance indices (KPIs). Finally,
Section 5 closes with the main conclusions.

2. Proposed Centralised Control

Smart grids are characterized by extensive measurement, automation, and communication
infrastructures which allows a safe and optimized network operation that takes advantage of
centralised ADMSs. The main role of any ADMS in this environment is to concentrate the field
data to extract the required information about the network status and, in cases where control assets
are in operation, compute and send the required control actions to optimize the network operation
according to a given criterion.

Figure 1 depicts this centralised control approach. First, the smart meters are in charge of
measuring the load demanded by industrial (Pil and Qil) and residential (Phl and Qhl) clients.
In addition, the RES active power injections, such as the wind turbine (WT) and photovoltaic (PV)
plants, Pwt and Ppv, respectively, are measured.

...
LC 

Advanced Distribution
Management System

HV

RTU

MV

DC link

VSC1

VSC2
OLTC

... ...

...... ...

Figure 1. Architecture of the centralised control of an active distribution system.

All field data are sent to the ADMS by means of Remote Terminal Units (RTUs) at regular time
intervals (typically 5 to 15 min). Considering all this information, it is possible to compute setpoints for
the installed control assets using an OPF to optimize any technical or economic objective. This paper
considers the following control assets:

• RES, which can regulate the reactive power injections Qopt
wt and Qopt

pv .
• Transformer OLTCs, which can adjust the tap position topt.
• A DC link, which is composed of two Voltage Source Converters (VSCs) in a back-to-back topology

connecting two radial feeders. This device can regulate the active power flow between the feeders,
Popt

link, and two independent reactive power injections, Qopt
vscj. It is important to point out that the
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DC link is an interesting control asset with proven capability to reduce the network active power
losses, maximize the penetration of RES, improve the network voltage profiles, and avoid branch
saturations [20,26].

On the other hand, the selected OPF objective is to minimize the active power losses of the system
to take advantage of the already available control assets to optimise the operation of the distribution
grid, which leads to the following formulation:

min
x

Ploss(x, y), (1)

where x is the set of control variables (Popt
link, Qopt

vscj, Qopt
wt,pv, topt) and y is the set of load and generation

power injections for a given time interval (Pil , Qil , Phl , Qhl , Pwt, Ppv).
The optimization problem is completed by including the relevant constraints. First, the network

operational limits have to be considered. The voltages and currents of the sets of buses, N , and
branches, B, have to be within the regulatory boundaries, [Vmin

i , Vmax
i ], and below the cable ampacities,

Imax
b , respectively, as stated in (2) and (3):

Vmin
i ≤ Vi ≤ Vmax

i ∀i ∈ N , (2)

0 ≤ Ib ≤ Imax
b ∀b ∈ B. (3)

Second, the OLTC tap has to be within the limits and the apparent power levels of the RES and
DC-link VSCs have to be below their rated capability according to (4)–(6):

tmin ≤topt ≤ tmax, (4)

Spv,wt ≤ Srat
pv,wt , (5)

SDClink ≤ Srat
DClink . (6)

Finally, other constraints which are included in the OPF are the active and reactive bus power
balances and the power constraints that model the DC link behaviour, which can be found in [26].

3. Laboratory Testing Platform

The objective of building the laboratory testing platform was to faithfully represent the real
behaviour of an active distribution system including all of its components to asses the performance
of the centralised control strategy outlined in Section 2. In this way, the testing platform was built
based on the MV benchmark distribution network proposed by the International Council on Large
Electric Systems (CIGRE in french) Task Force C06.04.02 devoted to study the RES integration in MV
networks [27]. The main reasons that motivated the selection of this system are detailed below:

• First, this network is based on an actual MV German distribution system, fulfilling the proposed
objective of the laboratory testing platform described above.

• Second, an important RES penetration is integrated into the network.
• Third, all the network data, including topology, parameters of lines and cables, loads, RES, and

their corresponding daily load/generation curves are available and are well documented.
• Fourth, the benchmark network includes a DC link, a key component of the future active

distribution system with high RES penetration.

The next subsections present the MV benchmark distribution system and its scaled-down version
built in the laboratory for testing purposes, including the implemented control scheme and the
communication infrastructure designed to operate the system as a flexible platform to evaluate the
benefits of active distribution networks.
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3.1. MV Benchmark Distribution Network

A one-line diagram of the benchmark distribution system is shown in Figure 2 which is composed
of two radial subsystems departing from a primary substation where a 40 MVA 110/20 kV transformer
equipped with an OLTC is installed. The total network comprises 14 buses grouped in two radial
feeders: 11 buses for subsystem 1 and 3 buses for subsystem 2. The total line length of subsystem 1 is
about 15 km, while subsystem 2 is just 8 km. In addition, different types of load, involving industrial
and domestic customers as well as a large amount of RES, are connected into the different buses.
Although [27] considered different types of RES, this work exclusively included PV and WT plants
because its current maturity foresees that they will be massive deployed in upcoming years. In addition,
the benchmark network includes a DC link to connect both radial subsystems between nodes N8
and N14.

PV plant

WT plant

Subsystem 1

N14

N13

N1

N2
N3

N4

N5 N10

N9

N6

N7

N8

N11

Disconnected in
normal operation

110/20 kV
40 MVA

Load

VSC1 VSC2

N12

Subsystem 2

DC link

Figure 2. The medium voltage (MV) benchmark distribution network proposed by the CIGRE Task
Force C06.04.02.

The 24-h profiles of the total loads and RES of subsystems 1 and 2 are depicted in Figure 3. It is
interesting to point out that subsystem 1 was more loaded than subsystem 2. Moreover, most RES were
located within subsystem 1 which partially compensate for its higher load with this local generation.
It is also worth noting that, in order to analyse a case with a massive RES penetration, the generation
was multiplied by 4 and 400 in the case of the WT and PV plants, respectively, with respect to the
scenario described in [27]. In this way, the peak generation of the RES units and the peak demands of
the loads during the day were established at 0.446 pu and 0.381 pu, respectively (the base power of the
MV system was 100 MVA). The ratio between the peak generation and the peak demand was equal to
1.1724—a scenario of high-RES penetration.
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Figure 3. Top: Daily profile of the total loads in subsystems 1 and 2; Bottom: Daily profile of the total
WT and PV generation in subsystems 1 and 2.

3.2. Laboratory Scaled-Down Distribution Network

This subsection provides a brief outline of the components and functionalities of the scaled-down
testbed used to validate the benefits of the centralised controller. Basically, this hardware test rig,
depicted in Figure 4, is a three-phase scaled-down 400 V (base/rated voltage) and 100 kVA (base/rated
power) representation of the MV benchmark network described in Section 3.1 which is composed of
the following components:

• Distribution network branches: The electrical lines of both scaled-down subsystems are
represented by a lumped parameter model comprising the series resistor and reactor. The per unit
values of these impedances are identical to those of the actual MV system. Therefore, the original
line R/X ratios and equivalent lengths are maintained, leading to similar per unit voltage drops
and power losses. Table 1 collects the exact values of the resistors and reactors used in the
scaled-down network.

• Omnimode Load Emulators (OLEs): These are the building blocks that are responsible for
representing any load, generator, or a combination of the two connected to any network node.
Basically, each OLE is a VSC with a local controller (LC) whose AC and DC sides are connected to
a scaled-down network node and a common DC bus, respectively, as shown in Figure 4. The VSC
is a three-phase, three-wire, two-level insulated gate bipolar transistor (IGBT) VSC, rated at 400 V,
20 kVA with a switching frequency of 10 kHz. LCL coupling filters are used to connect the AC-side
of the VSC to the scaled-down network. The inductors and the capacitor have the following
ratings: L1 = L2 = 2.5 mH and C = 1 μF. Note that all of the OLEs share a common DC bus which
is regulated by an extra balancing VSC rated to 100 kVA. This is directly connected to the LV
laboratory network by its AC side, providing the net active power required by OLEs: ∑ Pi. In this
way, each OLE may absorb/inject (load/generator) any active power into the AC scaled-down
distribution system within the technical constraints imposed by the VSCs. The OLEs are connected
to the following nodes: N3, N5, N6, N7, N8, N9, and N10 (subsytem 1), and N14 (subsystem 2).
The active and reactive power references to the OLEs are set by a Signal Management System
(SMS) which is detailed in the next subsection.
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A comprehensive description of this scaled-down system can be found in [25]. In addition,
two new elements were incorporated with respect to the system described in [25] with the aim of
integrating additional active control resources:

• Transformer with OLTC: The underlying idea of this feature is to represent the HV/MV
transformers within the primary substations which are equipped with OLTCs to regulate the MV
voltage. The transformer used for this purpose is a 400 V ± 5%/400 V, 100 kVA equipped with a
thyristor-based tap changer, as shown in Figure 4.

• DC link: This DC link, originally included in the benchmark distribution system [28],
is incorporated between N8 and N14 as a suitable device to maximise the RES penetration,
as stated previously. Although several topologies can be used to create a flexible loop between
radially operated feeders [29], the DC link is based on conventional back-to-back VSCs rated at
400 V and 10 kVA. Note that the DC bus of the DC link is totally independent of the one shared by
the OLEs and the balancing VSC.

The optimal setpoints for these two control assets are also managed by the SMS in a similar
manner to that of the OLE power references.

Branches
SMS

OLEs
DC link

Scaled-down
Subsystem 1

Scaled-down
Subsystem 2

Balancing
VSC

LV laboratory network

Scaled-down 
Subsystem 1

Scaled-down 
Subsystem 2

OLEN1 OLEN14

SMS

SMS
From

Balancing
VSC

P and Q Injected Powers
Signal References

DC link

Local Controller

VSC1 VSC2

... ... ... ...

OLTC

N8 N14N1

(RTCS)

(Host PC)
SMS

(Host PC/RTCS)

Figure 4. Left: Layout of the laboratory testbed. Right: One-line diagram of the updated testbed
including the DC link and the transformer with the on-load tap changer (OLTC).

Table 1. Values of the resistors and reactors of each branch of the scaled-down network.

Initial Node End Node Resistance (mΩ) Reactance (mΩ)

N1 N2 60.00 39.25
N2 N3 25.00 15.75
N3 N4 5.00 3.25
N4 N5 10.00 3.25
N5 N6 25.00 7.75
N6 N7 5.00 1.50
N7 N8 25.00 7.75
N8 N9 5.00 1.50
N9 N10 10.00 3.25
N10 N11 5.00 1.50
N11 N12 10.00 3.25
N3 N8 10.00 6.25
N12 N13 60.00 62.50
N13 N14 25.00 15.75
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3.3. Control Scheme and Communication System

The control system is a two-level hierarchical structure, as shown in Figure 5. The first control
level comprises the SMS, which is in charge of sending the references to the hardware components,
whereas the second control level is composed of several LCs attached to the hardware devices (OLEs,
DC link and OLTC) that are responsible for tracking these references.

The SMS performs two tasks in a sequential manner which can be summarised as follows:

• Offline tasks: They are carried out by a host PC and mainly consist of the configuration of the
setpoint profiles. The OLE active and reactive daily power curves (P�

i , Q�
i ) are defined through

two tools developed in the host PC [25]. Once these profiles have been determined, the daily
setpoints of the DC link, Popt

link and Qopt
vscj, the reactive power injected by the RES, Qopt

wt,pv, and the
optimal OLTC tap position, topt, are automatically computed by the OPF described in Section 2.
These setpoints and their computations are new features that are incorporated into the host PC
with respect to [25]. Finally, all these data are compiled and uploaded to the Real-Time Control
System (RTCS) for real-time operation.

• Online tasks: These are executed by the RTCS which is responsible for two undertakings. On the
one hand, the RTCS is in charge of sending the setpoints to the second control level composed of
the LCs attached to each hardware controllable component during the online operation according
to the profiles previously determined in the offline tasks. On the other hand, the RTCS receives
measurements from each each LC attached to the OLEs (Vi, Pi and Qi), DC-link VSCs (Vvscj,Plink
and Qvscj) and the tap position of the transformer OLTC (topt). After processing this information,
it provides real-time monitoring of the system which is displayed in the host PC.

The second level of the control system is composed of the LCs of each OLE, the DC-link VSCs,
and the transformer OLTC which are implemented in Digital Signal Processors. These are in charge of
tracking the setpoints sent by the RTCS during the online operation.

The communication infrastructure required to connect the centralised RTCS with the LCs is
based on a 100 MBs Ethernet local-area network as a physical layer that implements a communication
protocol based on UDP/IP. Finally, an asynchronous communication protocol, TCP/IP, is implemented
between the host PC and the RTCS.
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Figure 5. General control scheme of the testing environment.
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4. Experimental Assessment of the Proposed Centralised Control

This section describes the analysis of the performance of the centralised control on the scaled-down
system under different test cases. These are evaluated through KPIs to quantify the influence of the
considered control assets in high-RES active distribution networks.

4.1. Definitions of Test Cases

Table 2 shows the definitions of the designed test cases. The first case, C1, is the base case
where no control assets are included in the distribution system and the OLTC is set in the central tap
position. The subsequent test cases add the control assets in the centralised control in an incremental
manner. In this way, it should be possible to quantify the impact that each control asset has on the
system’s performance.

Table 2. Definitions of test cases.

Control Assets C1 C2 C3 C4

OLTC • • •
RES reactive power • •
DC link •

4.2. Definitions of KPIs

The following KPIs were selected to analyse the performance of the centralised control and its
related control assets:

• Daily energy loss (Eloss/ΔEloss): This KPI measures the daily active energy loss in kWh/day, Eloss,
and the percentage of loss reduction with respect to the base case, C1, ΔEloss.

• Voltage violation (Tvv): This KPI evaluates the percentage of time during the day that which the
nodal voltages are outside the technical limits [0.95–1.05 pu].

• Variation of nodal voltages (ΔV): This index provides a global measurement of the daily voltage
variations at the nodes of the network. It is computed as the average value of the difference
between the maximum and minimum nodal voltages, measured in pu,

ΔV =
∑N (Vmax

i − Vmin
i )

Ni
, (7)

where Ni is the total number of network nodes.
• OLTC operation (NOLTC): This KPI shows the number of OLTC operations that occur during the

24-h testing period.
• RES reactive power injection (QRES): This index provides a global measurement of the RES

collaboration to the network reactive power support. It is computed by dividing the average
value of the reactive power injected by the RES during the 24-h period by the total number of RES,

QRES =
∑i,t QRESi,t

Nt × NRES
, (8)

where QRESi,t is the reactive power injected by RESi in period t, NRES is the number of RES in the
network, and Nt is the number of time periods considered during the 24-h period.

• DC link load (SLlink): This evaluates the daily average load of the DC link during the day, and it
is computed as

SLlink =
∑j,t Svscj,t

Nt × SDClink
, (9)

where Svscj is the apparent power of each VSC and SDClink is the rated power of the DC link.
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• Transformer load (TL): This represents the daily average load of the transformer as a percentage
of its rated power, which can be computed as

TL =
∑t ST

t
Nt × SN

, (10)

where ST is the apparent power through the transformer and SN is the rated power of
the transformer.

4.3. Experimental Results

The objective function proposed for the operation of high-RES active distribution networks is
based on an operation with minimal technical losses. This section describes the evaluation of the
previously described test cases, which involved the analysis of the following electrical magnitudes:
power losses, nodal voltages, and current circulating at the primary substation transformer. In addition,
the previously defined KPIs allowed the key magnitudes to be quantified in a comprehensive manner
to assess the performance of the proposed control.

Table 3 shows the Eloss for the studied test cases and the loss reduction with respect to the base
case, C1, ΔEloss, when the load and generation daily profiles presented in Section 3 were implemented
into the testing platform. In the laboratory testbed, the 24-h profiles were scaled to the last 48 min and
the duration of the tests was reduced.

Table 3. Key performance indices (KPIs) used for the evaluation of the test cases.

C1 C2 C3 C4

Eloss/ΔEloss (kWh/%) 58.37/− 55.69/4.58 50.17/16.33 46.47/25.59
QRES (pu) − − 0.117 0.095
Tvv (%) 38.69 0 0 0
NOLTC 0 2 4 2
ΔV (pu) 0.087 0.061 0.058 0.042
TL (%) 24.95 24.43 20.62 20.20

C1 presented the greatest daily power losses as no control assets were operating to act on the
voltages and power flows to reduce the system losses. The introduction of the OLTC operation in C2
reduced energy losses by almost 5%. The OLTC setpoint was computed in the OPF whose objective
function was to reduce the total power losses in the network. Therefore, the tap was established in the
−5% position to increase the nodal voltages and to achieve the intended objective.

In test case C3, the RES reactive power capability was also included in the control. This caused
the daily energy losses to be reduced by more than 15% with respect to C1. This occurred because
the RES were able to provide reactive power to the system. Figure 6 shows the RES reactive power
injected at nodes N3 and N8 with respect to their rated power levels for test cases C3 and C4. This is
represented using violin plots which allow the distribution of any magnitude as well as its range of
variation and frequency of occurrence to be visualized. Note that most of the time, which corresponds
to the wider part of the violin plot, the RES were injecting reactive power corresponding to 20% of their
rated power levels. This high RES reactive power injection was used to provide part of the reactive
power demanded by the loads, thus avoiding the need to supply it from the primary substation, as
shown in Figure 7. Note that the reactive power supplied from the primary substation in C3 was lower
than 0.05 pu during the 24-h period, helping to reduce the energy losses.

The DC link integration in C4 further reduced the energy losses by up to 25% with respect
to C1, as shown in Table 3. This device injected reactive power at the interconnected nodes N8
and N14 by means of VSC1 and VSC2 respectively during the 24-h period, as depicted in Figure 8.
This power, added to the RES reactive power, led to almost zero reactive power being supplied from
the primary substation, as shown in Figure 7. In this way, the energy losses reduced with respect to C3.
An additional effect on the RES reactive power injections was observed. In C4, the RES did not to have

348



Energies 2018, 11, 3364

to inject as much reactive power as in C3, as can be observed in Figure 6, even becoming zero in some
nodes, like N8. This effect was quantified in a global manner with QRES collected in Table 3, where
lower values for this KPI in C4 with respect to those in C3 can be appreciated. Table 4 summarises
the rated power and the reactive power injections of the RES units in C3 and C4. The second and
third columns indicate the rated power of the RES used in the scaled-down system and the MV
system respectively. The two last columns depict the maximum reactive power injected by the VSCs
interfacing the RES units during the day in cases C3 and C4. These values refer to the rated power
of each device. The RES connected to N5 injected the maximum amount of reactive power, reaching
31.45% of its rated power. With the current technology, these reactive power values are easily reachable
due to the combined effect of two actions: (i) the VSC coupling reactance is becoming smaller by using
LCL filters, and (ii) the VSC DC voltage is continuously increasing. This extends the VSC reactive
power range.

Table 4. Rated power and maximum reactive power injection of the renewable energy source (RES)
units in C3 and C4.

RES Connected to Bus Srated (kVA) Scaled down System Srated (MVA) MV System QC3
max (pu) QC4

max (pu)

N3 12 12 0.3116 0.2584
N5 12 12 0.3145 0.3144
N6 12 12 0.2372 0.2372
N7 7 7 0.0309 0.0309
N8 12 12 0.2552 0.0100
N9 12 12 0.1147 0.1147

N10 16 16 0.1588 0.1588
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Figure 6. Violin plots of RES reactive power injections for test cases C3 and C4 at nodes N3 and N8.

Notice that the DC link also controlled the active power transferred from subsystem 1 to
subsystem 2, as shown in Figure 8. Outside the period of high injection of RES active power (0–10 h
and 13–0 h), the DC link absorbed active power from N14 and injected it into N8. This meant that
part of the load from subsystem 1 was powered by subsystem 2 which is less loaded and has shorter
branches, helping to reduce the total power losses of the system. Conversely, within the hours of high
RES active power injection, the active power flow was inverted in the DC link: VSC1 absorbed active
power from subsystem 1 and it was injected by the VSC2 into subsystem 2. In this way, part of the
power generated by RES in subsystem 1 was transferred to feed the loads in subsystem 2. Therefore,
this active power was not supplied by the primary substation, thus reducing the current in this system
and the energy losses.

Finally, note that the DC-link loading, SLlink, during the day was 49.4%. This means that the DC
link was used at half load and there is therefore still a wide margin to take advantage of its flexibility
of operation. For example, the RES penetration in subsystem 1 could increase and still be managed by
the current DC link.
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Figure 7. Reactive power flow through the primary substation for test cases C1–C4.
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Figure 8. DC link active and reactive power daily profiles.

Figure 9 shows the 24-h nodal voltages at nodes N3, N6, N8, and N14 for the different test cases.
These buses were selected to represent the behaviour of nodes nearby (N3) and far from (N6) the
primary substation. In addition, nodes N8 and N14 were also included because they are the connection
points of the DC link. The analysis of Figure 9 reveals that undervoltage situations—voltages below
0.95 pu—exclusively occurred in the base case, C1, due to the lack of control assets operating in the
network. This situation led to a very high Tvv value in C1, as shown in Table 3. These voltage violations
were more severe at nodes N6 and N8 corresponding to subsystem 1 because of two reasons. First,
subsystem 1 was more loaded than subsystem 2, as depicted in Figure 3, especially during the hours
without RES generation. This caused greater current flows and, consequently, greater voltage drops
along the lines. This effect was especially significant around 8 and 20 h when the RES generation was
almost zero and the demand was peaking.
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Figure 9. Violin plots of nodal voltages for test cases C1 to C4 at nodes N3, N6, N8, and N14.

The introduction of the OLTC in C2 pushed the voltages within the ±0.05 pu regulatory band
around the rated voltage and, consequently, voltage violations were eliminated, as illustrated by its
Tvv. In C2, the tap was established in the −5% position for most of the day. However, according to the
information provided in Table 3, two OLTC operations NOLTC (from −5% to 0% position) over the 24-h
period were required to maintain the voltages within the limits. These changes occurred at around 11 h
and 13 h when RES generation was maximum, as shown in Figure 3, and the network voltages were
excessively high. The range of variation of nodal voltages ΔV was significantly reduced with respect to
C1, as shown in Table 3. This effect can also be observed in Figure 9 where the violin plots are shortened,
concentrating the nodal voltages within a narrower band. This trend was maintained in C3 due to the
contribution of RES to the regulation of voltage with reactive power injections. In addition, it can be
seen that the average voltage of nodes N3, N6, and N8 from subsystem 1 increased due to the local
effect of the reactive power injections. As a consequence, additional OLTC changes NOLTC (from −5%
to 0% position) were required to maintain the voltages within the technical limits. This longer time of
the tap within the 0% position caused lower voltages within subsystem 2, as can be observed for the
node N14 in Figure 9.

C4 incorporated the operation of the DC link between nodes N8 and N14 allowing the injection
of additional reactive power into these nodes and active power transfer between both subsystems.
This led to a minimum range of variation in the nodal voltages ΔV and maximum values of these
in all the test cases. In fact, in C4, the voltages oscillated in a range between 1 and 1.05 pu over the
24-h period.

Figure 10 shows the daily evolution of the current circulating through the primary substation
transformer for the studied test cases. This current reduced as the number of control assets increased.
The analysis of C4 revealed that during some periods, the current was almost zero. This means that the
generation of RES with adequate management by the control assets is enough to operate the system
without the need of supplementary power from the primary substation. Finally, it is worth noting that
the state of load of the transformer TL also progressively reduced in the subsequent test cases, as shown
in Table 3. As a consequence, the benefits for the distribution system are clear in this respect: reduction
of transformer losses, increment of useful life, and increase of the system loadability, which allows
new investment in power assets to be deferred.
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Figure 10. Violin plots of MV current at the primary substation transformer for test cases C1 to C4.

5. Conclusions

This paper assessed the benefits of a centralised controller for active distribution networks
with high-RES penetration in an experimental manner. The paper proposed the optimization of the
operation of the system through the minimization of active power losses through an OPF with the
following control assets: (i) transformers equipped with OLTC, (ii) RES reactive power injections,
and (iii) DC links. The assessment of the proposed centralised controlled was carried out on a
laboratory scaled-down version of the MV network that was proposed by the CIGRE Task Force
C06.04.02. This testing platform was described, including its main components and functionalities
as well as the new control assets (transformer OLTC and DC link) which were incorporated into a
previous version to improve its testing capabilities. The paper defined a comprehensive design of
the testing procedure including some test cases involving different control assets and a set of KPIs to
allow a quantintative comparison of performance. The obtained results revealed that a centralised
control of high-RES active distribution networks may improve their operation. As a matter of fact,
the obtained results, ranging from 15% to 25% of active power loss reduction, are consistent with
those of similar works commented on in Section 1. Moreover, this improvement is significant for
control assets which are commonly present in distribution networks, i.e., transformers with OLTC
and RES reactive power injections. This enhancement could be even larger if uncommon but matured
technologies, like DC links, were progressively introduced into the distribution business. This would
increase the RES network hosting capacity, contributing to the decarbonization of our society.
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Abbreviations

The following abbreviations are used in this manuscript:

ADMS Advanced Distribution Management System
CIGRE International Council on Large Electric Systems
DC Direct Current
DSO Distribution System Operator
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HV High Voltage
IGBT Insulated Gate Bipolar Transistor
KPI Keys Performance Index
LC Local Controller
LV Low Voltage
MV Medium Voltage
OLE Omnimode Load Emulator
OPF Optimal Power Flow
OLTC On-Load Tap Changer
PV Photovoltaic
RES Renewable Energy Sources
RTCS: Real-Time Control System
RTU Remote Terminal Unit
SMS Signal Management System
TSO Transmission System Operator
VSC Voltage Source Converter
WT Wind Turbine
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17. Kolenc, M.; Papič, I.; Blažič, B. Minimization of losses in smart grids using coordinated voltage control.
Energies 2012, 5, 3768–3787. [CrossRef]

18. Alnaser, S.W.; Ochoa, L.F. Hybrid controller of energy storage and renewable DG for congestion management.
In Proceedings of the 2012 IEEE Power and Energy Society General Meeting, San Diego, CA, USA, 22–26 July
2012; pp. 1–8.

19. Liu, X.; Aichhorn, A.; Liu, L.; Li, H. Coordinated Control of Distributed Energy Storage System with
Tap Changer Transformers for Voltage Rise Mitigation Under High Photovoltaic Penetration. IEEE Trans.
Smart Grid 2012, 3, 897–906. [CrossRef]

20. Barragan-Villarejo, M.; Marano, A.; García-López, F.P.; Mauricio, J.M.; Maza-Ortega, J.M. Coordinated
control of distributed energy resources and flexible links in active distribution networks. In Proceedings of
the International Conference on Renewable Power Generation (RPG 2015), Beijing, China, 17–18 October
2015; pp. 1–6.

21. Marano-Marcolini, A.; Villarejo, M.B.; Fragkioudaki, A.; Maza-Ortega, J.M.; Ramos, E.R.; de la Villa Jaén, A.;
Delgado, C.C. DC Link Operation in Smart Distribution Systems With Communication Interruptions.
IEEE Trans. Smart Grid 2016, 7, 2962–2970. [CrossRef]

22. Fazio, A.R.D.; Fusco, G.; Russo, M. Decentralized Control of Distributed Generation for Voltage Profile
Optimization in Smart Feeders. IEEE Trans. Smart Grid 2013, 4, 1586–1596. [CrossRef]

23. Kulmala, A.; Alonso, M.; Repo, S.; Amaris, H.; Moreno, A.; Mehmedalic, J.; Al-Jassim, Z. Hierarchical and
distributed control concept for distribution network congestion management. IET Gener. Transm. Distrib.
2017, 11, 665–675. [CrossRef]

24. Almasalma, H.; Claeys, S.; Mikhaylov, K.; Haapola, J.; Pouttu, A.; Deconinck, G. Experimental Validation of
Peer-to-Peer Distributed Voltage Control System. Energies 2018, 11, 1304. [CrossRef]

25. Maza-Ortega, J.M.; Barragán-Villarejo, M.; García-López, F.d.P.; Jiménez, J.; Mauricio, J.M.;
Alvarado-Barrios, L.; Gómez-Expósito, A. A Multi-Platform Lab for Teaching and Research in Active
Distribution Networks. IEEE Trans. Power Syst. 2017, 32, 4861–4870. [CrossRef]

26. Romero-Ramos, E.; Gómez-Expósito, A.; Marano-Marcolini, A.; Maza-Ortega, J.M.; Martínez-Ramos, J.L.
Assessing the loadability of active distribution networks in the presence of DC controllable links. IET Gener.
Transm. Distrib. 2011, 5, 1105. [CrossRef]

27. Rudion, K.; Orths, A.; Styczynski, Z.A.; Strunz, K. Design of benchmark of medium voltage distribution
network for investigation of DG integration. In Proceedings of the 2006 IEEE Power Engineering Society
General Meeting, Montreal, QC, Canada, 18–22 June 2006; p. 6.

28. Benchmark Systems for Network Integration of Renewable and Distributed Energy Resources.
Available online: http://www.e-cigre.org/publication/575-benchmark-systems-for-network-integration-
of-renewable-and-distributed-energy-resources (accessed on 2 November 2016).

29. Maza-Ortega, J.M.; Gomez-Exposito, A.; Barragan-Villarejo, M.; Romero-Ramos, E.; Marano-Marcolini, A.
Voltage source converter-based topologies to further integrate renewable energy sources in distribution
systems. IET Renew. Power Gener. 2012, 6, 435–445. [CrossRef]

c© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

354



energies

Article

Robust Allocation of Reserve Policies for
a Multiple-Cell Based Power System

Junjie Hu 1, Tian Lan 2,*, Kai Heussen 3, Mattia Marinelli 3, Alexander Prostejovsky
3and Xianzhang Lei 2

1 State Key Laboratory of Alternate Electrical Power Systems with Renewable Energy Sources,
North China Electric Power University, Beijing 102206, China; junjiehu@ncepu.edu.cn

2 Global Energy Interconnection Research Institute Europe GmbH, 10117 Berlin, Germany;
xianzhang-lei@sgcc.com.cn

3 Center for Electrical Power and Energy, DK2800 Lyngby, Denmark; kh@elektro.dtu.dk (K.H.);
matm@elektro.dtu.dk (M.M.); alepros@elektro.dtu.dk (A.P.)

* Correspondence: lantian@geiri.sgcc.com.cn; Tel.: +49-176-9570-4134

Received: 6 December 2017; Accepted: 30 January 2018; Published: 7 February 2018

Abstract: This paper applies a robust optimization technique for coordinating reserve allocations in
multiple-cell based power systems. The linear decision rules (LDR)-based policies were implemented
to achieve the reserve robustness, and consist of a nominal power schedule with a series of linear
modifications. The LDR method can effectively adapt the participation factors of reserve providers
to respond to system imbalance signals. The policies considered the covariance of historic system
imbalance signals to reduce the overall reserve cost. When applying this method to the cell-based
power system for a certain horizon, the influence of different time resolutions on policy-making is also
investigated, which presents guidance for its practical application. The main results illustrate that:
(a) the LDR-based method shows better performance, by producing smaller reserve costs compared to
the costs given by a reference method; and (b) the cost index decreases with increased time intervals,
however, longer intervals might result in insufficient reserves, due to low time resolution. On the
other hand, shorter time intervals require heavy computational time. Thus, it is important to choose
a proper time interval in real time operation to make a trade off.

Keywords: linear decision rules; optimal reserve allocation; robust optimization; web of cells

1. Introduction

With increasing concerns regarding global warming and environment pollution, there has been
a worldwide movement in the promotion of renewable technologies for electricity generation and
for reducing the greenhouse-gas emissions. Many distributed generation units, including wind
turbines [1], photovoltaic generators [2,3], fuel cells and fuel cell/gas/steam powered combined
heat and power systems[4], are being used and connected to the power systems. However, a large
penetration of intermittent and variable generation introduces operational challenges to the power
system. To accommodate the variability of the renewables, it is important to harness the flexibility
of the newly introduced units, such as batteries and electric vehicles, especially in the distribution
network level [5–7]. Enabling this flexibility comes at the cost of an increasingly complex control
system, characterized by many state and decision variables [8].

The problems encountered in the power systems have received much attention, and various efforts
have been made to address the problems. These range from developing proper control schemes for
individual component operation such as hierarchical aggregation method [9,10] to radical rethinking
of system operations [11–14]. Traditionally, the system is kept secure by distinguishing the role
between transmission system operators (TSO) and distribution system operators (DSO). For example,
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the TSO centrally controls a few big power plants through a supervisory control and data acquisition
system. The DSO centrally manages the status of key devices, such as breakers, reference setting points
of on/off load tap changers, capacity banks, etc. However, it is impossible for TSO to control the
large number of distributed energy resources found today, as the grid control systems are centralized
by design, and do not yet actively integrate distributed energy resources into the operation on a
meaningful scale.

To address the aforementioned problem, the European FP7 project ELECTRA IRP proposes and
develops a Web-of-Cells (WoC) architecture for operating the future power system [11–14]. In this
approach, the power systems operation is divided into connected cells, each responsible for their own
balancing and voltage control, thus establishing a robust, decentralized horizontal decomposition as
opposed to the conventional centralized and vertical system operation. The WoC concept reformulates
the control architecture of electric power systems to accommodate the challenges of fully distributed
generation, reduced inertia, storage integration and flexible demand. Cells, which are defined as
non-overlapping topological subsets of a power system, are associated with a scale-independent
operational responsibility to contribute to system operation and stability. The operating state, including
power exchanges and reserve parameters, can then be continuously optimized by coordination
across cells.

In this paper, we study how joint energy and reserve scheduling, which are provided by flexible
load units such as storage units and electric vehicles (EVs) that have limited power, energy and specific
use patterns, could be operated more efficiently in the WoC architecture based power system. To do
so, a robust power system reserve allocation approach [15,16] combining a predictive dispatch with
optimal control policies in the form of linear decision rules (LDR) [17] is proposed. LDR concept is
used in operations research field, where current states, past data or future predictions are combined
linearly to make an operational decision. In [15], LDR-based reserve policies consisting of a nominal
power schedule with a series of planned linear modification is proposed to accommodate fluctuating
renewable energy resources. These policies are time-coupled, which exploits the temporal correlation of
these prediction errors. The study showed that LDR-based reserve policies can reduce reserve operation
cost compared to existing standard reserve operation method. In [16], the authors proposed an
adjustable robust optimization approach to account for the uncertainty of renewable energy sources in
optimal power flow. The optimized solution has two part: (1) the base-point generation is calculated to
serve the forecast load which is not balanced by RES; and (2) the generation control using participation
factors ensures a feasible solution for all realizations of RES output within a prescribed uncertainty set.
However, both papers only applied the LDR method for one power system. Compared to stochastic
programming, robust optimization method only requires knowledge of the range of variation of the
uncertain parameters as opposed to an accurate specification of the uncertain parameter in stochastic
programming. Therefore, robust optimization has been gaining popularity for decision making under
uncertainty. In [18], the authors applied LDR-based reserve policies to the Web-of-Cells [19]. Firstly,
the study shows that the method works fine for a single cell operation, i.e., the power and energy
curve of batteries are within the capacity for any realized RES output. Then, three ad hoc cooperation
strategies of web-of-cells are studied and compared using the LDR method. The three cooperation
strategies include: (a) no cooperation between cells; (b) full cooperation between all cells; and (c) in
between these two extreme cases. The study shows that Strategy (a) has a clear disadvantage over
other two cooperation strategies.

Building forth on the previously developed work [18], this paper has two advancements: (1) It
develops a model that adapts the application of the LDR-based reserve policies to multiple-cell based
power systems rather than single-cell based power systems. Based on the proposed model, cross-cell
reserve allocation, indicating the cooperation scheme among cells, can be determined. The results
show that the involvement of the cross-cell reserve depends on the availability of reserve resources in
the local cell. (2) To facilitate the real time operation in the real system, the effects of different time
intervals on the LDR control policies are investigated in this paper. The investigation of the effects is

356



Energies 2018, 10, 381

made considering energy curves, power curves, and cost index of each discussed case. The remainder
of the paper is organized as follows. In Section 2, the optimization formulation for one and multiple
cell based power system is proposed, given the basic power system model. Comprehensive case
studies are performed in Section 3. Conclusions are drawn in Section 4.

2. Methodology

The methodology used for solving the robust optimal reserve allocation problem is introduced in
this section. The methodology is based on LDR, and can be applied to the operation of power systems,
which could be single-cell based or multiple-cell based. A single-cell based power system can be
considered as an isolated system, which could be an autonomous microgrid or a regional network.
A multiple-cell based power system consists of two or more cells linked via interconnectors between
each other. In the following subsections, the LDR based methodology is firstly proposed. Then,
the optimization problem regarding single-cell and multiple-cell based power systems are, respectively,
formulated using proposed methodology.

2.1. Basic Power System Model

A power system with various participants connected to a power grid is considered.
The participants of a power system could be production units, loads, or storage units, which either
inject power into or extract power from a node in the network. They are categorized into two types
in terms of power injection: participants with inelastic power injection and those with elastic power
injection. The inelastic power flows indicate the power flows of the participants cannot be regulated
by control signals. These participants could be certain loads and renewable generators, such as wind
turbines and PV panels. Regarding a participant i of this kind, the power injection into or extraction
from a network yi can be modeled as:

yi = ri + Giδ (1)

where ri ∈ RT indicates a nominal prediction of the power injection or extraction; T is the divided
discrete time steps of a planning time horizon, over which electricity can be traded on intra-day
markets [20]; δ ∈ RNδT is the random forecast error vector; Gi is a linear function used for mapping the
uncertainty δ to power flows; and Nδ is the number of elements in the uncertainty vector at a given
time. If the power flows of the participants can be perfectly predicted, the prediction error δ will
be zero.

The elastic power injection indicates that the power flows of the participants can be influenced by
control signals. In other words, the flexibility of these participants can be exploited and used to mitigate
the disturbance in the network. This can be achieved using the control signals determined by the
results of proper optimization. According to [15], the elastic power injections can be modeled as Cjxj,
where xj ∈ R

njT is a vector of future states of participant j, nj is the state dimension, and Cj ∈ R
T×njT

is the stacked output matrix used for selecting the needed element of the state vector xj. The future
state vector xj is given as:

xj = Ajx
j
0 + Bjuj (2)

where xj
0 is the current state of the participant j, uj ∈ RT is the control input to the elastic

power participant j for balancing the system, and Aj and Bj are the corresponding stacked state
transition matrices.

2.1.1. Constraints for Production Units

Different participants need to be limited by corresponding constraints. Regarding a production
unit at period t, which could be an inelastic or elastic power unit, the upper and lower bounds of the
power are imposed by the following constraints:
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Pmin
i ≤ yi ≤ Pmax

i (3)

Pmin
j ≤ Cjxj ≤ Pmax

j (4)

2.1.2. Constraints for Storage Units

Regarding a storage unit j, which could be a battery, an electric vehicle, etc., whose power injection
is elastic, the storage unit’s power and energy constraints need to be imposed:

Pmin
j ≤ Cjxj ≤ Pmax

j (5)

Emin
j ≤ Ej,t−1 + CjxjΔt ≤ Emax

j (6)

As all participants are connected to a network, the sum of all the inelastic power injection yi
and elastic power injection Cjxj has to be zero at all times t = 1, ..., T. This can be achieved using
an equality constraint:

Ninelas

∑
i=1

yi +
Nelas

∑
j=1

Cjxj = 0 (7)

where Ninelas is the number of the inelastic power participants in a network, and Nelas is the number of
the elastic power participants.

2.2. Linear Decision Rule Based Robust Optimization of Reserve Allocation

Inserting Equations (1) and (2) into Equation (7), the following equation can be obtained:

Ninelas

∑
i=1

(ri + Giδ) +
Nelas

∑
j=1

Cj(Ajx
j
0 + Bjuj) = 0 (8)

As mentioned, to keep power balance in a network, the power injection or extraction of the
inelastic power units, ∑Ninelas

i=1 (ri + Giδ), must be balanced by the power contribution of the elastic

power units, ∑Nelas
j=1 Cj(Ajx

j
0 + Bjuj), at any point in time. Regarding elastic power units, uj is the

control input that can regulate the power flow of the elastic power participant j. According to the LDR
method, control input signal uj can be expressed to policies of the affine form:

uj = Djδ + ej (9)

where uj is described by a nominal schedule ej ∈ RT plus a linear variation Dj ∈ RT×T , the nominal
schedule e is mainly used for balancing the nominal prediction of the inelastic power flows r, and D is
the dynamic response to the prediction errors δ. The matrix D defines a map from the uncertainty
into the realization of the power contribution of the elastic power units. In order for the use of future
disturbances to be causal, Dj takes the lower-triangular form.

2.3. One Cell-Based Reserve Allocation Model

In a one-cell based power system, the reserve allocation optimization problem is formulated as
a cost function as follows:

min E{∑
j∈φ

(αjPj(δ)
T Pj(δ) + β jPj(δ) + γj Ī)} (10)

where j ∈ φ indicates the elastic power participant; Pi is the power contribution of the participant; αj,
β j, and γj are stacked vectors of quadratic, linear, and constant coefficients of the cost function of the
power contribution, respectively; and Ī is a vector of all of them. This optimization problem is subject
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to system constraints, power constraints, and energy constraints, as mentioned in the previous section.
The power contribution of the elastic power participant can be given as:

Pj(δ) = Cjxj(δ) (11)

with the help of Equation (2), Pj(δ) can be further written as:

Pj(δ) = Cj(Ajx
j
0 + Bjuj) (12)

According to policies of the affine form, as given in Equation (9), the entire optimization problem in
Equation (10) becomes tractable due to the restricted variety of candidate uj.

Substituting Equation (12) into the objective function, i.e. Equation (10), the following form can
be obtained:

min E{ ∑
j∈φ

(αj(Cj(Ajx
j
0 + Bjuj))

T(Cj(Ajx
j
0 + Bjuj))

+ β jCj(Ajx
j
0 + Bj(Djδ + ej)) + γj Ī)} (13)

where uj can be further expressed as policies of the affine form, as shown in Equation (9); together
with an assumption that E[δ] = 0, the optimization problem can be written as:

min ∑
j∈φ

(
αj(aT

j aj + 〈DT
j bT

j bjDj,E[δδT ]〉) + β jaj + γj Ī
)

(14)

with

aj = Cj Ajx
j
0 + CjBjej (15)

bj = CjBj (16)

where 〈X, Y〉 is the trace of product X′Y; regarding the reformulation of the equality and inequality
constraints, the approach is similar to the one presented in [15,18].

2.4. Multiple Cells-Based Reserve Allocation Model

Compared to the single cell-based power system, the robust optimization of reserve allocation
using LDR in multiple cells-based is more complicated. An example of a three-cell power system is
shown in Figure 1. Each cell has its respective generations, loads, and storage units. Three cell are
connected with tie lines, as depicted in the Figure 1. Regarding the resources with flexibilities, such as
electric vehicles and batteries, it is assumed that a portfolio of all flexible energy-constrained resources
in one cell can be represented by an aggregator as a single unit.

Figure 1. An example of a three-cell small scale power system.
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In the WoC concept, local imbalances within a cell are supposed to be solved locally. Cells are not
necessarily supposed to be self-sufficient, but are required to have the balancing capability provided
by elastic power units for mitigating deviations from a given schedule. The basic concept of reserve
allocation in multi-cell-based power systems is that the local reserve provided by local elastic power
units is prioritized for handling of local imbalances, which is reflected in the cost function of each
available power unit. As long as local reserves can handle the local imbalances, no reserve is needed
from other cells. Cross-cell reserve allocation happens when the local resource cannot handle the
local imbalance.

Cells are managed by so-called Cell System Operators (CSOs), whose roles incorporate the tasks
of traditional Distribution and Transmission System Operators (DSOs and TSOs, respectively) [21].
A dedicated Cell Controller (CC) performs monitoring and automated balancing tasks. Each cell is
assigned one CC, which is managed by one CSO using bi-directional communication, as shown in
Figure 2. A CSO, on the other hand, may be responsible for more than one CC to allow for flexible
adaption to present-day grid partitioning and management schemes.

Among other tasks, CSOs procure reserves and send the schedules to the CCs, which automatically
carry out balancing tasks around the given setpoints and trajectories. As indicated in Figure 2,
information and measurements from each cell controller, including the prediction of the generation of
the renewables, availability of the elastic power units as well as their power and energy constraints,
information of loads, etc., are transferred to the cell operator, based on which the cell operator can
utilize the proposed optimization to distribute the control signals, i.e., the D and e presented in
Equation (9), for each cell controller to allocate the reserve in each cell.

Figure 2. Control system architecture.

The reserve optimization problem for multiple-cell based power system can be generally
formulated as:

min E

{
∑

l∈φcell

∑
j∈φl

∑
m∈φcell,l 
=m

(
α

j
l,l P

j
l,l(δ)

T Pj
l,l(δ) + β

j
l,l P

j
l,l(δ)

+ γ
j
l,l Ī + vj

l,m(α
j
l,mPj

l,m(δ)
T Pj

l,m(δ) + β
j
l,mPj

l,m(δ) + γ
j
l,m Ī)

)}
(17)

where l and m indicate the cell indices; j is the participant involved in the reserve allocation; φcell and
φl are the sets of cell and participants in cell l, respectively; Pl,l is the allocated resource in cell l
that is reserved for the imbalance in cell l; and Pl,m is resource that is reserved from cell l to cell m,
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also called the cross-cell reserve service. Finally, vj
l,m is a binary decision variable used for determining

the involvement of the cross-cell reserve allocation:

vj
l,m =

{
0 Pj

l,l(δmax) >= Pj
max

1 Pj
l,l(δmax) < Pj

max
(18)

Similar to Equation (12), Pl,l and Pl,m can be expressed as:

Pj
l,l(δ) = Cj

l,l(Aj
l,l x

j
0,l,l + Bj

l,lu
j
l,l) (19)

Pj
l,m(δ) = Cj

l,m(Aj
l,mxj

0,l,m + Bj
l,mu

j
l,m) (20)

According to the LDR method, u
j
l,l and u

j
l,m can be expressed as:

u
j
l,l = Dj

l,lδ + ej
l,l (21)

u
j
l,m = Dj

l,mδ + ej
l,m (22)

where participant j’s power schedule in local cell u
j
l,l is determined by a nominal schedule ej

l,l , a linear

variation Dj
l,l and predication errors δ. Similarly, expression of u

j
l,m can be obtained. Together with the

assumption that E[δ] = 0, the optimization problem can be written as:

min ∑
l∈φcell

∑
j∈φl

∑
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((
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j
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j
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j
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j
l,l Ī
)
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(
α

j
l,m((aj

l,m)
Taj
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l,m)

T(bj
l,m)

Tbj
l,mDj

l,m,E[δδT ]〉)

+ β
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l,maj

l,m + γ
j
l,m Ī
))

(23)

with

aj
l,l = Cj

l,l A
j
l,l x

j
0,l,l + Cj

l,l B
j
l,l e

j
l,l (24)

bj
l,l = Cj

l,l B
j
l,l (25)

aj
l,m = Cj

l,m Aj
l,mxj

0,l,m + Cj
l,mBj

l,mej
l,m (26)

bj
l,m = Cj

l,mBj
l,m (27)

Equation (23) establishes an overall optimization for a multiple-cell based power system. To solve
the one-cell and three-cell optimization problems, YALMIP, a toolbox in MATLAB, is used [22,23].

3. Case Studies

In this section, several case studies are carried out. The setup is based on a configuration of
SYSLAB, which is a laboratory testing facility for Smart Grid concepts located at the Risø campus of
the Technical University of Denmark.

3.1. SYSLAB System

Figure 3 shows the SYSLAB facility [24,25], which is a 400 V three-phase grid designed for studying
advanced grid control and communication concepts. The facility has 16 busbars and 116 automated
coupling points. A wide range of distributed energy resources, such as wind turbines, solar panels,
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electric vehicles, etc., can be remotely operated via a distributed monitoring and control platform.
Because of the very flexible connection interface of the busbars, various topologies of the system can
be configured and operated. Division of the cells in the system can also be flexible and different from
the one shown in Figure 3.
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Figure 3. SYSLAB layouts for the two test cases. Devices and lines used in the one-cell case are marked
in red. Additional components for the three-cell case are indicated in orange.

3.2. One Cell-Based Simulation

Figure 4 shows one-cell based isolated system, which comprises a battery, a solar PV, an EV,
and a mobile load. The mobile load is used for imitating a typical residential electric load profile.
The imbalance in the system is mainly caused by the difference between the fluctuated PV generation
and the electric load demand. In this system, the inelastic power unit is the PV panel, whose power
generation cannot be regulated by control signals. The EV and the battery act as elastic power units,
which can provide reserve service due to their controllability of the power flow. The simulation is
carried out for 30 min from 11:30 to 12:00. The time interval is chosen to be 3 min, and the horizon
length therefore is 10.

Figure 4. One-cell based system.
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From the simulation, the policies for the reserve allocation, i.e., the matrix D introduced in
Section 2, of the battery and the EV are presented in Figure 5. As described in Section 2.2, D is a
lower-triangular matrix that defines a map from the uncertainty to the realization of power contribution
of a reserve participant. The matrix is visualized in Figure 5 for both the battery and the EV. According
to Equation (9), the dynamic response to the prediction errors at time instant t is determined by
[Dj]t,0, [Dj]t,1, ..., [Dj]t,t, which are the elements in row t in the figure. The battery is allocated with
more reserve than the reserve allocation contributed by the EV. This is because the battery has a wider
power range and larger capacity. Furthermore, the reserve cost of the policy based scheme over the
simulation period is compared to that of a flexible-rate scheme. Flexible rate scheme is commonly
used for reserve optimization [15,26]. In this paper, the results given by flexible rate scheme act as a
reference case. The differences between the two schemes are summarized as follows:

1. Flexible-rate reserves [15]: Dj is a diagonal matrix. This indicates the best possible response to
uncertainty without time coupling. The previous uncertainty therefore has no impact on the
present operation because the causality of the uncertainty is omitted. The optimization is over
the elements of ej and the diagonal parts of Dj.

2. Policy-based reserves: Compared to the above scheme, this scheme considers the time coupling
by taking Dj as the lower-triangular form. It allows full exploitation of the information that will
be available at each time step when the reserve is deployed.
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Figure 5. Policy of reserve allocation for one-cell system with time interval of 3 min.

The comparison results regarding the two schemes are given in Table 1. It is shown that the cost
index given by the policy-based reserve is smaller than that given by the flexible-rate reserve. This is
due to the full exploitation of the covariance matrix using the lower-triangular form of D. From the
viewpoint of optimization, the feasibility region of D is larger for policy-based reserves, which gives
the optimization more opportunity to find better results.

3.3. Three Cells-Based Simulation

A three-cell based isolated system is presented in Figure 6. Cell 1 has a vanadium battery
described in Table 2 and an Aircon wind turbine that has a maximum power generation of 9.8 kW.
Cell 2 comprises an EV and a solar panel. Cell 3 only has a mobile load in it. The basic idea of the
co-operation is that the local imbalance has priority to be handled by using local reserve, while the
cross-cell reserve is allocated only when there is a need. To demonstrate the co-operation of multiple
cells, two scenarios are developed by setting the maximum power availability of EV. A three-hour
simulation is carried out. The horizon length is set to 12, and the time interval is 15 min.
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Figure 6. Three-cell based system.

Table 1. Comparison of cost index regarding different time intervals.

Case
Simulation Time Horizon Cost Index of Cost Index of
Duration Interval Length Policy-Based Reserve Flexible-Rate Reserve

1 30 min 2 min 15 30.51 30.62
2 30 min 3 min 10 30.20 30.29
3 30 min 5 min 6 29.97 30.04

Table 2. Properties of devices used in the one-cell system.

Device Test Case Pnom (kW) Pmin (kW) Pmax (kW) Description

Solar 1, 3 Cell 10.1 0.0 10.1 Orientation
az. 180◦, el. 40◦

Battery 1, 3 Cell 0.0 −15.0 15 Vanadium redox flow type
190 kWh, initial state of charge is 50%

EV 1, 3 Cell 0.0 −2.0 2.0 Bidirectional charger
20 kWh, initial state of charge is 50%

Mob. Load 1, 3 Cell −33.0 −33.0 0.0 Thyristor-contr.

Aircon 3-Cell 9.8 0.0 9.8 Wind turbine

3.3.1. Scenario 1

In this scenario, Pmin and Pmax of the EV are set to −15 kW and 15 kW, respectively. With this
power availability, the imbalance in Cell 2 caused by the fluctuated power generation of the PV panel
can be handled locally. Similarly, Cell 1 can also handle its local imbalance due to the large power
capacity of the vanadium battery. Therefore, it is expected that there will be no cross-cell reserve
allocation between Cell 1 and Cell 2. Cell 3, however, has only an inelastic power unit, which is
the mobile load that represents the residential electric load demand. As it is assumed that the load
profile can be precisely predicted, there is no reserve allocation between Cell 3 and other cells, but only
nominal schedule e13 and e23 exist for supporting the residential load. Figure 7 shows the simulation
results of Scenario 1. Because of the sufficient flexibility in each cell, the cross-cell reserve allocation
does not exist, which leads to D12 = 0 and D21 = 0, as depicted in the figure. The imbalances inside
Cell 1 and Cell 2 are all handled in their own cell; it can be seen that D11 = I and D22 = I, indicating
that the predication errors in the two cells are fully compensated using the vanadium battery and the
EV in their respective cells.
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Figure 7. Policy of reserve allocation for three-cell power system in Scenario 1.

3.3.2. Scenario 2

To create the need for cross-cell reserve allocation, in Scenario 2, the Pmin and Pmax of the EV in
Cell 2 are set to −5 kW and 5 kW, respectively. In this case, the local reserve in Cell 2 cannot handle the
fluctuated power generation of the PV. Therefore, reserve allocation from Cell 1 to Cell 2 is necessary.
In other words, the elastic resource in Cell 1 needs to be utilized to support the compensation of the
predication errors in Cell 2. For that purpose, the vanadium battery in Cell 1 is divided virtually into
two parts. One part, corresponding to D11, is used for allocating the reserve for the imbalance in Cell 1.
The other part, corresponding to D12, is to reserve the imbalance in Cell 2. This reserve might be the
power flow across Cells 1 and 2 via the tie line 1–2. The simulation results are presented in Figure 8.
In Cell 1, the local reserve is sufficient for handling the local imbalance, the D matrix for Cell 1 is
D11 = I. The imbalance in Cell 2, as expected, is covered by local reserve in Cell 2 and some reserve
from Cell 1, as can be seen in Figure 8 that D12 + D22 = I.
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Figure 8. Policy of reserve allocation for three-cell power system in Scenario 2.

3.4. Impact of Time Interval

According to Equations (14) and (23), the optimization formulations depend on the covariances
of the historic imbalance signals E[δδT ]. The covariances of the historic imbalance further depend on
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the time interval that is used in the simulation and even real time operation. Three cases are carried
out based on the one-cell system shown in Figure 4. The configurations of the three cases are given in
Table 1. The simulation duration is set to 30 min for all three cases. A simulation with time interval
of 3 min is introduced in Section 3.2, while the policy results of a simulation with time intervals of
2 min and 5 min are given in Table 1. Then, a comparison is made based on the time intervals that
are less and more than 3 min. Combining the results presented in Section 3.2, the cost indices of the
three cases are presented in Table 1. It is noted that the cost index decreases with the increased time
interval. This is because the calculation of the covariance of historic imbalance is determined by the
time interval. Furthermore, the effects of the time interval on power and energy curves are depicted in
Figure 9 based on the renewable inputs and load profile in a specific day. Only the battery curves are
presented as an example. It is shown that the power and energy curves contain more information when
the time interval is smaller. A longer time interval will smooth the prediction errors of the historic data.
This will finally reduce the needed reserve and cost. Longer time intervals can reduce the computation
time. However, due to the average operation of the prediction errors, time intervals that are too long
might result in inaccurate optimization results, i.e., insufficient reserves. On the other hand, shorter
time intervals can make the results more reliable, but the computation time will increase accordingly.
In real time operation, it is important to choose a proper time interval to make a trade off.

Table 1 presents the comparison of the cost index given by two schemes. It is shown that the cost
index of flexible-rate reserve is higher than that of policy-based reserve for all three cases. The cost
saving is important because the presented results are obtained from the 30 min simulation. The cost
saving of the policy-based reserve will further increase in accordance with the increasing scale and the
operation duration of the system.
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Figure 9. Energy and power curves of battery.

4. Discussion and Conclusions

Linear decision rule-based control policy for coordinating reserve allocation to the ELECTRA
Web-of-Cells system architecture has been developed, implemented, demonstrated, and applied to a
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three-cell based power system. It has been demonstrated that control policies based on linear decision
rules are well suited for integration of distributed energy resources which have flexibility in balancing
control, and the robust allocation method is applicable to realistic imbalance signals. Furthermore,
it is concluded that a proper time interval selection is important in the linear decision rules-based
application. We note that this method relies on several inputs such as: (a) the covariance information
of historical data; and (b) the predicted base power production and the prediction error bound of the
inelastic power injection, which needs to be improved in the near future. In addition, when adapting
the method into real cases, the cost function of elastic power units that represents the balancing service
provision should be carefully designed.
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Nomenclature

Indices

i Index of inelastic participant.
j Index of elastic participant.
l, m Index of cell.

Variable and Parameters

δ Random forecast error vector.
ej Participant j’s nominal elastic power.
ri Nominal prediction of power injection or extraction of participant i.
uj Stacked vector of participant j’s future control inputs.
xj Stacked vector of participant j’s future states.
xj

0 Vector of participant j’s current states.
yi Power injection or extraction of inelastic participant i.
Aj Stacked state transition matrix for participant j.
Bj Stacked state transition matrix for participant j.
Cj Stacked output matrix for participant j.
Dj Matrix adjusting power in response to δ.
Gi Map from uncertainty to inelastic power injection.
T Length of time horizon in steps.
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Abstract: This paper describes a minimum cost network flow model for the aggregated control of
deferrable load profiles. The load aggregator responds to indicative energy price information and uses
this model to formulate and submit a flexibility bid to a high-resolution real-time balancing market,
as proposed by the SmartNet project. This bid represents the possibility of the cluster of deferrable
loads to deviate from the scheduled consumption, in case the bid is accepted. When formulating
this bid, the model is able to take into account the discretized power profiles of the individual loads.
The solution of this type of aggregation problems is necessary for the participation of small loads in
demand response programs, but scalability can be an issue. The minimum cost network flow
problem belongs to a restricted class of discrete optimization problems for which efficient and
scalable algorithms exist. Thanks to its scalability, this technique can be useful in the control of
a large number of smart appliances in future real-time balancing markets. The technique is
efficient enough to be employed by an aggregation module with limited computational resources.
Alternatively, when indicative price information is not made available by the system operator,
the technique can be combined with an external forecast in order to minimize possible imbalance costs.

Keywords: demand response; real-time balancing market; elastic demand bids; shiftable loads

1. Introduction

Stimulated by financial and regulatory incentives in an effort to reduce carbon emissions,
some countries have experienced rapid growth in renewable energy sources such as wind and solar,
which are clean, but intermittent. In order to balance the supply and demand of electrical energy,
the power grid relies largely on dispatchable generation provided by conventional hydro- or
carbon-based technologies. This balance must be kept at all times.

In the initial stages of the energy transition, not much needed to change, since the larger part of
the energy mix still consisted of dispatchable generators. This becomes more difficult in a scenario with
a very high penetration of intermittent renewable sources. One possible solution is to provide more
flexible and controllable consumption in order to compensate for the loss of controllability on the
generation side, in what is called demand response (DR) [1,2]. For the purpose of balancing the
power grid, a reduction in power consumption is equivalent to an increase in generation. Conversely,
an increase in power consumption is equivalent to a decrease in generation. Demand response can
be offered in many forms and traded bilaterally or offered to the best buyer in organized energy
markets [3].

More efficient energy markets play an important role in this energy transition. Usually, energy is
traded separately for each hourly time slot. The higher volatility arising from short-term uncertainties
associated with renewable energy sources increases the importance of energy trading being
conducted at smaller time slots and closer to delivery, approximating a continuously-traded real-time
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market (RTM). Without solving the intrinsic volatility problem, these more refined markets at least do
not ignore the intra-hour variations in energy prices, exposing all participants to a price that is as close
as it is technically possible to an ideal real-time price. In an ideal scenario, the matching between elastic
supply and elastic demand of energy would be achieved at every time slot, and this would mitigate
price shocks, with dispatchable generators and flexible consumption adjusting to the fluctuations of
renewables, following a price indication that is continuously updated.

Unfortunately, flexible demand participation is not yet the current situation in energy markets,
as the large majority of consumers are exposed to a fixed price energy contract, which does not reflect
the immediate price signals. Many consumers also lack the smart metering capabilities that would
enable them to engage in more dynamic energy contracts with their suppliers. There is a need to
improve wholesale energy markets so that more energy retailers and their customers can respond to
price signals.

In the meantime, flexibility aggregators arose as a new market player that has more freedom to
engage in customized agreements with suitable flexibility providers. The aggregator core business is to
manage a flexibility pool large enough and controllable enough to participate in existing balancing
reserve programs with the system operators. Alternatively, the aggregator can decide to sell its
flexibility to balancing responsible parties (BRPs) under bilateral agreements. There are many possible
mechanisms for an aggregator to market its flexibility, but there are also technical problems resulting
from the uncoordinated activation of flexibility by different actors. An integrated market framework
operating close to real-time could serve as a common platform for all these different actors, which
could transact flexibility in a transparent manner and on an equal level.

In the context of the the SmartNet project, such a market is proposed [4] and employed in order to
simulate the procurement of flexibility from transmission system operators (TSOs) and distribution
system operators (DSOs). Different coordination schemes were proposed, described in detail in the
SmartNet deliverable D1.3 [5]. Different aggregator techniques were implemented in the project [6],
usually associated with a specific device technology, such as battery storage or combined heat and
power (CHPs) units. These aggregation models build on the physical characteristics of a specific
device or their aggregated characteristics.

The alternative approach is not to delimit a particular device technology, but to define an abstract
model used to represent a number of different devices. In this paper, we focus on a model that
represents loads with a fixed power profile, which are non-interruptible, but deferrable. The only
way to obtain flexibility from these devices is to defer their activation to a different time.

This model can be useful for incorporating wet appliances as flexible loads controlled by an
aggregator. Wet appliances consist of domestic appliances such as washing machines, dishwashers
and tumble driers. The power profiles can reflect the dynamics of the device, requesting more or less
power at different stages of operation, for instance during the spinning cycle of a washing machine.

Similar concepts are described in the literature with the name of shiftable loads, or deferrable
loads with deadlines [7]. However, these models allow a device to reallocate energy consumption
between different time slots, provided that the total energy required to complete an associated task is
attained before a deadline. Some models also incorporate ramping constraints, charging rates or other
device-specific constraints.

In the definition of deferrable load profile adopted in this paper, on the other hand, it is not
possible to modify the energy consumption profile of a single device following its activation, which is
completely determined by its fixed power profile.

The use of a discrete power profile is motivated by the fine-grained resolution of the SmartNet RTM
and the increasing availability of disaggregated home appliance data [8]. We see in Figure 1 a representative
power profile for a tumble-dryer. Wet appliances can provide flexibility [9], and the cost is low, provided
that the delay in finishing their tasks is tolerable for the users.
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Figure 1. GE-WSM2420D3WW power profile.

In order to handle effectively a large number of loads with similar characteristics, the proposed
method groups them by load profile and time of activation and places them in a waiting buffer.
This buffer is filled up or emptied according to the objectives of the aggregator and respecting a
maximum time delay tolerance. In analogy with a storage device, the aggregator produces flexibility
by ‘charging’ or ‘discharging’ a buffer of deferrable loads. Different from energy storage, the decision
to charge or discharge the waiting buffer will affect the energy consumption not only in the immediate
time slot, but also in subsequent time slots, since each activated load will follow its fixed power profile
until its termination.

From a market point of view, large storage capacity would allow energy to be treated as a more
persistent commodity. The cumulative effect of aggregators and storage owners buying and storing
inexpensive energy in order to be sold at a profit at a more expensive time slot would eventually
reduce price swings. This would be beneficial to the stability of the power grid, especially in a scenario
with a high penetration of renewable generation. A cluster of shiftable loads is capable of behaving in
a similar fashion, while avoiding investment in storage technologies.

In order to keep maximum delays tolerable for the users, the model proposed in this paper will
enforce deadlines in each shiftable load. The aggregator will cycle loads in the buffer in order to
always have enough stored loads, while preventing loads already waiting in the buffer from exceeding
their maximum delay tolerance. At every market iteration, the aggregator will formulate a scheduling
plan for the expected incoming loads and the loads already in the buffer. It will be shown that this
combinatorial problem is a network flow model that can be solved very efficiently. This is a very useful
property, given the large number of participating loads necessary in order to produce flexibility in a
volume high enough to participate in energy markets.

Paper Organization

The rest of the paper is organized as follows. In Section 2, we will establish a simplified market
design that will be assumed by the load control technique. The imbalance settlement conditions on
this simplified market will be reviewed. The deferrable load model used to produce flexibility will be
described in more detail. Next, the buffer model used by the aggregator to manage a cluster of
deferrable load profiles will be described, with the inputs assumed by the aggregator. Finally,
some properties of the network flow model will be reviewed in order to give performance indications
of the proposed method.

In Section 3, we will illustrate the buffer model employed by the aggregator using indicative price
data from an existing real-time balancing market.
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We conclude in Section 4, indicating some future lines of investigation.

2. Proposed Framework

2.1. Assumed Market Design

Electrical energy is traded in successive markets well in advance of physical delivery. Starting
from long-term bilateral contracts between energy suppliers and retailers, there is a sequence of
time-scales in which energy is traded. This complex structure of cascading markets is important to
provide continuous adjustments and updates between the involved market participants, especially in
a scenario with a high penetration of renewables.

One of the most important energy markets is the day-ahead market (DAM), which takes place
one day before delivery and trades energy for a particular country or region at every given hour
slot in the next day. The most prevalent time resolution for the DAM in Europe is 1 h, but in some
countries, it is possible to trade energy in the DAM in blocks of 30 min, followed by other more
granular trading opportunities in continuous intra-day markets (CIM). These two markets are still
evolving, and they are the target of many harmonization initiatives, both EU and industry driven.

As we get closer to real-time, grid congestion might cause a price discrepancy between different
nodes of the transmission network. In some regions of the U.S., Canada and in Australia, the market
operator offers a last trading possibility in a faster nodal real-time balancing market, featuring a rolling
window with 5-min dispatch intervals [10]. These markets are more complicated, but also reflect more
accurately the true price of energy at a given node of the network.

Without going into the details of energy markets (see more in [11]), we now present a simplified
market design similar to what is proposed in SmartNet. This design strikes a balance between existing
mechanisms, adopted for day-ahead energy procurement and imbalance settlement, and the proposed
SmartNet RTM [4]. Market design decisions are important since they affect the bidding strategy
used by the aggregator.

We assume that our aggregator is a demand response provider that offers flexibility from the
activation of aggregated loads. There are different arrangements currently in place for demand-side
participation in the energy markets. A review of existing DR programs can be found in [12].
The approach adopted in SmartNet is consistent with [13], which recommends that the best
mechanism to put DR into the market is by offering it in real-time markets, on the same level with
generation resources, respecting the symmetric treatment between supply and demand.

We assume that the aggregator is responsible for managing a nomination position with the system
operator, which means that he/she is associated with a balancing responsible party (BRP), a legal
entity expected to submit updated energy nominations and be penalized or compensated later for
the discrepancies between reported nominations and the realized consumption. We assume that the
aggregator has acquired energy in previous markets, which is in line with the forecast consumption
of his/her fixed load consumers and his/her flexible consumers. The demand of the fixed load
component can be modeled using conventional load forecasting techniques and will not be considered
in this paper. We will only consider consumption forecast of the cluster of shiftable profiles, which is
assumed to be controllable.

In any case, close to real time, there will be a mismatch between the total energy consumption
and the nominated amounts in each time slot, which represents the amount of energy the aggregator is
entitled to consume. Close to real time, we assume that the aggregator is provided with new price
information from the system operator, and it will have the opportunity to modify its nomination in a
sequence of iterations of a fast real-time market (RTM).

Prices and nominations are managed independently for each time slot. We assume the RTM
has a rolling time-window, and at frequent intervals, it offers the possibility to update nominations;
as a result of each market clearing, it obtains new prices. We assume that the final price for each
time slot will be assumed as the final imbalance price, and it will be used to penalize or compensate
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the aggregator ex post for any deviations between its final nomination and the final consumption.
This final price, however, is only known precisely after the corresponding time slot elapses. The RTM
mechanism gives only an indication of it.

In Figure 2, we see a diagram illustrating the successive bidding process. Each row indicates a
different iteration of the RTM. The first square indicates the time in which the RTM is running.
Each RTM iteration only allows trading to be conducted for the time slots indicated by the lighter
squares, which define the current trading window. The current bid is formulated only for the current
trading window. At every new market clearing, if the bid is accepted, the nominations of those
particular slots are updated.

32.1

34.3

34.3

31.3

Figure 2. The rolling window mechanism.

In the figure, we indicate prices for one particular time slot. Notice that the energy price in the slot
gets updated by the iterations of the RTM represented by the first and second rows. In the third row,
the RTM last price is assumed to be final, and it is not possible to trade that particular slot anymore.
The final imbalance price will be defined ex post.

For simplicity, we ignore time resolution differences, and we assume that previous nominations
from the DAM, nomination updates from the RTM iterations and the final imbalance calculations are
all provided in the same resolution. Previous nominations from the DAM will be corrected in the
RTM iterations.

We assume the aggregator is a price-taker, unable to influence prices. This assumption must be
carefully considered in case this market represents a smaller size of market restricted to a particular
node of the transmission grid.

We assume that at each market clearing the system operator shares indicative price information,
and this can be used as a look-ahead mechanism by the participants. However, when bidding,
the participant is always uncertain of the actual clearing prices. When submitting a bid, the participant
must assign a price to it. In the case of a bid requesting to buy (sell) energy, the bid will be accepted
only if the clearing price of the current iteration is above (below) the clearing price. This process
repeats in every market iteration.

In existing RTMs, the market clearing proceeds independently for each time slot. If the aggregator
is interested in bidding for a range of slots, there is a risk that some slots get accepted, and some of
them do not. To avoid this situation, in the proposed SmartNet market, it is possible to update the
nominations in blocks, in what is known as a block bid. In existing markets, block bids are used in the
DAM, but not in RTM, given the higher complexity of the market clearing procedure.

We assume that the market clearing uses a “pay-as-clear” mechanism, remunerating all accepted
bids according to the same prices. This mechanism provides an incentive for the aggregators to submit
their true costs in their bids and simplifies the bid formation process.

For instance, if in Figure 2, in the first iteration of the market, the aggregator bids to buy energy for
Slot 7 with a price of 40.0, the bid will be accepted, and the aggregator will pay 32.1, given that this is
the clearing price. The new clearing prices are not known at the beginning of that market iteration. If it
attempted to buy energy for the same slot in the next price iteration, the aggregator would have paid
34.3. If the bid price were 33, the bid would be accepted if placed in the first market iteration, but it
would be rejected if it were placed only in the second market iteration, since clearing prices increased
a bit and are now above the bid price.
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In another departure from existing RTMs, the gate closure on the SmartNet RTM is sufficiently
close to the operation. This allows the aggregator to submit bids requesting nomination changes only
a couple of time steps before execution.

2.2. Conditions on Imbalance Settlement

After the last market clearing, indicated in the second row of Figure 2, there can be further
adjustments that will include the costs of conventional reserves, depending on the actual net
consumption and generation of all participants. This is indicated for one particular time slot in
the fourth row of Figure 2. This will be only known ex post and will form the imbalance prices.
Any deviations on the part of the aggregator in relation to its last reported nomination,
either voluntary or involuntary, will be settled at these prices. The aggregator will get paid for
any excess nomination not consumed and will be requested to pay for any energy used in excess of its
nomination for a particular slot.

This opens the possibility that the aggregator decides to mobilize its demand response resources
in order to collect payments or minimize any charges on him/her in the imbalance settlement, using
the imbalance mechanism as a ‘spot market’, even after the last gate closure. This possibility implies
that when formulating its bids, the aggregator must take into account the opportunity costs or profits
that would result if this flexibility were carried to imbalance.

We will assume that these opportunity costs are used to form the bid price. However, these
potential gains expected in the imbalance markets must be properly discounted, since the high price
volatility and the lack of information about the final state of the system can expose the participant to
losses. We assume that this is an incentive for the aggregator to bid in the RTM and update its
nomination, in case the bid is accepted, as opposed to maintaining a deliberate imbalance in relation to
a previous nomination.

There are some similarities between the SmartNet proposed RTM and real-time balancing markets
currently in operation in the U.S. and other countries. Each one of these existing markets, however,
has its own design choices and limitations.

Ercot is the ISO responsible for managing most of Texas, and it allows load participation in its
real-time security-constrained economic dispatch (SCED) market. Ercot publishes indicative price
information for the SCED, which we will use in the next sections to illustrate the proposed technique
used by the aggregator on the control of deferrable load profiles.

2.3. Deferrable Load Profile Representation

There are different definitions of responsive loads in the literature. As described briefly in Section 1,
we adopted a more restricted definition of load flexibility where the load profiles are fixed, the loads are
non-interruptible and only the choice of the time of activation of the device can provide flexibility.
In [14], this kind of flexible load is defined as a shiftable profile. In [15], this shiftable load model
is classified as non-interruptible and deferrable. Most studies do not consider the shape of these
flexible loads, either considering the load profile as any profile that delivers a certain amount of energy
before a deadline or as a constant power profile. The choice of a model with a discrete power profile
representation suits the resolution of the RTM implemented in SmartNet, which is assumed to use
5-min time slots.

The strategy employed by the aggregator to manage a cluster of loads expected to arrive at
different times of the day is to build a buffer of loads, and this buffer is “charged” or “discharged”
in order to reduce or increase the power demand for one or more time slots. At the beginning of the bid
construction, we assume the buffer has some loads present on it, in order to have some discharge
power. Opposite the battery system, the discharge of this buffer will increase the energy consumption.
The process is complicated by the inter-temporal power profile of the device.

Other works, such as [15], employ shiftable loads in the context of a residential consumer
reacting to real-time energy prices. The small scale of the planning problem allows each deferrable
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device to be modeled individually, for every possible starting position. The difference in this work is
that the aggregator possibly controls hundreds of similar devices arriving at the same time slot
and is still able to solve a combinatorial problem efficiently by using the network model described in
in Section 2.5. This model will cluster together devices that arrive in each time slot and will provide an
optimal load activation schedule in relation to the latest price information.

As happens in general for shiftable loads, the flexibility possible with this kind of device is not
easily translated to the interfaces offered by current market design. The value of a task spanning several
time steps is associated with the completion of the task, and not its individual energy consumption
slots. Current market design usually requires that the participants submit independent price/quantity
pairs for each slot.

Shiftable profiles, as well as other sources of flexibility exhibit strong inter-temporal constraints
that cannot be easily represented by independent price and quantity pairs. In order to solve this,
the proposed SmartNet RTM supports a number of complex bids [4], which we will adopt instead of
dealing with the stochastic problems usually employed in optimal bidding [7,16,17].

In this paper, we will focus on a block bid, a bid in which nomination updates at different time
slots are submitted together in the same bid, and accepted or rejected in block by the market operator.
We will assume the bid is discrete and non-curtailable, that is it cannot be accepted in a fraction.
Current market design usually requires bids to be curtailable, being partially accepted within an
informed range. We also assume that the price of this update can be established for the whole block,
a condition that is similar to minimum income constraints employed in some DAMs. The market
clearing procedure is free to accept or reject the whole block. This bid is, however, quite restrictive,
and it adds more complexity to the market clearing algorithms utilized by the market operator.

2.4. Initial Setup of Deferrable Load Profiles

The initial setup is as follows. The aggregator starts planning for the current trade window taking
into account loads that arrived in a previous iteration of the RTM, but remained inactive. These units
were directed to a buffer, to a slot corresponding to their remaining allowed delay, and will now be
scheduled to a compatible time slot. The aggregator also estimates the number of deferrable loads that
will be joining in the current trade window. These loads, likewise, will be rescheduled to a compatible
time slot or carried to the next iteration. Loads can be activated as soon as they join the system, up to a
maximum delay Δs.

The current trade window is assumed to have length Δt. For simplicity, we assume that Δs ≤ Δt.
We assume in this paper homogeneous loads with a fixed load profile Lp, with Lp > 0 for p ∈ [0, Δp).
We use Δp to represent the length of the power profile, and we assume that Δp ≤ Δt.

We will assume that at the start of a new iteration of the RTM, the buffer has enough loads
in order to allow a flexibility bid to be formulated in both directions. An empty buffer, for instance,
would only allow downward flexibility to be offered in the first time slots. A half-full buffer would
allow both directions to be offered.

Our initial data are summarized in Table 1. For simplicity, the index ranges are relative to the time
step in which the market is running.

Table 1. Initial data.

Input Data Description

λt Price information t ∈ [0, Δt + Δp − 1)
f̃t Number of loads expected to join u ∈ [0, Δt)
b̃s Number of loads in buffer slot s ∈ [0, Δs)

The most important input is represented by λt, which should contain the indicative prices from a
previous real-time market iteration. We assume that this price information extends beyond the end of

376



Energies 2018, 11, 613

the current window in order to estimate costs from imbalances carried beyond the currently traded
time window. For instance, loads starting in the last time slot at Δt − 1 will extend a power profile of
size Δp − 1 outside of the currently traded time window.

We assume that the planning is deterministic and that f̃t contains the expected number of loads to
join in every time slot. In reality, the number of loads joining the system will be random, and this will
cause an imbalance position, which can be mitigated by the use of the cluster flexibility. For simplicity,
we will not deal with this important aspect in this paper.

The buffer slots b̃s keep track of the number of loads that arrived before the current trading window
and are waiting to be activated. Deferred loads in the buffer are sorted according to arrival time,
with the index s indicating the remaining delay tolerated by loads in that buffer slot. All loads in b̃0,
for instance, must be immediately activated, since they have already waited the maximum allowed
delay, Δs.

The nomination at the beginning of the current bidding comes from the energy bought in the
DAM. This nomination vector gets modified by successive iterations of the RTM, as established in
Section 2.1.

Most of the energy nomination reserved for the day is already committed to loads activated
before the current market iteration. In Table 2 a distinction is made between the total nomination and
the controllable nomination, still available to be changed. In Figure 3, the controllable nomination
is indicated by the lighter bars, represented by Q̃t. The figure illustrates a market iteration at Time
Step 222. The trading window is indicated by the black vertical lines. Past the trading window, there is
still controllable nomination corresponding to consumption that can still change depending on the
scheduling performed in the current market iteration. Finally, we have a section of the nomination
vector indicated by darker bars that represents the consumption of loads expected to arrive only after
the end of the trading window.

Table 2. Initial nomination data.

Input Data Description

Ñt Total nomination with t ∈ [0, Δt + Δp − 1)
Q̃t Controllable nomination t ∈ [0, Δt + Δp − 1)

Figure 3. Controllable and non-controllable nomination.
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The buffer starts the current market iteration with a certain distribution of units in different slots.
In Table 3, we define variables to model the flow of scheduled loads between the initial state of the
buffer and the planned schedule. This model is going to be used in the bid formulation to modify Q̃t.
The variables define how the units waiting in the buffer or expected to arrive in the current time
window will be distributed between possible times of activation. In the next section, we will show that
this formulation is a type of network flow problem.

Table 3. Main variables.

Variables Description

bst

Number of loads in the buffer slot s
scheduled to be activated in time slot t,
s ∈ [0, Δs), t ∈ [0, s]

fut

Number of loads expected in time slot u
rescheduled to a time slot t,
with u ∈ [0, Δt), t ∈ [u, max(Δt − 1, u + Δs)]

fub

Number of loads expected in the time slot u
that will be used to replenish the buffer,
with u ∈ [Δt − Δs, Δt)

In a network problem formulation, we have arcs that connect compatible nodes. In the definition of
bst, it is only necessary to consider the case with t ≤ s. Loads from the buffer slot b0, for instance,
must be activated immediately, while loads from the buffer slot bs can be scheduled to t ∈ [0, Δs].

In the definition of fut, loads expected at time slot u can only be rescheduled at a future time slot
that does not exceed the maximum delay Δs.

Finally, as explained for b̃s, part of the loads arriving at slots u will be able to replenish a buffer
slot corresponding to the remaining delay that the load can tolerate. Loads arriving in slot u can be
directed to the buffer slot s = Δs − (Δt − u).

It is convenient to define auxiliary expressions for the final buffer state and the number of loads
scheduled to start at a given time slot t. It is also useful to define an expression for the energy flexibility
in relation to all possible load rescheduling. These are defined in Table 4.

Table 4. Auxiliary expressions.

Auxiliaries Description

bs
Number of loads assigned to final buffer slot s
with s ∈ [0, Δs)

ft
Auxiliary variable containing the number of loads activated
in slot t of the rolling window, with t ∈ [0, Δt)

Et
Energy consumption flexibility at each time slot t,
with t ∈ [0, Δt + Δp − 1)

2.5. Flow-Based Formulation for the Flexibility

With the variables defined in the previous section, we proceed to define a flow-based model,
which will allow us to modulate the flexibility profile according to the indicative price signal.

To avoid the complexity of working with indices, we define As and At indicating compatible
arcs by the pairs (s, t) and (u, t), respectively.

As = {(s, t) | s, t ∈ [0, Δs) , t ≤ s} (1)

At = {(u, t) | u, t ∈ [0, Δt) , 0 ≤ t − u ≤ Δs} (2)
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The edge set As represents the connections between compatible buffer indices s and the time slots
t in which they can be scheduled to activate. The edge set At plays the same role for incoming loads
that are being rescheduled to a future time step in the current time window. We can link the auxiliary
expressions with the main variables through the following expressions:

bs = fūb, ∀s ∈ [0, Δs) (3)

with ū = Δt − (Δs − s)

ft = ∑
{s|(s,t)∈As}

bst + ∑
{u|(u,t)∈At}

fut, ∀t ∈ [0, Δt) (4)

Et = Q̃t −
Δt−1

∑
u=0

fuLt−u

N
, ∀t ∈ [0, Δt) (5)

In (3), for each final buffer slot s, there is a unique arrival time ū responsible for the loads
that contribute to it. Unscheduled loads will replenish the buffer and recover the system for a next
market iteration.

The loads activated at t, represented in (4), come from two sources. They are either coming from
the buffer or from loads arriving in the current window, and in both cases, they are constrained by the
tuple sets As and At.

In (5), we define our most important auxiliary expression, characterizing the energy flexibility
in terms of the main variables. The number N represents the number of time slots in one hour,
necessary to make the conversion from the power profiles to an energy consumption profile.

In order to simplify the summation, we assume that Lp is extended with zeros. We see that the
power profile of a cluster of similar devices is the convolution of the power profile of one device with
the activation schedule represented by ft.

The expression for Et will be expanded as a linear cost in the objective function of the bid
construction problem that follows. The objective function will have a fixed component and terms that
depend only on the main variables bst and fut.

max
bst , fut , fub

Δt+Δp−1

∑
t=0

λtEt

s. t.

∑
{t|(s,t)∈As}

bst = b̃s, ∀s ∈ [0, Δs) (6)

fub + ∑
{t|(u,t)∈At}

fut = f̃u, ∀u ∈ [0, Δt) (7)

bs = b̃s, ∀s ∈ [0, Δs) (8)

with ū = Δt − (Δs − s)

bst, fut, fub ∈ Z≥0 (9)

In (6) and (7), we require that the loads in the waiting buffer and the loads expected to arrive are
spread into arcs that lead to compatible time slots.

The term fub in (7) can be seen as a remainder. Incoming loads not scheduled to be activated in
some compatible time slot will replenish the final state buffer, as already indicated in (3).

In (8), we restrict the search of flexibility profiles within those reschedules that put the final
buffer in the same condition as the starting buffer. These cyclic boundary conditions will prevent the
bidding process from exploiting the buffer in order to maximize the value of the current bid, while
compromising its availability in future market iterations.

Notice that in the objective function, some of the imbalance is expected in time slots beyond
the end of the current time window. These extra costs (or profits) represented by ∑

Δt+Δp−1
t=Δt λtEt
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will not be included in the current bid, but will be carried as a future loss (or future gains) by the
aggregator. The other part, represented by ∑Δt−1

t=0 λtEt, can be seen as opportunity costs arising from
the provision of flexibility and will be used to form the cost of the bid. By doing so, the aggregator is
proposing to update the nomination vector in that range, provided that the payment is larger than
what it expects to obtain in imbalance settlement.

2.6. Network Flow Properties

The previous formulation is a special case of a minimum cost network flow problem [18].

min ∑
(s,t)∈A

cijxij

s. t.

∑
{j|(i,j)∈A}

xij − ∑
{j|(j,i)∈A}

xji = si, ∀i ∈ N (10)

xij ∈ Z≥0 (11)

The problem is uncapacitated, that is there are no constraints on the amount of “flow” through
the arcs, apart from requiring that the flow is positive, with xij ≥ 0. In (10), si is positive at source
nodes and negative at sink nodes. The “sources” in our formulation represent available loads expected
in the current window or drawn from the buffer. The flow represents the rerouting of these units,
and the “sinks” represent the desired final buffer added with one artificial sink.

In Figure 4, we display the corresponding network for the bid planning problem described in
Section 2.5 for a small example where Δs = 3 and Δt = 5.
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Figure 4. Network flow model for the flexibility bid.
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The sources and sinks are represented by circles, and intermediary nodes are represented with
square nodes and maintain zero balance. The costs on the arcs can be obtained from the expansion of

∑
Δt+Δp−1
t=0 λtPt in terms of bst, fut, fub. No costs are associated with arcs connecting the square nodes

and the circular ones.
Assuming that the problem described is feasible, the integrality theorem on network flows,

summarized in Proposition 5.6 in [18], states that since values on sources and sinks are integers, so we
will have a primal integer solution for this problem even without imposing integrality constraints
explicitly, as in Equations (9) or (11).

This means that although our problem was originally formulated as an integer problem, because of
its characteristics, it can be solved directly on its relaxed version, with continuous variables, using any
available linear programming solver, or even a specialized network solver. In other words, there is no
error introduced by solving the relaxed problem.

In complexity terms, linear programming can be solved in polynomial time, while general integer
programming is NP-complete. Network flow algorithms sit in the intersection of these two classes of
problems [19].

Mixed integer programming (MIP) solvers generally start by solving the relaxation of the problem,
using linear programming, and then proceed to branching and other techniques to solve the problem
under integrality constraints. Since as a network flow, we obtain integral solutions automatically,
the MIP solver will solve the problem in its relaxed form, avoiding branching entirely.

Even if an MIP solver is used, the problem will be recognized as LP. This gives a good guarantee
that the problem will scale well in relation to the number of devices and profiles. On a more
practical note, this also gives the option to replace the MIP solver with a more available LP solver.

State-of-the-art MIP solvers are proprietary and expensive software components and because of
their computational requirements and high licensing costs may also not be suitable to be deployed in
all applications, for instance in embedded systems.

3. Example of the Application of the Proposed Framework

In this section, we use price data from an existing real-time market to illustrate the framework
described in the previous section. As described in Section 2.1, the system operator clears the market at
periodic intervals. This refreshes an indicative price curve that is used by the aggregator in order to
formulate a new flexibility bid. This comes from a new schedule of the cluster of shiftable profiles,
found using the network flow method described in Section 2.5. The aggregator will maximize the
value of its flexibility by transferring energy consumption from expensive slots to less expensive slots,
while respecting the constraints of the model.

There will be a price evolution, and at each new market clearing, the aggregator reformulates a
new bid, taking into account any previously accepted bids, as well as the new price information.

In this example, we assume Δt = 12 as the length of the cleared time window and Δs = 6 as the
maximum allowed delay. We assume that 200 devices arrive at each time slot, all with the same power
profile as displayed in Figure 1. The total expected nomination available to be traded is indicated
by the lighter bars in Figure 5. This power consumption is limited to load activation decisions that
are currently taking place. The darker bars represent consumption corresponding to load activations
that already happened or that are beyond the currently traded window. In Figure 6, we show the
initial state of the buffer, with the number of waiting units, sorted by the remaining waiting tolerance
and the number of time steps they are still allowed to wait before being activated. For instance,
Figure 6 indicates that there are 200 loads that are allowed to wait a further five time steps before
being activated.
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Figure 5. Controllable and non-controllable nomination.

Figure 6. Initial buffer state.

We use indicative price data from Ercot to demonstrate the construction of the flexibility profile,
later converted to a block bid. The data are relative to the South Hub, and it was logged on 17 October
2017. In Figure 7, we show indicative price curves collected after sequential market iterations at 18:30,
18:45, 19:00 and 19:15. Each clearing provides prices for each of the 5-min slots, one hour ahead of
the collection time. In the absence of price information for the subsequent steps, we assume a simple
constant extrapolation. This may be necessary in order to estimate the costs of the imbalances past the
current range.

As time evolves, a new market iteration will produce new prices. The new market iteration
includes the bid of this aggregator and other bids, representing different aggregators, as well as
conventional balancing resources. Price information of future slots is revised up or down, depending on
the clearing results. This will also keep extending the range of available data.

The aggregation will produce one flexibility bid at each iteration, and the price volatility is
expected to be managed by successive corrections. The data from 18:30, exhibited in Figure 7, indicate
that the system operator was expecting a price spike to happen at 19:00 and then again at 19:15.
Based on this first information, the aggregator formulates a load activation schedule that shifts
consumption away from the most expensive slots.The flexibility profile is represented in Figure 8.
Indices are relative, with the first price peak corresponding to Slot 6.
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Figure 7. Ercot indicative prices at the South Hub.

Figure 8. Imbalances allowed beyond the current time window.

The sign convention follows the logic that positive flexibility represents more generation.
In the case of demand response, this is equivalent to less consumption, indicated in Figure 8 by
the blue bars at the end. Negative flexibility corresponds to less generation, which in the case of
demand response corresponds to more consumption.

Figure 8 shows that the aggregator uses the price information from 18:30 to propose an
increase in immediate energy consumption, before the price spike arrives. In the final slots in blue,
the aggregator is proposing a reduction in energy consumption. Energy consumption was anticipated
for the first slots.

Similar to Figure 4, from the solution of the problem in (6)–(9), we obtain the corresponding
network flow variables that give the aggregator the number of units to reschedule from each time
slot to other compatible time slots.

The selected Ercot data in Figure 7 display a period where price volatility is particularly high.
The price peak predicted at 19:00 was actually mitigated. At 18:45, the system operator revealed a new
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price curve, which shows a price of 40 e/MWh. The final price information collected after the market
iteration at 19:00 is even lower.

If this flexibility profile were to be carried as imbalance by the aggregator instead of offered in
the RTM, the aggregator would be exposed to the price volatility of the final imbalance prices, and its
managed imbalance position could quickly turn into losses. By offering this profile in the RTM instead,
the aggregator will have the opportunity to collect a payment, in case the bid is accepted. In this case,
its nominations will be updated, and no imbalance will be due if it follows this new baseline strictly.

There is one limitation, however. Since the traded window is limited to one hour, part of the
flexibility will not be included in the current iteration of the market.

Since this flexibility would potentially present potential gains (or losses) to the aggregator in the
imbalance settlement, the aggregator can use this value as a reference when forming its own bid price.
The value must be discounted, and the discounting factor should be suitably modified to reflect the
uncertainty of this outcome.

The flexibility profile is ideally submitted as a block bid and with a single price associated with it.
If prices in the current market iteration provide advantageous for the system operator to accept this bid,
the aggregator will receive a value at least as high as requested, following the pay-as-clear mechanism.

In that case, the aggregator will update its nominations with the system operator. If the aggregator
further departs from the updated nominations, it will be penalized according to the final imbalance
prices, but taking into account this new updated nominations. If, on the other hand, the bid is not
accepted, the aggregator imbalances will still be calculated in relation to the previous nominations.

In the next market iterations, the aggregator is free to form new flexibility offers, to risk
accumulating a favorable imbalance position or to reschedule his/her loads in order to reduce his/her
own residual imbalance position, if any.

4. Conclusions

The work developed in this paper demonstrates a simple network flow model that can be used to
control a cluster of deferrable load profiles in relation to an indicative price signal. The indicative price
curve induces periods of lower consumption when indicative prices are higher or vice versa.

We assumed a market design that allows for frequent market clearing that keeps the participants in
a close loop with the system operator. This is one possible future market design simulated in SmartNet.

The aggregator uses the network flow model to form a block bid. If the bid is accepted,
the aggregator receives a payment and reschedules its load activations in order to follow a new
updated nomination. The energy consumption profile will change according to prices indicated by
the RTM.

This bid takes into account the discrete power profiles of each individual load and their
interruptibility. The network flow model also prevents loads from waiting longer than a maximum
time delay.

If the bid is rejected, the aggregator uses the indicated price curve as indication of the imbalance
prices and reschedules its loads in order to maintain a favorable imbalance position.

Existing real-time balancing markets are much simpler and asymmetric than the market proposed
in SmartNet. The computational burden and the operational constraints of the system operator
require that bids are submitted ahead of the current time window being traded, from 45 min to
more than one hour. On the other hand, every 5 min, a different quantity is cleared and expected
from the aggregators, which need to react in real-time. Complex bids are not available, and usually,
there are no block bids and other more computationally-expensive bids. This requires the aggregator
to submit a dispatchable bid, signaling to the market its range of capabilities. The construction of a
more dispatchable bid requires a different set of techniques than the model exposed here.
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Abstract: Microgrids could be utilized to improve the distribution network resiliency against
weather-related network outages and increase the security of power supply of rural electricity
consumers. Whereas underground cabling is expensive for the distribution system operator (DSO),
an alternative microgrid investment could benefit the DSO and consumer, provided the necessary
changes were made in the network regulation. A rural detached house customer microgrid is analysed
in comparison to underground cabling, considering the uncertainties in the calculation parameters
through a sensitivity analysis. Adequacy of the microgrid power supply during unexpected network
outage for a reasonably long duration is assessed, as well as the economics of the feasible microgrid
setup consisting of variable generation, controllable generation, and electric storage. The total costs
and benefits for the DSO and consumer/prosumer are considered. A microgrid would likely be a
more cost-efficient option overall, but not as-is for the consumer. The battery energy storage system
(BESS)-related cost-sharing strategies are suggested in this paper in order to assess possible break-even
investment solutions for the related parties. The sensitivities of the microgrid and cabling investments
were considered in particular. Cost-sharing strategies under network regulatory framework would
need to be developed further in order for both the consumer and DSO to benefit from the solution as
a whole.

Keywords: microgrid; resilience; investment; underground cabling; network outage; battery energy
storage system (BESS); micro combined heat and power (micro-CHP); electricity distribution; solar
photovoltaics (PV); islanded operation

1. Introduction

The resiliency of networks against extreme weather conditions has been studied e.g., in [1].
There are many methods and measures that can be taken to improve the resilience of an electric
system such as underground cabling [2], emergency power systems, smart grid technologies, etc. As
distributed generation and electricity storages are becoming more common and economic, microgrids
are turning into an interesting alternative for improving the reliability and resilience of the electricity
system against disturbances and blackouts, e.g., [3–6]. In addition, microgrids can also offer economic
and societal value [7,8].

In Finland, extreme weather has caused many severe power outages in recent years and the
government has set stricter limits for the outage duration. The Electricity Market Act limits the
maximum allowable supply interruptions due to storms or snow load to 36 h in rural areas. Most
of the distribution system operators (DSO) have chosen underground cabling as the main solution
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for improving the reliability of electricity distribution. While an efficient solution for decreasing
tree-related faults in the distribution network, underground cabling is also very expensive compared
to installing overhead lines (OHL) as it requires digging trenches and may often be complicated by
rough terrain or other utility service lines. In some cases, cabling could be unnecessary and electricity
storage or a microgrid could very well prove to be a more feasible option.

DSOs, e.g., in Finland, are currently not allowed to own electric storages. Studies, however, have
proven that electric storages could be an economically feasible option for increasing the reliability of
power supply in rural areas over underground cabling [9,10]. European Union (EU) “winter package”
suggests changes in network owner’s right to own storages in the future.

Overall, local small-scale generation capacity and bulk power system connected microgrids could
have several benefits in the whole electricity system context. Benefits in the system level—as numerous
small streams creating large quantities—could be e.g.,

• providing the consumer/prosumer a possibility to influence their own electricity acquisition and
its cost;

• increasing the reliability of power supply of the individual consumer;
• increasing the power system total generation capacity;
• slowing down the need to increase network transmission capacity (if electric energy consumption

increases, and/or the instantaneous power consumption increases);
• increasing the capacity of units capable of power system and network support, e.g., voltage and

reactive power support, frequency control support etc.
• decreasing power transmission losses as generation is located closer to the consumption points.

This study applies the method presented in [11] for a microgrid consisting of a single electricity
consumer in a detached house with own partially controllable power production. A full year of
hourly data is analysed in order to assess the capability for a suddenly occurring islanded operation
during network outage. The duration of the islanded operation capability is also determined for the
microgrid in terms of power supply adequacy. The analysis method is here extended to evaluate
different microgrid investment cost-sharing options in order to find a break-even investment solution.
In addition, sensitivities of the system’s feasible technical and economic parameter values are assessed.

The layout principle of the relevant network topology is presented in [10], and the BESS connection
topology is presented in [9].

2. Assessment Method

The method used in this paper has been presented in [11]. Normal grid-connected operation of
the microgrid is calculated for each hour of the year. A network outage could take place at any time,
i.e., any hour of the year. The duration of feasible islanded operation with adequate power supply
without adjusting the microgrid electricity consumption for each hour of the year is analysed.

As in [11], the costs of an underground investment and microgrid investment are calculated
and compared. The method is used here for demonstrating different cost-sharing strategies for the
microgrid investment alternative, as well as assessing the influence of uncertainty and variability of
the study case parameters through a sensitivity analysis.

Traditionally the power distribution networks have been the only means of electricity supply to
consumers. Distribution network companies’ responsibility is to provide the consumers access to the
network, as well as guarantee an adequate reliability of power supply.

Over the recent years, the consumers’ interest in own power production has increased at the
same time the small-scale power generation technologies have developed and become more economic
options. Solar power generation is popular already today among small-scale consumers, but its
drawbacks are the variability of the production. It is not possible to be controlled in order to balance
power production with the electricity demand at all times—instantaneously, nor seasonally. Electricity
storage would be needed for balancing the power in short-term (within an hour to within a day) in
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order to enable the usage of own production of variable generation. Battery energy storage system
(BESS) technologies have become more economic over the recent years, and the trend is expected
to continue.

The calculation method assumes a minimum charge level in the BESS to be maintained in normal
grid connected operation state for the preparation of a sudden and unexpected network outage. During
a network outage, the BESS capacity would be fully exploitable.

As seen in the results presented in [11], an electric heated detached house with a battery storage
and solar PV production only, would not be a reasonable solution alternative for a microgrid as a
means to increase the reliability of supply. In order to enable a relatively long capability of power
supply for un-reduced power demand during the network outage and microgrid islanded operation,
a PV-BESS combination only, would be a very expensive option if all the equipment was paid by the
prosumer. Thus, the prosumer most likely will have to have controllable electricity production capacity.

This paper proposes the BESS investment sharing option as an alternative to DSO underground
cabling in those cases when it could be mutually agreed upon and an economic solution for both,
the DSO and the consumer/prosumer.

Different BESS investment and ownership strategies could be

1. Prosumer 100% ownership
2. Prosumer/DSO 50/50% ownership
3. DSO 100% ownership
4. Prosumer/DSO 50/50% investment

“Ownership” signifies participation on the investment, ownership of the equipment related
responsibilities over the equipment lifetime, as well as beneficiary of the equipment related income.
In option 4 above the DSO would remunerate 50% of the BESS procurement to the consumer
in order to avoid more expensive underground cabling. An additional prerequisite would be an
appropriate determination of the microgrid characteristics, and minimum BESS charging (strategy)
for the preparation of the microgrid islanded operation for a sufficient length of time due to OHL
network outages.

The method does not consider compensations payable by DSO to the consumer in the case of
possible outages because of the related uncertainties.

3. Case Study

The case study analyses a detached house customer in sparsely populated area in rural
distribution network.

For the case study, hourly data for a full year is used. As in [11], this time resolution is considered
adequate for the purpose of the analysis method.

The major aspects or individual components of the study case are covered in respective sections
below. All the parameters are determined a “base case” value, assessed to be the typical or best
estimate value.

The sensitivities of the influence of most of the parameters or characteristics on the results are
analysed. The varied parameter values for sensitivity analysis are presented in Appendix A.

When relevant, 24% value added tax is used (as typical in Finland). Interest rate of 2% is used
for the base case in the investment calculations presented in this paper. The interest rate is varied for
sensitivity analysis as specified in Appendix A.

3.1. Network Connection and Underground Cabling

The appropriate distribution network customer in the focus of the study is located in sparsely
populated countryside at the end of a rather long-distance distribution network connection.
The distance could be a few kilometres. The analysis could be easily applied to a group of customers
on a distribution network branch.
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The customer is currently supplied with an OHL connection, which is prone to weather-dependent
interruptions. The present strategy for increasing the reliability of electricity supply is underground
cabling of the network. Underground cabling of individual customers’ connections is not in the interest
of the DSOs, but the DSOs assess the economic profitability of underground cabling under the network
regulation framework. In addition, the return of electricity supply to a single customer is not in the
priority of the DSO in major interruption events when the DSO network experiences a large number of
outages in a wide area. Thus, individual customer interruption could be extended for a rather long
duration of time, i.e., for several hours and even up to a few days.

Actual costs related to underground cabling investments are very case dependent. Here the
cabling costs are estimated by assuming ordinary cable trench cost of 25,000 €/km in Finland and
0.4 kV underground cable cost of 10,000 €/km with lifetime of 40 years, approximately in accordance
to the regulation price list. The cable length is used as a variable in the simulations determining the
total cost of the cable investment. Instead of the cable length, the total cabling investment cost actually
is significant in the calculations done in this paper. In the base case, the cable length of 1 km is used,
corresponding to 35,000 € cabling investment. The investment cost is varied for the sensitivity analysis
by varying the cable length as specified in Appendix A.

3.2. A Detached House Consumer

In this case study, a modern detached house of 150 m2 in Central Finland (Jyväskylä) is considered.
Heating of the house is assumed to be implemented either in the conventional onsite manner or using
single house micro-CHP (combined heat and power plant). Thus, the detached house electricity
production capability from micro-CHP is dependent on the whole micro-CHP plant characteristics,
as well as the momentary heat production of the micro-CHP plant.

The detached house heat demand data series was created by using dynamic building energy
simulation. IDA ICE (version 4.7.1, EQUA Simulation AB, Sweden) [12] is a whole-year detailed
and dynamic multi-zone simulation application for study of thermal indoor climate as well as the
sub-hourly energy consumption of the entire building. The total heat demand for the house amounts
to 15.5 MWh/a.

The household electricity consumption (i.e., excluding heating) data series was created by using
electric customer type load profiles. The load profiles based on [13], have been partially updated
by VTT Technical Research Centre of Finland in 2003 using new measurements. The household
annual electricity consumption is a varied parameter (see Appendix A) for the sensitivity analysis,
and approximately 5500 kWh/a in the base case.

3.3. Detached House Micro-CHP

Micro-CHP plants in the lower end of the capacity range have not proven profitable yet today
in Finland. However, there are ongoing research studies aiming at finding solutions to increase the
profitability, especially for the detached houses in distant locations, i.e., the type of houses being in the
focus of this study.

The investment cost for a micro-CHP plant is a significant factor in the overall profitability
calculations and contains uncertainty. For the base case, 1200 €/kW is assumed for the whole
micro-CHP plant in the respective capacity class, and the investment cost is varied for the sensitivity
analysis as specified in Appendix A. The electricity share of the costs is assumed according to the
electric power share of the plant. A lifetime of 15 years is assumed for the micro-CHP plant and it is
varied for sensitivity analysis.

The micro-CHP plant electricity production is assumed to be 20% of the power plant total energy
production each hour. Thus, the heat demand determines the electricity production. The micro-CHP
is assumed to not have a minimum power, and it is operating throughout the year even at low
heat consumption.
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The fuel costs for the whole micro-CHP plant (i.e., heat and electricity combined) are assumed
a fixed value 1200 €/a, independent of total energy production. The total power production with
micro-CHP does not vary significantly in different calculation cases, and thus the fixed annual fuel
cost assumption should be acceptable. The fuel costs are, however, varied for the sensitivity analysis,
as specified in Appendix A.

By assuming some heat storage capability in the heating system of the house, micro-CHP heating
time series was created as 24 h sliding average in order to smooth the heating dynamics. Electricity
production time series was derived as a constant 20% share of the total micro-CHP power production
in the base case. The required micro-CHP plant total capacity is thus estimated to approximately 8 kW.
Also, the option of 30% electricity production share is calculated of a micro-CHP plant with 9 kW
total capacity.

In the base case, the micro-CHP microgrid operation is assumed to be continuing similarly
to normal grid connected state. During a network outage and microgrid islanded operation,
the micro-CHP plant generation could possibly be used differently from normal in order to supply the
needed electricity. In this case, the possible excess heat production might need to be dissipated. Thus,
for the sensitivity analysis, the micro-CHP electricity generation is varied as specified in Appendix A,
allowing a different level of constant electric power production. In these simulations, this specific
islanded operation electrical power production is the same value for the whole year in order to
illustrate the influence of the parameter setting. In reality, the possible power production level may be
dependent on the time of the year and the power might be controllable during the islanded operation.

3.4. Solar PV Production

PV production data series were created for the study case in Central Finland using PV GIS
Tool [14]. Crystal-Silicon PVs with 14% system losses are assumed as the most plausible technology.
PV panels installed on roof-top are assumed to be facing towards South (i.e., azimuth 0 degr.) and
adjacent to the roof, assuming thus a fixed 25 degr. tilt slope installation for the PVs.

A cost of 1800 €/kWp is assumed for the PV panels in the base case, and 25 years as the lifetime
for the panels. The PV panel cost and lifetime are varied for the sensitivity analysis.

The data series were created for a number of years and using data of different solar radiation
databases. The base case data was created with SARAH solar radiation database. 2015 as an average
solar production year is used in the base case. Annual PV production difference between the datasets
(i.e., the best production year 2006 and the worst 2008) is almost 20%.

The simulations are done with different PV capacities, and 1.5 kWp capacity is used in the base
case. The values for varied parameters are specified in Appendix A.

3.5. Battery Energy Storage, BESS

The BESS is assumed for the study according to the technology available today for a single
house scale. The maximum charging ramp of 5 kW is assumed irrespective of the BESS total storage
capacity which is varied as specified in Appendix A, and with base case capacity of 13.5 kWh.
The BESS minimum charge level is assumed to be 6 kWh in the base case, and it is varied for the
sensitivity analysis.

The BESS is assumed to consist of a fixed cost for the installation and system-related equipment,
and a capacity dependent investment cost for the batteries. The fixed cost is assumed to be 600 €,
and the capacity dependent cost 500 €/kWh in the base case. The BESS lifetime is assumed to be
10 years. The BESS capacity dependent cost and the BESS lifetime are varied for the sensitivity analysis.

The losses in the BESS are omitted. In reality, the losses, i.e., self-discharge of the battery, would be
in the order of 1–5 percent per month for Li-ion batteries [15]. Thus, for a 6-kWh permanent minimum
charge of the BESS, the annual losses would amount approximately only to 1 kWh. In addition,
with Li-ion batteries, up to almost a 100% efficiency could be achieved according to [15].
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An annual maintenance cost of 100 €/a is assumed for the microgrid covering any random small
cost items.

3.6. Electricity Market Aspects

The consumer electricity purchase from the network is calculated for the electricity price of
5 c/kWh and distribution fee (including electricity tax 2.8 c/kWh, etc.) of 6.5 c/kWh. Electricity price
and distribution fee are varied for the sensitivity analysis.

The prosumer can sell their excess power generation to the network. For small-scale producers
the present compensation for sold electricity to network in Finland is approximately 2.7 c/kWh and
the transmission fee for electricity fed to the grid 0.7 c/kWh. The value in small-scale production is
mainly in covering own electricity need by own production, whereas selling electricity to the system is
not cost-effective. Furthermore, the compensation for sold electricity is quite marginal and would need
to change significantly in order to influence the overall results. Thus, the parameters of sold electricity
and related transmission fees were not varied for sensitivity analysis.

The BESS in this study maintains a certain minimum charge at all times in preparation for
a sudden and unexpected network outage. Such outage occurrences are very rare. The required
minimum charge might vary throughout the year, depending on the microgrid capability of supplying
the demand by power production in real-time. Transmission system operator (TSO) acquires frequency
containment reserve capacity for disturbances (FCR-D), and this market would be profitable as well
as suitable for the microgrid BESS. FCR-D reserve is started to be activated at a certain threshold of
the system frequency deviation, and at a specific larger frequency deviation the full FCR-D reserve
capacity power would be supplied. The market price of 4.7 €/MWh is assumed in this study for
FCR-D capacity.

Avoiding a complex analysis, this study assumes the full BESS power capacity (5 kW) to be able
to be sold to the FCR-D market via an aggregator a certain number of hours per year. In the base case,
the BESS is assumed to be sold 7000 h/a to the FCR-D market, and the number of hours is varied for
the sensitivity analysis as specified in Appendix A.

4. Results

4.1. Base Case Results

For the microgrid with base case parameter values and settings, the power production and
consumption are presented in Figure 1, the BESS charging in Figure 2 and microgrid excess power
production, i.e., grid fed power, and power take from the grid in Figure 3. The islanded operation
capability duration throughout the year are presented in Figure 4.

The base case economics assessment and comparison of the underground cabling and the
microgrid options with different cost-sharing alternatives are presented in Figure 5.

4.2. Sensitivity Analysis of Parameters

The influence of different PV database data and different PV production year data in the consumer
economic balance is within less than 20 €/a between the high and low PV annual production. Thus,
the selection of the PV generation data set to be used in the calculations is not significant.

Islanded operation capability duration depends on the minimum charge of the BESS, and the
micro-CHP power production capability during islanded operation. If the micro-CHP is able to
produce electricity at the maximum of the rated total capacity (i.e., 1.6 kW electric power), the islanded
operation duration, in theory, has no limitations. The maximum power decreased down to 0.7 kW,
the minimum islanded operation duration in the calculations was 50 h. This, in many cases, should
be quite an acceptable repair time of a network outage even in the case of severe and widespread
storm damages.
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Figure 1. Detached house electricity consumption (Load) and power production (photovoltaics
(PV)-prod and combined heat and power (CHP)-el-prod) hourly data series for a year in the base case,
as well as the annual totals.

Figure 2. Battery energy storage system (BESS) charging hourly data series in the base case.

Figure 3. Hourly data series of electricity taken from the network (Grid in-take) and excess electricity
fed to the network (Excess power) in the base case, as well as the annual totals.
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Figure 4. The base case results for microgrid islanded operation capability duration each hour of the
year in the case of unexpected network outage taking place at any hour.

 
Figure 5. The base case results of economic calculations for the cabling option and microgrid
option in different BESS investment and ownership strategies. The comparison of total overall costs,
the distribution system operator (DSO) costs, and the consumer/microgrid owner costs in case of
different BESS cost-sharing strategies.

Islanded operation capability durations vary from case to case depending on the parameters varied
for the sensitivity analysis. The probabilities for minimum islanded operation duration categories are
presented in Figure 6. The base case values correspond to those values also presented in the text box
in Figure 4.

In the simulation cases, the largest change in the BESS charge between consecutive hours
(i.e., average power for the hour) was 1.5 kW, and thus significantly smaller even at largest, than the
BESS nominal power 5 kW.

The total costs, i.e., the overall DSO and consumer combined costs, are compared in the cabling
option and the microgrid option in all studied cases with varied parameters in Figure 7. The results
show that the microgrid option is in all studied cases more cost-efficient than cabling. The interest rate
and cable length (i.e., the total cable investment cost) have obvious influence on the costs. The more
expensive the cabling option is, the more cost effective the microgrid option seems to be.

The case when microgrid option is closest to the cabling option investment expenses is with
largest storage capacity (BESS capacity 20 kWh), i.e., with larger storage investment. The lowest
microgrid option costs are in the case with the longest BESS lifetime.

Figures 8 and 9 present the comparison of the cabling option and the microgrid option costs
for the DSO and the consumer (i.e., the microgrid owner) respectively. The results show that the
microgrid option is the most cost-efficient solution for the DSO in all cases, and for the consumer only
in cases when the BESS would either be owned by the DSO, or the DSO compensating a part of the
BESS investment.
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Figure 6. The probabilities of microgrid islanded operation capability duration of the base case and the
minimums of all the cases analysed for sensitivity analysis.

 

Figure 7. The cabling option and microgrid option total cost comparison with the varied parameter
values. The black line represents the equal cost limit, and the base case is marked in red.

 

Figure 8. The cabling option and microgrid option DSO cost comparison with the varied
parameter values considering different cost-sharing strategies of the microgrid investments. The black
line represents the equal cost limit, i.e., when the cabling costs and microgrid costs would be
equal. BALANCE_dso_ann_MG, BALANCE_dso_ann_MG5050, BALANCE_dso_ann_MGDSO
and BALANCE_dso_ann_MG5050inv refer to prosumer 100% ownership, prosumer/DSO 50/50%
ownership, DSO 100% ownership and prosumer/DSO 50/50% investment respectively.
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Figure 9. The cabling option and microgrid option consumer/microgrid owner cost comparison with
the varied parameter values considering different cost-sharing strategies of the microgrid investments.
The black line represents the equal cost limit, i.e., when the cabling costs and microgrid costs would
be equal. BALANCE_dso_ann_MG, BALANCE_dso_ann_MG5050, BALANCE_dso_ann_MGDSO
and BALANCE_dso_ann_MG5050inv refer to prosumer 100% ownership, prosumer/DSO 50/50%
ownership, DSO 100% ownership and prosumer/DSO 50/50% investment respectively.

5. Conclusions

A single detached house microgrid located in rural sparsely populated distribution network was
studied as an alternative to underground cabling in order to increase the reliability of power supply.
The results demonstrate that with a carefully planned composition of microgrid generation and storage
components, a reasonable level of reliability of power supply could be met in an islanded operation
during possible unexpected network outages.

The economic calculation results presented in this paper show clearly that an underground cabling
option is likely to be overall more expensive an option in a rural sparsely populated network over a
microgrid when considering the consumer and DSO costs together.

When cabling is the most expensive option over all, it is clearly the most expensive option
also for the DSO alone. The microgrid option, in turn, was more expensive in all cases to the
consumer/microgrid owner if the microgrid-related expenses are to be covered solely by the consumer.

Alternative microgrid investment strategies were proposed for cost-sharing between an electric
customer, i.e., a microgrid owner, and a DSO. A few shared investment options of the BESS between
the customer and the DSO were considered. The overall most cost-efficient microgrid option could be
made by cost-sharing an economical option for the consumer/microgrid owner and enable the DSO to
avoid a more expensive cabling investment.

A microgrid could be an alternative for rural network underground cabling, provided it was
made an optional practice in distribution network planning and operations, and that it was permitted
by regulations. In addition, its application would require a willing electricity customer and mutual
agreement and cooperation between the customer and DSO.
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Appendix A

The varied parameter values for the sensitivity analysis are listed here as follows, the bolded
value being the base case value.

Cable length [km]:

1.0; 1.2; 1.5; 2.0

Electricity consumption [kWh/a] (in the level of):

5000; 5100; 5200; 5300; 5400; 5500; 5600; 5700; 5800; 5900; 6000

Micro-CHP total capacity [kW] and share of electric power of total production capacity [%]:

8 kW, 20%; 9 kW, 30%

Micro-CHP production capability during microgrid islanded operation [kW]:

scheduled power; 1.6 (rated/maximum power); 0.8; 0.7; 0.6; 0.5

Micro-CHP power plant investment cost [€/kW]:

800; 1000; 1200; 1500; 2000; 2500

Micro-CHP energy generation fuel cost [€/a]:

800; 1000; 1200; 1500; 2000; 2500

Micro-CHP power plant lifetime [a]:

10; 15; 20

PV capacity [kW]:

0.8; 1.0; 1.2; 1.5; 1.7; 2.0; 2.2

PV data source solar radiation database:

SARAH; ERA5; COSMO

PV data year:

2005; 2006; 2007; 2008; 2009; 2010; 2011; 2012; 2013; 2014; 2015; 2016

PV investment cost [€/kW]:

800; 1000; 1200; 1500; 1800; 2000

PV panels’ lifetime [a]:

15; 20; 25; 30

BESS energy storage capacity [kWh]:

10; 13.5; 15; 20

BESS minimum charge [kWh]:

5; 6; 7; 8; 9; 10; 11; 12

BESS lifetime [a]:

8; 10; 12; 15

Capacity dependent share of BESS investment cost [€/kWh]:

400; 450; 500; 550

Interest rate [%]:

1; 2; 3; 4; 5; 6; 7; 8; 9; 10

Electricity retail purchase price [c/kWh]:

3; 4; 5; 6; 7; 8; 9
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Electricity distribution fee [c/kWh]:

5.5; 6.0; 6.5; 7.0; 7.5; 8.0; 8.5; 9.0

BESS power capacity sold to FCR-D market [h/a]:

0; 4000; 5000; 6000; 7000; 8000; 8760
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