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Figure 14. Comparison of the coordinated P(U) control governed by the EDCC and the Q(U) control of
the inverter. Control characteristics are represented by the purple and green lines, respectively.

Figure 15. Transmitted Readings (EDCC) and independent measurements (IMD) for a time period
with activated P(U) control algorithm.

7. Discussion of the Results

The experiments of Phase 1 showed that the System Setups A and B have been able to provide
three-phase voltage systems, which are suitable to synchronise the given PV inverters, and started to
operate properly. The modelled grid was used for a load flow calculation, and the extracted voltage
signal was forwarded to the power interface. The Q(U)-function of the inverter was also tested.
The biggest draw back observed in the carried out experiments was the significant voltage deviation
for System Setup B which ranged from 2.3 to 3.4 VRMS for the step function experiment. Based on
further examinations, we assume that the offset was caused by an immanent impedance. In these
examinations, a proportional offset from the idle state voltage setpoint to the idle state voltage present
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at the terminals of the power interface occurred. When changing the consumed or feeding power
independent of voltage set point, the voltage offset changed as well. Therefore, it is expected that the
offset could be compensated with simple correction equations, which do not even introduce another
controller to the system. Alternatively, the PI of System Setup B could be replaced with the superior PI
of System Setup A, which featured a lower impedance and would therefore have reduced the undesired
effects. Nonetheless, the dynamic properties would stay the same. Both experiments showed the
correlation coefficient is >0.99 for both of the system setups. Since all of experiments presented in this
contribution have in common that they utilised voltage setpoints, and a current or power, as feedback
loops, the results presumably are not applicable for current type experiments. Regarding the cycle time
of the given QDPHIL setup, a median of 0.42 s could be achieved. The communication between the
simulation and the PI has a big share of approximately 250 ms of this process and offers the possibility
for further improvements.

The occurred automatic power shut-off to prevent overheating of the PI of System Setup A could
be tackled by using an additional load to prevent the feed-in energy being dissipated within the PI.
This would also alter the Thevenin-equivalent of the setup, which might be undesirable. Regarding the
quality of the provided voltage signals, both systems generated negligible amounts of harmonics.
To represent real grid situations, introducing a realistic amount of harmonics must be considered.

Regarding the soft facts, involving setup and training, System Setup B seemed less challenging as
the options were more limited. In addition, the software PowerFactory is one of the standard tools
used at Ulm University of Applied Science not only for real-time simulation but also for scenario
and time series analysis of distribution grids. Using those models and calculation algorithms in pure
simulation experiments and in PHIL testing is beneficial. The models had to be setup up only once
and results from the simulation were helpful in the PHIL experiment design. In addition, the results
from the PHIL experiment could improve the models implemented in the simulation environment.

Another difference between the PI of the two setups was the maximal frequency at which the
systems could reproduce harmonics. For System Setup A, this was limited to 30 kHz, whereas,
for System Setup B, this was limited to 5 kHz. This aspect was not a prominent requirement for the
contemplated usage, however. The described aspects are given in a short overview in Table 7.

Table 7. Findings of experiments of Phase 0 and Phase 1.

System Setup A System Setup B

Pros (+)

small cycle time (≤ 50μs)
multiple calculation methods (phasor simulation,
transient simulation)

regenerates energy during the test

low immanent impedance

Neutral (#)
sufficient cycle time (≤1 s)

specific usage of the simulation tool variation in cycle time
only voltage type experiments

Cons (-) over heating occurs one calculation method (steady state)
dissipates energy during test run high immanent impedance

8. Conclusions and Outlook

The conclusions of this work are manifold and can be divided into the following parts. The first
part summarises the findings of the voltage step and ramp experiments carried out in Phase 1, while the
second part discusses the findings of the case study (Phase 2). In the third part, the conclusions are
provided and finally the planned improvements and the utilisation of the entire setup is summed up.

The contribution presents results for a comparison of two PHIL setups—these were called System
Setup A for the combination of an Opal-RT system and Spitzenberger Spies PAS PI and System Setup
B for the combination of a Digsilent PowerFactory instance and a Regatron TC.ACS PI. The use
case—testing of coordinated smart grid control function in an undisturbed operation—which was
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examined with both setups is only a subset of the capabilities of classical PHIL setups. The expected
outcome of the experiments was that both systems are capable of solving this task. The fundamental
difference between both systems were the calculation principles which are phasor calculation for
System Setup A and the use of steady-state simulation for System Setup B. For this comparison,
two scenarios were considered: (i) change of voltage level with a step; and (ii) a ramp function in
the modelled grid at slack element. As a result, different levels of accuracy and continuity of the
output signal were observed. The difference of the systems are apparent for the reaction of the Q(U)
controller of the PV inverter within the test environment. If the time constant of the Q(U) controller is
significantly lower than the cycle time, System Setup B shows discrete steps of the voltage and the
stabilisation time is prolonged. As an overall statement, System Setup B is suitable for the use case
described in Section 3.1. One issue which occurred during the test was an offset between the set-point
sent to the PI and the actual voltage measured at the terminals. It is suspected that this problem is
caused by the high immanent impedance of System Setup B. This problem needs to be tackled.

In the second part of this contribution, an actual utilisation of System Setup B is presented,
which shows the intended use for a combined PHIL and SIL testing of complex smart grid control
functions. The use of the SGAM presentation provided a basis for a common understanding of
the presented test. This is in line with the holistic testing description introduced by the ERIgrid
Consortium [61]. Due to the description of the planned scenario, the different facilities were able
to implement sub-functions in an efficient manner and were able to test the relevant sub-functions
before the actual experiment. As the outcome of this case study, the tested central control algorithm is
not useful for actual grid operation, as it was anticipated and deliberately chosen at the stage of test
design. However, the gathered data provided a good basis for the validation of the process. In addition,
the carried out experiment is a successful pilot test for the application of the RTU. It showed clearly
that gathering of relevant measured values at the grid connection point and the generation unit is
possible with the implemented SunSpec to the IEC 61850 converter. The other way round was tested
as well and the curtailment of the PV inverter was successfully carried out.

As a conclusion, it can be stated that there was a significant difference in the working principle
of the two system setups. Both systems could provide a function essential for the evaluation of EUT
and SUT with respect to the requirements stated in Section 3.1. The PHIL System Setup A was more
accurate and showed more capabilities than the QDPHIL System Setup B but this came at the price
of a more complex system regarding modelling, setup and operation than it was required in System
Setup B. In addition, the expenditures for purchase and maintenance have been higher for System
Setup A compared to System Setup B. Regarding the use of electric energy, the PI of System Setup B
was able to feed back into the grid, whereas the linear PI of System Setup A dissipated the energy.

As further steps, System Setup B will be improved to solve the issues regarding the occurring
offset without the use of an additional controller. As first evaluations suggest the effects are fairly linear
and are likely caused by a high immanent impedance of the PI, further analyses and engineering will
be necessary. These will also include considerations regarding the implementation of the immanent
impedance in the grid model. The implemented System Setup B is and will be used at the Ulm
University of Applied Science in the course of different research projects. The setup will be mainly
used for pilot testing of applications involving small decentralised control units in combination with the
German Smart Meter Infrastructure, which consists of the combination of Smart Meter, Smart Meter
Gateway and CLS-Module to enable information gathering and control of small generation units
such as PV inverters, as tested in the case study of Section 6. These measurements are necessary in
preparation of a broader deployment in the demonstration project C/sells [62]. As specific suggestions
for future work, the examination of effect of different interface algorithms and a detailed study of
the influence communication interface between simulation and power interface for the quasi-static
PHIL setups can be given. In this context, the implementation of the IA transmission line model is
considered. This would enable the utilisation of a available and standardised line impedance network
which is typically used for tests according to IEC 61000 series standard.
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Abbreviations

The following abbreviations are used in this manuscript:

CC Correlation Coefficient
CHIL Controller Hardware-in-the-Loop
CLS Controllable Local System
DER Distributed Energy Resources
DUT Device-under-Test
DRTS Digital Real-Time Simulator
DSO Distribution System Operator
EDCC Experimental Distribution Control Center
EMT Electromagnetic Transient (Simulation)
EUT Equipment-under-Test
HIL Hardware-in-the-Loop
HUT Hardware-under-Test
IA Interface Algorithm
ICT Information and Communication Technology
ICTHIL Information-and-Communication-Technology-in-the-Loop
IED Intelligent Electronic Device
IMD Independent Measurement Device
IPCC Intergovernmental Panel on Climate Change
ITM Ideal Transformer Model
ME Mean Error
MEA Measurement
MPPT Maximum Power Point Tracking
OLTC On-Load-Tap-Changer
PCC Point of Common Coupling
PHIL Power Hardware-in-the-Loop
PI Power Interface
PV Photovoltaic
RMS Root Mean Square
RTU Remote Terminal Unit
SCADA Supervisory Control and Data Acquisition
SGAM Smart Grid Architecture Model
SIL Software-in-the-Loop
STD Standard Deviation
SUT System-under-Test
QDPHIL Quasi-Dynamic Power Hardware-in-the-Loop
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Appendix A. Statistical Key Figures for the Evaluation

Besides the visualisation of the short- and medium-term changes of the system properties,
these properties are described by the following statistical key figures. Starting off with the Mean
Error (ME):

ME =
∑n

t u(t)re f − u(t)measure

n
(A1)

The Pearson Correlation Coefficient (CC)):

CC =
1
n ∗ ∑n

t (Ure f (t)− Ūre f ) ∗ (Umeasure(t)− Ūmeasure)√
1
n ∑n

t (Ure f (t)− Ūre f )2 ∗
√

1
n ∗ (Umeasure(t)− Ūmeasure)2

(A2)

Standard functions are used for the characterisation of time series with f as an arbitrary/any
measured parameter:

MEAN =
∑n

t f (t)measure

n
(A3)

STD =

√
∑n

t f (t)Mea − MEAN( fMea)

n
(A4)

For the voltage ramp scenario, this equation is changed to the following function, which uses the
STD function onto the difference of the reference values and the measured value

STDRamp =

√
∑n

t ( f (t)Mea − f (t)Re f )− MEAN( fMea − fRe f )

n
(A5)

Variance of the parameter for steady state scenario (DELTA and STD): DELTA expresses the
median value of the range for one of the oscillation periods that was observed.

DELTA = MAX(URMS)− MIN(URMS) (A6)

For the the examined voltage ramp:

DELTARamp = MAX(URMS,mea − URMS,Re f )− MIN(URMS − URMS,Re f ) (A7)

For the properties of the EUT, the following parameters have additionally been calculated:
The oscillation with a frequency below the fundamental frequency of the grid is calculated by

determination of the median cycle time of one half wave.

fOsci =
1

2 ∗ MEDIAN(Δti)
(A8)

The time Δti is determined by extracting the oscillation of the RMS values by subtracting the
mean value of the voltage from the individual reading of the voltage. By using the signum function,
this can be used in a general manner:

Ksgn(t) = sgn(UMea(t)− UMea,Mean) (A9)

The Ksgn(t) series is split into individual groups by the following schema:

GKsgn(t) =

⎧⎪⎪⎨⎪⎪⎩
0 t ≡ 0

GKsgn(t − 1) Ksgn(t) ≡ Ksgn(t − 1)

GKsgn(t − 1) + 1 Ksgn(t) 
= Ksgn(t − 1)

(A10)
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The difference between the first and last time stamp in each group is used to calculate the Δti:

Δti(g) = MAX(t())− MIN(t()) (A11)
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Abstract: This paper presents experimental validation of a distributed optimization-based voltage
control system. The dual-decomposition method is used in this paper to solve the voltage optimization
problem in a fully distributed way. Device-to-device communication is implemented to enable
peer-to-peer data exchange between agents of the proposed voltage control system. The paper presents
the design, development and hardware setup of a laboratory-based testbed used to validate the
performance of the proposed dual-decomposition-based peer-to-peer voltage control. The architecture
of the setup consists of four layers: microgrid, control, communication, and monitoring. The key
question motivating this research was whether distributed voltage control systems are a technically
effective alternative to centralized ones. The results discussed in this paper show that distributed
voltage control systems can indeed provide satisfactory regulation of the voltage profiles.

Keywords: peer-to-peer; distributed control; device-to-device communication; voltage control;
experimentation

1. Introduction

Over the last decade, there has been a clear focus in the European Union (EU) on promoting
low-carbon generation technologies and renewables. To ensure the EU meets its climate and energy
goals, the 20-20-20 targets aim to cut the emission of greenhouse gasses by 20% compared to the 1990
level, achieve a 20% share of renewables in the total energy consumption, and improve the energy
efficiency by 20%. In many countries, feed-in tariffs for eligible technologies have guaranteed returns
for investors, and this along with other forms of market support have contributed to a reduction in
technology costs and an increasing penetration of renewable energy resources (RESs) into distribution
networks across Europe. This growth of renewable energy is expected to maintain since by 2030 the
EU aims for 27% of the final energy consumption to come from renewable sources. The progress of the
EU and its member states towards 2020 climate and energy targets are summarized in [1].

These trends are impacting the operation of distribution networks, making the Distribution
System Operators’ (DSOs) mission of providing secure electricity supply and high quality of
service increasingly challenging. The historical “fit-and-forget” strategy of distribution networks
was consistent with the unidirectional power flows from substations to end consumers and their
predictable load profiles. When connecting significant amounts of RESs to the network, the assumption
of unidirectional power flows is not always valid anymore. The generated power of RESs can reverse
the power flows in the grid, what could lead to a rise of the voltage profiles beyond the allowed limits.
Moreover, intermittent and unpredictable nature of renewables increases the complexity of controlling
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the distribution networks. A comprehensive overview of the impacts of the renewable energy and
information and communications technology (ICT) driven energy transition on distribution networks
is presented in [2]. To maintain a high security of supply and quality of service, DSOs have to find new
strategies to control their networks.

A transition towards active management strategies would be capable of maintaining the voltage
profiles of distribution networks within acceptable limits to comply with the European standard EN
50160 [3] while minimizing, deferring, or even avoiding any capacity upgrades. Additionally, valuable
flexibility of prosumers can be embedded in the operational management of the networks, to allow
the prosumers to participate in supporting the grid as kind of ancillary service. Details of the most
effective and efficient ways for managing the future active distribution networks, to address the 21st
century challenges of transitioning to low-carbon electricity, are discussed in [4].

The need for managing distribution networks actively by employing smart grid solutions and
creating innovative investments and business models are the reasons for launching the EU funded
Peer-to-Peer Smart Energy Distribution Networks (P2P-SmarTest) project. The project was launched in
2015 and continued until the end of 2017. The idea of the project consists in developing intelligent
control, trading, and communication algorithms through a “Peer-to-Peer” concept; to facilitate the
integration of demand side flexibility and to ensure optimal operation of RESs within the network while
maintaining quality and security of supply. The deliverables of the project can be found on the website
of the project [5]. In [6], the view to Peer-to-Peer (P2P) approach for smart grid operation adopted in
P2P-SmarTest project is presented. The P2P control paradigm used in the project is presented in [7].

The approach adopted in P2P-SmarTest project to regulate voltage profiles of active distribution
networks is based on distributed optimization techniques and P2P communication. Distributed
optimization, as an alternative approach to solve challenges of the centralized optimization mechanism,
has attracted increasing attention recently [8]. A Distributed optimization-based control system
is characterized by the complete absence of a central controller. Every RES is considered to be
an autonomous control agent where all agents are equally important. To overcome the absence
of the central decision making controller, the agents communicate with each other in a P2P
fashion. With communication, they are able to make the correct control decisions in every particular
situation. Failure of one controller in distributed control system does not lead to an inability to control
the system. The work in [9] describes fundamental concepts and approaches within the field of
distributed control systems that are appropriate to power engineering applications.

Centralized control systems often suffer from serious computation, robustness, and communication
issues for power networks with many controllable devices. Distributed control is perhaps the
only viable strategy for such networks. Nevertheless, these centralized systems can achieve high
performance. In a centralized control system, there is only one controller, which receives all necessary
data, and based on all available information the multi-objective controller can achieve a globally
optimal performance. An interesting question is whether P2P distributed control systems can achieve
a comparable good performance to the centralized one. Most research studies appearing in the
literature attempt to answer this question by means of simulators, as reviewed in [10–12]. For instance,
in [13] a gradient descent method has been used to distribute a centralized optimization problem
over agents participating in the voltage control, a push-sum gossip algorithm is implemented to
enable P2P communication between the agents. Simulink (MATLAB, version R2016a, The MathWorks,
Inc, Natick, MA, USA) has been used to model a 5-bus microgrid and to validate the performance
of the proposed algorithm. In [14], a dual decomposition technique is used to design a P2P-based
voltage control system. A backward/forward sweep power flow calculation algorithm, coded in
MATLAB, has been used to model a low voltage, 62-bus, semiurban feeder and to test the ability of the
algorithm to control the voltage effectively within limits. In [15], openDSS simulator (version 2017,
EPRI, Palo Alto, CA) has been used to validate the effectiveness and robustness of a fully distributed
voltage control algorithm that has been developed based on the Alternating Direction Method of
Multipliers and consensus protocol (consensus ADMM). The same method has been used in [16]
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and validated using CVX software (version 2014, CVX Research, Inc., Stanford, CA, USA) (convex
programming). Distributed Energy Storage Systems (DESSs) are used in [17] to control the voltage
profiles of active distribution networks in a distributed way. The proposed methodology is based
on network partitioning strategy. Linear programming and voltage sensitivities are used to define
the areas for which each DESS maximizes its influence. To study the performance of the proposed
algorithms, MATLAB has been used to code the algorithms and to model an IEEE 123 nodes test
system. The concept of network partitioning is also used in [18] to implement a decentralized voltage
control system that regulates reactive power of photovoltaic (PV) inverters. The proposed methodology
of [18] is based on Lyapunov theory and has been validated via Matlab/Simulink environment.

The concepts of transactive energy (TE), home microgrids (H-MGs) and coalition formation
are used in [19] to design an algorithm for optimal use of electrical/thermal energy distribution
resources, while maximizing profit of H-MGs. The algorithm is based on an optimization problem
in which an objective function is based on economic strategies, distribution limitations and the
overall demand in the market structure. MATLAB was used to solve the optimization problems of the
proposed algorithm. The same concepts have been used in [20] to design an optimal, autonomous,
and distributed bidding-based energy optimization scheduling algorithm to maximize profit and
energy balancing efficiency of H-MGs under residential loads. A comprehensive simulation study was
carried out to reveal the effectiveness of the proposed method in lowering the market clearing price,
increasing H-MG responsive load consumption, and promoting local generation. Optimal management
system of battery energy storage is proposed in [21] to enhance the resilience of a PV-based commercial
building while maintaining its operational cost at a minimum level. The methodology is based on
linear optimization programming problem with Conditional Value at Risk (CVaR) incorporated in the
objective function. CVaR is used to account for the uncertainty in the intermittent PV system generated
power and that in the electricity price. MATLAB simulation studies were carried out to evaluate the
performance of the proposed method.

There are few studies in existing literature addressing the experimental validation of distributed
control algorithms. Experimental evaluations of real deployments are thus lacking. In [22], a gossip-
based P2P voltage control has been tested in a pilot site, the work is part of the European Commission
FP7 DREAM project. Six households were equipped with smart control agents, which measure the
households’ consumption and control the households’ flexible loads. Each agent is connected to
a local Wi-Fi router (internet gateway) and a virtual private network is then used to enable P2P
communication between the neighboring agents. In [23], a multi-agent platform has been implemented
and used to test a dual-decomposition-based optimization method for controlling the prosumers’
flexibility. The distributed agents are implemented in Raspberry Pi computers. The agent-based
control algorithm of each agent is implemented in Python and executed via Matlab calls. The setup is
part of Local Intelligent Networks and Energy Active Region (LINEAR) project [24]. In [25], a gossiping
P2P semantic overlay network is implemented by a toolbox, Agora+, enabling P2P communication
between agents. The toolbox has been used to implement a distributed tertiary control algorithm,
which allows groups of generators to operate at an economical optimum. In [26], distributed reactive
power control has been implemented and tested using real power inverters. Each inverter is considered
to be an agent where coordination between the agents is obtained by exchanging information via
an IP-based communication network.

This paper discusses the results of the experimental validation of a dual-decomposition-based
P2P voltage control algorithm developed within the P2P-SmarTest project. A simulation already
demonstrated the effectiveness of this algorithm [14] and this paper demonstrates it experimentally.
The voltage control problem is formulated as an optimization problem. The proposed method
calculates the minimum change in reactive power and active power needed to maintain the
voltages within the limits. The dual-decomposition method decomposes an optimization problem
(with separable cost functions and coupled constraints) into sub-problems, suitable for distributed
control. Dual-decomposition applies the theory of Lagrangian multipliers and duality to convert
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a centralized constraint optimization problem into a fully distributed constraint optimization problem.
The proposed dual-decomposition method differs from the classical dual-decomposition. In classical
dual-decomposition [27], there is a need for a central agent to calculate the Lagrangian multipliers
(control signals), whereas in the proposed dual-decomposition method, the Lagrangian multipliers
are calculated locally and each agent communicates its Lagrangian multipliers to the other agents in
a P2P fashion.

Our main contributions can be summarized as follows. (1) We present the design, development
and hardware setup of a laboratory-based P2P voltage control testbed; (2) Secondly, we propose
the use of a fully distributed dual-decomposition method to design a P2P voltage control system;
(3) Thirdly, we propose the use of Long Range Wide-area network (LoRaWAN) technology to design
a device-to-device communication system. The device-to-device communication is used to enable
P2P data interchange between agents of the proposed voltage control system; (4) Finally, we validate
experimentally that the proposed P2P voltage control system can indeed provide satisfactory regulation
of the voltage profiles.

The testbed presented in this paper provides realistic and pragmatic solution for evaluating
P2P smart grid applications. The testbed is used to evaluate the performance of the proposed
dual-decomposition-based voltage control system. It can also be used to evaluate other distributed
applications for grid management. The testbed allows for re-using of the existing simulator
code, while still facilitating accurate integration of power and communication effects on a real
hardware platform.

The rest of this paper is organized as follows. The laboratory-based P2P voltage control testbed
is described in Section 2. Section 3 presents the P2P-based voltage control algorithm. Drive of the
inverters is presented in Section 4. The Device-to-Device (D2D) communication modules used to
enable P2P communication between the agents are described in Section 5. Section 6 presents the
experimental results and the key performance indicators. Finally, the paper is concluded in Section 7
with future work.

2. Testbed Architecture

The architecture of the P2P voltage control testbed is depicted in Figure 1. The testbed consists
of four different layers which interact with each other: (1) microgrid layer; (2) control layer;
(3) communication layer; and (4) monitoring layer. The microgrid layer consists of programmable
inverters (label 1 in Figure 1); connected to DC power supplies (label 2). The inverters emulate
prosumers with photovoltaic (PV) installations, they are connected to the grid by resistors in series with
inductors (label 3). The resistors and inductors are used to emulate a low voltage feeder. The control
layer consists of inner control systems (label 4) that drive the power inverters, and grid voltage support
functions (GVSFs) that control the voltage profiles of the micogrid (label 6). The communication layer
consists of D2D communication modules (label 7) that are used to disseminate the status of the voltage
profiles in a P2P fashion. The monitoring layer consists of voltmeters (label 9) and data acquisition
platform (label 11).

The P2P voltage control testbed consists of three types of agents: (1) actuators; (2) observers;
and (3) a monitor. Each GVSF is connected to a D2D communication module and together they form
an actuator agent (label 5). The actuator agents are connected to the programmable inverters through
the inner control systems (control loops) and participate actively in voltage control by calculating
the change in reactive power and active power that each inverter should follow to maintain the
voltage profiles within specified limits. The set-points of the change in reactive and active power of the
inverters are determined based on an optimization problem solved in a fully distributed way.

The observer agent (label 8) consists of a voltmeter connected to a D2D communication module
through a Raspberry Pi (R.Pi) computer (label 10). The voltmeter periodically measures the voltage
of its bus, and the R.Pi fetches the latest reading. The R.Pi of each voltmeter hosts a software that
was developed for interfacing with both the communication module and the voltmeter. The R.Pi
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calculates the control signals (further referred to as Lagrangian multipliers) based on the latest voltage
measurement, according to a procedure described later. These control signals are broadcasted through
the D2D modules. The actuators communicate with the observers in a P2P fashion to receive the
control signals. The actuators then determine how to react based on these control signals and based on
their impact on the observed voltages (the impact on the voltages is expressed by voltage sensitivities).
They also take into account the cost of dispatching a change in active and reactive power.
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Figure 1. Multi-layer multi-agent architecture of the Peer-to-Peer (P2P) voltage control testbed ( VM
stands for voltmeter, Device-to-Device (D2D): device-to-device communication module, grid voltage
support function (GVSF): grid voltage support function, Raspberry Pi (R.Pi): raspberry pi computer,
Right: resistor, Left: inductor, labels 1 to 11 indicate the different parts of the testbed).

The third type of agent, the monitoring agent (label 11), represents a data acquisition platform.
This additional agent is not required for the operation of the P2P voltage control algorithm.
The observers and actuators record several variables from the algorithm that they execute, together
with timestamps. These recordings are cached locally. Periodically, the observers and actuators transfer
the cached recordings to the monitoring agent in a robust way. Therefore, even if the data acquisition
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network is temporarily offline, no data will be lost. The monitoring agent hosts a web service, through
which all recorded data is visualized in several dashboards.

The overall schematic of the testbed is depicted in Figure 2. The microgrid is connected to the
main grid through 400 V (line-to-line voltage (L-L)), 64 Amps (A) busbar.
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Figure 2. Schematic of the P2P voltage control testbed (VM stands for voltmeter, D2D: device-to-device
communication module, Right: resistor, Left: inductor, Real-Time Target (RTT): real time target
computer, R.Pi: raspberry pi computer, V: volt, L-L: line to line, labels (1)–(12) indicate the different
parts of the testbed, labels (1)–(11) same as in Figure 1).

3. Dual-Decomposition-Based P2P Voltage Control Algorithm

The proposed P2P voltage control algorithm regulates the voltage within allowed limits based
on an optimization problem. The algorithm uses a minimum change in reactive and active power
consumption or injection of some participating inverters installed in the microgrid to control the
voltage. The derivation of the algorithm is presented in [14] and here we present the algorithm in
a more practical way.

Without compensation, each inverter injects a certain amount of active power into the system.
In reality, this active power originates from the solar energy received by the photovoltaic cell.
The inverter can additionally inject reactive power, as long as the total apparent power does not
exceed the inverter rating. The inverter has an additional degree of freedom; it can curtail a fixed
percentage of the active power. Therefore, the actuator agent can take two actions: reducing the active
power (by an amount ΔP) and injecting or absorbing reactive power (by an amount ΔQ).
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Each actuator agent solves the following optimization problem to find ΔPd and ΔQd :

argmin
ΔP,ΔQ

cP(ΔP(t)
d )2 + cQ(ΔQ(t)

d )2 +
N
∑
i=1

(
(λmax

i )(t−1) − (λmin
i )(t−1)

)(
vP

d,iΔP(t)
d + vQ

d,iΔQ(t)
d

)
Subject to: (−cr)(Pprofile

d )(t) ≤ ΔP(t)
d ≤ 0

−
√
(Sd)2 −

(
(Pprofile

d )(t) + ΔP(t)
d

)2 ≤ ΔQ(t)
d ≤

√
(Sd)2 −

(
(Pprofile

d )(t) + ΔP(t)
d

)2

(1)

where d ∈ D is the number of the actuator agent (D is the set of actuators participating in the voltage
control). i ∈ N is the number of the observer agent (N is the set of observers participating in the
voltage control). cP(ΔP(t)

d )2 represents the quadratic cost of a change in active power of inverter d with

an amount ΔPd at time step t, while cQ(ΔQ(t)
d )2 represents the quadratic cost of a change in reactive

power of inverter d with an amount ΔQd at time step t. cP and cQ are constant factors used to penalize
the control variables ΔPd and ΔQd. These factors define the priorities for the control actions. It is
supposed that reactive power control of the inverter is cheaper than cutting its active power. Therefore,
cP should be greater than cQ in a sense that gives priority of the control action to the reactive power.
When the reactive power of the inverter is not sufficient, active power curtailment of the inverter
will be used to regulate the system voltages. In our control system, we set cP = 200 and cQ = 1.
Active power curtailment can be penalized more to minimize its use, but having higher cP would
decrease the speed of convergence when the curtailment is used to return the voltages back to the
limits. It is worth mentioning that the factor cQ can be calculated to incorporate losses on the network
(related to reactive power compensation) and other costs. In reality, reactive power provision can
lead to some additional losses in the network. An approximate cost factor can include the additional
losses in the inverter [28]. Incorporating the grid losses however would require a more complete
network model.

vP
d,i and vQ

d,i are the sensitivity of the voltage at bus i (observer i) to the change in the active power
and reactive power (respectively) of inverter d. cr is the curtailment factor. In this paper, cr is set to
30%. In reality, cr can be set based on how much the prosumer would like to curtail the active power.
(Pprofile

d )(t) is the active power generated by inverter d at time step t. Sd is the rated apparent power of
inverter d.

(λmax
i )(t−1) and (λmin

i )(t−1) are the control signals of violating the maximum and minimum
(respectively) allowed voltage at bus i. They are calculated at the previous time step t − 1 and
considered in the optimization of time step t. Mathematically speaking, they represent the Lagrangian
multipliers. Each observer measures the voltage at its bus and updates these control signals based on
the following equations:

(λmax
i )(t) = max

(
0, (λmax

i )(t−1) + α
(
(Vmeas

i )(t) − Vmax))
(λmin

i )(t) = max
(

0, (λmin
i )(t−1) − α

(
(Vmeas

i )(t) − Vmin)) (2)

where (λmax
i )(t) and (λmin

i )(t) are the updated control signals calculated at time step t and considered
in the optimization of time step t + 1. (Vmeas

i )(t) is the measured voltage at bus i after applying

the decisions ΔP(t)
d and ΔQ(t)

d . Vmax and Vmin are the maximum and minimum allowed voltage,
respectively. We set Vmax = 1.1 p.u. (per unit) and Vmin = 0.9 p.u. according to the European
standard EN50160. The parameter α is the step size of the dual decomposition method. Because of
the Karush-Kuhn–Tucker conditions (KKT), the Lagrangian multipliers cannot be smaller than zero.
This explains the use of maximum operator in (2).

The control algorithm goes through the following steps:

323



Energies 2018, 11, 1304

1. Each observer agent measures the voltage. If the voltage exceeds the upper voltage limit, it will
increase λmax

i . If the voltage is lower than the upper limit, it will decrease λmax
i , at most until it

reaches zero. A similar procedure applies to λmin
i . The parameter α determines how large the

updates to the control signals will be.
2. The actuator agents receive updates of λmax

i and λmin
i periodically. They will adjust their

compensation to take the new values of the control signals into account.
3. The voltage changes due to the actions of the actuator agents. The observer agents update again

their λmax
i and λmin

i , and the whole process repeats. The communication from observer to actuator
takes place through the D2D communication modules, while the feedback path goes through the
electrical network.

From this explanation, it is clear that this process is based on feedback. As long as the voltage
problem persists, the observer agents will increase the control signals to get more compensation from
the actuator agents. The effect of α is similar to a gain in control theory. The trade-off in its selection is
similar: a low value can lead to slow convergence, while a too large value can lead to instability.

4. Drive of the Rapid Prototyping Inverter with Voltage Support Function

4.1. PM15FM30C Triphase Module

DC/AC PM15FM30C Triphase rapid prototyping inverter modules are used in the testbed to
emulate prosumers with PV installations. A schematic diagram of the PM15FM30C circuit is depicted
in Figure 3. The PM15FM30C module mainly consists of:

1. A 15 kVA three phase inverter, consisting of three half-bridges with insulated-gate
bipolar transistors (IGBTs).

2. A rectifier that can be connected directly to the AC voltage of the microgrid; it can be used to
charge the DC bus in case one does not want to use a DC source.

3. An inductor-capacitor-inductor filter (LCL filter).
4. Three bypass resistors to limit the inrush current at the beginning of operation; these resistors are

bypassed with a relay when the rapid prototyping module is running.
5. Current sensors to measure the current before and after the LCL filter.
6. Voltage sensors to measure the DC bus voltage and the AC voltage after the LCL filter at the

grid side.
7. Control board to drive the IGBTs, control the switches K1-K6, and the fan of the module.

 

 

IGBTs Rectifier 

DC Bus 

LCL Filter 

Bypass resistor 

Current sensors 

Voltage sensors 

Current sensors 

DDC Voltage sensor 

Figure 3. Circuit diagram of Triphase PM15FM30C rapid prototyping inverter.
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The PM15FM30C inverter is programmed and operated through MATLAB/Simulink running
on a computer. The computer communicates over Ethernet with an on-board PC-based Real-Time
Target (RTT), which controls the Triphase power electronics as shown in Figure 4. Python (version 3.3,
Python Software Foundation, Wilmington, DE, USA) has been used to code a software that manages
the interface with the D2D communication module, fetches the Lagrangian multipliers from the D2D
modules, stores the PV profiles, and solves a quadratic optimization problem with respect to local
constraints as in (1). The software also manages the interface with MATLAB.

MATLAB exposes an interface to the Python software, which allows the Python software to
directly execute scripts in MATLAB. The Python software uses a MATLAB script to push updates on
the PV profiles and ΔP and ΔQ set-points to Simulink. MATLAB also manages the interface with RTT
to control the switches and fan of the PM15FM30C.

Interface with D2D modules
PV Profiles

Interface with MATLAB
GVSF

Interface with python

Interface with RTT
Interface with SIMULINK

PV Profiles Decisions of GVSF

PV Profiles Decisions of GVSF
Inner control system

RTT

Non-real time 
network

Real time network

USB cable

(12)

(1)

(7)

(6)

(4)

Figure 4. Actuator agent setup (labels same as in Figures 1 and 2).

4.2. Drive of PM15FM30C Triphase Module

The P2P voltage control algorithm represents a high level control system to coordinate the
inverters in a distributed way aiming at regulating the voltages within the accepted limits. For the
inverter to be able to follow the regulation of the P2P control algorithm, an internal control system
has to be implemented and integrated with the GVSF. We have implemented a state-of-the-art current
control loop, Phase-Locked-Loop (PLL), and Kalman filter to drive the inverter. The inner control
system of the inverter is depicted in Figure 5.

The inverter uses current-mode control to control the active and reactive power. The line
current is tightly regulated by the current control loop, through the inverter AC-side terminal voltage.
Then, the active and reactive power are controlled by the phase angle and the amplitude of the inverter
current with respect to a rotating frame that is synchronized with the point of common coupling (PCC)
voltage using PLL. A Kalman filter is placed in front of the PLL in order to ensure that the PLL input
at all times matches an ideal sinusoidal waveform as closely as possible, even when the voltage is
highly distorted by the presence of harmonics. This ensures fast and low distortion operation of the
PLL. Kalman filter is used in this work because it efficiently deals with the uncertainty of tuning
its parameters.

The reference set-points of active and reactive power are calculated based on the PV profiles and
the decisions of the GVSF as shown in Figure 5; then the reference set-points of active and reactive
power are converted into d-q (direct-quadrature) reference set-points of the three phase current and
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these d-q set-points are used by the current control loop as a reference to control the d-component
and q-component of the three phase current in order to follow the reference set-points of active and
reactive power.
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Figure 5. Inner control system of the inverter integrated with the GVSF (labels same as in
Figures 1 and 2).
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The details of the design and tuning of Kalman filter are presented in [29]. Chapter 8 in [30]
presents the details of the design and tuning of the proportional-integral(PI) controllers used by the
current control loop and PLL. The d-q transformation (of the current, voltage and power) can be also
found in the same chapter.

It is worth mentioning that we have not used a voltage control loop, because the voltage of the
DC bus is fixed by the DC source. For the inverter to be able to inject power from the DC side to the
AC side, the DC bus has to be charged to a DC voltage higher than 650.6 V, which is the peak-to-peak
voltage (phase to neutral) of the grid connection (Vpp = 2 × 230 ×√

2 = 650.6).

5. Device-to-Device Communication

5.1. Background

Device-to-device communications typically refer to cellular communications technologies
enabling direct transmission between proximate devices, without relaying information through the
cellular base station [31]. However, D2D communications is not the exclusive domain of cellular
networks and generally relates to the ability of peer devices to directly communicate with one another
without having to relay the actual data through a central coordinator device, as e.g., used in [32,33].
The paper [31] presents a survey of the current state of the art for cellular D2D communications
and points out that cellular D2D communications are much more efficient than communications
on unlicensed spectrum as the communication interference is controllable at the licensed spectrum.
The paper categorizes cellular D2D communications into four categories based on the level of control
the base station has on them. The first category is device relaying with base station assisted controlled
link. Here the base station allocates the channel resources for user equipment communications so that
user equipment in poor coverage can maintain connectivity with the network. Direct communication
between devices with base station assisted controlled link is the second category, where user
equipment exchange data directly and some of these features have already been standardized by
3rd Generation Partnership Project (3GPP) release 13 proximity services and in release 14 for cellular
vehicle-to-everything (C-V2X) communications (mode 3). The C-V2X uses outband communications as
the actual data communications occur at the intelligent transportation system licensed radio frequency
band and not on the cellular bands. The third category is relaying device with device assisted controlled
link, where the user equipment communicate with one another using relays and without base station
control. The fourth category is direct D2D with device assisted controlled link, where the user
equipment communicate directly with one another without base station provision of control links.
The paper [34] proposes a solution combining categories three and four for smart grid demand response
scenarios for increased resiliency of smart grid operations.

The D2D communications required for P2P voltage control need not be based on cellular
technologies and currently, no commercial-of-the-shelf cellular D2D chipsets are available. The key
criteria for the selection of appropriate communication technology to adopt arise from the distances and
placement of the observer and actuator agents. Common unlicensed band communication technologies
like the IEEE 802.11 family (WiFi) or the IEEE 802.15.4 family (low rate personal area network) can
be utilized if the distances between agents are within a few hundred meters and they have been
installed outdoors or inside buildings near the exterior walls. Even then mesh type network where
devices communicate in ad hoc fashion are required to ensure reliable connectivity. In other cases low
power wide area (LPWA) communication technologies need to be utilized. Raza et al., [35] provide
a survey on LPWA networks and claim that they represent a novel communication paradigm, which
will complement traditional cellular and short range wireless technologies in addressing diverse
requirements of Internet of Things (IoT) applications. This applies to smart grids in particular as
LPWA technologies offer unique sets of features including wide-area connectivity for low power and
low data rate devices, not provided by legacy wireless technologies. As an example, [33] proposes a
gateway assisted D2D communications solution utilizing Long Range Wide-area network (LoRaWAN)
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technology and the work is a basis for the D2D communications scheme used in this paper. The work
in [33] and the communications solution of this paper are not the same though; the work in [33]
is similar to the second category whereas the solution applied in this paper is similar to the fourth
category of cellular D2D communications, both using LoRaWAN technology.

5.2. D2D Communication Modules

The D2D communication modules are implemented based on a modular WSAN/IoT platform
(wireless sensor and actuator network/Internet of Things) [36]. Each module is composed of three
submodules stacked on top of each other, as shown in Figure 6. The radio submodule (the top
submodule) hosts the RN2483 LoRaWAN radio transceiver (Microchip Technology, Chandler, AZ,
USA). The main submodule (the middle submodule) includes the microcontroller (ST32F217,
STMicroelectronics, Geneva, Switzerland), the power circuitry, and other peripherals. The USB
submodule (the lower submodule) hosts an FTDI USB-UART chip (FT8U232AM, FTDI, Glasgow, UK)
(FTDI: future technology devices international (semiconductor device company), USB: universal serial
bus, UART: universal asynchronous receiver-transmitter). Additionally, each D2D module needs to
have an 868 MHz SMA (SubMiniature version A) antenna. Also a mini or micro USB cable (any of
these two, but only one at a time) should be connected to the USB submodule to interface with the
agents (actuators and observers). The power required for the module’s operation is also provided via
the USB interface (maximum consumption is in the order of 200–300 mW).

Main 
board

Radio 
submodule

USB-UART 
submodule
[FTDI VCP]

UART
230400
8/1, no 

flow 
control

UART
57600-
90000
8/1, no 

flow 
control

Stack 
on 

bottom

Stack 
on 
top

USB 
cable

Antenna
868 MHz

Reset Switch
Mini USB 

connector (gives 
power and acts 

as data interface

Voltage switch
Power switch

 Fully assembled devices during testing

Figure 6. Structure of the D2D communication module (USB: universal serial bus, UART: universal
asynchronous receiver-transmitter, FTDI: future technology devices international (semiconductor
device company), VCP: virtual communication port).

5.2.1. Implemented Embedded Firmware

The application software is written in C (Dev-C++, Cambridge, MA, USA) and operates on top of
the FreeRTOS embedded operation system (10.0.1, Real Time Engineers Ltd., Bristol, UK). The software
has been developed using Eclipse (Kepler Service Release 2, Eclipse Foundation, Inc., Ottawa, ON,
Canada) and compiled with GNU Compiler Collection (GCC) (7.1, Free Software Foundation, Boston,
MA, USA) for Advanced RISC Machine (ARM) processors (ARMv8.3-A, Acorn, Cambridge, England,
UK). The high level structural diagram of the embedded firmware is depicted in Figure 7 and it is
composed of the three threads: main thread, radio thread, and UART thread. The main thread is
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initialized after the basic initialization procedures (setting clock, checking the module and configuring
the peripherals, blinking LEDs). The main thread initializes the UART thread for communicating with
the physically connected agent, the radio thread for controlling the radio transceiver, and the server
data structure for storing the data from the agents. The UART drivers are implemented based on direct
memory access (DMA) and use a timer to detect end of a packet. Due to this reason, agents should
enable for at least a 5 ms idle time between the sequential UART packets.

The server data structure is implemented as a table listing the identifiers of the agents and the
most recent data from them. The server structure is accessed and can be modified by either the radio
thread or the UART thread. The D2D module can be configured to periodically report the complete
table (i.e., the data from all other agents) to its agent.

The developed firmware implements a multi-stage error detection and correction system. In case
of noncritical errors (e.g., wrong format of UART commands from the physically connected agent) the
module recovers automatically. In case of severe mistakes (detected by the software or if the software
hangs), the module reset procedure is initiated. After reset, the most recent state of the module is
recovered. The restored data does not include the calculations made by the connected agent.

Main thread

Initializations

If periodic report enabled – 
periodically send table to UART

UART thread

Initialization

Listen UART & forward packets 
between main thread & radio 

thread

Radio thread

Initialization

Operate according to a 
synchronized protocol 

Server data structure

Serial interface to radio Serial over USB interface to 
power agent

Commands

Initialize server & other 
threads

CommandsRead
Data

Data from packetsData from packets

Critical 
errors

Critical 
errors

Critical errors

Reboot

Read ID & mode from Flash

Commands

Figure 7. Structure of the embedded software.

5.2.2. Synchronized Protocol

The radio thread handles control over the radio transceiver and implements a synchronized radio
protocol. The synchronized protocol is a simple slotted protocol, where each of the D2D modules is
assigned a periodic time slot for transmission of its data and receiving the transmissions from the other
modules in their respective slots, as shown in Figure 8.

The parameters of the protocol, namely the number of slots (M) in the superframe and the duration
of each slot (T-slot) are hardcoded in the firmware and cannot be changed without reprogramming the
module. Each module uses for its transmission the slot with the number equaling to its programmed
identifier (i.e., a module with ID 1 will send in slot 1, etc.). Empirically it was found out that the need
of using low-speed UART interface between the main module and the radio transceiver chipset and
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the slow operation of the chipset itself introduces substantial overheads (e.g., packet transmission,
switching between transmit and receive, etc.). Due to this reason, the duration of one slot cannot be set
below 150 ms.

When enabled the first time, the D2D module based on this protocol first scans the radio channel
for several superframe periods. If it does no-t find any transmissions and it has data to send, it will start
the transmission right away. If during scanning a module finds some transmissions ongoing, it will
use this transmission as a reference for defining its designated slot. After each superframe, a module
adjusts its synchronization. As a reference point for adjusting the synchronization, each module uses
the timestamp of the packet with minimum identifier not exceeding the identifier of the module.
If such a reference is not available, no compensation is applied. As a practical example, module 1
transmitting in slot 1 never adjusts its synchronization. If modules 2, 3 and 4 hear transmission of
module 1, they will adjust their synchronization based on it. If module 5 does not hear module 1 but
hears modules 2 and 3, it will adjust its synchronization based on the transmission of module 2.

slot 1 slot 2 slot 3 slot M slot 1

T-superframe

T-slot

Device 1

Device 2

TX RX TX

TX RXRX

T-slot

Time 

Time 

Time 

Figure 8. Illustration of the implemented synchronized protocol operation (TX: transmission,
RX: reception).

6. Results of the Experiment

To test the performance of the P2P distributed voltage control system, one needs to create
a voltage rise (or drop) problem and solve it in a P2P fashion. To create a voltage rise problem in
a laboratory-based microgrid, a high-power injection from the inverters back to the grid can be
used. Alternatively, the impedance of the feeder depicted in Figure 2 can be oversized to create such
a problem with low-power injection. In the following experiments, R1 and R2 are set to 8 Ω, L1 and
L2 are set to 5 mH. Figure 9 shows the generation profile applied at both inverters. The active power
generation starts at zero, and increases to a maximum of 1200 W. At the higher generation, the voltage
is expected to rise above the maximum voltage limit. To comply with the European standard EN 50160,
the voltage limits Vmax and Vmin are enforced to be ±10% of the nominal phase voltage.

Two experiments are carried out to compare the voltage profiles with and without voltage control.
The comparison helps in quantifying the performance of the P2P voltage control.
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inverter 1
inverter 2

Figure 9. 30 min generation profiles of inverter 1 and inverter 2 (both inverters apply the same
generation profile).

6.1. First Experiment: Without P2P Voltage Control

The generation profile described by Figure 9 is applied at both inverters of the setup. Figure 10
shows that this leads to voltages exceeding the upper limit of 1.1 p.u. at both the first and second node.
The agents remained idle during this experiment.

node 1
node 0

node 2

Maximum voltage limit

Figure 10. Voltage profiles without voltage control for the 3 nodes in the microgrid (the generation
profile causes over-voltages up to 1.145 p.u.)

6.2. Second Experiment: With P2P Voltage Control

The inverters apply the same generation profile, but now the agents execute the distributed
voltage control algorithm. This leads to the voltage profile shown by Figure 11. When an increase
in generation causes an over-voltage issue, the agents bring the voltages back to the defined limits
(±10%) within 3 min.
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node 1
node 0
node 2

Maximum voltage limit

Figure 11. Voltage profiles with voltage control for the 3 nodes in the microgrid.

The actions of the observer and actuator agents are reflected in Figure 12. The evolution of the
control signals over time are presented in Figure 12c,d. The control signals for under-voltages (λmin)
are zero, because no under-voltages beyond the limits occur during this experiment. The control
signals for over-voltages (λmax) however, increase sharply after an increase in the voltages above Vmax.
One can notice that the control signals λmax return back to zero when the voltages return back to
normal values without compensation, due to a decrease in the generation profiles.

Figure 12a,b shows the actions taken by the actuator agents. As soon as an over-voltage occurs,
nearly all reactive power is dispatched. This behaviour depends on the values of α, cP and cQ. The step
size α controls mainly how fast the control signals will increase, and hence how fast compensation
is dispatched. Since the cost of active power is set to be a lot higher than the cost of reactive power,
the algorithm will dispatch first the available reactive power. α is set high enough to get a fast
response in the active power dispatch. However, this causes the dispatch of reactive power to be
nearly instantaneous. ΔP and ΔQ return back to zero when the voltages return back to normal values
without compensation.

350 1050700 1400

(a) (b)

1400350 1050700

(c) (d)

350 1050700 1400

x

1400350 1050700

inverter 1
inverter 2

inverter 1
inverter 2

node 1
node 0

node 2

node 1
node 0

node 2

Figure 12. (a) Active power curtailment of inverter 1 and inverter 2; (b) Reactive power compensation
of inverter 1 and inverter 2; (c) The control signals for over-voltages; (d) The control signals
for under-voltages.
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When the measured voltage Vmeas
i is less than Vmax, λmax

i starts to decrease till it reaches zero.
One can explain this based on Equation (2). The Lagrangian multipliers drop back to zero because the
underlying profile of the inverters change. The active power injection drops, and the voltage drops
with it. The Lagrangian multipliers adapt to the new situation. When both λmax

i and λmin
i are zero at

each observer, problem (1) can be written as:

argmin
ΔP,ΔQ

cP(ΔP(t)
d )2 + cQ(ΔQ(t)

d )2 + zero

Subject to the local constraints of problem (1)
(3)

One can notice that the solution of the above optimization problem is: ΔP(t)
d = 0 and ΔQ(t)

d = 0.
Hence, a stop mechanism can be designed to stop the solver of the optimization problem whenever
the Lagrangian multipliers are zero at each observer. This should decrease the computational burden
of the algorithm.

6.3. Key Performance Indicators

There are three key performance indicators (KPIs) considered in this work: (1) Convergence time;
(2) Voltage quality; and (3) Communication delays.

The first KPI, convergence time, is a measure for how long it takes the algorithm to solve the
voltage problem. Voltage quality reflects how well the control algorithm can mitigate the voltage rise
(or drop) problems. Finally, the communication delays depend on the communication infrastructure.
Below follows an explanation of how each of these KPIs is quantified in practice.

6.3.1. Convergence Time

The voltage control algorithm is online and adjusts itself continuously. When a change in the
generation profile occurs, there are two possibilities: either there is a voltage problem or not. If there is
no voltage problem, the control algorithm stays idle. However, if there is a voltage problem, then the
agents start to undertake action. The observer agents change the control signals until the voltage
problems are resolved. If they succeed, then the control signals converge to a stable value, and the
voltages converge to a value within the limits. In this paper, we define the convergence time as the
time it takes from a moment when the voltage exceeds the limits until the moment when the voltage
is restored within the limits. As demonstrated in Figure 11, it takes the algorithm around 3 min to
regulate the voltages within the defined limits, which is an acceptable time for voltage problems.

It is worth mentioning that the intervention time of the interface protection relay of Triphase
inverter is much less than the convergence time. The intervention time of the interface protection relay
of Triphase inverter is less than 1 ms. The Triphase inverter is configured to trip at 280 V. This means
that there is 27 V as voltage margin, since the algorithm starts regulating the voltage when the PCC
voltage is higher than 253 V. Hence, the inverter in our setup is able to correct the voltages before
reaching 280 V. If an inverter trips at 253 V (maximum voltage defined by the standard EN 50160),
then Vmax of the proposed algorithm should be set to a value lower than 253 V (i.e., 240 V), in a way
to make sure that the convergence time is sufficient to correct the PCC voltages before reaching the
maximum voltage at which the inverter trips.

6.3.2. Voltage Quality

The voltage quality is quantified by the metric E ≥ 0 defined by Equation (4). The metric E
integrates the over and under voltages as shown in Figure 13. This means that both the duration
of a voltage problem and its severity will increase the metric E. A value of zero is the best possible
value and indicates that there are no over or under voltage issues: the higher the E, the worse the
voltage problem.

333



Energies 2018, 11, 1304
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Figure 13. Voltage quality metric: sum of the surfaces above and below the voltage limits.

Table 1 shows a comparison between the regulated and the unregulated voltage profiles based
on the voltage quality metric. E is the sum of the metrics E0, E1 and E2 of the nodes 0, 1, and 2,
respectively. The P2P voltage control reduced the metric E from 58.724 to 2.633. E of the regulated
voltage profiles is slightly higher than zero, because it takes the algorithm some time until it has
resolved the voltage issues.

Table 1. Voltage quality metrics of the regulated and unregulated voltage profiles.

Vi
Ei ENode 0 Node 1 Node 2

without control 0 19.719 39.005 58.724

with control 0 0.081 2.552 2.633

6.3.3. Communication Delays

For the observer agents, the delay is defined as the time between consecutive updates of their
control signals, which they broadcast periodically to the actuator agents. For the actuator agents,
the delay is defined as the time between consecutive updates of the set-points which are sent to the
Triphase power hardware.

Figure 14 shows the delays between the iterations of the control algorithm, for each agent
individually. The observer agents are implemented by dedicated single-board computers with few
other processes running in the background. They manage to update the control signals every 1.5 s,
with little deviation. The actuator agents however experience longer control delays, with large
differences between both actuators. There are two main causes for these additional delays. Firstly,
the actuator agents solve an optimization problem at each iteration. Secondly, the actuator agents
are implemented by laptops. These laptops run additionally control software for the Triphase Rapid
Prototyping Inverter System, which requires rather heavy processing. The laptop running actuator 2 is
older, which shows in the performance. Adapting the implementation of the algorithm for the actuator
agents can lower the delays. The lower limit for the delays is 1.5 s, which is the period with which the
observer agents send updates of the control signal.

Overall, the delays are as expected. Only the delays for actuator 2 could be shorter to be in line
with the other devices. Upgrading actuator 2 to hardware similar to actuator 1, should resolve these
additional delays.
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Figure 14. Communication delays: The observer agents update the control signals every 1.5 s, with very
little deviation. The actuator agents issue their updates more slowly, with a significant difference
between both actuator agents.

6.4. Discussion

The proposed P2P voltage control system managed to increase the voltage quality of the voltage
profiles. Some over-voltage issues remain, because the control algorithm needs around 3 min to bring
back the voltages within the limits. However, it is in line with the European standard EN50160 as all
10 min mean rms values of the voltages are within the range [Vn − 10%, Vn + 10%], where Vn = 1 p.u.

The key question motivating this research, was whether fully distributed voltage control systems
are a technically effective alternative to centralized ones. The results discussed in this paper show that
fully distributed P2P voltage control systems can indeed provide satisfactory regulation of the voltage
in distribution networks.

Technically, the P2P approach has shown good characteristics to be considered by DSOs to deliver
high quality power to customers. The proposed P2P system could help in delivering easier access
to prosumers’ flexible supply and demand by making their active participation in the grid possible.
This can be used to alleviate grid stress and defer or avoid grid upgrades, and consequently will help
the DSOs to host more RESs.

7. Conclusions and Future Work

The dual-decomposition method and LoRaWAN D2D communication modules are used in this
paper to design a P2P optimization-based voltage control system. A multi-agent, multi-layer microgrid
testbed has been constructed at the EnergyVille premises to validate the performance of the proposed
P2P system. Experimental results show the ability of the proposed system to solve the voltage rise
problem within 3 min.

Future work includes expanding the P2P setup, by connecting the microgrid to a virtual
network. The virtual network can be modelled using the Real-Time Digital Simulator (RTDS) [37].
Power Hardware-in-the-Loop (PHIL) can be used to connect the real inverters to virtual ones,
and Control Hardware-in-the-Loop (CHIL) can be used to connect the real agents to virtual
agents. The setup will be used to test distributed control algorithms that have faster convergence.

335



Energies 2018, 11, 1304

As demonstrated in [16], the Alternating Direction Method of Multipliers (ADMM) has a much faster
convergence than the dual decomposition.
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Abstract: This paper assesses the behaviour of active distribution networks with high penetration of
renewable energy sources when the control is performed in a centralised manner. The control assets
are the on-load tap changers of transformers at the primary substation, the reactive power injections
of the renewable energy sources, and the active and reactive power exchanged between adjacent
feeders when they are interconnected through a DC link. A scaled-down distribution network is used
as the testbed to emulate the behaviour of an active distribution system with massive penetration of
renewable energy resources. The laboratory testbed involves hardware devices, real-time control,
and communication infrastructure. Several key performance indices are adopted to assess the effects
of the different control actions on the system’s operation. The experimental results demonstrate
that the combination of control actions enables the optimal integration of a massive penetration of
renewable energy.

Keywords: active distribution network; laboratory testbed; renewable energy sources; DC link;
centralised control

1. Introduction

Massive penetration of renewable energy sources (RES) is unstoppable nowadays because of
the need to reduce the dependency of fossil fuels. This new technology of generation assets is being
deployed in small units within medium voltage (MV) and low voltage (LV) distribution systems,
the so-called distributed generation, in contrast to the conventional connections of large-scale power
plants to high voltage (HV) systems. The drivers behind this change in the generation paradigm are
threefold: technical because of the maturity of the technology [1], economical due to the related
cost reduction [2], and social because of the citizen involvement in decarbonising the electrical
consumption [3].

The traditional operation of radial distribution systems cannot be maintained in cases where
there is very high RES penetration, because the design of these systems has been done to cope with
power flows from primary and secondary substations to the final users [4]. The problems that RES
may create have been profusely described in specialised literature [5], for example, higher simultaneity
coefficients, reverse power flows, out of control nodal voltages, power quality deterioration, increase
of short-circuit power, etc. These technical problems can be released using conventional network
reinforcement strategies ranging from increasing the cross-section of existing lines to installing new
lines and/or power transformers. However, it has to be questioned as to whether this is the best
solution considering the increases in cost and connection time [6] as well as the spare capacity of the
new assets over a large number of hours per year [7]. Therefore, new alternatives must be explored to
overcome the shortcomings related to this Fit & Forget approach.
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Several active network operation approaches have been proposed recently. In general, these can
be classified according to the following characteristics: the control assets used to optimise the network
operation, the applied control algorithms, and the testing procedure used to validate their performance.

Control assets: Regarding the first issue, HV/MV transformers equipped with on-load tap changers
(OLTCs) and step voltage regulators were proposed in [8]. In addition, RES may also contribute to
voltage regulation and congestion management by resorting to curtailment [9] or even by using
adequate reactive power injections [10–12]. Most of the major RES inverter manufacturers include
the possibility of controlling the reactive power in order to fulfil the grid codes imposed by the
system operators (either distribution system operators (DSOs) or transmission system operators
(TSOs)). These grid codes are becoming more and more restrictive and they include minimal technical
requirements for RES connections to occur [13,14], including, among others, voltage regulation issues
by means of reactive power injection.It is important to mention that most of the active operation
approaches consider several control assets that are managed in a coordinated manner, for example,
HV/MV, OLTC, and RES [15–17]; HV/MV, OLTC, and energy storage systems [18,19]; and HV/MV,
OLTC, RES reactive power injection, and direct current (DC) links [20].

Control methodology: The active management solutions can be broadly classified into centralised,
distributed, and local methodologies. The centralised approaches rely on a control centre in charge
of computing the optimal setpoints for all the control assets that considers the available network
measurements [11]. The main drawback of this approach is the need for an extensive communication
system. Therefore, this solution is suitable for MV distribution systems because of two reasons.
On the one hand, the cost of the communication infrastructure is marginal with respect to the cost
of the large RES units (in the range of several MVA). On the other hand, nowadays, utilities are
equipped with centralised Advanced Demand Management Systems (ADMS) which incorporate
monitoring and automation functionalities. However, it should be considered that a failure of part of
the communication infrastructure may deteriorate the performance of the controller. For this reason,
advanced control strategies providing enhanced system resilience can be found in the specialised
literature [21]. Local approaches are just the opposite because the actions taken by the control assets
are calculated based on local measurements [10,12,16,22], and therefore, they are suitable for LV
distribution systems. Distributed methods can be considered a compromise between the previous
alternatives as they have several advantages related to robustness and scalability [23,24].

Testing methodology: The methodologies are usually validated by applying steady-state simulations
that consider the daily load and generation profiles. However, other proposals use real-time digital
simulators [23] and power hardware-in-the-loop platforms [19].

The results obtained by some of the previous control approaches can be summarised as follows.
In [17], a 32% reduction of power losses was reached by using an adequate RES reactive power injection.
After including the OLTC as an additional control asset, [16] reported an extra 7% reduction in total
daily energy losses. Finally, a similar approach that considered the actual capability curves of the RES
units achieved a 14% reduction in power losses [12].

This paper tests the use of centralised control of active assets to manage MV distribution networks
with a massive RES penetration. An Optimal Power Flow (OPF) is used in the centralised control
to compute the optimal setpoints for three kinds of control assets: (1) HV/MV-transformer OLTCs,
(2) RES reactive power injections, and (3) active and reactive power through DC link meshing radial
feeders. A high-RES but realistic load/generation scenario is analysed that considers some test cases
involving different sets of control assets with the aim of evaluating their performance. These test
cases are implemented in a laboratory scaled-down active distribution network including hardware
devices, controllers, communication infrastructure, and a real-time monitoring system, as presented
in [25]. This testbed can be used to evaluate practical implementation issues of any centralised
control algorithm related to the applied control strategy, the required data field, the communication
systems, etc., as a step prior to field deployment. Therefore, the main contribution of this paper is the
experimental validation of the centralised controller proposed in [20] within an updated version of the
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testbed described in [25] in which an OLTC transformer, a DC link, and a new control scheme and
communication system are incorporated.

The paper is organised as follows. In Section 2, a description of the centralised control to manage
high-RES active distribution networks is presented. In Section 3, the benchmark distribution network
is described in detail, including its main components and how they are represented in the laboratory
scaled-down testing platform. Section 4 depicts and analyses the system’s performance in different test
cases, comparing them in a quantitative manner by means of key performance indices (KPIs). Finally,
Section 5 closes with the main conclusions.

2. Proposed Centralised Control

Smart grids are characterized by extensive measurement, automation, and communication
infrastructures which allows a safe and optimized network operation that takes advantage of
centralised ADMSs. The main role of any ADMS in this environment is to concentrate the field
data to extract the required information about the network status and, in cases where control assets
are in operation, compute and send the required control actions to optimize the network operation
according to a given criterion.

Figure 1 depicts this centralised control approach. First, the smart meters are in charge of
measuring the load demanded by industrial (Pil and Qil) and residential (Phl and Qhl) clients.
In addition, the RES active power injections, such as the wind turbine (WT) and photovoltaic (PV)
plants, Pwt and Ppv, respectively, are measured.

...
LC 

Advanced Distribution
Management System

HV

RTU

MV

DC link

VSC1

VSC2
OLTC

... ...

...... ...

Figure 1. Architecture of the centralised control of an active distribution system.

All field data are sent to the ADMS by means of Remote Terminal Units (RTUs) at regular time
intervals (typically 5 to 15 min). Considering all this information, it is possible to compute setpoints for
the installed control assets using an OPF to optimize any technical or economic objective. This paper
considers the following control assets:

• RES, which can regulate the reactive power injections Qopt
wt and Qopt

pv .
• Transformer OLTCs, which can adjust the tap position topt.
• A DC link, which is composed of two Voltage Source Converters (VSCs) in a back-to-back topology

connecting two radial feeders. This device can regulate the active power flow between the feeders,
Popt

link, and two independent reactive power injections, Qopt
vscj. It is important to point out that the
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DC link is an interesting control asset with proven capability to reduce the network active power
losses, maximize the penetration of RES, improve the network voltage profiles, and avoid branch
saturations [20,26].

On the other hand, the selected OPF objective is to minimize the active power losses of the system
to take advantage of the already available control assets to optimise the operation of the distribution
grid, which leads to the following formulation:

min
x

Ploss(x, y), (1)

where x is the set of control variables (Popt
link, Qopt

vscj, Qopt
wt,pv, topt) and y is the set of load and generation

power injections for a given time interval (Pil , Qil , Phl , Qhl , Pwt, Ppv).
The optimization problem is completed by including the relevant constraints. First, the network

operational limits have to be considered. The voltages and currents of the sets of buses, N , and
branches, B, have to be within the regulatory boundaries, [Vmin

i , Vmax
i ], and below the cable ampacities,

Imax
b , respectively, as stated in (2) and (3):

Vmin
i ≤ Vi ≤ Vmax

i ∀i ∈ N , (2)

0 ≤ Ib ≤ Imax
b ∀b ∈ B. (3)

Second, the OLTC tap has to be within the limits and the apparent power levels of the RES and
DC-link VSCs have to be below their rated capability according to (4)–(6):

tmin ≤topt ≤ tmax, (4)

Spv,wt ≤ Srat
pv,wt , (5)

SDClink ≤ Srat
DClink . (6)

Finally, other constraints which are included in the OPF are the active and reactive bus power
balances and the power constraints that model the DC link behaviour, which can be found in [26].

3. Laboratory Testing Platform

The objective of building the laboratory testing platform was to faithfully represent the real
behaviour of an active distribution system including all of its components to asses the performance
of the centralised control strategy outlined in Section 2. In this way, the testing platform was built
based on the MV benchmark distribution network proposed by the International Council on Large
Electric Systems (CIGRE in french) Task Force C06.04.02 devoted to study the RES integration in MV
networks [27]. The main reasons that motivated the selection of this system are detailed below:

• First, this network is based on an actual MV German distribution system, fulfilling the proposed
objective of the laboratory testing platform described above.

• Second, an important RES penetration is integrated into the network.
• Third, all the network data, including topology, parameters of lines and cables, loads, RES, and

their corresponding daily load/generation curves are available and are well documented.
• Fourth, the benchmark network includes a DC link, a key component of the future active

distribution system with high RES penetration.

The next subsections present the MV benchmark distribution system and its scaled-down version
built in the laboratory for testing purposes, including the implemented control scheme and the
communication infrastructure designed to operate the system as a flexible platform to evaluate the
benefits of active distribution networks.
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3.1. MV Benchmark Distribution Network

A one-line diagram of the benchmark distribution system is shown in Figure 2 which is composed
of two radial subsystems departing from a primary substation where a 40 MVA 110/20 kV transformer
equipped with an OLTC is installed. The total network comprises 14 buses grouped in two radial
feeders: 11 buses for subsystem 1 and 3 buses for subsystem 2. The total line length of subsystem 1 is
about 15 km, while subsystem 2 is just 8 km. In addition, different types of load, involving industrial
and domestic customers as well as a large amount of RES, are connected into the different buses.
Although [27] considered different types of RES, this work exclusively included PV and WT plants
because its current maturity foresees that they will be massive deployed in upcoming years. In addition,
the benchmark network includes a DC link to connect both radial subsystems between nodes N8
and N14.

PV plant

WT plant

Subsystem 1

N14

N13

N1

N2
N3

N4

N5 N10

N9

N6

N7

N8

N11

Disconnected in
normal operation

110/20 kV
40 MVA

Load

VSC1 VSC2

N12

Subsystem 2

DC link

Figure 2. The medium voltage (MV) benchmark distribution network proposed by the CIGRE Task
Force C06.04.02.

The 24-h profiles of the total loads and RES of subsystems 1 and 2 are depicted in Figure 3. It is
interesting to point out that subsystem 1 was more loaded than subsystem 2. Moreover, most RES were
located within subsystem 1 which partially compensate for its higher load with this local generation.
It is also worth noting that, in order to analyse a case with a massive RES penetration, the generation
was multiplied by 4 and 400 in the case of the WT and PV plants, respectively, with respect to the
scenario described in [27]. In this way, the peak generation of the RES units and the peak demands of
the loads during the day were established at 0.446 pu and 0.381 pu, respectively (the base power of the
MV system was 100 MVA). The ratio between the peak generation and the peak demand was equal to
1.1724—a scenario of high-RES penetration.
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Figure 3. Top: Daily profile of the total loads in subsystems 1 and 2; Bottom: Daily profile of the total
WT and PV generation in subsystems 1 and 2.

3.2. Laboratory Scaled-Down Distribution Network

This subsection provides a brief outline of the components and functionalities of the scaled-down
testbed used to validate the benefits of the centralised controller. Basically, this hardware test rig,
depicted in Figure 4, is a three-phase scaled-down 400 V (base/rated voltage) and 100 kVA (base/rated
power) representation of the MV benchmark network described in Section 3.1 which is composed of
the following components:

• Distribution network branches: The electrical lines of both scaled-down subsystems are
represented by a lumped parameter model comprising the series resistor and reactor. The per unit
values of these impedances are identical to those of the actual MV system. Therefore, the original
line R/X ratios and equivalent lengths are maintained, leading to similar per unit voltage drops
and power losses. Table 1 collects the exact values of the resistors and reactors used in the
scaled-down network.

• Omnimode Load Emulators (OLEs): These are the building blocks that are responsible for
representing any load, generator, or a combination of the two connected to any network node.
Basically, each OLE is a VSC with a local controller (LC) whose AC and DC sides are connected to
a scaled-down network node and a common DC bus, respectively, as shown in Figure 4. The VSC
is a three-phase, three-wire, two-level insulated gate bipolar transistor (IGBT) VSC, rated at 400 V,
20 kVA with a switching frequency of 10 kHz. LCL coupling filters are used to connect the AC-side
of the VSC to the scaled-down network. The inductors and the capacitor have the following
ratings: L1 = L2 = 2.5 mH and C = 1 μF. Note that all of the OLEs share a common DC bus which
is regulated by an extra balancing VSC rated to 100 kVA. This is directly connected to the LV
laboratory network by its AC side, providing the net active power required by OLEs: ∑ Pi. In this
way, each OLE may absorb/inject (load/generator) any active power into the AC scaled-down
distribution system within the technical constraints imposed by the VSCs. The OLEs are connected
to the following nodes: N3, N5, N6, N7, N8, N9, and N10 (subsytem 1), and N14 (subsystem 2).
The active and reactive power references to the OLEs are set by a Signal Management System
(SMS) which is detailed in the next subsection.
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A comprehensive description of this scaled-down system can be found in [25]. In addition,
two new elements were incorporated with respect to the system described in [25] with the aim of
integrating additional active control resources:

• Transformer with OLTC: The underlying idea of this feature is to represent the HV/MV
transformers within the primary substations which are equipped with OLTCs to regulate the MV
voltage. The transformer used for this purpose is a 400 V ± 5%/400 V, 100 kVA equipped with a
thyristor-based tap changer, as shown in Figure 4.

• DC link: This DC link, originally included in the benchmark distribution system [28],
is incorporated between N8 and N14 as a suitable device to maximise the RES penetration,
as stated previously. Although several topologies can be used to create a flexible loop between
radially operated feeders [29], the DC link is based on conventional back-to-back VSCs rated at
400 V and 10 kVA. Note that the DC bus of the DC link is totally independent of the one shared by
the OLEs and the balancing VSC.

The optimal setpoints for these two control assets are also managed by the SMS in a similar
manner to that of the OLE power references.

Branches
SMS

OLEs
DC link

Scaled-down
Subsystem 1

Scaled-down
Subsystem 2

Balancing
VSC

LV laboratory network

Scaled-down 
Subsystem 1

Scaled-down 
Subsystem 2

OLEN1 OLEN14

SMS

SMS
From

Balancing
VSC

P and Q Injected Powers
Signal References

DC link

Local Controller

VSC1 VSC2

... ... ... ...

OLTC

N8 N14N1

(RTCS)

(Host PC)
SMS

(Host PC/RTCS)

Figure 4. Left: Layout of the laboratory testbed. Right: One-line diagram of the updated testbed
including the DC link and the transformer with the on-load tap changer (OLTC).

Table 1. Values of the resistors and reactors of each branch of the scaled-down network.

Initial Node End Node Resistance (mΩ) Reactance (mΩ)

N1 N2 60.00 39.25
N2 N3 25.00 15.75
N3 N4 5.00 3.25
N4 N5 10.00 3.25
N5 N6 25.00 7.75
N6 N7 5.00 1.50
N7 N8 25.00 7.75
N8 N9 5.00 1.50
N9 N10 10.00 3.25
N10 N11 5.00 1.50
N11 N12 10.00 3.25
N3 N8 10.00 6.25
N12 N13 60.00 62.50
N13 N14 25.00 15.75
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3.3. Control Scheme and Communication System

The control system is a two-level hierarchical structure, as shown in Figure 5. The first control
level comprises the SMS, which is in charge of sending the references to the hardware components,
whereas the second control level is composed of several LCs attached to the hardware devices (OLEs,
DC link and OLTC) that are responsible for tracking these references.

The SMS performs two tasks in a sequential manner which can be summarised as follows:

• Offline tasks: They are carried out by a host PC and mainly consist of the configuration of the
setpoint profiles. The OLE active and reactive daily power curves (P�

i , Q�
i ) are defined through

two tools developed in the host PC [25]. Once these profiles have been determined, the daily
setpoints of the DC link, Popt

link and Qopt
vscj, the reactive power injected by the RES, Qopt

wt,pv, and the
optimal OLTC tap position, topt, are automatically computed by the OPF described in Section 2.
These setpoints and their computations are new features that are incorporated into the host PC
with respect to [25]. Finally, all these data are compiled and uploaded to the Real-Time Control
System (RTCS) for real-time operation.

• Online tasks: These are executed by the RTCS which is responsible for two undertakings. On the
one hand, the RTCS is in charge of sending the setpoints to the second control level composed of
the LCs attached to each hardware controllable component during the online operation according
to the profiles previously determined in the offline tasks. On the other hand, the RTCS receives
measurements from each each LC attached to the OLEs (Vi, Pi and Qi), DC-link VSCs (Vvscj,Plink
and Qvscj) and the tap position of the transformer OLTC (topt). After processing this information,
it provides real-time monitoring of the system which is displayed in the host PC.

The second level of the control system is composed of the LCs of each OLE, the DC-link VSCs,
and the transformer OLTC which are implemented in Digital Signal Processors. These are in charge of
tracking the setpoints sent by the RTCS during the online operation.

The communication infrastructure required to connect the centralised RTCS with the LCs is
based on a 100 MBs Ethernet local-area network as a physical layer that implements a communication
protocol based on UDP/IP. Finally, an asynchronous communication protocol, TCP/IP, is implemented
between the host PC and the RTCS.
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Figure 5. General control scheme of the testing environment.
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4. Experimental Assessment of the Proposed Centralised Control

This section describes the analysis of the performance of the centralised control on the scaled-down
system under different test cases. These are evaluated through KPIs to quantify the influence of the
considered control assets in high-RES active distribution networks.

4.1. Definitions of Test Cases

Table 2 shows the definitions of the designed test cases. The first case, C1, is the base case
where no control assets are included in the distribution system and the OLTC is set in the central tap
position. The subsequent test cases add the control assets in the centralised control in an incremental
manner. In this way, it should be possible to quantify the impact that each control asset has on the
system’s performance.

Table 2. Definitions of test cases.

Control Assets C1 C2 C3 C4

OLTC • • •
RES reactive power • •
DC link •

4.2. Definitions of KPIs

The following KPIs were selected to analyse the performance of the centralised control and its
related control assets:

• Daily energy loss (Eloss/ΔEloss): This KPI measures the daily active energy loss in kWh/day, Eloss,
and the percentage of loss reduction with respect to the base case, C1, ΔEloss.

• Voltage violation (Tvv): This KPI evaluates the percentage of time during the day that which the
nodal voltages are outside the technical limits [0.95–1.05 pu].

• Variation of nodal voltages (ΔV): This index provides a global measurement of the daily voltage
variations at the nodes of the network. It is computed as the average value of the difference
between the maximum and minimum nodal voltages, measured in pu,

ΔV =
∑N (Vmax

i − Vmin
i )

Ni
, (7)

where Ni is the total number of network nodes.
• OLTC operation (NOLTC): This KPI shows the number of OLTC operations that occur during the

24-h testing period.
• RES reactive power injection (QRES): This index provides a global measurement of the RES

collaboration to the network reactive power support. It is computed by dividing the average
value of the reactive power injected by the RES during the 24-h period by the total number of RES,

QRES =
∑i,t QRESi,t

Nt × NRES
, (8)

where QRESi,t is the reactive power injected by RESi in period t, NRES is the number of RES in the
network, and Nt is the number of time periods considered during the 24-h period.

• DC link load (SLlink): This evaluates the daily average load of the DC link during the day, and it
is computed as

SLlink =
∑j,t Svscj,t

Nt × SDClink
, (9)

where Svscj is the apparent power of each VSC and SDClink is the rated power of the DC link.
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• Transformer load (TL): This represents the daily average load of the transformer as a percentage
of its rated power, which can be computed as

TL =
∑t ST

t
Nt × SN

, (10)

where ST is the apparent power through the transformer and SN is the rated power of
the transformer.

4.3. Experimental Results

The objective function proposed for the operation of high-RES active distribution networks is
based on an operation with minimal technical losses. This section describes the evaluation of the
previously described test cases, which involved the analysis of the following electrical magnitudes:
power losses, nodal voltages, and current circulating at the primary substation transformer. In addition,
the previously defined KPIs allowed the key magnitudes to be quantified in a comprehensive manner
to assess the performance of the proposed control.

Table 3 shows the Eloss for the studied test cases and the loss reduction with respect to the base
case, C1, ΔEloss, when the load and generation daily profiles presented in Section 3 were implemented
into the testing platform. In the laboratory testbed, the 24-h profiles were scaled to the last 48 min and
the duration of the tests was reduced.

Table 3. Key performance indices (KPIs) used for the evaluation of the test cases.

C1 C2 C3 C4

Eloss/ΔEloss (kWh/%) 58.37/− 55.69/4.58 50.17/16.33 46.47/25.59
QRES (pu) − − 0.117 0.095
Tvv (%) 38.69 0 0 0
NOLTC 0 2 4 2
ΔV (pu) 0.087 0.061 0.058 0.042
TL (%) 24.95 24.43 20.62 20.20

C1 presented the greatest daily power losses as no control assets were operating to act on the
voltages and power flows to reduce the system losses. The introduction of the OLTC operation in C2
reduced energy losses by almost 5%. The OLTC setpoint was computed in the OPF whose objective
function was to reduce the total power losses in the network. Therefore, the tap was established in the
−5% position to increase the nodal voltages and to achieve the intended objective.

In test case C3, the RES reactive power capability was also included in the control. This caused
the daily energy losses to be reduced by more than 15% with respect to C1. This occurred because
the RES were able to provide reactive power to the system. Figure 6 shows the RES reactive power
injected at nodes N3 and N8 with respect to their rated power levels for test cases C3 and C4. This is
represented using violin plots which allow the distribution of any magnitude as well as its range of
variation and frequency of occurrence to be visualized. Note that most of the time, which corresponds
to the wider part of the violin plot, the RES were injecting reactive power corresponding to 20% of their
rated power levels. This high RES reactive power injection was used to provide part of the reactive
power demanded by the loads, thus avoiding the need to supply it from the primary substation, as
shown in Figure 7. Note that the reactive power supplied from the primary substation in C3 was lower
than 0.05 pu during the 24-h period, helping to reduce the energy losses.

The DC link integration in C4 further reduced the energy losses by up to 25% with respect
to C1, as shown in Table 3. This device injected reactive power at the interconnected nodes N8
and N14 by means of VSC1 and VSC2 respectively during the 24-h period, as depicted in Figure 8.
This power, added to the RES reactive power, led to almost zero reactive power being supplied from
the primary substation, as shown in Figure 7. In this way, the energy losses reduced with respect to C3.
An additional effect on the RES reactive power injections was observed. In C4, the RES did not to have
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to inject as much reactive power as in C3, as can be observed in Figure 6, even becoming zero in some
nodes, like N8. This effect was quantified in a global manner with QRES collected in Table 3, where
lower values for this KPI in C4 with respect to those in C3 can be appreciated. Table 4 summarises
the rated power and the reactive power injections of the RES units in C3 and C4. The second and
third columns indicate the rated power of the RES used in the scaled-down system and the MV
system respectively. The two last columns depict the maximum reactive power injected by the VSCs
interfacing the RES units during the day in cases C3 and C4. These values refer to the rated power
of each device. The RES connected to N5 injected the maximum amount of reactive power, reaching
31.45% of its rated power. With the current technology, these reactive power values are easily reachable
due to the combined effect of two actions: (i) the VSC coupling reactance is becoming smaller by using
LCL filters, and (ii) the VSC DC voltage is continuously increasing. This extends the VSC reactive
power range.

Table 4. Rated power and maximum reactive power injection of the renewable energy source (RES)
units in C3 and C4.

RES Connected to Bus Srated (kVA) Scaled down System Srated (MVA) MV System QC3
max (pu) QC4

max (pu)

N3 12 12 0.3116 0.2584
N5 12 12 0.3145 0.3144
N6 12 12 0.2372 0.2372
N7 7 7 0.0309 0.0309
N8 12 12 0.2552 0.0100
N9 12 12 0.1147 0.1147

N10 16 16 0.1588 0.1588
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Figure 6. Violin plots of RES reactive power injections for test cases C3 and C4 at nodes N3 and N8.

Notice that the DC link also controlled the active power transferred from subsystem 1 to
subsystem 2, as shown in Figure 8. Outside the period of high injection of RES active power (0–10 h
and 13–0 h), the DC link absorbed active power from N14 and injected it into N8. This meant that
part of the load from subsystem 1 was powered by subsystem 2 which is less loaded and has shorter
branches, helping to reduce the total power losses of the system. Conversely, within the hours of high
RES active power injection, the active power flow was inverted in the DC link: VSC1 absorbed active
power from subsystem 1 and it was injected by the VSC2 into subsystem 2. In this way, part of the
power generated by RES in subsystem 1 was transferred to feed the loads in subsystem 2. Therefore,
this active power was not supplied by the primary substation, thus reducing the current in this system
and the energy losses.

Finally, note that the DC-link loading, SLlink, during the day was 49.4%. This means that the DC
link was used at half load and there is therefore still a wide margin to take advantage of its flexibility
of operation. For example, the RES penetration in subsystem 1 could increase and still be managed by
the current DC link.
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Figure 7. Reactive power flow through the primary substation for test cases C1–C4.
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Figure 8. DC link active and reactive power daily profiles.

Figure 9 shows the 24-h nodal voltages at nodes N3, N6, N8, and N14 for the different test cases.
These buses were selected to represent the behaviour of nodes nearby (N3) and far from (N6) the
primary substation. In addition, nodes N8 and N14 were also included because they are the connection
points of the DC link. The analysis of Figure 9 reveals that undervoltage situations—voltages below
0.95 pu—exclusively occurred in the base case, C1, due to the lack of control assets operating in the
network. This situation led to a very high Tvv value in C1, as shown in Table 3. These voltage violations
were more severe at nodes N6 and N8 corresponding to subsystem 1 because of two reasons. First,
subsystem 1 was more loaded than subsystem 2, as depicted in Figure 3, especially during the hours
without RES generation. This caused greater current flows and, consequently, greater voltage drops
along the lines. This effect was especially significant around 8 and 20 h when the RES generation was
almost zero and the demand was peaking.
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Figure 9. Violin plots of nodal voltages for test cases C1 to C4 at nodes N3, N6, N8, and N14.

The introduction of the OLTC in C2 pushed the voltages within the ±0.05 pu regulatory band
around the rated voltage and, consequently, voltage violations were eliminated, as illustrated by its
Tvv. In C2, the tap was established in the −5% position for most of the day. However, according to the
information provided in Table 3, two OLTC operations NOLTC (from −5% to 0% position) over the 24-h
period were required to maintain the voltages within the limits. These changes occurred at around 11 h
and 13 h when RES generation was maximum, as shown in Figure 3, and the network voltages were
excessively high. The range of variation of nodal voltages ΔV was significantly reduced with respect to
C1, as shown in Table 3. This effect can also be observed in Figure 9 where the violin plots are shortened,
concentrating the nodal voltages within a narrower band. This trend was maintained in C3 due to the
contribution of RES to the regulation of voltage with reactive power injections. In addition, it can be
seen that the average voltage of nodes N3, N6, and N8 from subsystem 1 increased due to the local
effect of the reactive power injections. As a consequence, additional OLTC changes NOLTC (from −5%
to 0% position) were required to maintain the voltages within the technical limits. This longer time of
the tap within the 0% position caused lower voltages within subsystem 2, as can be observed for the
node N14 in Figure 9.

C4 incorporated the operation of the DC link between nodes N8 and N14 allowing the injection
of additional reactive power into these nodes and active power transfer between both subsystems.
This led to a minimum range of variation in the nodal voltages ΔV and maximum values of these
in all the test cases. In fact, in C4, the voltages oscillated in a range between 1 and 1.05 pu over the
24-h period.

Figure 10 shows the daily evolution of the current circulating through the primary substation
transformer for the studied test cases. This current reduced as the number of control assets increased.
The analysis of C4 revealed that during some periods, the current was almost zero. This means that the
generation of RES with adequate management by the control assets is enough to operate the system
without the need of supplementary power from the primary substation. Finally, it is worth noting that
the state of load of the transformer TL also progressively reduced in the subsequent test cases, as shown
in Table 3. As a consequence, the benefits for the distribution system are clear in this respect: reduction
of transformer losses, increment of useful life, and increase of the system loadability, which allows
new investment in power assets to be deferred.
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Figure 10. Violin plots of MV current at the primary substation transformer for test cases C1 to C4.

5. Conclusions

This paper assessed the benefits of a centralised controller for active distribution networks
with high-RES penetration in an experimental manner. The paper proposed the optimization of the
operation of the system through the minimization of active power losses through an OPF with the
following control assets: (i) transformers equipped with OLTC, (ii) RES reactive power injections,
and (iii) DC links. The assessment of the proposed centralised controlled was carried out on a
laboratory scaled-down version of the MV network that was proposed by the CIGRE Task Force
C06.04.02. This testing platform was described, including its main components and functionalities
as well as the new control assets (transformer OLTC and DC link) which were incorporated into a
previous version to improve its testing capabilities. The paper defined a comprehensive design of
the testing procedure including some test cases involving different control assets and a set of KPIs to
allow a quantintative comparison of performance. The obtained results revealed that a centralised
control of high-RES active distribution networks may improve their operation. As a matter of fact,
the obtained results, ranging from 15% to 25% of active power loss reduction, are consistent with
those of similar works commented on in Section 1. Moreover, this improvement is significant for
control assets which are commonly present in distribution networks, i.e., transformers with OLTC
and RES reactive power injections. This enhancement could be even larger if uncommon but matured
technologies, like DC links, were progressively introduced into the distribution business. This would
increase the RES network hosting capacity, contributing to the decarbonization of our society.
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The following abbreviations are used in this manuscript:

ADMS Advanced Distribution Management System
CIGRE International Council on Large Electric Systems
DC Direct Current
DSO Distribution System Operator
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HV High Voltage
IGBT Insulated Gate Bipolar Transistor
KPI Keys Performance Index
LC Local Controller
LV Low Voltage
MV Medium Voltage
OLE Omnimode Load Emulator
OPF Optimal Power Flow
OLTC On-Load Tap Changer
PV Photovoltaic
RES Renewable Energy Sources
RTCS: Real-Time Control System
RTU Remote Terminal Unit
SMS Signal Management System
TSO Transmission System Operator
VSC Voltage Source Converter
WT Wind Turbine
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Abstract: This paper applies a robust optimization technique for coordinating reserve allocations in
multiple-cell based power systems. The linear decision rules (LDR)-based policies were implemented
to achieve the reserve robustness, and consist of a nominal power schedule with a series of linear
modifications. The LDR method can effectively adapt the participation factors of reserve providers
to respond to system imbalance signals. The policies considered the covariance of historic system
imbalance signals to reduce the overall reserve cost. When applying this method to the cell-based
power system for a certain horizon, the influence of different time resolutions on policy-making is also
investigated, which presents guidance for its practical application. The main results illustrate that:
(a) the LDR-based method shows better performance, by producing smaller reserve costs compared to
the costs given by a reference method; and (b) the cost index decreases with increased time intervals,
however, longer intervals might result in insufficient reserves, due to low time resolution. On the
other hand, shorter time intervals require heavy computational time. Thus, it is important to choose
a proper time interval in real time operation to make a trade off.

Keywords: linear decision rules; optimal reserve allocation; robust optimization; web of cells

1. Introduction

With increasing concerns regarding global warming and environment pollution, there has been
a worldwide movement in the promotion of renewable technologies for electricity generation and
for reducing the greenhouse-gas emissions. Many distributed generation units, including wind
turbines [1], photovoltaic generators [2,3], fuel cells and fuel cell/gas/steam powered combined
heat and power systems[4], are being used and connected to the power systems. However, a large
penetration of intermittent and variable generation introduces operational challenges to the power
system. To accommodate the variability of the renewables, it is important to harness the flexibility
of the newly introduced units, such as batteries and electric vehicles, especially in the distribution
network level [5–7]. Enabling this flexibility comes at the cost of an increasingly complex control
system, characterized by many state and decision variables [8].

The problems encountered in the power systems have received much attention, and various efforts
have been made to address the problems. These range from developing proper control schemes for
individual component operation such as hierarchical aggregation method [9,10] to radical rethinking
of system operations [11–14]. Traditionally, the system is kept secure by distinguishing the role
between transmission system operators (TSO) and distribution system operators (DSO). For example,
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the TSO centrally controls a few big power plants through a supervisory control and data acquisition
system. The DSO centrally manages the status of key devices, such as breakers, reference setting points
of on/off load tap changers, capacity banks, etc. However, it is impossible for TSO to control the
large number of distributed energy resources found today, as the grid control systems are centralized
by design, and do not yet actively integrate distributed energy resources into the operation on a
meaningful scale.

To address the aforementioned problem, the European FP7 project ELECTRA IRP proposes and
develops a Web-of-Cells (WoC) architecture for operating the future power system [11–14]. In this
approach, the power systems operation is divided into connected cells, each responsible for their own
balancing and voltage control, thus establishing a robust, decentralized horizontal decomposition as
opposed to the conventional centralized and vertical system operation. The WoC concept reformulates
the control architecture of electric power systems to accommodate the challenges of fully distributed
generation, reduced inertia, storage integration and flexible demand. Cells, which are defined as
non-overlapping topological subsets of a power system, are associated with a scale-independent
operational responsibility to contribute to system operation and stability. The operating state, including
power exchanges and reserve parameters, can then be continuously optimized by coordination
across cells.

In this paper, we study how joint energy and reserve scheduling, which are provided by flexible
load units such as storage units and electric vehicles (EVs) that have limited power, energy and specific
use patterns, could be operated more efficiently in the WoC architecture based power system. To do
so, a robust power system reserve allocation approach [15,16] combining a predictive dispatch with
optimal control policies in the form of linear decision rules (LDR) [17] is proposed. LDR concept is
used in operations research field, where current states, past data or future predictions are combined
linearly to make an operational decision. In [15], LDR-based reserve policies consisting of a nominal
power schedule with a series of planned linear modification is proposed to accommodate fluctuating
renewable energy resources. These policies are time-coupled, which exploits the temporal correlation of
these prediction errors. The study showed that LDR-based reserve policies can reduce reserve operation
cost compared to existing standard reserve operation method. In [16], the authors proposed an
adjustable robust optimization approach to account for the uncertainty of renewable energy sources in
optimal power flow. The optimized solution has two part: (1) the base-point generation is calculated to
serve the forecast load which is not balanced by RES; and (2) the generation control using participation
factors ensures a feasible solution for all realizations of RES output within a prescribed uncertainty set.
However, both papers only applied the LDR method for one power system. Compared to stochastic
programming, robust optimization method only requires knowledge of the range of variation of the
uncertain parameters as opposed to an accurate specification of the uncertain parameter in stochastic
programming. Therefore, robust optimization has been gaining popularity for decision making under
uncertainty. In [18], the authors applied LDR-based reserve policies to the Web-of-Cells [19]. Firstly,
the study shows that the method works fine for a single cell operation, i.e., the power and energy
curve of batteries are within the capacity for any realized RES output. Then, three ad hoc cooperation
strategies of web-of-cells are studied and compared using the LDR method. The three cooperation
strategies include: (a) no cooperation between cells; (b) full cooperation between all cells; and (c) in
between these two extreme cases. The study shows that Strategy (a) has a clear disadvantage over
other two cooperation strategies.

Building forth on the previously developed work [18], this paper has two advancements: (1) It
develops a model that adapts the application of the LDR-based reserve policies to multiple-cell based
power systems rather than single-cell based power systems. Based on the proposed model, cross-cell
reserve allocation, indicating the cooperation scheme among cells, can be determined. The results
show that the involvement of the cross-cell reserve depends on the availability of reserve resources in
the local cell. (2) To facilitate the real time operation in the real system, the effects of different time
intervals on the LDR control policies are investigated in this paper. The investigation of the effects is

356



Energies 2018, 10, 381

made considering energy curves, power curves, and cost index of each discussed case. The remainder
of the paper is organized as follows. In Section 2, the optimization formulation for one and multiple
cell based power system is proposed, given the basic power system model. Comprehensive case
studies are performed in Section 3. Conclusions are drawn in Section 4.

2. Methodology

The methodology used for solving the robust optimal reserve allocation problem is introduced in
this section. The methodology is based on LDR, and can be applied to the operation of power systems,
which could be single-cell based or multiple-cell based. A single-cell based power system can be
considered as an isolated system, which could be an autonomous microgrid or a regional network.
A multiple-cell based power system consists of two or more cells linked via interconnectors between
each other. In the following subsections, the LDR based methodology is firstly proposed. Then,
the optimization problem regarding single-cell and multiple-cell based power systems are, respectively,
formulated using proposed methodology.

2.1. Basic Power System Model

A power system with various participants connected to a power grid is considered.
The participants of a power system could be production units, loads, or storage units, which either
inject power into or extract power from a node in the network. They are categorized into two types
in terms of power injection: participants with inelastic power injection and those with elastic power
injection. The inelastic power flows indicate the power flows of the participants cannot be regulated
by control signals. These participants could be certain loads and renewable generators, such as wind
turbines and PV panels. Regarding a participant i of this kind, the power injection into or extraction
from a network yi can be modeled as:

yi = ri + Giδ (1)

where ri ∈ RT indicates a nominal prediction of the power injection or extraction; T is the divided
discrete time steps of a planning time horizon, over which electricity can be traded on intra-day
markets [20]; δ ∈ RNδT is the random forecast error vector; Gi is a linear function used for mapping the
uncertainty δ to power flows; and Nδ is the number of elements in the uncertainty vector at a given
time. If the power flows of the participants can be perfectly predicted, the prediction error δ will
be zero.

The elastic power injection indicates that the power flows of the participants can be influenced by
control signals. In other words, the flexibility of these participants can be exploited and used to mitigate
the disturbance in the network. This can be achieved using the control signals determined by the
results of proper optimization. According to [15], the elastic power injections can be modeled as Cjxj,
where xj ∈ R

njT is a vector of future states of participant j, nj is the state dimension, and Cj ∈ R
T×njT

is the stacked output matrix used for selecting the needed element of the state vector xj. The future
state vector xj is given as:

xj = Ajx
j
0 + Bjuj (2)

where xj
0 is the current state of the participant j, uj ∈ RT is the control input to the elastic

power participant j for balancing the system, and Aj and Bj are the corresponding stacked state
transition matrices.

2.1.1. Constraints for Production Units

Different participants need to be limited by corresponding constraints. Regarding a production
unit at period t, which could be an inelastic or elastic power unit, the upper and lower bounds of the
power are imposed by the following constraints:
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Pmin
i ≤ yi ≤ Pmax

i (3)

Pmin
j ≤ Cjxj ≤ Pmax

j (4)

2.1.2. Constraints for Storage Units

Regarding a storage unit j, which could be a battery, an electric vehicle, etc., whose power injection
is elastic, the storage unit’s power and energy constraints need to be imposed:

Pmin
j ≤ Cjxj ≤ Pmax

j (5)

Emin
j ≤ Ej,t−1 + CjxjΔt ≤ Emax

j (6)

As all participants are connected to a network, the sum of all the inelastic power injection yi
and elastic power injection Cjxj has to be zero at all times t = 1, ..., T. This can be achieved using
an equality constraint:

Ninelas

∑
i=1

yi +
Nelas

∑
j=1

Cjxj = 0 (7)

where Ninelas is the number of the inelastic power participants in a network, and Nelas is the number of
the elastic power participants.

2.2. Linear Decision Rule Based Robust Optimization of Reserve Allocation

Inserting Equations (1) and (2) into Equation (7), the following equation can be obtained:

Ninelas

∑
i=1

(ri + Giδ) +
Nelas

∑
j=1

Cj(Ajx
j
0 + Bjuj) = 0 (8)

As mentioned, to keep power balance in a network, the power injection or extraction of the
inelastic power units, ∑Ninelas

i=1 (ri + Giδ), must be balanced by the power contribution of the elastic

power units, ∑Nelas
j=1 Cj(Ajx

j
0 + Bjuj), at any point in time. Regarding elastic power units, uj is the

control input that can regulate the power flow of the elastic power participant j. According to the LDR
method, control input signal uj can be expressed to policies of the affine form:

uj = Djδ + ej (9)

where uj is described by a nominal schedule ej ∈ RT plus a linear variation Dj ∈ RT×T , the nominal
schedule e is mainly used for balancing the nominal prediction of the inelastic power flows r, and D is
the dynamic response to the prediction errors δ. The matrix D defines a map from the uncertainty
into the realization of the power contribution of the elastic power units. In order for the use of future
disturbances to be causal, Dj takes the lower-triangular form.

2.3. One Cell-Based Reserve Allocation Model

In a one-cell based power system, the reserve allocation optimization problem is formulated as
a cost function as follows:

min E{∑
j∈φ

(αjPj(δ)
T Pj(δ) + β jPj(δ) + γj Ī)} (10)

where j ∈ φ indicates the elastic power participant; Pi is the power contribution of the participant; αj,
β j, and γj are stacked vectors of quadratic, linear, and constant coefficients of the cost function of the
power contribution, respectively; and Ī is a vector of all of them. This optimization problem is subject
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to system constraints, power constraints, and energy constraints, as mentioned in the previous section.
The power contribution of the elastic power participant can be given as:

Pj(δ) = Cjxj(δ) (11)

with the help of Equation (2), Pj(δ) can be further written as:

Pj(δ) = Cj(Ajx
j
0 + Bjuj) (12)

According to policies of the affine form, as given in Equation (9), the entire optimization problem in
Equation (10) becomes tractable due to the restricted variety of candidate uj.

Substituting Equation (12) into the objective function, i.e. Equation (10), the following form can
be obtained:

min E{ ∑
j∈φ

(αj(Cj(Ajx
j
0 + Bjuj))

T(Cj(Ajx
j
0 + Bjuj))

+ β jCj(Ajx
j
0 + Bj(Djδ + ej)) + γj Ī)} (13)

where uj can be further expressed as policies of the affine form, as shown in Equation (9); together
with an assumption that E[δ] = 0, the optimization problem can be written as:

min ∑
j∈φ

(
αj(aT

j aj + 〈DT
j bT

j bjDj,E[δδT ]〉) + β jaj + γj Ī
)

(14)

with

aj = Cj Ajx
j
0 + CjBjej (15)

bj = CjBj (16)

where 〈X, Y〉 is the trace of product X′Y; regarding the reformulation of the equality and inequality
constraints, the approach is similar to the one presented in [15,18].

2.4. Multiple Cells-Based Reserve Allocation Model

Compared to the single cell-based power system, the robust optimization of reserve allocation
using LDR in multiple cells-based is more complicated. An example of a three-cell power system is
shown in Figure 1. Each cell has its respective generations, loads, and storage units. Three cell are
connected with tie lines, as depicted in the Figure 1. Regarding the resources with flexibilities, such as
electric vehicles and batteries, it is assumed that a portfolio of all flexible energy-constrained resources
in one cell can be represented by an aggregator as a single unit.

Figure 1. An example of a three-cell small scale power system.
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In the WoC concept, local imbalances within a cell are supposed to be solved locally. Cells are not
necessarily supposed to be self-sufficient, but are required to have the balancing capability provided
by elastic power units for mitigating deviations from a given schedule. The basic concept of reserve
allocation in multi-cell-based power systems is that the local reserve provided by local elastic power
units is prioritized for handling of local imbalances, which is reflected in the cost function of each
available power unit. As long as local reserves can handle the local imbalances, no reserve is needed
from other cells. Cross-cell reserve allocation happens when the local resource cannot handle the
local imbalance.

Cells are managed by so-called Cell System Operators (CSOs), whose roles incorporate the tasks
of traditional Distribution and Transmission System Operators (DSOs and TSOs, respectively) [21].
A dedicated Cell Controller (CC) performs monitoring and automated balancing tasks. Each cell is
assigned one CC, which is managed by one CSO using bi-directional communication, as shown in
Figure 2. A CSO, on the other hand, may be responsible for more than one CC to allow for flexible
adaption to present-day grid partitioning and management schemes.

Among other tasks, CSOs procure reserves and send the schedules to the CCs, which automatically
carry out balancing tasks around the given setpoints and trajectories. As indicated in Figure 2,
information and measurements from each cell controller, including the prediction of the generation of
the renewables, availability of the elastic power units as well as their power and energy constraints,
information of loads, etc., are transferred to the cell operator, based on which the cell operator can
utilize the proposed optimization to distribute the control signals, i.e., the D and e presented in
Equation (9), for each cell controller to allocate the reserve in each cell.

Figure 2. Control system architecture.

The reserve optimization problem for multiple-cell based power system can be generally
formulated as:

min E

{
∑

l∈φcell

∑
j∈φl

∑
m∈φcell,l 
=m

(
α

j
l,l P

j
l,l(δ)

T Pj
l,l(δ) + β

j
l,l P

j
l,l(δ)

+ γ
j
l,l Ī + vj

l,m(α
j
l,mPj

l,m(δ)
T Pj

l,m(δ) + β
j
l,mPj

l,m(δ) + γ
j
l,m Ī)

)}
(17)

where l and m indicate the cell indices; j is the participant involved in the reserve allocation; φcell and
φl are the sets of cell and participants in cell l, respectively; Pl,l is the allocated resource in cell l
that is reserved for the imbalance in cell l; and Pl,m is resource that is reserved from cell l to cell m,
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also called the cross-cell reserve service. Finally, vj
l,m is a binary decision variable used for determining

the involvement of the cross-cell reserve allocation:

vj
l,m =

{
0 Pj

l,l(δmax) >= Pj
max

1 Pj
l,l(δmax) < Pj

max
(18)

Similar to Equation (12), Pl,l and Pl,m can be expressed as:

Pj
l,l(δ) = Cj

l,l(Aj
l,l x

j
0,l,l + Bj

l,lu
j
l,l) (19)

Pj
l,m(δ) = Cj

l,m(Aj
l,mxj

0,l,m + Bj
l,mu

j
l,m) (20)

According to the LDR method, u
j
l,l and u

j
l,m can be expressed as:

u
j
l,l = Dj

l,lδ + ej
l,l (21)

u
j
l,m = Dj

l,mδ + ej
l,m (22)

where participant j’s power schedule in local cell u
j
l,l is determined by a nominal schedule ej

l,l , a linear

variation Dj
l,l and predication errors δ. Similarly, expression of u

j
l,m can be obtained. Together with the

assumption that E[δ] = 0, the optimization problem can be written as:

min ∑
l∈φcell

∑
j∈φl

∑
m∈φcell,l 
=m

((
α

j
l,l((aj

l,l)
Taj

l,l

+ 〈(Dj
l,l)

T(bj
l,l)

Tbj
l,l D

j
l,l ,E[δδT ]〉) + β

j
l,l a

j
l,l + γ

j
l,l Ī
)

+ vj
l,m

(
α

j
l,m((aj

l,m)
Taj

l,m + 〈(Dj
l,m)

T(bj
l,m)

Tbj
l,mDj

l,m,E[δδT ]〉)

+ β
j
l,maj

l,m + γ
j
l,m Ī
))

(23)

with

aj
l,l = Cj

l,l A
j
l,l x

j
0,l,l + Cj

l,l B
j
l,l e

j
l,l (24)

bj
l,l = Cj

l,l B
j
l,l (25)

aj
l,m = Cj

l,m Aj
l,mxj

0,l,m + Cj
l,mBj

l,mej
l,m (26)

bj
l,m = Cj

l,mBj
l,m (27)

Equation (23) establishes an overall optimization for a multiple-cell based power system. To solve
the one-cell and three-cell optimization problems, YALMIP, a toolbox in MATLAB, is used [22,23].

3. Case Studies

In this section, several case studies are carried out. The setup is based on a configuration of
SYSLAB, which is a laboratory testing facility for Smart Grid concepts located at the Risø campus of
the Technical University of Denmark.

3.1. SYSLAB System

Figure 3 shows the SYSLAB facility [24,25], which is a 400 V three-phase grid designed for studying
advanced grid control and communication concepts. The facility has 16 busbars and 116 automated
coupling points. A wide range of distributed energy resources, such as wind turbines, solar panels,
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electric vehicles, etc., can be remotely operated via a distributed monitoring and control platform.
Because of the very flexible connection interface of the busbars, various topologies of the system can
be configured and operated. Division of the cells in the system can also be flexible and different from
the one shown in Figure 3.
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Figure 3. SYSLAB layouts for the two test cases. Devices and lines used in the one-cell case are marked
in red. Additional components for the three-cell case are indicated in orange.

3.2. One Cell-Based Simulation

Figure 4 shows one-cell based isolated system, which comprises a battery, a solar PV, an EV,
and a mobile load. The mobile load is used for imitating a typical residential electric load profile.
The imbalance in the system is mainly caused by the difference between the fluctuated PV generation
and the electric load demand. In this system, the inelastic power unit is the PV panel, whose power
generation cannot be regulated by control signals. The EV and the battery act as elastic power units,
which can provide reserve service due to their controllability of the power flow. The simulation is
carried out for 30 min from 11:30 to 12:00. The time interval is chosen to be 3 min, and the horizon
length therefore is 10.

Figure 4. One-cell based system.
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From the simulation, the policies for the reserve allocation, i.e., the matrix D introduced in
Section 2, of the battery and the EV are presented in Figure 5. As described in Section 2.2, D is a
lower-triangular matrix that defines a map from the uncertainty to the realization of power contribution
of a reserve participant. The matrix is visualized in Figure 5 for both the battery and the EV. According
to Equation (9), the dynamic response to the prediction errors at time instant t is determined by
[Dj]t,0, [Dj]t,1, ..., [Dj]t,t, which are the elements in row t in the figure. The battery is allocated with
more reserve than the reserve allocation contributed by the EV. This is because the battery has a wider
power range and larger capacity. Furthermore, the reserve cost of the policy based scheme over the
simulation period is compared to that of a flexible-rate scheme. Flexible rate scheme is commonly
used for reserve optimization [15,26]. In this paper, the results given by flexible rate scheme act as a
reference case. The differences between the two schemes are summarized as follows:

1. Flexible-rate reserves [15]: Dj is a diagonal matrix. This indicates the best possible response to
uncertainty without time coupling. The previous uncertainty therefore has no impact on the
present operation because the causality of the uncertainty is omitted. The optimization is over
the elements of ej and the diagonal parts of Dj.

2. Policy-based reserves: Compared to the above scheme, this scheme considers the time coupling
by taking Dj as the lower-triangular form. It allows full exploitation of the information that will
be available at each time step when the reserve is deployed.
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Figure 5. Policy of reserve allocation for one-cell system with time interval of 3 min.

The comparison results regarding the two schemes are given in Table 1. It is shown that the cost
index given by the policy-based reserve is smaller than that given by the flexible-rate reserve. This is
due to the full exploitation of the covariance matrix using the lower-triangular form of D. From the
viewpoint of optimization, the feasibility region of D is larger for policy-based reserves, which gives
the optimization more opportunity to find better results.

3.3. Three Cells-Based Simulation

A three-cell based isolated system is presented in Figure 6. Cell 1 has a vanadium battery
described in Table 2 and an Aircon wind turbine that has a maximum power generation of 9.8 kW.
Cell 2 comprises an EV and a solar panel. Cell 3 only has a mobile load in it. The basic idea of the
co-operation is that the local imbalance has priority to be handled by using local reserve, while the
cross-cell reserve is allocated only when there is a need. To demonstrate the co-operation of multiple
cells, two scenarios are developed by setting the maximum power availability of EV. A three-hour
simulation is carried out. The horizon length is set to 12, and the time interval is 15 min.
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Figure 6. Three-cell based system.

Table 1. Comparison of cost index regarding different time intervals.

Case
Simulation Time Horizon Cost Index of Cost Index of
Duration Interval Length Policy-Based Reserve Flexible-Rate Reserve

1 30 min 2 min 15 30.51 30.62
2 30 min 3 min 10 30.20 30.29
3 30 min 5 min 6 29.97 30.04

Table 2. Properties of devices used in the one-cell system.

Device Test Case Pnom (kW) Pmin (kW) Pmax (kW) Description

Solar 1, 3 Cell 10.1 0.0 10.1 Orientation
az. 180◦, el. 40◦

Battery 1, 3 Cell 0.0 −15.0 15 Vanadium redox flow type
190 kWh, initial state of charge is 50%

EV 1, 3 Cell 0.0 −2.0 2.0 Bidirectional charger
20 kWh, initial state of charge is 50%

Mob. Load 1, 3 Cell −33.0 −33.0 0.0 Thyristor-contr.

Aircon 3-Cell 9.8 0.0 9.8 Wind turbine

3.3.1. Scenario 1

In this scenario, Pmin and Pmax of the EV are set to −15 kW and 15 kW, respectively. With this
power availability, the imbalance in Cell 2 caused by the fluctuated power generation of the PV panel
can be handled locally. Similarly, Cell 1 can also handle its local imbalance due to the large power
capacity of the vanadium battery. Therefore, it is expected that there will be no cross-cell reserve
allocation between Cell 1 and Cell 2. Cell 3, however, has only an inelastic power unit, which is
the mobile load that represents the residential electric load demand. As it is assumed that the load
profile can be precisely predicted, there is no reserve allocation between Cell 3 and other cells, but only
nominal schedule e13 and e23 exist for supporting the residential load. Figure 7 shows the simulation
results of Scenario 1. Because of the sufficient flexibility in each cell, the cross-cell reserve allocation
does not exist, which leads to D12 = 0 and D21 = 0, as depicted in the figure. The imbalances inside
Cell 1 and Cell 2 are all handled in their own cell; it can be seen that D11 = I and D22 = I, indicating
that the predication errors in the two cells are fully compensated using the vanadium battery and the
EV in their respective cells.
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Figure 7. Policy of reserve allocation for three-cell power system in Scenario 1.

3.3.2. Scenario 2

To create the need for cross-cell reserve allocation, in Scenario 2, the Pmin and Pmax of the EV in
Cell 2 are set to −5 kW and 5 kW, respectively. In this case, the local reserve in Cell 2 cannot handle the
fluctuated power generation of the PV. Therefore, reserve allocation from Cell 1 to Cell 2 is necessary.
In other words, the elastic resource in Cell 1 needs to be utilized to support the compensation of the
predication errors in Cell 2. For that purpose, the vanadium battery in Cell 1 is divided virtually into
two parts. One part, corresponding to D11, is used for allocating the reserve for the imbalance in Cell 1.
The other part, corresponding to D12, is to reserve the imbalance in Cell 2. This reserve might be the
power flow across Cells 1 and 2 via the tie line 1–2. The simulation results are presented in Figure 8.
In Cell 1, the local reserve is sufficient for handling the local imbalance, the D matrix for Cell 1 is
D11 = I. The imbalance in Cell 2, as expected, is covered by local reserve in Cell 2 and some reserve
from Cell 1, as can be seen in Figure 8 that D12 + D22 = I.
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Figure 8. Policy of reserve allocation for three-cell power system in Scenario 2.

3.4. Impact of Time Interval

According to Equations (14) and (23), the optimization formulations depend on the covariances
of the historic imbalance signals E[δδT ]. The covariances of the historic imbalance further depend on
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the time interval that is used in the simulation and even real time operation. Three cases are carried
out based on the one-cell system shown in Figure 4. The configurations of the three cases are given in
Table 1. The simulation duration is set to 30 min for all three cases. A simulation with time interval
of 3 min is introduced in Section 3.2, while the policy results of a simulation with time intervals of
2 min and 5 min are given in Table 1. Then, a comparison is made based on the time intervals that
are less and more than 3 min. Combining the results presented in Section 3.2, the cost indices of the
three cases are presented in Table 1. It is noted that the cost index decreases with the increased time
interval. This is because the calculation of the covariance of historic imbalance is determined by the
time interval. Furthermore, the effects of the time interval on power and energy curves are depicted in
Figure 9 based on the renewable inputs and load profile in a specific day. Only the battery curves are
presented as an example. It is shown that the power and energy curves contain more information when
the time interval is smaller. A longer time interval will smooth the prediction errors of the historic data.
This will finally reduce the needed reserve and cost. Longer time intervals can reduce the computation
time. However, due to the average operation of the prediction errors, time intervals that are too long
might result in inaccurate optimization results, i.e., insufficient reserves. On the other hand, shorter
time intervals can make the results more reliable, but the computation time will increase accordingly.
In real time operation, it is important to choose a proper time interval to make a trade off.

Table 1 presents the comparison of the cost index given by two schemes. It is shown that the cost
index of flexible-rate reserve is higher than that of policy-based reserve for all three cases. The cost
saving is important because the presented results are obtained from the 30 min simulation. The cost
saving of the policy-based reserve will further increase in accordance with the increasing scale and the
operation duration of the system.
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Figure 9. Energy and power curves of battery.

4. Discussion and Conclusions

Linear decision rule-based control policy for coordinating reserve allocation to the ELECTRA
Web-of-Cells system architecture has been developed, implemented, demonstrated, and applied to a
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three-cell based power system. It has been demonstrated that control policies based on linear decision
rules are well suited for integration of distributed energy resources which have flexibility in balancing
control, and the robust allocation method is applicable to realistic imbalance signals. Furthermore,
it is concluded that a proper time interval selection is important in the linear decision rules-based
application. We note that this method relies on several inputs such as: (a) the covariance information
of historical data; and (b) the predicted base power production and the prediction error bound of the
inelastic power injection, which needs to be improved in the near future. In addition, when adapting
the method into real cases, the cost function of elastic power units that represents the balancing service
provision should be carefully designed.
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Nomenclature

Indices

i Index of inelastic participant.
j Index of elastic participant.
l, m Index of cell.

Variable and Parameters

δ Random forecast error vector.
ej Participant j’s nominal elastic power.
ri Nominal prediction of power injection or extraction of participant i.
uj Stacked vector of participant j’s future control inputs.
xj Stacked vector of participant j’s future states.
xj

0 Vector of participant j’s current states.
yi Power injection or extraction of inelastic participant i.
Aj Stacked state transition matrix for participant j.
Bj Stacked state transition matrix for participant j.
Cj Stacked output matrix for participant j.
Dj Matrix adjusting power in response to δ.
Gi Map from uncertainty to inelastic power injection.
T Length of time horizon in steps.
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Abstract: This paper describes a minimum cost network flow model for the aggregated control of
deferrable load profiles. The load aggregator responds to indicative energy price information and uses
this model to formulate and submit a flexibility bid to a high-resolution real-time balancing market,
as proposed by the SmartNet project. This bid represents the possibility of the cluster of deferrable
loads to deviate from the scheduled consumption, in case the bid is accepted. When formulating
this bid, the model is able to take into account the discretized power profiles of the individual loads.
The solution of this type of aggregation problems is necessary for the participation of small loads in
demand response programs, but scalability can be an issue. The minimum cost network flow
problem belongs to a restricted class of discrete optimization problems for which efficient and
scalable algorithms exist. Thanks to its scalability, this technique can be useful in the control of
a large number of smart appliances in future real-time balancing markets. The technique is
efficient enough to be employed by an aggregation module with limited computational resources.
Alternatively, when indicative price information is not made available by the system operator,
the technique can be combined with an external forecast in order to minimize possible imbalance costs.

Keywords: demand response; real-time balancing market; elastic demand bids; shiftable loads

1. Introduction

Stimulated by financial and regulatory incentives in an effort to reduce carbon emissions,
some countries have experienced rapid growth in renewable energy sources such as wind and solar,
which are clean, but intermittent. In order to balance the supply and demand of electrical energy,
the power grid relies largely on dispatchable generation provided by conventional hydro- or
carbon-based technologies. This balance must be kept at all times.

In the initial stages of the energy transition, not much needed to change, since the larger part of
the energy mix still consisted of dispatchable generators. This becomes more difficult in a scenario with
a very high penetration of intermittent renewable sources. One possible solution is to provide more
flexible and controllable consumption in order to compensate for the loss of controllability on the
generation side, in what is called demand response (DR) [1,2]. For the purpose of balancing the
power grid, a reduction in power consumption is equivalent to an increase in generation. Conversely,
an increase in power consumption is equivalent to a decrease in generation. Demand response can
be offered in many forms and traded bilaterally or offered to the best buyer in organized energy
markets [3].

More efficient energy markets play an important role in this energy transition. Usually, energy is
traded separately for each hourly time slot. The higher volatility arising from short-term uncertainties
associated with renewable energy sources increases the importance of energy trading being
conducted at smaller time slots and closer to delivery, approximating a continuously-traded real-time
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market (RTM). Without solving the intrinsic volatility problem, these more refined markets at least do
not ignore the intra-hour variations in energy prices, exposing all participants to a price that is as close
as it is technically possible to an ideal real-time price. In an ideal scenario, the matching between elastic
supply and elastic demand of energy would be achieved at every time slot, and this would mitigate
price shocks, with dispatchable generators and flexible consumption adjusting to the fluctuations of
renewables, following a price indication that is continuously updated.

Unfortunately, flexible demand participation is not yet the current situation in energy markets,
as the large majority of consumers are exposed to a fixed price energy contract, which does not reflect
the immediate price signals. Many consumers also lack the smart metering capabilities that would
enable them to engage in more dynamic energy contracts with their suppliers. There is a need to
improve wholesale energy markets so that more energy retailers and their customers can respond to
price signals.

In the meantime, flexibility aggregators arose as a new market player that has more freedom to
engage in customized agreements with suitable flexibility providers. The aggregator core business is to
manage a flexibility pool large enough and controllable enough to participate in existing balancing
reserve programs with the system operators. Alternatively, the aggregator can decide to sell its
flexibility to balancing responsible parties (BRPs) under bilateral agreements. There are many possible
mechanisms for an aggregator to market its flexibility, but there are also technical problems resulting
from the uncoordinated activation of flexibility by different actors. An integrated market framework
operating close to real-time could serve as a common platform for all these different actors, which
could transact flexibility in a transparent manner and on an equal level.

In the context of the the SmartNet project, such a market is proposed [4] and employed in order to
simulate the procurement of flexibility from transmission system operators (TSOs) and distribution
system operators (DSOs). Different coordination schemes were proposed, described in detail in the
SmartNet deliverable D1.3 [5]. Different aggregator techniques were implemented in the project [6],
usually associated with a specific device technology, such as battery storage or combined heat and
power (CHPs) units. These aggregation models build on the physical characteristics of a specific
device or their aggregated characteristics.

The alternative approach is not to delimit a particular device technology, but to define an abstract
model used to represent a number of different devices. In this paper, we focus on a model that
represents loads with a fixed power profile, which are non-interruptible, but deferrable. The only
way to obtain flexibility from these devices is to defer their activation to a different time.

This model can be useful for incorporating wet appliances as flexible loads controlled by an
aggregator. Wet appliances consist of domestic appliances such as washing machines, dishwashers
and tumble driers. The power profiles can reflect the dynamics of the device, requesting more or less
power at different stages of operation, for instance during the spinning cycle of a washing machine.

Similar concepts are described in the literature with the name of shiftable loads, or deferrable
loads with deadlines [7]. However, these models allow a device to reallocate energy consumption
between different time slots, provided that the total energy required to complete an associated task is
attained before a deadline. Some models also incorporate ramping constraints, charging rates or other
device-specific constraints.

In the definition of deferrable load profile adopted in this paper, on the other hand, it is not
possible to modify the energy consumption profile of a single device following its activation, which is
completely determined by its fixed power profile.

The use of a discrete power profile is motivated by the fine-grained resolution of the SmartNet RTM
and the increasing availability of disaggregated home appliance data [8]. We see in Figure 1 a representative
power profile for a tumble-dryer. Wet appliances can provide flexibility [9], and the cost is low, provided
that the delay in finishing their tasks is tolerable for the users.
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Figure 1. GE-WSM2420D3WW power profile.

In order to handle effectively a large number of loads with similar characteristics, the proposed
method groups them by load profile and time of activation and places them in a waiting buffer.
This buffer is filled up or emptied according to the objectives of the aggregator and respecting a
maximum time delay tolerance. In analogy with a storage device, the aggregator produces flexibility
by ‘charging’ or ‘discharging’ a buffer of deferrable loads. Different from energy storage, the decision
to charge or discharge the waiting buffer will affect the energy consumption not only in the immediate
time slot, but also in subsequent time slots, since each activated load will follow its fixed power profile
until its termination.

From a market point of view, large storage capacity would allow energy to be treated as a more
persistent commodity. The cumulative effect of aggregators and storage owners buying and storing
inexpensive energy in order to be sold at a profit at a more expensive time slot would eventually
reduce price swings. This would be beneficial to the stability of the power grid, especially in a scenario
with a high penetration of renewable generation. A cluster of shiftable loads is capable of behaving in
a similar fashion, while avoiding investment in storage technologies.

In order to keep maximum delays tolerable for the users, the model proposed in this paper will
enforce deadlines in each shiftable load. The aggregator will cycle loads in the buffer in order to
always have enough stored loads, while preventing loads already waiting in the buffer from exceeding
their maximum delay tolerance. At every market iteration, the aggregator will formulate a scheduling
plan for the expected incoming loads and the loads already in the buffer. It will be shown that this
combinatorial problem is a network flow model that can be solved very efficiently. This is a very useful
property, given the large number of participating loads necessary in order to produce flexibility in a
volume high enough to participate in energy markets.

Paper Organization

The rest of the paper is organized as follows. In Section 2, we will establish a simplified market
design that will be assumed by the load control technique. The imbalance settlement conditions on
this simplified market will be reviewed. The deferrable load model used to produce flexibility will be
described in more detail. Next, the buffer model used by the aggregator to manage a cluster of
deferrable load profiles will be described, with the inputs assumed by the aggregator. Finally,
some properties of the network flow model will be reviewed in order to give performance indications
of the proposed method.

In Section 3, we will illustrate the buffer model employed by the aggregator using indicative price
data from an existing real-time balancing market.
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We conclude in Section 4, indicating some future lines of investigation.

2. Proposed Framework

2.1. Assumed Market Design

Electrical energy is traded in successive markets well in advance of physical delivery. Starting
from long-term bilateral contracts between energy suppliers and retailers, there is a sequence of
time-scales in which energy is traded. This complex structure of cascading markets is important to
provide continuous adjustments and updates between the involved market participants, especially in
a scenario with a high penetration of renewables.

One of the most important energy markets is the day-ahead market (DAM), which takes place
one day before delivery and trades energy for a particular country or region at every given hour
slot in the next day. The most prevalent time resolution for the DAM in Europe is 1 h, but in some
countries, it is possible to trade energy in the DAM in blocks of 30 min, followed by other more
granular trading opportunities in continuous intra-day markets (CIM). These two markets are still
evolving, and they are the target of many harmonization initiatives, both EU and industry driven.

As we get closer to real-time, grid congestion might cause a price discrepancy between different
nodes of the transmission network. In some regions of the U.S., Canada and in Australia, the market
operator offers a last trading possibility in a faster nodal real-time balancing market, featuring a rolling
window with 5-min dispatch intervals [10]. These markets are more complicated, but also reflect more
accurately the true price of energy at a given node of the network.

Without going into the details of energy markets (see more in [11]), we now present a simplified
market design similar to what is proposed in SmartNet. This design strikes a balance between existing
mechanisms, adopted for day-ahead energy procurement and imbalance settlement, and the proposed
SmartNet RTM [4]. Market design decisions are important since they affect the bidding strategy
used by the aggregator.

We assume that our aggregator is a demand response provider that offers flexibility from the
activation of aggregated loads. There are different arrangements currently in place for demand-side
participation in the energy markets. A review of existing DR programs can be found in [12].
The approach adopted in SmartNet is consistent with [13], which recommends that the best
mechanism to put DR into the market is by offering it in real-time markets, on the same level with
generation resources, respecting the symmetric treatment between supply and demand.

We assume that the aggregator is responsible for managing a nomination position with the system
operator, which means that he/she is associated with a balancing responsible party (BRP), a legal
entity expected to submit updated energy nominations and be penalized or compensated later for
the discrepancies between reported nominations and the realized consumption. We assume that the
aggregator has acquired energy in previous markets, which is in line with the forecast consumption
of his/her fixed load consumers and his/her flexible consumers. The demand of the fixed load
component can be modeled using conventional load forecasting techniques and will not be considered
in this paper. We will only consider consumption forecast of the cluster of shiftable profiles, which is
assumed to be controllable.

In any case, close to real time, there will be a mismatch between the total energy consumption
and the nominated amounts in each time slot, which represents the amount of energy the aggregator is
entitled to consume. Close to real time, we assume that the aggregator is provided with new price
information from the system operator, and it will have the opportunity to modify its nomination in a
sequence of iterations of a fast real-time market (RTM).

Prices and nominations are managed independently for each time slot. We assume the RTM
has a rolling time-window, and at frequent intervals, it offers the possibility to update nominations;
as a result of each market clearing, it obtains new prices. We assume that the final price for each
time slot will be assumed as the final imbalance price, and it will be used to penalize or compensate
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the aggregator ex post for any deviations between its final nomination and the final consumption.
This final price, however, is only known precisely after the corresponding time slot elapses. The RTM
mechanism gives only an indication of it.

In Figure 2, we see a diagram illustrating the successive bidding process. Each row indicates a
different iteration of the RTM. The first square indicates the time in which the RTM is running.
Each RTM iteration only allows trading to be conducted for the time slots indicated by the lighter
squares, which define the current trading window. The current bid is formulated only for the current
trading window. At every new market clearing, if the bid is accepted, the nominations of those
particular slots are updated.

32.1

34.3

34.3

31.3

Figure 2. The rolling window mechanism.

In the figure, we indicate prices for one particular time slot. Notice that the energy price in the slot
gets updated by the iterations of the RTM represented by the first and second rows. In the third row,
the RTM last price is assumed to be final, and it is not possible to trade that particular slot anymore.
The final imbalance price will be defined ex post.

For simplicity, we ignore time resolution differences, and we assume that previous nominations
from the DAM, nomination updates from the RTM iterations and the final imbalance calculations are
all provided in the same resolution. Previous nominations from the DAM will be corrected in the
RTM iterations.

We assume the aggregator is a price-taker, unable to influence prices. This assumption must be
carefully considered in case this market represents a smaller size of market restricted to a particular
node of the transmission grid.

We assume that at each market clearing the system operator shares indicative price information,
and this can be used as a look-ahead mechanism by the participants. However, when bidding,
the participant is always uncertain of the actual clearing prices. When submitting a bid, the participant
must assign a price to it. In the case of a bid requesting to buy (sell) energy, the bid will be accepted
only if the clearing price of the current iteration is above (below) the clearing price. This process
repeats in every market iteration.

In existing RTMs, the market clearing proceeds independently for each time slot. If the aggregator
is interested in bidding for a range of slots, there is a risk that some slots get accepted, and some of
them do not. To avoid this situation, in the proposed SmartNet market, it is possible to update the
nominations in blocks, in what is known as a block bid. In existing markets, block bids are used in the
DAM, but not in RTM, given the higher complexity of the market clearing procedure.

We assume that the market clearing uses a “pay-as-clear” mechanism, remunerating all accepted
bids according to the same prices. This mechanism provides an incentive for the aggregators to submit
their true costs in their bids and simplifies the bid formation process.

For instance, if in Figure 2, in the first iteration of the market, the aggregator bids to buy energy for
Slot 7 with a price of 40.0, the bid will be accepted, and the aggregator will pay 32.1, given that this is
the clearing price. The new clearing prices are not known at the beginning of that market iteration. If it
attempted to buy energy for the same slot in the next price iteration, the aggregator would have paid
34.3. If the bid price were 33, the bid would be accepted if placed in the first market iteration, but it
would be rejected if it were placed only in the second market iteration, since clearing prices increased
a bit and are now above the bid price.
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In another departure from existing RTMs, the gate closure on the SmartNet RTM is sufficiently
close to the operation. This allows the aggregator to submit bids requesting nomination changes only
a couple of time steps before execution.

2.2. Conditions on Imbalance Settlement

After the last market clearing, indicated in the second row of Figure 2, there can be further
adjustments that will include the costs of conventional reserves, depending on the actual net
consumption and generation of all participants. This is indicated for one particular time slot in
the fourth row of Figure 2. This will be only known ex post and will form the imbalance prices.
Any deviations on the part of the aggregator in relation to its last reported nomination,
either voluntary or involuntary, will be settled at these prices. The aggregator will get paid for
any excess nomination not consumed and will be requested to pay for any energy used in excess of its
nomination for a particular slot.

This opens the possibility that the aggregator decides to mobilize its demand response resources
in order to collect payments or minimize any charges on him/her in the imbalance settlement, using
the imbalance mechanism as a ‘spot market’, even after the last gate closure. This possibility implies
that when formulating its bids, the aggregator must take into account the opportunity costs or profits
that would result if this flexibility were carried to imbalance.

We will assume that these opportunity costs are used to form the bid price. However, these
potential gains expected in the imbalance markets must be properly discounted, since the high price
volatility and the lack of information about the final state of the system can expose the participant to
losses. We assume that this is an incentive for the aggregator to bid in the RTM and update its
nomination, in case the bid is accepted, as opposed to maintaining a deliberate imbalance in relation to
a previous nomination.

There are some similarities between the SmartNet proposed RTM and real-time balancing markets
currently in operation in the U.S. and other countries. Each one of these existing markets, however,
has its own design choices and limitations.

Ercot is the ISO responsible for managing most of Texas, and it allows load participation in its
real-time security-constrained economic dispatch (SCED) market. Ercot publishes indicative price
information for the SCED, which we will use in the next sections to illustrate the proposed technique
used by the aggregator on the control of deferrable load profiles.

2.3. Deferrable Load Profile Representation

There are different definitions of responsive loads in the literature. As described briefly in Section 1,
we adopted a more restricted definition of load flexibility where the load profiles are fixed, the loads are
non-interruptible and only the choice of the time of activation of the device can provide flexibility.
In [14], this kind of flexible load is defined as a shiftable profile. In [15], this shiftable load model
is classified as non-interruptible and deferrable. Most studies do not consider the shape of these
flexible loads, either considering the load profile as any profile that delivers a certain amount of energy
before a deadline or as a constant power profile. The choice of a model with a discrete power profile
representation suits the resolution of the RTM implemented in SmartNet, which is assumed to use
5-min time slots.

The strategy employed by the aggregator to manage a cluster of loads expected to arrive at
different times of the day is to build a buffer of loads, and this buffer is “charged” or “discharged”
in order to reduce or increase the power demand for one or more time slots. At the beginning of the bid
construction, we assume the buffer has some loads present on it, in order to have some discharge
power. Opposite the battery system, the discharge of this buffer will increase the energy consumption.
The process is complicated by the inter-temporal power profile of the device.

Other works, such as [15], employ shiftable loads in the context of a residential consumer
reacting to real-time energy prices. The small scale of the planning problem allows each deferrable
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device to be modeled individually, for every possible starting position. The difference in this work is
that the aggregator possibly controls hundreds of similar devices arriving at the same time slot
and is still able to solve a combinatorial problem efficiently by using the network model described in
in Section 2.5. This model will cluster together devices that arrive in each time slot and will provide an
optimal load activation schedule in relation to the latest price information.

As happens in general for shiftable loads, the flexibility possible with this kind of device is not
easily translated to the interfaces offered by current market design. The value of a task spanning several
time steps is associated with the completion of the task, and not its individual energy consumption
slots. Current market design usually requires that the participants submit independent price/quantity
pairs for each slot.

Shiftable profiles, as well as other sources of flexibility exhibit strong inter-temporal constraints
that cannot be easily represented by independent price and quantity pairs. In order to solve this,
the proposed SmartNet RTM supports a number of complex bids [4], which we will adopt instead of
dealing with the stochastic problems usually employed in optimal bidding [7,16,17].

In this paper, we will focus on a block bid, a bid in which nomination updates at different time
slots are submitted together in the same bid, and accepted or rejected in block by the market operator.
We will assume the bid is discrete and non-curtailable, that is it cannot be accepted in a fraction.
Current market design usually requires bids to be curtailable, being partially accepted within an
informed range. We also assume that the price of this update can be established for the whole block,
a condition that is similar to minimum income constraints employed in some DAMs. The market
clearing procedure is free to accept or reject the whole block. This bid is, however, quite restrictive,
and it adds more complexity to the market clearing algorithms utilized by the market operator.

2.4. Initial Setup of Deferrable Load Profiles

The initial setup is as follows. The aggregator starts planning for the current trade window taking
into account loads that arrived in a previous iteration of the RTM, but remained inactive. These units
were directed to a buffer, to a slot corresponding to their remaining allowed delay, and will now be
scheduled to a compatible time slot. The aggregator also estimates the number of deferrable loads that
will be joining in the current trade window. These loads, likewise, will be rescheduled to a compatible
time slot or carried to the next iteration. Loads can be activated as soon as they join the system, up to a
maximum delay Δs.

The current trade window is assumed to have length Δt. For simplicity, we assume that Δs ≤ Δt.
We assume in this paper homogeneous loads with a fixed load profile Lp, with Lp > 0 for p ∈ [0, Δp).
We use Δp to represent the length of the power profile, and we assume that Δp ≤ Δt.

We will assume that at the start of a new iteration of the RTM, the buffer has enough loads
in order to allow a flexibility bid to be formulated in both directions. An empty buffer, for instance,
would only allow downward flexibility to be offered in the first time slots. A half-full buffer would
allow both directions to be offered.

Our initial data are summarized in Table 1. For simplicity, the index ranges are relative to the time
step in which the market is running.

Table 1. Initial data.

Input Data Description

λt Price information t ∈ [0, Δt + Δp − 1)
f̃t Number of loads expected to join u ∈ [0, Δt)
b̃s Number of loads in buffer slot s ∈ [0, Δs)

The most important input is represented by λt, which should contain the indicative prices from a
previous real-time market iteration. We assume that this price information extends beyond the end of
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the current window in order to estimate costs from imbalances carried beyond the currently traded
time window. For instance, loads starting in the last time slot at Δt − 1 will extend a power profile of
size Δp − 1 outside of the currently traded time window.

We assume that the planning is deterministic and that f̃t contains the expected number of loads to
join in every time slot. In reality, the number of loads joining the system will be random, and this will
cause an imbalance position, which can be mitigated by the use of the cluster flexibility. For simplicity,
we will not deal with this important aspect in this paper.

The buffer slots b̃s keep track of the number of loads that arrived before the current trading window
and are waiting to be activated. Deferred loads in the buffer are sorted according to arrival time,
with the index s indicating the remaining delay tolerated by loads in that buffer slot. All loads in b̃0,
for instance, must be immediately activated, since they have already waited the maximum allowed
delay, Δs.

The nomination at the beginning of the current bidding comes from the energy bought in the
DAM. This nomination vector gets modified by successive iterations of the RTM, as established in
Section 2.1.

Most of the energy nomination reserved for the day is already committed to loads activated
before the current market iteration. In Table 2 a distinction is made between the total nomination and
the controllable nomination, still available to be changed. In Figure 3, the controllable nomination
is indicated by the lighter bars, represented by Q̃t. The figure illustrates a market iteration at Time
Step 222. The trading window is indicated by the black vertical lines. Past the trading window, there is
still controllable nomination corresponding to consumption that can still change depending on the
scheduling performed in the current market iteration. Finally, we have a section of the nomination
vector indicated by darker bars that represents the consumption of loads expected to arrive only after
the end of the trading window.

Table 2. Initial nomination data.

Input Data Description

Ñt Total nomination with t ∈ [0, Δt + Δp − 1)
Q̃t Controllable nomination t ∈ [0, Δt + Δp − 1)

Figure 3. Controllable and non-controllable nomination.
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The buffer starts the current market iteration with a certain distribution of units in different slots.
In Table 3, we define variables to model the flow of scheduled loads between the initial state of the
buffer and the planned schedule. This model is going to be used in the bid formulation to modify Q̃t.
The variables define how the units waiting in the buffer or expected to arrive in the current time
window will be distributed between possible times of activation. In the next section, we will show that
this formulation is a type of network flow problem.

Table 3. Main variables.

Variables Description

bst

Number of loads in the buffer slot s
scheduled to be activated in time slot t,
s ∈ [0, Δs), t ∈ [0, s]

fut

Number of loads expected in time slot u
rescheduled to a time slot t,
with u ∈ [0, Δt), t ∈ [u, max(Δt − 1, u + Δs)]

fub

Number of loads expected in the time slot u
that will be used to replenish the buffer,
with u ∈ [Δt − Δs, Δt)

In a network problem formulation, we have arcs that connect compatible nodes. In the definition of
bst, it is only necessary to consider the case with t ≤ s. Loads from the buffer slot b0, for instance,
must be activated immediately, while loads from the buffer slot bs can be scheduled to t ∈ [0, Δs].

In the definition of fut, loads expected at time slot u can only be rescheduled at a future time slot
that does not exceed the maximum delay Δs.

Finally, as explained for b̃s, part of the loads arriving at slots u will be able to replenish a buffer
slot corresponding to the remaining delay that the load can tolerate. Loads arriving in slot u can be
directed to the buffer slot s = Δs − (Δt − u).

It is convenient to define auxiliary expressions for the final buffer state and the number of loads
scheduled to start at a given time slot t. It is also useful to define an expression for the energy flexibility
in relation to all possible load rescheduling. These are defined in Table 4.

Table 4. Auxiliary expressions.

Auxiliaries Description

bs
Number of loads assigned to final buffer slot s
with s ∈ [0, Δs)

ft
Auxiliary variable containing the number of loads activated
in slot t of the rolling window, with t ∈ [0, Δt)

Et
Energy consumption flexibility at each time slot t,
with t ∈ [0, Δt + Δp − 1)

2.5. Flow-Based Formulation for the Flexibility

With the variables defined in the previous section, we proceed to define a flow-based model,
which will allow us to modulate the flexibility profile according to the indicative price signal.

To avoid the complexity of working with indices, we define As and At indicating compatible
arcs by the pairs (s, t) and (u, t), respectively.

As = {(s, t) | s, t ∈ [0, Δs) , t ≤ s} (1)

At = {(u, t) | u, t ∈ [0, Δt) , 0 ≤ t − u ≤ Δs} (2)
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The edge set As represents the connections between compatible buffer indices s and the time slots
t in which they can be scheduled to activate. The edge set At plays the same role for incoming loads
that are being rescheduled to a future time step in the current time window. We can link the auxiliary
expressions with the main variables through the following expressions:

bs = fūb, ∀s ∈ [0, Δs) (3)

with ū = Δt − (Δs − s)

ft = ∑
{s|(s,t)∈As}

bst + ∑
{u|(u,t)∈At}

fut, ∀t ∈ [0, Δt) (4)

Et = Q̃t −
Δt−1

∑
u=0

fuLt−u

N
, ∀t ∈ [0, Δt) (5)

In (3), for each final buffer slot s, there is a unique arrival time ū responsible for the loads
that contribute to it. Unscheduled loads will replenish the buffer and recover the system for a next
market iteration.

The loads activated at t, represented in (4), come from two sources. They are either coming from
the buffer or from loads arriving in the current window, and in both cases, they are constrained by the
tuple sets As and At.

In (5), we define our most important auxiliary expression, characterizing the energy flexibility
in terms of the main variables. The number N represents the number of time slots in one hour,
necessary to make the conversion from the power profiles to an energy consumption profile.

In order to simplify the summation, we assume that Lp is extended with zeros. We see that the
power profile of a cluster of similar devices is the convolution of the power profile of one device with
the activation schedule represented by ft.

The expression for Et will be expanded as a linear cost in the objective function of the bid
construction problem that follows. The objective function will have a fixed component and terms that
depend only on the main variables bst and fut.

max
bst , fut , fub

Δt+Δp−1

∑
t=0

λtEt

s. t.

∑
{t|(s,t)∈As}

bst = b̃s, ∀s ∈ [0, Δs) (6)

fub + ∑
{t|(u,t)∈At}

fut = f̃u, ∀u ∈ [0, Δt) (7)

bs = b̃s, ∀s ∈ [0, Δs) (8)

with ū = Δt − (Δs − s)

bst, fut, fub ∈ Z≥0 (9)

In (6) and (7), we require that the loads in the waiting buffer and the loads expected to arrive are
spread into arcs that lead to compatible time slots.

The term fub in (7) can be seen as a remainder. Incoming loads not scheduled to be activated in
some compatible time slot will replenish the final state buffer, as already indicated in (3).

In (8), we restrict the search of flexibility profiles within those reschedules that put the final
buffer in the same condition as the starting buffer. These cyclic boundary conditions will prevent the
bidding process from exploiting the buffer in order to maximize the value of the current bid, while
compromising its availability in future market iterations.

Notice that in the objective function, some of the imbalance is expected in time slots beyond
the end of the current time window. These extra costs (or profits) represented by ∑

Δt+Δp−1
t=Δt λtEt
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will not be included in the current bid, but will be carried as a future loss (or future gains) by the
aggregator. The other part, represented by ∑Δt−1

t=0 λtEt, can be seen as opportunity costs arising from
the provision of flexibility and will be used to form the cost of the bid. By doing so, the aggregator is
proposing to update the nomination vector in that range, provided that the payment is larger than
what it expects to obtain in imbalance settlement.

2.6. Network Flow Properties

The previous formulation is a special case of a minimum cost network flow problem [18].

min ∑
(s,t)∈A

cijxij

s. t.

∑
{j|(i,j)∈A}

xij − ∑
{j|(j,i)∈A}

xji = si, ∀i ∈ N (10)

xij ∈ Z≥0 (11)

The problem is uncapacitated, that is there are no constraints on the amount of “flow” through
the arcs, apart from requiring that the flow is positive, with xij ≥ 0. In (10), si is positive at source
nodes and negative at sink nodes. The “sources” in our formulation represent available loads expected
in the current window or drawn from the buffer. The flow represents the rerouting of these units,
and the “sinks” represent the desired final buffer added with one artificial sink.

In Figure 4, we display the corresponding network for the bid planning problem described in
Section 2.5 for a small example where Δs = 3 and Δt = 5.
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Figure 4. Network flow model for the flexibility bid.
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The sources and sinks are represented by circles, and intermediary nodes are represented with
square nodes and maintain zero balance. The costs on the arcs can be obtained from the expansion of

∑
Δt+Δp−1
t=0 λtPt in terms of bst, fut, fub. No costs are associated with arcs connecting the square nodes

and the circular ones.
Assuming that the problem described is feasible, the integrality theorem on network flows,

summarized in Proposition 5.6 in [18], states that since values on sources and sinks are integers, so we
will have a primal integer solution for this problem even without imposing integrality constraints
explicitly, as in Equations (9) or (11).

This means that although our problem was originally formulated as an integer problem, because of
its characteristics, it can be solved directly on its relaxed version, with continuous variables, using any
available linear programming solver, or even a specialized network solver. In other words, there is no
error introduced by solving the relaxed problem.

In complexity terms, linear programming can be solved in polynomial time, while general integer
programming is NP-complete. Network flow algorithms sit in the intersection of these two classes of
problems [19].

Mixed integer programming (MIP) solvers generally start by solving the relaxation of the problem,
using linear programming, and then proceed to branching and other techniques to solve the problem
under integrality constraints. Since as a network flow, we obtain integral solutions automatically,
the MIP solver will solve the problem in its relaxed form, avoiding branching entirely.

Even if an MIP solver is used, the problem will be recognized as LP. This gives a good guarantee
that the problem will scale well in relation to the number of devices and profiles. On a more
practical note, this also gives the option to replace the MIP solver with a more available LP solver.

State-of-the-art MIP solvers are proprietary and expensive software components and because of
their computational requirements and high licensing costs may also not be suitable to be deployed in
all applications, for instance in embedded systems.

3. Example of the Application of the Proposed Framework

In this section, we use price data from an existing real-time market to illustrate the framework
described in the previous section. As described in Section 2.1, the system operator clears the market at
periodic intervals. This refreshes an indicative price curve that is used by the aggregator in order to
formulate a new flexibility bid. This comes from a new schedule of the cluster of shiftable profiles,
found using the network flow method described in Section 2.5. The aggregator will maximize the
value of its flexibility by transferring energy consumption from expensive slots to less expensive slots,
while respecting the constraints of the model.

There will be a price evolution, and at each new market clearing, the aggregator reformulates a
new bid, taking into account any previously accepted bids, as well as the new price information.

In this example, we assume Δt = 12 as the length of the cleared time window and Δs = 6 as the
maximum allowed delay. We assume that 200 devices arrive at each time slot, all with the same power
profile as displayed in Figure 1. The total expected nomination available to be traded is indicated
by the lighter bars in Figure 5. This power consumption is limited to load activation decisions that
are currently taking place. The darker bars represent consumption corresponding to load activations
that already happened or that are beyond the currently traded window. In Figure 6, we show the
initial state of the buffer, with the number of waiting units, sorted by the remaining waiting tolerance
and the number of time steps they are still allowed to wait before being activated. For instance,
Figure 6 indicates that there are 200 loads that are allowed to wait a further five time steps before
being activated.
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Figure 5. Controllable and non-controllable nomination.

Figure 6. Initial buffer state.

We use indicative price data from Ercot to demonstrate the construction of the flexibility profile,
later converted to a block bid. The data are relative to the South Hub, and it was logged on 17 October
2017. In Figure 7, we show indicative price curves collected after sequential market iterations at 18:30,
18:45, 19:00 and 19:15. Each clearing provides prices for each of the 5-min slots, one hour ahead of
the collection time. In the absence of price information for the subsequent steps, we assume a simple
constant extrapolation. This may be necessary in order to estimate the costs of the imbalances past the
current range.

As time evolves, a new market iteration will produce new prices. The new market iteration
includes the bid of this aggregator and other bids, representing different aggregators, as well as
conventional balancing resources. Price information of future slots is revised up or down, depending on
the clearing results. This will also keep extending the range of available data.

The aggregation will produce one flexibility bid at each iteration, and the price volatility is
expected to be managed by successive corrections. The data from 18:30, exhibited in Figure 7, indicate
that the system operator was expecting a price spike to happen at 19:00 and then again at 19:15.
Based on this first information, the aggregator formulates a load activation schedule that shifts
consumption away from the most expensive slots.The flexibility profile is represented in Figure 8.
Indices are relative, with the first price peak corresponding to Slot 6.
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Figure 7. Ercot indicative prices at the South Hub.

Figure 8. Imbalances allowed beyond the current time window.

The sign convention follows the logic that positive flexibility represents more generation.
In the case of demand response, this is equivalent to less consumption, indicated in Figure 8 by
the blue bars at the end. Negative flexibility corresponds to less generation, which in the case of
demand response corresponds to more consumption.

Figure 8 shows that the aggregator uses the price information from 18:30 to propose an
increase in immediate energy consumption, before the price spike arrives. In the final slots in blue,
the aggregator is proposing a reduction in energy consumption. Energy consumption was anticipated
for the first slots.

Similar to Figure 4, from the solution of the problem in (6)–(9), we obtain the corresponding
network flow variables that give the aggregator the number of units to reschedule from each time
slot to other compatible time slots.

The selected Ercot data in Figure 7 display a period where price volatility is particularly high.
The price peak predicted at 19:00 was actually mitigated. At 18:45, the system operator revealed a new
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price curve, which shows a price of 40 e/MWh. The final price information collected after the market
iteration at 19:00 is even lower.

If this flexibility profile were to be carried as imbalance by the aggregator instead of offered in
the RTM, the aggregator would be exposed to the price volatility of the final imbalance prices, and its
managed imbalance position could quickly turn into losses. By offering this profile in the RTM instead,
the aggregator will have the opportunity to collect a payment, in case the bid is accepted. In this case,
its nominations will be updated, and no imbalance will be due if it follows this new baseline strictly.

There is one limitation, however. Since the traded window is limited to one hour, part of the
flexibility will not be included in the current iteration of the market.

Since this flexibility would potentially present potential gains (or losses) to the aggregator in the
imbalance settlement, the aggregator can use this value as a reference when forming its own bid price.
The value must be discounted, and the discounting factor should be suitably modified to reflect the
uncertainty of this outcome.

The flexibility profile is ideally submitted as a block bid and with a single price associated with it.
If prices in the current market iteration provide advantageous for the system operator to accept this bid,
the aggregator will receive a value at least as high as requested, following the pay-as-clear mechanism.

In that case, the aggregator will update its nominations with the system operator. If the aggregator
further departs from the updated nominations, it will be penalized according to the final imbalance
prices, but taking into account this new updated nominations. If, on the other hand, the bid is not
accepted, the aggregator imbalances will still be calculated in relation to the previous nominations.

In the next market iterations, the aggregator is free to form new flexibility offers, to risk
accumulating a favorable imbalance position or to reschedule his/her loads in order to reduce his/her
own residual imbalance position, if any.

4. Conclusions

The work developed in this paper demonstrates a simple network flow model that can be used to
control a cluster of deferrable load profiles in relation to an indicative price signal. The indicative price
curve induces periods of lower consumption when indicative prices are higher or vice versa.

We assumed a market design that allows for frequent market clearing that keeps the participants in
a close loop with the system operator. This is one possible future market design simulated in SmartNet.

The aggregator uses the network flow model to form a block bid. If the bid is accepted,
the aggregator receives a payment and reschedules its load activations in order to follow a new
updated nomination. The energy consumption profile will change according to prices indicated by
the RTM.

This bid takes into account the discrete power profiles of each individual load and their
interruptibility. The network flow model also prevents loads from waiting longer than a maximum
time delay.

If the bid is rejected, the aggregator uses the indicated price curve as indication of the imbalance
prices and reschedules its loads in order to maintain a favorable imbalance position.

Existing real-time balancing markets are much simpler and asymmetric than the market proposed
in SmartNet. The computational burden and the operational constraints of the system operator
require that bids are submitted ahead of the current time window being traded, from 45 min to
more than one hour. On the other hand, every 5 min, a different quantity is cleared and expected
from the aggregators, which need to react in real-time. Complex bids are not available, and usually,
there are no block bids and other more computationally-expensive bids. This requires the aggregator
to submit a dispatchable bid, signaling to the market its range of capabilities. The construction of a
more dispatchable bid requires a different set of techniques than the model exposed here.
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Abstract: Microgrids could be utilized to improve the distribution network resiliency against
weather-related network outages and increase the security of power supply of rural electricity
consumers. Whereas underground cabling is expensive for the distribution system operator (DSO),
an alternative microgrid investment could benefit the DSO and consumer, provided the necessary
changes were made in the network regulation. A rural detached house customer microgrid is analysed
in comparison to underground cabling, considering the uncertainties in the calculation parameters
through a sensitivity analysis. Adequacy of the microgrid power supply during unexpected network
outage for a reasonably long duration is assessed, as well as the economics of the feasible microgrid
setup consisting of variable generation, controllable generation, and electric storage. The total costs
and benefits for the DSO and consumer/prosumer are considered. A microgrid would likely be a
more cost-efficient option overall, but not as-is for the consumer. The battery energy storage system
(BESS)-related cost-sharing strategies are suggested in this paper in order to assess possible break-even
investment solutions for the related parties. The sensitivities of the microgrid and cabling investments
were considered in particular. Cost-sharing strategies under network regulatory framework would
need to be developed further in order for both the consumer and DSO to benefit from the solution as
a whole.

Keywords: microgrid; resilience; investment; underground cabling; network outage; battery energy
storage system (BESS); micro combined heat and power (micro-CHP); electricity distribution; solar
photovoltaics (PV); islanded operation

1. Introduction

The resiliency of networks against extreme weather conditions has been studied e.g., in [1].
There are many methods and measures that can be taken to improve the resilience of an electric
system such as underground cabling [2], emergency power systems, smart grid technologies, etc. As
distributed generation and electricity storages are becoming more common and economic, microgrids
are turning into an interesting alternative for improving the reliability and resilience of the electricity
system against disturbances and blackouts, e.g., [3–6]. In addition, microgrids can also offer economic
and societal value [7,8].

In Finland, extreme weather has caused many severe power outages in recent years and the
government has set stricter limits for the outage duration. The Electricity Market Act limits the
maximum allowable supply interruptions due to storms or snow load to 36 h in rural areas. Most
of the distribution system operators (DSO) have chosen underground cabling as the main solution
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for improving the reliability of electricity distribution. While an efficient solution for decreasing
tree-related faults in the distribution network, underground cabling is also very expensive compared
to installing overhead lines (OHL) as it requires digging trenches and may often be complicated by
rough terrain or other utility service lines. In some cases, cabling could be unnecessary and electricity
storage or a microgrid could very well prove to be a more feasible option.

DSOs, e.g., in Finland, are currently not allowed to own electric storages. Studies, however, have
proven that electric storages could be an economically feasible option for increasing the reliability of
power supply in rural areas over underground cabling [9,10]. European Union (EU) “winter package”
suggests changes in network owner’s right to own storages in the future.

Overall, local small-scale generation capacity and bulk power system connected microgrids could
have several benefits in the whole electricity system context. Benefits in the system level—as numerous
small streams creating large quantities—could be e.g.,

• providing the consumer/prosumer a possibility to influence their own electricity acquisition and
its cost;

• increasing the reliability of power supply of the individual consumer;
• increasing the power system total generation capacity;
• slowing down the need to increase network transmission capacity (if electric energy consumption

increases, and/or the instantaneous power consumption increases);
• increasing the capacity of units capable of power system and network support, e.g., voltage and

reactive power support, frequency control support etc.
• decreasing power transmission losses as generation is located closer to the consumption points.

This study applies the method presented in [11] for a microgrid consisting of a single electricity
consumer in a detached house with own partially controllable power production. A full year of
hourly data is analysed in order to assess the capability for a suddenly occurring islanded operation
during network outage. The duration of the islanded operation capability is also determined for the
microgrid in terms of power supply adequacy. The analysis method is here extended to evaluate
different microgrid investment cost-sharing options in order to find a break-even investment solution.
In addition, sensitivities of the system’s feasible technical and economic parameter values are assessed.

The layout principle of the relevant network topology is presented in [10], and the BESS connection
topology is presented in [9].

2. Assessment Method

The method used in this paper has been presented in [11]. Normal grid-connected operation of
the microgrid is calculated for each hour of the year. A network outage could take place at any time,
i.e., any hour of the year. The duration of feasible islanded operation with adequate power supply
without adjusting the microgrid electricity consumption for each hour of the year is analysed.

As in [11], the costs of an underground investment and microgrid investment are calculated
and compared. The method is used here for demonstrating different cost-sharing strategies for the
microgrid investment alternative, as well as assessing the influence of uncertainty and variability of
the study case parameters through a sensitivity analysis.

Traditionally the power distribution networks have been the only means of electricity supply to
consumers. Distribution network companies’ responsibility is to provide the consumers access to the
network, as well as guarantee an adequate reliability of power supply.

Over the recent years, the consumers’ interest in own power production has increased at the
same time the small-scale power generation technologies have developed and become more economic
options. Solar power generation is popular already today among small-scale consumers, but its
drawbacks are the variability of the production. It is not possible to be controlled in order to balance
power production with the electricity demand at all times—instantaneously, nor seasonally. Electricity
storage would be needed for balancing the power in short-term (within an hour to within a day) in
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order to enable the usage of own production of variable generation. Battery energy storage system
(BESS) technologies have become more economic over the recent years, and the trend is expected
to continue.

The calculation method assumes a minimum charge level in the BESS to be maintained in normal
grid connected operation state for the preparation of a sudden and unexpected network outage. During
a network outage, the BESS capacity would be fully exploitable.

As seen in the results presented in [11], an electric heated detached house with a battery storage
and solar PV production only, would not be a reasonable solution alternative for a microgrid as a
means to increase the reliability of supply. In order to enable a relatively long capability of power
supply for un-reduced power demand during the network outage and microgrid islanded operation,
a PV-BESS combination only, would be a very expensive option if all the equipment was paid by the
prosumer. Thus, the prosumer most likely will have to have controllable electricity production capacity.

This paper proposes the BESS investment sharing option as an alternative to DSO underground
cabling in those cases when it could be mutually agreed upon and an economic solution for both,
the DSO and the consumer/prosumer.

Different BESS investment and ownership strategies could be

1. Prosumer 100% ownership
2. Prosumer/DSO 50/50% ownership
3. DSO 100% ownership
4. Prosumer/DSO 50/50% investment

“Ownership” signifies participation on the investment, ownership of the equipment related
responsibilities over the equipment lifetime, as well as beneficiary of the equipment related income.
In option 4 above the DSO would remunerate 50% of the BESS procurement to the consumer
in order to avoid more expensive underground cabling. An additional prerequisite would be an
appropriate determination of the microgrid characteristics, and minimum BESS charging (strategy)
for the preparation of the microgrid islanded operation for a sufficient length of time due to OHL
network outages.

The method does not consider compensations payable by DSO to the consumer in the case of
possible outages because of the related uncertainties.

3. Case Study

The case study analyses a detached house customer in sparsely populated area in rural
distribution network.

For the case study, hourly data for a full year is used. As in [11], this time resolution is considered
adequate for the purpose of the analysis method.

The major aspects or individual components of the study case are covered in respective sections
below. All the parameters are determined a “base case” value, assessed to be the typical or best
estimate value.

The sensitivities of the influence of most of the parameters or characteristics on the results are
analysed. The varied parameter values for sensitivity analysis are presented in Appendix A.

When relevant, 24% value added tax is used (as typical in Finland). Interest rate of 2% is used
for the base case in the investment calculations presented in this paper. The interest rate is varied for
sensitivity analysis as specified in Appendix A.

3.1. Network Connection and Underground Cabling

The appropriate distribution network customer in the focus of the study is located in sparsely
populated countryside at the end of a rather long-distance distribution network connection.
The distance could be a few kilometres. The analysis could be easily applied to a group of customers
on a distribution network branch.
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The customer is currently supplied with an OHL connection, which is prone to weather-dependent
interruptions. The present strategy for increasing the reliability of electricity supply is underground
cabling of the network. Underground cabling of individual customers’ connections is not in the interest
of the DSOs, but the DSOs assess the economic profitability of underground cabling under the network
regulation framework. In addition, the return of electricity supply to a single customer is not in the
priority of the DSO in major interruption events when the DSO network experiences a large number of
outages in a wide area. Thus, individual customer interruption could be extended for a rather long
duration of time, i.e., for several hours and even up to a few days.

Actual costs related to underground cabling investments are very case dependent. Here the
cabling costs are estimated by assuming ordinary cable trench cost of 25,000 €/km in Finland and
0.4 kV underground cable cost of 10,000 €/km with lifetime of 40 years, approximately in accordance
to the regulation price list. The cable length is used as a variable in the simulations determining the
total cost of the cable investment. Instead of the cable length, the total cabling investment cost actually
is significant in the calculations done in this paper. In the base case, the cable length of 1 km is used,
corresponding to 35,000 € cabling investment. The investment cost is varied for the sensitivity analysis
by varying the cable length as specified in Appendix A.

3.2. A Detached House Consumer

In this case study, a modern detached house of 150 m2 in Central Finland (Jyväskylä) is considered.
Heating of the house is assumed to be implemented either in the conventional onsite manner or using
single house micro-CHP (combined heat and power plant). Thus, the detached house electricity
production capability from micro-CHP is dependent on the whole micro-CHP plant characteristics,
as well as the momentary heat production of the micro-CHP plant.

The detached house heat demand data series was created by using dynamic building energy
simulation. IDA ICE (version 4.7.1, EQUA Simulation AB, Sweden) [12] is a whole-year detailed
and dynamic multi-zone simulation application for study of thermal indoor climate as well as the
sub-hourly energy consumption of the entire building. The total heat demand for the house amounts
to 15.5 MWh/a.

The household electricity consumption (i.e., excluding heating) data series was created by using
electric customer type load profiles. The load profiles based on [13], have been partially updated
by VTT Technical Research Centre of Finland in 2003 using new measurements. The household
annual electricity consumption is a varied parameter (see Appendix A) for the sensitivity analysis,
and approximately 5500 kWh/a in the base case.

3.3. Detached House Micro-CHP

Micro-CHP plants in the lower end of the capacity range have not proven profitable yet today
in Finland. However, there are ongoing research studies aiming at finding solutions to increase the
profitability, especially for the detached houses in distant locations, i.e., the type of houses being in the
focus of this study.

The investment cost for a micro-CHP plant is a significant factor in the overall profitability
calculations and contains uncertainty. For the base case, 1200 €/kW is assumed for the whole
micro-CHP plant in the respective capacity class, and the investment cost is varied for the sensitivity
analysis as specified in Appendix A. The electricity share of the costs is assumed according to the
electric power share of the plant. A lifetime of 15 years is assumed for the micro-CHP plant and it is
varied for sensitivity analysis.

The micro-CHP plant electricity production is assumed to be 20% of the power plant total energy
production each hour. Thus, the heat demand determines the electricity production. The micro-CHP
is assumed to not have a minimum power, and it is operating throughout the year even at low
heat consumption.
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The fuel costs for the whole micro-CHP plant (i.e., heat and electricity combined) are assumed
a fixed value 1200 €/a, independent of total energy production. The total power production with
micro-CHP does not vary significantly in different calculation cases, and thus the fixed annual fuel
cost assumption should be acceptable. The fuel costs are, however, varied for the sensitivity analysis,
as specified in Appendix A.

By assuming some heat storage capability in the heating system of the house, micro-CHP heating
time series was created as 24 h sliding average in order to smooth the heating dynamics. Electricity
production time series was derived as a constant 20% share of the total micro-CHP power production
in the base case. The required micro-CHP plant total capacity is thus estimated to approximately 8 kW.
Also, the option of 30% electricity production share is calculated of a micro-CHP plant with 9 kW
total capacity.

In the base case, the micro-CHP microgrid operation is assumed to be continuing similarly
to normal grid connected state. During a network outage and microgrid islanded operation,
the micro-CHP plant generation could possibly be used differently from normal in order to supply the
needed electricity. In this case, the possible excess heat production might need to be dissipated. Thus,
for the sensitivity analysis, the micro-CHP electricity generation is varied as specified in Appendix A,
allowing a different level of constant electric power production. In these simulations, this specific
islanded operation electrical power production is the same value for the whole year in order to
illustrate the influence of the parameter setting. In reality, the possible power production level may be
dependent on the time of the year and the power might be controllable during the islanded operation.

3.4. Solar PV Production

PV production data series were created for the study case in Central Finland using PV GIS
Tool [14]. Crystal-Silicon PVs with 14% system losses are assumed as the most plausible technology.
PV panels installed on roof-top are assumed to be facing towards South (i.e., azimuth 0 degr.) and
adjacent to the roof, assuming thus a fixed 25 degr. tilt slope installation for the PVs.

A cost of 1800 €/kWp is assumed for the PV panels in the base case, and 25 years as the lifetime
for the panels. The PV panel cost and lifetime are varied for the sensitivity analysis.

The data series were created for a number of years and using data of different solar radiation
databases. The base case data was created with SARAH solar radiation database. 2015 as an average
solar production year is used in the base case. Annual PV production difference between the datasets
(i.e., the best production year 2006 and the worst 2008) is almost 20%.

The simulations are done with different PV capacities, and 1.5 kWp capacity is used in the base
case. The values for varied parameters are specified in Appendix A.

3.5. Battery Energy Storage, BESS

The BESS is assumed for the study according to the technology available today for a single
house scale. The maximum charging ramp of 5 kW is assumed irrespective of the BESS total storage
capacity which is varied as specified in Appendix A, and with base case capacity of 13.5 kWh.
The BESS minimum charge level is assumed to be 6 kWh in the base case, and it is varied for the
sensitivity analysis.

The BESS is assumed to consist of a fixed cost for the installation and system-related equipment,
and a capacity dependent investment cost for the batteries. The fixed cost is assumed to be 600 €,
and the capacity dependent cost 500 €/kWh in the base case. The BESS lifetime is assumed to be
10 years. The BESS capacity dependent cost and the BESS lifetime are varied for the sensitivity analysis.

The losses in the BESS are omitted. In reality, the losses, i.e., self-discharge of the battery, would be
in the order of 1–5 percent per month for Li-ion batteries [15]. Thus, for a 6-kWh permanent minimum
charge of the BESS, the annual losses would amount approximately only to 1 kWh. In addition,
with Li-ion batteries, up to almost a 100% efficiency could be achieved according to [15].
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An annual maintenance cost of 100 €/a is assumed for the microgrid covering any random small
cost items.

3.6. Electricity Market Aspects

The consumer electricity purchase from the network is calculated for the electricity price of
5 c/kWh and distribution fee (including electricity tax 2.8 c/kWh, etc.) of 6.5 c/kWh. Electricity price
and distribution fee are varied for the sensitivity analysis.

The prosumer can sell their excess power generation to the network. For small-scale producers
the present compensation for sold electricity to network in Finland is approximately 2.7 c/kWh and
the transmission fee for electricity fed to the grid 0.7 c/kWh. The value in small-scale production is
mainly in covering own electricity need by own production, whereas selling electricity to the system is
not cost-effective. Furthermore, the compensation for sold electricity is quite marginal and would need
to change significantly in order to influence the overall results. Thus, the parameters of sold electricity
and related transmission fees were not varied for sensitivity analysis.

The BESS in this study maintains a certain minimum charge at all times in preparation for
a sudden and unexpected network outage. Such outage occurrences are very rare. The required
minimum charge might vary throughout the year, depending on the microgrid capability of supplying
the demand by power production in real-time. Transmission system operator (TSO) acquires frequency
containment reserve capacity for disturbances (FCR-D), and this market would be profitable as well
as suitable for the microgrid BESS. FCR-D reserve is started to be activated at a certain threshold of
the system frequency deviation, and at a specific larger frequency deviation the full FCR-D reserve
capacity power would be supplied. The market price of 4.7 €/MWh is assumed in this study for
FCR-D capacity.

Avoiding a complex analysis, this study assumes the full BESS power capacity (5 kW) to be able
to be sold to the FCR-D market via an aggregator a certain number of hours per year. In the base case,
the BESS is assumed to be sold 7000 h/a to the FCR-D market, and the number of hours is varied for
the sensitivity analysis as specified in Appendix A.

4. Results

4.1. Base Case Results

For the microgrid with base case parameter values and settings, the power production and
consumption are presented in Figure 1, the BESS charging in Figure 2 and microgrid excess power
production, i.e., grid fed power, and power take from the grid in Figure 3. The islanded operation
capability duration throughout the year are presented in Figure 4.

The base case economics assessment and comparison of the underground cabling and the
microgrid options with different cost-sharing alternatives are presented in Figure 5.

4.2. Sensitivity Analysis of Parameters

The influence of different PV database data and different PV production year data in the consumer
economic balance is within less than 20 €/a between the high and low PV annual production. Thus,
the selection of the PV generation data set to be used in the calculations is not significant.

Islanded operation capability duration depends on the minimum charge of the BESS, and the
micro-CHP power production capability during islanded operation. If the micro-CHP is able to
produce electricity at the maximum of the rated total capacity (i.e., 1.6 kW electric power), the islanded
operation duration, in theory, has no limitations. The maximum power decreased down to 0.7 kW,
the minimum islanded operation duration in the calculations was 50 h. This, in many cases, should
be quite an acceptable repair time of a network outage even in the case of severe and widespread
storm damages.
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Figure 1. Detached house electricity consumption (Load) and power production (photovoltaics
(PV)-prod and combined heat and power (CHP)-el-prod) hourly data series for a year in the base case,
as well as the annual totals.

Figure 2. Battery energy storage system (BESS) charging hourly data series in the base case.

Figure 3. Hourly data series of electricity taken from the network (Grid in-take) and excess electricity
fed to the network (Excess power) in the base case, as well as the annual totals.
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Figure 4. The base case results for microgrid islanded operation capability duration each hour of the
year in the case of unexpected network outage taking place at any hour.

 
Figure 5. The base case results of economic calculations for the cabling option and microgrid
option in different BESS investment and ownership strategies. The comparison of total overall costs,
the distribution system operator (DSO) costs, and the consumer/microgrid owner costs in case of
different BESS cost-sharing strategies.

Islanded operation capability durations vary from case to case depending on the parameters varied
for the sensitivity analysis. The probabilities for minimum islanded operation duration categories are
presented in Figure 6. The base case values correspond to those values also presented in the text box
in Figure 4.

In the simulation cases, the largest change in the BESS charge between consecutive hours
(i.e., average power for the hour) was 1.5 kW, and thus significantly smaller even at largest, than the
BESS nominal power 5 kW.

The total costs, i.e., the overall DSO and consumer combined costs, are compared in the cabling
option and the microgrid option in all studied cases with varied parameters in Figure 7. The results
show that the microgrid option is in all studied cases more cost-efficient than cabling. The interest rate
and cable length (i.e., the total cable investment cost) have obvious influence on the costs. The more
expensive the cabling option is, the more cost effective the microgrid option seems to be.

The case when microgrid option is closest to the cabling option investment expenses is with
largest storage capacity (BESS capacity 20 kWh), i.e., with larger storage investment. The lowest
microgrid option costs are in the case with the longest BESS lifetime.

Figures 8 and 9 present the comparison of the cabling option and the microgrid option costs
for the DSO and the consumer (i.e., the microgrid owner) respectively. The results show that the
microgrid option is the most cost-efficient solution for the DSO in all cases, and for the consumer only
in cases when the BESS would either be owned by the DSO, or the DSO compensating a part of the
BESS investment.
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Figure 6. The probabilities of microgrid islanded operation capability duration of the base case and the
minimums of all the cases analysed for sensitivity analysis.

 

Figure 7. The cabling option and microgrid option total cost comparison with the varied parameter
values. The black line represents the equal cost limit, and the base case is marked in red.

 

Figure 8. The cabling option and microgrid option DSO cost comparison with the varied
parameter values considering different cost-sharing strategies of the microgrid investments. The black
line represents the equal cost limit, i.e., when the cabling costs and microgrid costs would be
equal. BALANCE_dso_ann_MG, BALANCE_dso_ann_MG5050, BALANCE_dso_ann_MGDSO
and BALANCE_dso_ann_MG5050inv refer to prosumer 100% ownership, prosumer/DSO 50/50%
ownership, DSO 100% ownership and prosumer/DSO 50/50% investment respectively.
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Figure 9. The cabling option and microgrid option consumer/microgrid owner cost comparison with
the varied parameter values considering different cost-sharing strategies of the microgrid investments.
The black line represents the equal cost limit, i.e., when the cabling costs and microgrid costs would
be equal. BALANCE_dso_ann_MG, BALANCE_dso_ann_MG5050, BALANCE_dso_ann_MGDSO
and BALANCE_dso_ann_MG5050inv refer to prosumer 100% ownership, prosumer/DSO 50/50%
ownership, DSO 100% ownership and prosumer/DSO 50/50% investment respectively.

5. Conclusions

A single detached house microgrid located in rural sparsely populated distribution network was
studied as an alternative to underground cabling in order to increase the reliability of power supply.
The results demonstrate that with a carefully planned composition of microgrid generation and storage
components, a reasonable level of reliability of power supply could be met in an islanded operation
during possible unexpected network outages.

The economic calculation results presented in this paper show clearly that an underground cabling
option is likely to be overall more expensive an option in a rural sparsely populated network over a
microgrid when considering the consumer and DSO costs together.

When cabling is the most expensive option over all, it is clearly the most expensive option
also for the DSO alone. The microgrid option, in turn, was more expensive in all cases to the
consumer/microgrid owner if the microgrid-related expenses are to be covered solely by the consumer.

Alternative microgrid investment strategies were proposed for cost-sharing between an electric
customer, i.e., a microgrid owner, and a DSO. A few shared investment options of the BESS between
the customer and the DSO were considered. The overall most cost-efficient microgrid option could be
made by cost-sharing an economical option for the consumer/microgrid owner and enable the DSO to
avoid a more expensive cabling investment.

A microgrid could be an alternative for rural network underground cabling, provided it was
made an optional practice in distribution network planning and operations, and that it was permitted
by regulations. In addition, its application would require a willing electricity customer and mutual
agreement and cooperation between the customer and DSO.
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Appendix A

The varied parameter values for the sensitivity analysis are listed here as follows, the bolded
value being the base case value.

Cable length [km]:

1.0; 1.2; 1.5; 2.0

Electricity consumption [kWh/a] (in the level of):

5000; 5100; 5200; 5300; 5400; 5500; 5600; 5700; 5800; 5900; 6000

Micro-CHP total capacity [kW] and share of electric power of total production capacity [%]:

8 kW, 20%; 9 kW, 30%

Micro-CHP production capability during microgrid islanded operation [kW]:

scheduled power; 1.6 (rated/maximum power); 0.8; 0.7; 0.6; 0.5

Micro-CHP power plant investment cost [€/kW]:

800; 1000; 1200; 1500; 2000; 2500

Micro-CHP energy generation fuel cost [€/a]:

800; 1000; 1200; 1500; 2000; 2500

Micro-CHP power plant lifetime [a]:

10; 15; 20

PV capacity [kW]:

0.8; 1.0; 1.2; 1.5; 1.7; 2.0; 2.2

PV data source solar radiation database:

SARAH; ERA5; COSMO

PV data year:

2005; 2006; 2007; 2008; 2009; 2010; 2011; 2012; 2013; 2014; 2015; 2016

PV investment cost [€/kW]:

800; 1000; 1200; 1500; 1800; 2000

PV panels’ lifetime [a]:

15; 20; 25; 30

BESS energy storage capacity [kWh]:

10; 13.5; 15; 20

BESS minimum charge [kWh]:

5; 6; 7; 8; 9; 10; 11; 12

BESS lifetime [a]:

8; 10; 12; 15

Capacity dependent share of BESS investment cost [€/kWh]:

400; 450; 500; 550

Interest rate [%]:

1; 2; 3; 4; 5; 6; 7; 8; 9; 10

Electricity retail purchase price [c/kWh]:

3; 4; 5; 6; 7; 8; 9
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Electricity distribution fee [c/kWh]:

5.5; 6.0; 6.5; 7.0; 7.5; 8.0; 8.5; 9.0

BESS power capacity sold to FCR-D market [h/a]:

0; 4000; 5000; 6000; 7000; 8000; 8760
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