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MEMS sensors are currently undergoing a phase of exciting technological development, not only
enabling advancements in traditional applications such as accelerometers and gyroscopes, but also in
emerging applications such as microfluidics, thermoelectromechanical, and harsh environment sensors.
While traditional MEMS sensors have found wide applications in motion sensing, navigation, and
robotics, emerging MEMS sensors are likely to open up applications in the rapidly expanding fields
of wearables, internet-of-things, point-of-care detection, and harsh environment monitoring. Novel
applications, enabled by advancements in system miniaturization, design innovation and cutting edge
fabrication techniques promise an exciting era for MEMS-based sensors and systems development.
However, to fully realize their potential several challenges still need to be overcome. Among these
challenges, long-term sensor reliability and performance parameter modeling for expedient and robust
designs are significant. Additionally, there are issues of cost and power consumption, especially for
mass applications requiring small size and weight.

There are 17 papers published in this Special Issue focusing on a wide range of MEMS sensor
applications and fabrication methodologies. Almost a third of the papers, [1–5], and [6], present various
accelerometer and gyroscope designs and their performance evaluation. Three of the papers, [7,8],
and [9], explore novel fabrication methodologies for MEMS devices. The remaining papers cover various
novel MEMS sensors and actuators focusing on inertial micro-switch [10], micro hot plates [11], near
IR spectrometry [12], magnetic microactuator [13], resonant microfluidic chip [14], high temperature
pressure sensors [15], thermoelectric power sensors [16], and a review of the photonic crystal nanobeams
for sensing [17].

In particular, Yang et al. [1] proposed a z-axis magnetoresistive accelerometer with electrostatic
force feedback in a three-layer design, taking advantage of the change in a magnetic field caused by input
acceleration, which is measured by a pair of magnetoresistive sensors at the top layer. They achieved a
good sensitivity of 8.85 mV/g for a plate gap of 1 mm. Qin et al. investigated the effect of anisotropy in
single-crystal silicon vibrating ring gyroscope, and found out that the frequency split is much more for
the [100] direction compared to [111] direction for n = 2 mode, concluding that fabrication in the latter
direction is preferable [2]. Liu et al. presented an ASIC-based design process for a monolithic CMOS
MEMS accelerometer [3]. They also presented a low-noise and low zero-g offset design of MEMS
accelerometer using a low noise chopper circuit and telescopic architecture, which significantly reduced
noise and zero-g offset, but increased the power requirement [4]. Jia et al. addressed an important
problem of frequency mismatch in MEMS gyroscopes, and presented an approach for reducing it
by designing a dual-mass gyroscope that utilizes a quadrature modulation signal [5]. A maximum
frequency mismatch of less than 0.3 Hz was demonstrated using their design. Fang et al. proposed a
novel adaptive control algorithm incorporating a back-stepping technique to compensate for model
uncertainties, disturbances, and unknown parameters in micro-gyroscopes, which are very pertinent
issues in their performance optimization [6].
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On the fabrication techniques for the MEMS sensors, Smiljanić et al. reported on the deep wet
etching of Si substrate in various crystallographic directions and performed theoretical modeling of the
etch profiles, which agreed well with the experimental results [7]. Wu et al. presented an innovative
fabrication method for a catalytic gas sensor based on a Pt coil addressing the non-uniformity of
pellistor material at the inside surface of the coil [8]. Using a droplet-based coating methodology they
demonstrated uniformly coated and reliable pellistor sensors. Kim et al. presented a femtosecond
laser-based micro-welding technique for bonding glass and fabricate reliable microfluidic channels.
They compared the microfluidic channels fabricated using this method with those fabricated using a
glue-based technique, highlighting their relative ease of fabrication and reliability [9].

On the new device applications side, Peng et al. presented an inertial microswitch with a
very low threshold of 5 g and high threshold accuracy, leveraging squeeze film damping [10].
Liu et al. presented novel designs of micro hot-plates with significantly improved temperature
non-uniformity [11]. Huang et al. reported on a novel MEMS-based infrared spectrometer operating
in the range of 800–1800 nm with a wavelength resolution of 10 nm, which compared favorably
with similar commercial systems [12]. Feng et al. designed, simulated and fabricated a linear
magnetic microactuator with bistable behavior with less than 1 ms response time [13]. An LC resonant
circuit-based sensor for detecting metallic debris in hydraulic fuel is proposed by Yu et al., where they
were able to successfully demonstrate selective detection of iron and copper particles with diameters
down to tens of microns [14]. Gajula et al. designed a GaN circular membrane-based pressure
sensor capable of operating at high temperatures. The pressure sensors exhibited high sensitivity at
temperatures in excess of 200 ◦C, which is a significant improvement over their Si counterparts [15].
Zhang et al. presented a MEMS-based thermoelectric power sensor for measuring microwave power
using a floating slug design to minimize microwave power loss. The sensor was implemented with
GaAs MMIC technology and exhibited very good sensitivity up to 25 GHz [16]. Finally, Qiao et al.
presented a comprehensive review of photonic crystal nanobeam-based sensors providing a ready
reference for researchers interested in this area. They specifically focused on the sensing of refractive
index changes, nanoparticle sensing, optomechanical sensing, and temperature sensing [17].

I would like to take this opportunity to thank all the authors for submitting their papers to this
Special Issue. I would also like to thank all the reviewers for dedicating their time and helping to
improve the quality of the submitted papers.
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Abstract: In recent years, there has been growing interest in optical sensors based on microcavities due
to their advantages of size reduction and enhanced sensing capability. In this paper, we aim to give a
comprehensive review of the field of photonic crystal nanobeam cavity-based sensors. The sensing
principles and development of applications, such as refractive index sensing, nanoparticle sensing,
optomechanical sensing, and temperature sensing, are summarized and highlighted. From the studies
reported, it is demonstrated that photonic crystal nanobeam cavities, which provide excellent light
confinement capability, ultra-small size, flexible on-chip design, and easy integration, offer promising
platforms for a range of sensing applications.

Keywords: photonic crystal cavity; photonic crystal nanobeam cavity; optical sensor; refractive index
sensor; nanoparticle sensor; optomechanical sensor; temperature sensor

1. Introduction

Currently, optical sensors are among the most widely used types of sensing platforms for various
applications in every aspect of life, including industry, society, and the military. Optical sensors have
advantages over other types of sensors including small size, usability in harsh environments, remote
sensing, immunity to interference, etc. With the recent advance of studies on optical microcavities [1],
optical sensors can also be realized through on-chip microcavities. Through resonant recirculation,
light can be confined into a small volume by optical microcavities, among which photonic crystal
cavity is a promising candidate for sensing applications due to its small mode volume and strong light
field confinement [2]. They have received much attention in recent years due to the flexible structure,
easy on-chip integration, outstanding light confinement capability, and compact size [3].

In this review, we focus on the sensing applications of photonic crystal nanobeam cavities [4–27],
which are attractive for their ultra-small physical footprint and extremely low effective mass. This
review is organized as follows. Section 2 gives a brief overview of photonic crystals and other types
of optical cavities. Section 3 outlines the sensing principle and highlights some key developments in
refractive index sensing based on nanobeam cavities. Section 4 presents applications on nanoparticle
sensing and analyzes the techniques for nanoparticle capture. Section 5 outlines the mechanisms for
optomechanical sensing and at the same time introduce their applications. Section 6 highlights the
principles and applications of temperature sensing using photonic crystal nanobeam cavities. Finally,
we sum up the whole review.

Micromachines 2018, 9, 541; doi:10.3390/mi9110541 www.mdpi.com/journal/micromachines4
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2. Optical Cavity

Optical microcavities are capable of confining light in small mode volumes. Based on
them, sensors are possible to achieve unprecedentedly high sensitivity and low detection limits.
The resonance characteristics of a microcavity, such as resonance wavelength and line width, can be
significantly affected by slight physical and chemical variations in the optical mode region.

In a photonic cavity, only light at its resonance wavelengths can be strongly coupled into it. For a
whispering gallery mode (WGM) cavity or a Fabry-Pérot (F-P) cavity, the resonance wavelength λr is
defined by:

λr = Lne f f /m (1)

where neff is the effective refractive index of the cavity, L is the round-trip optical path length and m is an
integer. A resonance wavelength shift can be induced if there is a change of effective refractive index in
the optical mode region. As light propagates through the cavity, a dramatic dip or peak in the intensity
of the transmitted light occurs, which can be monitored in the transmission spectrum. For general
sensing applications, measurements on the shift of resonance wavelength (Δλ) are most frequently
implemented (Figure 1). The transmission spectrum of a side-coupled optical resonator is shown in
Figure 1a. In Figure 1b, the transmission spectrum of an optical resonator that is directly in the optical
path (i.e., input-cavity-output configuration) is presented. In addition to resonance wavelength, the
quality factor (Q) is used to compare losses in optical microcavities, which is defined as:

Q = λr/δλ (2)

where δλ is the resonance linewidth. The Q factor indicates the photon lifetime within the cavity. Q
factors can range from 103 to 1010 [28] for different cavity designs. For high-Q microcavities, continuous
and repetitive sampling of analytes at the resonator surface contributes to the high sensitivity of optical
microcavities by significantly increasing the effective optical path length for light matter interaction.

Figure 1. Transmission spectrum of an optical microcavity: (a) a characteristic dip at resonance
wavelength for side-coupled cavity; (b) a characteristic peak at resonance wavelength for the
input-cavity-output configuration. The resonance wavelength shifts from the red line to blue line due
to the physical or chemical variations in optical mode region. In addition, the decrease of Q factor
causes the expansion of spectral resonance line width (δλ).

Following extensive studies on optical cavity designs and technological advance in device
fabrication, a variety of micro- and nano-photonic cavity structures have been developed. Below, some
of the typical ones are introduced.

Photonic crystal (PhC) microcavities possess regions of varying materials with different refractive
indices arranged in a periodic structure and exhibit abundant optical properties of slowing down
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and confining the light. The periodic spatial arrangements of contrasting dielectric media create a
photonic bandgap (PBG) [29,30]. Through periodic modulation of the dielectric constant in one, two,
or three orthogonal directions in a structure, PhC can be obtained. 1D PhCs can be formed by placing
alternating dielectric stacks periodically [31] or by etching a row of holes in a perfect waveguide (in
Figure 2a). 2D PhCs can be realized either by growing high aspect ratio dielectric rods or by etching
holes in a higher dielectric material periodically in two dimensions [32]. The latter is most commonly
adopted due to its easy fabrication process. In 3D PhCs, a complete PBG can be obtained and the
refractive index is modulated in all three directions [33,34]. The fabrications for this type of structures
are challenging. The micro-/nano-photonic cavities constructed using these three types of PhCs are
schematically shown in Figure 2.

Figure 2. Schematic diagrams of cavities using (a) 1D, (b) 2D, and (c) 3D photonic crystals (PhCs).

In 1997, Foresi et al. [35] demonstrated the proof of concept of a nanobeam cavity through
integrating PBG structures directly into a silicon waveguide on a silicon-on-insulator (SOI) wafer. This
nanobeam cavity had a modal volume (V) of 0.055 μm3 and a Q factor of 265 at resonance wavelength
1.56 μm. The high Q/V ratio and large bandgap of this proposed PBG waveguide microcavity made
it advantageous over traditional stacked mirror cavities. In general, the Q factor and modal volume
are used to characterize optical cavities, and high Q/V is desirable for many applications such as
filter, laser, and high Purcell factor [36]. Later, much work has been carried out experimentally and
numerically in order to increase the Q/V ratio through subtle tuning of the hole geometry around the
cavity defect [37–43]. Importantly, Lalanne et al. proposed the Bloch mode engineering concepts [42]
and revealed two physical mechanisms of the fine-tuning of holes geometry of PhC cavities [43]. The
first mechanism could be realized through engineering the mirrors and thus reducing the out-of-plane
far field radiation. The other mechanism involved recycling, which could be understood as an
interference between leaky modes and fundamental modes. Moreover, the authors modified a classical
F-P cavity model with consideration of energy recycling through leaky waves to physically interpret
the second mechanism. As shown through the analytical model, the recycling mechanism complied
with a phase-matching condition. Through subtle tapering of the hole size, the modal mismatch effects
between cavity defect space and PhC mirrors could be reduced, which could increase the Q/V ratio by
several orders of magnitude. These studies provide significant physical insights on the optimization of
nanobeam cavity and are fundamental for further development of nanobeam cavity design.

Based on the Bloch mode engineering concepts [42,44], in 2006 Velha et al. [45] achieved a
nanobeam cavity with Q factor of 8900. Furthermore, in 2007 Velha et al. [46] tried to adjust the
length of the cavity defect as a function of the number of mirror holes. Consequently, they obtained
a modal volume of 0.6 (λ/n)3 and a Q factor of 58,000. In addition, many studies have been carried
out on the design concepts and methodologies for the optimization of nanobeam cavities [47–54]. In
general, three elements are modulated in the design process, the PhC mirror, cavity length, and taper
(in Figure 3). Notomi et al. [48] proposed mode-gap-based cavities numerically in 2008, and later
Kuramochi et al. [51] experimentally demonstrated the ladder nanobeam cavity and stack nanobeam
cavity on an SOI wafer with a Q factor of higher than 105 and a small modal volume. Later, a
deterministic method was proposed for a nanobeam cavity with high Q/V [52,53]. The authors
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adopted photonic band calculations rather than a trial-based method in the design process, which
could save on computation costs and improve the design efficiency. In this way, the final cavity
resonance with a small deviation from the predetermined wavelength could be achieved.

Figure 3. Three elements involved in the optimization of PhC nanobeam cavities.

In addition, there are some other types of optical microcavities using different confinement
methods. As shown in Figure 4a, two planar mirrors are placed parallelly to form an F-P cavity. In this
way, resonant photons can be bounded between mirrors so that light can be confined to the optical
cavity. Due to the unique “air gap” offered by the F-P cavity, it has some advantages over other optical
cavities, such as tunable cavity length and easy interaction with analytes. In WGM microcavities
(Figure 4b), the circular structure of dielectric material can confine optical field strongly through total
internal reflection [55]. WGM cavities with an ultra-high optical Q (exceeding 108) [28] provide a
remarkable advantage over other microcavities in terms of extremely low loss and long photon lifetime.

Figure 4. (a) Schematic diagram of Fabry-Pérot (F-P) cavity with DBRs; (b) schematic diagram of
whispering gallery mode (WGM) cavity.

3. Refractive Index Sensing

Refractive index (RI) sensing is one of the most prominent commercialized sensing technologies,
and there is a vast amount of literature on RI sensors. Various examples of RI sensors using
photonic structures such as ring resonators [56,57], long-period fiber gratings [58,59], surface plasmon
resonators [60], and PhCs have been proposed in recent years. In this section, we focus on RI sensors
using PhC nanobeam cavities.

3.1. Sensing Principle

For sensing applications, the resonance wavelength shift of a PhC cavity induced by RI changes
in the optical mode region can be measured to evaluate the RI variations. Section 3 gives an overview
of RI sensors for detection of the homogenous change of background RI in the optical mode region,
which is usually used for the determination of RI changes in liquid or gas samples.

7
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With the use of perturbation theory, the frequency shift Δω caused by a small perturbation of
dielectric function Δε can be obtained as follows [32]:

Δω = −ω

2

∫
d3rΔε(r)|E(r)|2∫
d3rε(r)|E(r)|2

+ O(Δε2), (3)

where E(r) is the mode profile of the perfectly linear and unperturbed dielectric function ε(r). Writing
Δε ≈ ε · 2Δn/n and considering the homogenous change of RI, which means that Δn/n is all the same
in the perturbed region and zero in the unperturbed region. An intuitive interpretation of Equation (3)
is then given as [32]:

Δω

ω
≈ −Δn

n
( f raction o f

∫
ε|E|2 in the perturbed regions). (4)

It is indicated in Equation (4) that the frequency change is proportional to the fraction of electric
field energy confined in the perturbed region.

Furthermore, for detection of a nanoparticle or a single molecule in the vicinity of the photonic
cavity, the cavity resonance wavelength shift can be given as follows [15]:

δλ

λ
=

3(εp − εs)

εp + 2εs

|Emol |2
2
∫

ε|E|2dr
Vmol , (5)

where δλ is the shift of resonance wavelength, εs is the permittivity of the background environment, εp

is the permittivity of the nanoparticle, Emol is the electric field at the nanoparticle location,
∫

ε|E|2dr
is the overall optical mode energy inside cavity, and Vmol is the volume of the nanoparticle. From
Equations (4) and (5), it is indicated clearly that a cavity with a small mode volume and a strong optical
field concentrated at the perturbed (or sensing) region is preferred to yield a large resonance shift for
high sensitivity.

To quantitatively compare and evaluate the capability of the RI sensor, the concepts of sensitivity
and detection limit are introduced [61]. The sensitivity is defined as the resonance shift with unit
variation of sample RI, and the detection limit is defined as the minimal variation of RI that can be
measured precisely. Various RI sensors based on PhC nanobeam cavities have been put forward
to achieve outstanding refractive sensing capability in the past decade. The developments of these
designs will be reviewed in detail.

3.2. Sensing Applications

Initial work on PhC RI sensors adopted primarily 2D PhC cavities [62,63]. Chow et al. [62]
experimentally demonstrated the measurement of the shift in resonant wavelength of a 2D PhC
microcavity induced by the change of ambient RI. Commercially available optical fluids having
different refractive indices were used for experimental characterization. The proposed sensor with a Q
factor of 400 demonstrated a sensitivity of 200 nm/RIU and a detection limit of 0.002 RIU. A growing
number of studies on RI sensors have focused on 1D PhC cavities in the last decade due to the fact that
PhC nanobeam cavities have demonstrated ultra-high Q factors experimentally [48]. What is more,
PhC nanobeam cavities show clear advantages in miniaturization and on-chip integration of optical
sensors due to their small effective masses and physical footprints.

3.2.1. Efforts on Sensitivity

As introduced in Section 2, most of the initial work on nanobeam cavity design has been motivated
by the development of optical communications and data processing. Thus, many studies have focused
on the improvement of Q/V ratio, which is crucial for functional devices such as optical filter and
optical switch. Meanwhile, some efforts have been carried out to use these nanobeam cavities as
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sensors. For the use of sensing, the design objective is not limited to high Q/V ratio, and many studies
have been put forward to optimize the cavity design for the sensing performance.

Wang et al. [5] demonstrated the experiment of RI sensing with the use of a single nanobeam
cavity in 2010. As shown in Figure 5, the PhC nanobeam waveguides were designed to be two
parallelly suspended nanobeams with a small slot between them. Moreover, these two nanobeams
were patterned with 1D holes for strong light confinement in the slot region. Significantly, the light
field is confined in the low RI region. Due to a large overlap with the potential analyte, the fabricated
sample could obtain a sensitivity of 700 nm/RIU and a Q factor of 500 at 1386.5 nm. The parameters of
the PhC structure were determined using a photonic bands software package [64]. Furthermore, the
proposed sensor was evaluated theoretically through the use of a 3D finite-difference time-domain
(FDTD) method [65] and analyzed experimentally after fabrication, which were useful approaches for
the characterization of the proposed sensor. For the experimental demonstration, the proposed sensor
was fabricated on an InGaAsP membrane of 220 nm thickness with embedded InAs quantum dots
(QD). This could easily yield photoluminescence (PL) after excitation with a continuous wave (CW)
diode laser [66]. After being dispersed through a monochromator, the PL signal was detected with a
liquid-nitrogen-cooled InGaAs camera.

Figure 5. Refractive index (RI) sensor based on PhC slot nanobeam slow light waveguide.

With the development of nanobeam cavity design methods, there have been some ultra-high
Q nanobeam cavities emerging. Typically, high-Q cavities are preferred for RI sensing due to the
advantageous detection limit. However, due to the lack of light-matter interaction, an ultra-high
Q factor nanobeam cavity [67] provided a sensitivity of 83 nm/RIU. This also pointed out the
importance of sufficient overlap between optical mode field and analytes (typically having a low
index) for sensitivity.

In order to achieve high sensitivity, Yao and Shi [6] designed a 1D PhC stack mode-gap cavity
with width modulation, which localized 35% of the electric field in the low index region. Consequently,
the measurement of sensitivity was reported as 269 nm/RIU. The proposed sensor had a wide sensing
range. After being immersed in a water-ethanol mixture in their experiment, the proposed sensor
still maintained a Q factor of about 27,000 across a 50 nm wide spectral band. Furthermore, their
structure design was appropriate for the implementations of sensing in a flowing sample. When a
PhC nanobeam cavity used for RI sensing, the structures of resonators (high index material) usually
isolate the void space (low index region) into pieces, which may potentially block the flow channel of
the sample [68]. It can be seen in Figure 6a that the structure of this PhC nanobeam provides enough
channels for the flow of the samples.

To further increase sensitivity, some efforts have introduced discontinuity into photonic structures.
As the introduced discontinuity results in a high-index-contrast interface in the optical field, the electric
field will be much stronger in the low-index region as a large discontinuity to satisfy the continuity
of the electric flux density, as stated by the Maxwell Equations [69]. In 2013, Xu et al. [70] made use
of the discontinuity based on the modulated width stack cavity design. As shown in Figure 6b, a
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slot was introduced between periodic arrays of stacks. This design combines the characteristics of a
slot waveguide (light field concentrated in the slot region) and a 1D PhC cavity (light field enhanced
and confined in the cavity region). The middle slot created a high-index-contrast interface in the
optical mode. In this way, the majority of the light field was confined in the slot (low index region)
and strongly interacted with analytes. A high sensitivity of 410 nm/RIU could be obtained in the
experiments with NaCl solutions of different concentrations. In experiments, the slot tapers and ridge
tapers were used to efficiently guide the light into and out of the sensing region. Through the use
of numerical simulations, the authors also discovered that the sensitivity increased and the Q factor
decreased exponentially with the expansion of the slot width. After a tradeoff between Q factor and
sensitivity was made, the Q factor remained at around 104 in their experiments with the cavity in the
NaCl solution. Moreover, in 2015 Yang et al. [71] reported a slot PhC nanobeam cavity, as shown in
Figure 6c. With the parabolically tapered air holes and an air slot introduced in the middle of the
nanobeam, the nanobeam cavity could confine optical field robustly in the low RI region between
air holes. Therefore, an ultra-high Q factor of 2.67 × 107 and sensitivity of 750.89 nm/RIU could be
obtained simultaneously according to their simulation results. What is more, this proposed geometry
significantly provided ultra-small mode volume around 0.01 (λ/nair)3, which made it a potential
platform for energy-efficient single particle detection.

Figure 6. RI sensors aimed at increasing light matter interaction: (a) width-modulated stack nanobeam
cavity; (b) slotted width-modulated stack nanobeam cavity; (c) slotted tapered-hole nanobeam cavity.

3.2.2. The Pursuit of Both High Q Factor and High Sensitivity

As mentioned above, a discontinuity in photonic structures could be adopted to enhance the
sensitivity for a dielectric mode (optical field confined in the dielectric waveguide medium) PhC
nanobeam. However, this leads to an intrinsic tradeoff between the quality factor and sensitivity for
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the design of a dielectric mode PhC nanobeam RI sensor [70]. The figure of merit (FOM) was proposed
by Leif et al. [72] for the evaluation on sensing performance of RI sensors. It can be understood as:

FOM = S · Q/λres, (6)

where λres is the resonant wavelength of the cavity, Q is the quality factor of the cavity, and S is the
sensitivity of the cavity. However, for the dielectric mode nanobeam cavity, FOM is limited by the
tradeoff between the sensitivity (S) and quality factor (Q). The high sensitivity of RI sensors requires a
large overlap between the optical mode field and analytes, which means that the optical mode should
be confined in the analyte region (usually a low-index region), while the high Q factor of RI sensors
requires strong confinement of optical mode in the waveguide medium (usually the high-index region).
The high-Q cavities are desirable for a low detection limit of RI sensing, because a high Q factor leads to
narrow resonance linewidth and hence small resonance shift resolution. Therefore, some studies have
been carried out aiming at simultaneously achieving ultra-high quality factor and sensitivity [7,73,74].

A photonic nanobeam structure with simultaneously ultra-high Q and S for RI sensing was
reported in 2013 by Yang et al. [7]. There were small gaps between these parallel PhC nanobeam
cavities. After guided directly into these gaps through coupler tapers, the light was confined in the
low-index region. With the use of a deterministic high-Q nanobeam cavity design method [53], the
resonance could be predicted with the numerical simulation on band-edge frequency of a single unit
cell with low computational cost. As the simulation results demonstrated, the nanoslotted parallel
multibeam cavity achieved a Q factor of 107 and a sensitivity of 800 nm/RIU at telecom wavelength
range in liquid with negligible absorption. As a follow-up study, Yang et al. [74] experimentally
demonstrated the sensing performance of the proposed sensor in 2014. The device was fabricated on
an SOI wafer without release of the buried oxide (BOX) layer, as shown in Figure 7. In the measurement
of quadra-beam PhC cavity in ethanol/water solution, the sensor obtained a high-Q factor of 7015
and a high sensitivity of 451 nm/RIU experimentally and achieved an FOM of 2060. Furthermore,
an ultra-low concentration of 10 ag/mL streptavidin could be detected with this proposed sensor
in experiments.

Figure 7. Nanoslotted parallel quadra-beam cavity.

Due to the intrinsic tradeoff between Q factor and sensitivity of dielectric-mode nanobeam cavity,
some researchers extended studies to air mode cavities besides the common focus on dielectric mode
cavities. As one of the drawbacks of the multibeam cavities is the relatively large footprint, single
nanobeam cavities are expected to have better sensing performance. Quan and Loncar [53] proposed a
deterministic design method for a single air mode nanobeam cavity. The air mode cavity could localize
optical field in the region of low RI, and thus the air mode cavity with both high Q factor and high
sensitivity became an appropriate choice for RI sensing. With use of the same design principle for the
ultra-high Q dielectric-mode nanobeam cavity, the mode at the air band edge could be pulled down
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into the bandgap to create an ultra-high Q air mode nanobeam cavity. As introduced in this study, the
dielectric mode nanobeam cavity was achieved through decreasing the size of holes from center to
end, while the air mode nanobeam cavity was obtained by increasing the size of holes from center
to end. Liang and Quan [8] experimentally demonstrated the air mode PhC nanobeam cavity, which
had the advantages of both ultra-high Q (2.5 × 105) and ultra-small mode volume (0.01 (λ/nair)3) at
telecom wavelength, in 2015. As shown in Figure 8a, the lengths of these rectangular slots were tapered
from the end to the middle, with constant width and periodicity. The proposed sensor was fabricated
on an SOI wafer with input and output waveguide. The ultra-small mode volume of this proposed
sensor enabled its application to single nanoparticle detection. What is more, the air mode nanobeam
cavity can also be realized by tapering the nanobeam width rather than the hole size [53]. Figure 8b
presents a RI sensor based on this kind of nanobeam cavity, which was reported by Yang et al. in
2015 [9]. The air mode nanobeam cavity greatly increased the interaction between the optical field
and the analytes; thus, the single nanobeam could realize a high sensitivity of 537.8 nm/RIU and
a high Q factor of 5.16 × 106, as indicated in their simulation results. Based on the similar sensing
principle, Huang et al. [75] also reported a tapered width nanobeam cavity with elliptical holes in 2016.
Moreover, in 2015 Fegadolli et al. [75] utilized the air-mode nanobeam cavity integrated with a NiCr
microheater to demonstrate an RI sensor with a local heating function. The proposed sensor presented
a sensitivity of 98 nm/RIU and a heating temperature range of 98 ◦C, which could be used for sensing
applications that required local temperature control [76].

Figure 8. Air mode nanobeam cavities that localize light in low index region: (a) nanobeam cavity with
modulated air holes; (b) nanobeam cavity with modulated width.

In addition to the work described above, some studies have indicated that the optical field in
the low-index sensing region could also be enhanced with coupled optical resonators, such as a
side-coupled nanobeam cavity, microring resonator, etc. [77–80]. Furthermore, research has been
carried out to enhance the single nanobeam cavity design in order to achieve the ultra-small mode
volume suitable for nanoscale RI sensing [81–84]. Along with much work on telecom wavelength
range, Liu et al. [85] experimentally demonstrated a Si3N4 PhC nanobeam cavity for highly sensitive RI
sensing at visible spectrum resonance wavelength. Visible light sensors have the unique advantage of
avoiding high light absorption of water in the telecom near-infrared region. In addition, Xu et al. [86]
theoretically presented a nanobeam cavity sensor design with a resonant wavelength of 4132 nm
in the mid-infrared region for RI sensing. The proposed sensor achieved sensitivity as high as
2280 nm/RIU theoretically.

3.2.3. Multiplex RI Sensing

Besides much research work on the detection of single analyte, there are studies focused on
multiplex RI sensing, including nanobeam cavity sensor array [4] and single nanobeam cavity [11,87].
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Mandal and Erickson [4] demonstrated a sensor array based on PhC nanobeam cavities in 2008. A
nanobeam cavity with Q factor of 8900 was achieved by Velha et al. [88] in 2006 using Bloch-mode
engineering concepts. Based on the same design principles, the authors adopted FDTD simulations to
optimize the cavity and achieved a Q factor of 2000, which was satisfactory for concept illustration in
this study. In their design, the nanobeam cavities side-coupled to the input/output waveguide were
designed to be at different resonances and separated in different fluid channels. Thus, each analyte
could be detected simultaneously with the resonance shift of its corresponding nanobeam cavity by
monitoring the output of the waveguide. As shown in Figure 9a, the proposed device was fabricated
in a 250 nm thick silicon device layer on an SOI wafer. To demonstrate the nanobeam cavity sensor
array, the authors used soft lithography with PDMS to form fluid channels that could separate each
nanobeam cavity along the waveguide. The authors injected fluids into the channels and measured the
resonance shifts of the corresponding nanobeam cavities in the multi-peak transmission spectrum of the
device. Moreover, the effects of functionalized surfaces on low mass detection were also investigated
numerically. In addition, some researchers have also demonstrated the improved sensor arrays based
on nanobeam cavities side-coupled in series with a waveguide as well as parallel nanobeam cavities
directly coupled to the input and output waveguides, as shown in Figure 9c [27,89,90]. As for the
multiplex RI sensing with the use of multiple parallel nanobeam cavities, it is possible for the sensing
signal of each nanobeam cavity to interfere with others due to the existence of multiple resonances of
each nanobeam cavity. Therefore, several studies have been carried out on filtering out the resonances
of unwanted orders of a single nanobeam cavity without sacrificing the sensing performance [91–93].
The schematic of a typical approach is shown in Figure 9b. With the use of a PhC nanobeam bandgap
filter, the free spectral range of each sensing channel could be increased in the wavelength-multiplexed
sensing scheme so that crosstalk among multiple channels could be avoided [10], as shown in Figure 9c.

What is more, the single nanobeam cavity can be used to realize complex RI sensing (detection
of both real and imaginary parts of RI) [11,87]. In the field of RI sensing based on PhC nanobeam
cavity, the majority of studies have focused on the real part of RI, while Zhang et al. [11] in 2016
demonstrated the possibility of multi-element mixture detection based on the combination of both real
and imaginary parts of RI detection. In their demonstration of the detection of a D2O/H2O/EtOH
mixture, the authors achieved a sensitivity of 58 nm/RIU for the real part and 139 nm/RIU for the
imaginary part, with a satisfactory detection limit. The authors suggested that the changes in real and
imaginary parts of RI resulted in linear changes of the resonance wavelength and mode linewidth,
respectively. Thus, the proposed sensor was capable of detecting ternary mixture concentrations with
two unknown parameters. After the characterization of the sensor responses of resonance wavelength
shift and linewidth variation to the known concentrations in specific calibration binary mixtures, the
detection of unknown concentrations of a ternary mixture could be realized with the measurements
of the total resonance wavelength shift and linewidth change. The dielectric nanobeam cavity with
both high transmission and high Q factor [94] was fabricated with a silicon device layer of 260 nm
thick above the 2 μm thick BOX layer on a SOI wafer, and light was coupled into the cavity through a
grating coupler and tapered waveguide.
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Figure 9. Proposed sensors for multiplex sensing: (a) waveguide side-coupled nanobeam cavity array;
(b) schematic of nanobeam cavity integrated with bandgap filter; (c) parallel multiplex sensing array
integrated with band stop filters.

3.3. Discussion

Many efforts have been carried out to optimize the nanobeam cavity design for RI sensing.
For RI sensing applications, there are design objectives other than the high Q/V ratio. In order to
simultaneously achieve outstanding sensitivity and detection limit, studies have worked to increase
the light-matter interaction without sacrificing the Q factor in the nanobeam cavity design. Many
meaningful approaches have been presented, such as the introduction of discontinuity into PhC
structures, coupling of light into mirror gaps, and design of air mode cavity.

In summary, with the advancements of nanobeam cavity design and fabrication in recent years,
the PhC nanobeam cavities have become an excellent platform for RI sensing due to the high Q factor,
small mode volume, and large overlap between light field and analytes. Moreover, the advantage of
the small footprint makes it suitable for multiple channel sensing using a wavelength multiplexing
scheme and facilitates further on-chip integration.

4. Nanoparticle Sensing

In the previous section about RI sensors, the studies introduced mainly focus on the homogenous
change of RI induced by the sample. Despite some designs already possessing nanoparticle detection
ability, we feel that nanoparticle sensing using nanobeam cavities deserves special attention here. For
the sensing of nanoparticles such as biomolecules, specific capture of nanoparticles on the sensor/cavity
surface is required to induce a significant change in cavity characteristics. As shown in Figure 10, it is
hard to induce a detectable resonance shift in a nanobeam cavity without surface binding capability,
especially for single nanoparticle sensing.
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Figure 10. Schematic of nanoparticle sensing.

In recent years, there has been great progress in nanoparticle sensing using micro- and nanoscale
optical approaches. To realize next-generation clinical diagnostic tests, much work has been
carried out on approaches to sensitive detection of biomolecules, such as DNA, proteins, and other
nanoparticles [95]. The detection limit of these nanoparticle sensors is expected to be ultra-low for
single molecule capability. Moreover, it is crucial to achieve this detection in an aqueous environment
with a selective detection capability among multiple species of nanoparticles. Among all the detection
methods reported, the most prominent include those based on resonant cavities [96,97], surface
plasmon resonance [98,99], interferometry [100,101], and photonic crystals [102]. Some nanoparticle
sensing mechanisms such as mode shift, mode broadening, and mode splitting have been demonstrated
using WGM cavities [103–105]. PhC nanobeam cavities, which can provide an ultra-small mode volume
and high Q factor [1], are well suited for light field interaction with ultra-small nanoparticles and
biomolecules, and hence show promise in this field.

The sensitivity of the nanoparticle sensor is given as the ratio of the resonance shift induced to the
surface density of the captured nanoparticles [61]. This clearly indicates demand for ultra-small mode
volume cavity to interact with the target nanoparticles. Moreover, the ability of the sensor surface to
capture nanoparticles is important for the sensing performance. This nanoparticle capturing ability can
be realized through functionalized coatings on sensing resonators or other techniques such as trapping
using optical forces. To realize optimal and selective binding of nanoparticles on the sensor surface,
specified functionalized coatings are widely used in many studies. For example, the antibody-antigen
locking mechanism is adopted for the binding of target biomolecules to the surface. On the other hand,
different techniques such as optical trapping also exist to capture the target nanoparticles. With the
use of it, there is no need for coating on the resonator surface; instead we use optical trapping force to
achieve the same task. The following will briefly discuss the nanoparticle sensors using these methods.

4.1. Functionalized Coating Surface

The antibody-antigen locking mechanism has been widely adopted for the functionalization of
the nanobeam cavity surface. In 2009 Mandal et al. [13] presented a biomolecular sensor with a 1D
PhC nanobeam cavity array. The authors demonstrated the capability of this proposed sensor for
wavelength-multiplexed sensing with monoclonal antibodies to interleukin 4, 6, 8 on three adjacent
nanobeam cavities. As shown in Figure 11, these nanobeam cavities were given different types of
functionalized surfaces to capture the corresponding biomolecules. Wavelength-scale mode volume
could be obtained due to the optimized PhC structures [88]. The detection limit on the order of 63 ag
total bound mass could be achieved according to the estimation using a polyelectrolyte “layer-by-layer”
growth model. The proposed device was fabricated in a 250 nm thick silicon device layer on a SOI
wafer. Moreover, the authors adopted a polyelectrolyte multilayer deposition method to determine the
proposed sensor response to the bound mass. In this way, the maximum distance for the biomolecules
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to be captured and detected on the surface was determined, and the appropriate surface conjugation
method could be chosen.

Figure 11. Three waveguide-coupled nanobeam cavities with different immobilized antigens on
their surfaces.

Liang et al. [14] also took advantage of the antibody-antigen locking mechanism. In 2013 the
authors indicated that the resonance shift would increase with a decrease in optical mode volume.
Thus, a PhC nanobeam cavity with high Q on the order of 104 and small mode volume of wavelength
scale was used for further investigations. The target carcinoembryonic antigen (CEA) was a biomarker
for tumors in the colon cancer treatment process. Before selectively detecting CEA, the authors first
modified the nanobeam surface with captured anti-CEA. The resonance shift could be clearly observed
starting from a CEA concentration of 0.1 pg/mL. However, a CEA concentration above 10 μg/mL
could not induce any measurable resonance shift due to the surface saturation of physical absorption.
It was remarkable that the scalable deep UV lithography on SOI wafer was adopted for fabrication.
Compared with commonly used E-beam lithography process, the deep ultraviolet (UV) lithography
had the advantages of high-volume production, low cost, and a fast process. It was indicated that
these sample PhC chips provided a mean quality factor of 9000, which proved that scalable deep UV
lithography was a reliable approach to achieve sensitive and low-cost biosensing tools.

Quan et al. [15] used a single PhC nanobeam with ultra-small mode volume to investigate
the detection on a single streptavidin molecule, which was only 5 nm in diameter [106]. In their
experiments, the authors demonstrated that the proposed sensor was capable of detecting polystyrene
particles with radii as small as 12.5 nm in DI water. To further demonstrate single molecule sensing,
the authors modified the sensor surface with biotin for effective capture. They demonstrated detection
of 2 pM concentration of streptavidin molecules in phosphate buffered saline (PBS) solution. Moreover,
it was indicated that single molecule sensing could be improved with enhanced cavity design and laser
wavelength stability in their experiments. The proposed device was fabricated on a SOI wafer with
a 220 nm thick silicon device layer and a 3 μm thick BOX layer. As shown in Figure 12a, a polymer
fiber-waveguide coupler was used to effectively couple the light from fiber to silicon waveguide. In
this study, it was meaningful that the authors combined the perturbation theory [107] with the field
distribution achieved through FDTD simulation for the theoretical prediction of the resonance shift
resulted by a streptavidin molecule.
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Figure 12. (a) Nanobeam cavity sensor for single streptavidin molecule; (b) nanobeam cavity sensor
inside a live cell.

In 2013, Shambat et al. [16] employed a PhC nanobeam cavity as a living cellular nanoprobe. The
authors developed the design of nanobeam cavity based on [50]. To demonstrate the protein sensing
ability, they modified the mechanical design of the probe to make it rigid enough for experiments
in beakers. After chemically functionalizing the surface to achieve streptavidin-biotin binding, they
demonstrated the probe capability of protein sensing. The capability of streptavidin sensing with
nanoprobe could enable the possibility of further studies on label-free sensing in live cells. As shown
in Figure 12b, the nanobeam cavity was fabricated on the tip of a thin GaAs membrane that was
bonded to the edge of a fiber. In their experiment, a laser was used to pump the cell sample through
an objective lens. As the GaAs membrane contained layers of QDs at high density, photoluminescence
(PL) would be emitted, which formed a resonant mode in the cavity. PL readout was available through
the fiber bonded with the nanobeam cavity. In experiments, the authors demonstrated the sound
optical performance of nanobeam resonator inside the living cell. Interestingly, it was found that a cell
with inserted nanobeam could survive over one week with normal cellular activities.

Nanoparticle detection has also been reported in a gaseous environment. A gas sensor for
chemical sensing based on a waveguide-coupled nanobeam cavity with chemical functionalization on
the surface was presented by Chen et al. in 2014 [108]. With a fluoroalcohol polysiloxanes polymer
coated on the device surface, reversible and robust binding with a target MeS molecule could be
achieved. However, the excessive optical absorption of the coating caused a great reduction in Q factor
at the same time. As a result, a detection limit of 1.5 ppb was demonstrated in ambient environment.

4.2. Unfunctionalized Coating Surface

As introduced above, outstanding results of nanoparticle detection including enhanced selectivity
have been achieved through resonator surface binding. This typically requires an additional process to
capture the nanoparticles, including antibodies, chemical, and other types of functionalized surfaces.
However, the shortcoming of this approach has also been recognized.

With the unwanted optical absorption of the coating, the performance of the microcavity degrades.
Moreover, the optical sensors cannot be reused due to the chemical reaction on the surface, which also
increases the sensing cost. To overcome these drawbacks, research has been carried out to investigate
the nanoparticle manipulation with optical trapping forces based on the PhC nanobeam cavities
without functionalized coatings [17–19]. With an appropriate design, a PhC nanobeam cavity can
confine a strong light field in a small mode volume. The intense evanescent field with a large gradient
yields promising optical forces to capture nanoparticles on the resonator surface. As shown in Figure 13,
the waveguide-coupled nanobeam cavity [18] is capable of capturing nanoparticles in an aqueous
flowing sample.
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Figure 13. Schematics of the trap and release for nanoparticle in time sequence: (a) nanoparticle in
flowing sample with laser power on; (b) nanoparticle trapped in the area where the optical field is the
strongest; (c) nanoparticle released after laser power off.

A PhC nanobeam cavity with a central nanoslot for nanoparticle trapping was presented
numerically by Lin et al. in 2009 [17]. Compared with traditional waveguide trapping devices,
the optical trapping force of the proposed cavity was greatly enhanced. In 2010 Mandal et al. [18]
demonstrated the optical trapping of dielectric nanoparticles as small as 62 nm and 48 nm based on a
nanobeam cavity side-coupled with a waveguide. Previously, the capability of biomolecular detection
based on this resonator design was demonstrated by the same group using the functionalized surface
approach [13]. In their study [18], they presented the capability of trapping, storing, and rejecting
nanoparticles in a microfluid channel using the optical trapping force, which enabled the possibility of
an integrated biomolecule detection platform for simultaneous probing, sensing, and manipulation.
However, it was also indicated that the optical trapping for a single molecule had not yet been realized
due to the low Q factor of the nanobeam resonator resulting from the optical absorption of water.

Research efforts have therefore been made to reduce the optical absorption of water.
Chen et al. [19] proposed a PhC nanobeam cavity tweezer for the manipulation of nanoparticles
in 2012. The device was designed with silicon nitride, working at a resonance wavelength of 1064 nm.
In this way, the optical absorption of water was greatly reduced compared with a typical design based
on silicon material working at around 1550 nm wavelength. Additionally, silicon nitride has less
RI contrast between the nanobeam cavity and background medium, which could extend the tail of
the evanescent field. This proposed device enabled the manipulation of nanoparticles as small as
Wilson disease proteins, QDs, and 22 nm polymer particles. What is more, the authors investigated the
temperature effect during operation due to the optical absorption in the region of the strongest electric
field. This would generate a temperature gradient and further reduce the migration of nanoparticles
towards the warmest region [109]. The increase of temperature in the sample solution caused by
the silicon nitride device was found to be lower than 0.3 K with the use of finite element method
simulation under experimental conditions.

Using optical trapping force, Lin et al. [110] in 2013 also demonstrated the sensing of polystyrene
nanoparticles and green fluorescent protein (GFP) based on a reusable silicon waveguide-coupled
nanobeam cavity. For the protein sensing, the functionalized polystyrene particles instead of
functionalized resonator surface were used as carriers. These carriers were coated with antibodies
to aggregate target protein molecules into clusters. Due to their large dimensions, the clusters could
easily be trapped on the cavity surface through optical trapping force. These nanoparticles coated
with antibodies were added to a GFP solution of different concentrations. As the probability of a
nanoparticle combining with a GFP molecule was higher in the high-concentration GFP samples, there
would be a large fraction of clusters and a small fraction of single particles after the carriers were
added in. Since the single particle and cluster would induce different step sizes of resonance shifts,
the GFP concentration could be statistically analyzed through the measurement of the percentage of
single particles. The proposed device was fabricated on a SOI wafer with a silicon device layer of
thickness 220 nm. Moreover, it was interesting that the authors experimentally compared the sensing
performance of a waveguide-coupled micro-donut resonator and a nanobeam cavity for polystyrene
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nanoparticles. Even though the micro-donut resonator had a higher Q factor of 9000 compared with
the nanobeam cavity Q factor of only 2000, the nanobeam cavity could generate a larger resonance
shift and detect smaller nanoparticles having a diameter of 110 nm due to its smaller mode volume.

In addition, research has been carried out on the detection of gold nanoparticles due to their use
as biosensing labels. The sensitive detection of gold nanoparticles enables the detection of potential
labeled analytes, such as DNA, proteins, and antigens. Schmidt et al. [12] demonstrated the detection
of gold nanoparticles as small as 10 nm in diameter with a density of 1.25 particles per 0.04 μm2.
A nanobeam cavity with a Q factor of about 180 was designed based on [35,69]. The strongly confined
light field in the nanobeam cavity enhanced the effective cross section of gold nanoparticles. The
proposed device was fabricated on a SOI wafer. In their experimental demonstration, a small amount
of 10 nm gold particles were added to a water-based solution and subsequently deposited on the top
surface of the cavity after the solution evaporated. It was indicated that there was a transmission loss
due to the absorption of gold nanoparticles.

Liang and Quan [8] demonstrated the detection of 1.8 nm diameter single gold nanoparticles in
2015. The proposed device was fabricated on a SOI wafer with 220 nm thick silicon device layer. The
authors used two methods, namely piezospray and electrospray, in their experimental demonstration
for single particle detection. After they are evaporated and deposited on the PhC nanobeam cavity
with piezospray, the gold particles would be trapped in the center of the nanobeam cavity where the
optical field was the strongest due to the optical trapping effect. In this way, a single-step resonance
shift could be measured. Moreover, the authors adopted the electrospray method to demonstrate their
detection capability in a flowing sample. The electrospray-generated aerosol nanoparticles had high
kinetic energies that could not be easily trapped by the optical field. Thus, the detection was based on
further statistical analysis of distributed resonance shifts instead of a single-step resonance shift.

Research is also ongoing for developing new sensing mechanisms aiming at single molecule
detection [111,112]. For example, in 2012 Lin et al. [112] theoretically proposed a photothermal sensor
that was capable of detection of a single molecule. There were two parallel nanobeam cavities in
their design, with one acting as a pump and the other as a probe. The light pumped in the nanobeam
cavity was tuned to the characteristic absorption line of target molecules. Thus, the temperature of the
suspended nanobeam cavities would increase due to the heat generated from the absorption process.
Furthermore, the resonance shift induced by the thermo-optic effect could be measured in the probe
nanobeam cavity to evaluate the molecule concentration. The detection limit of gas concentration was
numerically calculated to be 1.7 ppb.

4.3. Discussion

In general, for both the RI sensing and nanoparticle sensing applications introduced above,
the transmission spectrum of the nanobeam cavity is measured to monitor the resonance shift.
Most of the studies are in pursuit of nanobeam cavities with high Q factor and high sensitivity
in principle. However, the sensing performance of these highly sensitive nanobeam cavity sensors
may be influenced by several factors in practice [15]. Several factors, such as temperature change,
chip oxidation, and solvent deposition, may cause considerable resonance fluctuations due to the
highly sensitive performance. Thus, some studies have been carried out on the on-chip stabilization of
cavity resonance. In [6], the authors characterized the ambient temperature effect on the fluctuations
of resonance shift during measurements. Moreover, some researchers mentioned the use of on-chip
thermal-stabilized reference nanobeam cavity [26,27]. Furthermore, some researchers paid attention to
the sample environment effects on the degradation of sensor behavior [16,113]. In [16], the authors
made use of an alumina/zirconia coating to prevent the photoinduced oxidation of device. Due to the
dense layer of hydroxyl groups on the surface of silica, the silica resonators are easily to be degraded
through the attraction of water in the air. To avoid degradation, the authors made use of a SiOXNY

layer to fabricate the device [113]. In this way, the resonance and Q factor of the cavity could be
stabilized. In [114], an on-chip NEMS actuator was used to stabilize the optical mode wavelength.
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Normally, the resonance shift is monitored in real time for the measurement of nanoparticle
sensing. An overall slope of resonance shifts versus time can be used to analyze target nanoparticles in
liquid sample. However, both the analyte and solvent contribute to the slope. Since the nanoparticle
binding on the cavity surface could result in resonance jump during the monitoring process, many
researchers observed the fluctuations on the slope to distinguish the resonance shift caused by target
nanoparticle binding on the surface (analyte) and homogenous RI change in solution (solvent) [115,116].
In this way, different types and sizes of nanoparticles could be distinguished based on the particular
step size of resonance shifts in the fluctuations. In [115], the authors analyzed the resonance shift
fluctuations and showed a histogram of resonance shift versus nanoparticle size. In the histogram,
polystyrene nanobeads with a radius of 12.5 nm, 25 nm, or 50 nm could be inferred from resonance
shift maxima. In [8,14,15], the authors also used this strategy to analyze the resonance shifts.

In summary, the ability of PhC nanobeam cavities to capture nanoparticles on cavity surfaces
is essential for the further improvement of nanoparticle sensing capability. To detect flowing
nanoparticles in aqueous samples, large optical gradient forces are demanded for successful optical
trapping of nanoparticles. Hence, further optimization of cavity design might be needed. Moreover,
there is a need for further studies on the functionalized coating of the sensor to reduce optical
absorption, simplify the functionalization process, and improve sustainability.

5. Optomechanical Sensors

In addition to the chemical/nanoparticle sensors described in the above sections, PhC nanocavities
can also be utilized for physical sensors, which rely on the interaction between optical field and
nanomechanical motion [117]. The explorations of such optomechanical interactions at the nanoscale
potentially enable the highly sensitive optical detection of displacement, force, and mass [118].

There are several typical optomechanical systems in these studies. Various types of optical
resonator are used, including F-P cavities, WGM resonators, and photonic crystal cavities. Due to
their properties of simple structure and high finesse, F-P cavities are widely used at the micro scale.
As an on-chip optomechanical system, two mirrors are integrated on a chip including a fixed mirror
and a movable mirror. A distributed Bragg reflectors (DBRs)-based F-P cavity is one of the most
typical structures [119,120]. As shown in Figure 14a, one DBR is mechanically movable and the other
is fixed. However, miniaturization of such F-P cavities at the micro/nano scale generally leads to
limited Q factor and sensitivity in sensing applications. WGM cavities represent a more viable solution
for on-chip miniaturization. There are generally two ways to introduce optomechanical interactions
in WGM cavities. One is to modify its own structure, such as double-layered structures [121], and
the other is to design a combined structure by introducing an extra mechanical resonator such as a
cantilever or a bridge beam coupled to the WGM cavity [122,123], as shown in Figure 14b.

Figure 14. Schematics of typical optomechanical systems based on F-P cavity and WGM cavity: (a) an
F-P cavity coupled with a mechanical resonator; (b) a WGM cavity coupled with a mechanical resonator.
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PhC cavity devices exhibit high optical quality factors and ultra-small mode volumes, which
promise strong optomechanical effects. These optomechanical effects have been demonstrated using
both 2D [124,125] and 1D [20,126] PhC cavities. Compared with 2D PhC cavities, 1D PhC nanobeam
cavities offer a potentially smaller physical footprint and more flexibility in design, which make them
attractive for optomechanical sensing.

In optomechanical systems, optical field and mechanical motion are coupled. Thus, the mechanical
motion can be easily detected through the measurement of the light transmitted through the optical
cavity. For a microcavity of optical resonance frequency (ωC) and cavity length (x), the optomechanical
coupling coefficient can be defined as gom = dωC/dx, which represents the relationship between the
resonance frequency shift and mechanical deformation of the cavity. Many sensing applications
such as acceleration, magnetic field, etc. are based on displacement sensing because these physical
variations can be converted into the displacement of a sensing component. Below, we briefly highlight
the potential configurations that could be used for sensing nanoscale displacements using PhC
nanobeam cavities.

There are various approaches to form optomechanical sensors based on PhC nanobeam cavities,
which typically fall into three categories, single nanobeam cavity, coupled nanobeam cavities, and
nanobeam cavities coupled with mechanical resonators. The single nanobeam optomechanical sensors
can be realized with a slice introduced in the middle or a split along the beam length direction in the
center, as shown in Figure 15a. This separates the nanobeam cavity into two parts, one fixed and the
other movable, and the motion of the movable part can be induced by various physical measurands.
This approach creates a deformable PhC nanobeam cavity, of which resonance wavelength and Q factor
can be affected by the mechanical motion of the movable part. The coupled nanobeam optomechanical
sensor can be achieved through arranging two PhC nanobeam cavities in parallel formation, allowing
them to be optically coupled as shown in Figure 15b. One nanobeam cavity can be fixed, while the
other can be movable. The mechanical movement changes the coupling strength, thereby generating
resonance shifts of the symmetric and anti-symmetric supermodes of the coupled cavities. In the
third configuration, the PhC nanobeam cavity is coupled with a mechanical structure or resonator,
as shown in Figure 15c. Such a mechanical resonator can be extrinsic, as shown on the left side, or
intrinsic, as shown on the right side. The motion of the mechanical resonator thus modulates the
PhC nanobeam cavity in terms of inducing resonance shift or Q factor change. With a proper design,
the on-chip nanobeam cavities are able to achieve sensitive mechanical motion detection for torsion,
rotation, and translation. Similar sensing mechanisms can be constructed based on other types of
optical resonators [127–131]. To keep the paper concise, we only focus on various sensors using single
nanobeam cavity and coupled nanobeam cavities below.
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Figure 15. Schematics of potential optomechanical systems based on PhC nanobeam cavities:
(a) single nanobeam cavity; (b) coupled nanobeam cavities; (c) nanobeam cavity coupled with a
mechanical structure.

5.1. Single Nanobeam Cavity

Wu et al. [22] demonstrated an optomechanical torque sensor based on a PhC split-beam
cavity in 2014. As shown in Figure 16a, there were two patterned nanobeams serving as optical
mirrors to confine high-Q mode between them. The nanobeams were also suspended as cantilever
mechanical resonators to support independent mechanical motion. Through engineering the holes
from elliptical to circle shape [132], the authors achieved the confinement of light field in the central
gap between these two nanobeams. With experiments in low vacuum and ambient conditions, the
sensitivities of the optomechanical torque detection were determined to be 1.3 × 10−21 Nm·Hz−1/2

and 1.2 × 10−20 Nm·Hz−1/2, respectively. The demonstrated sensitivity was comparable with the
magnetic tweezer torque sensor reported in [133]. The proposed device was fabricated on an SOI
wafer with 220 nm thick silicon device layer and 3 μm thick BOX layer. A dimpled optical fiber
taper was used to couple the light into the cavity. With the unique property of split beam cavities,
the authors investigated not only the dispersive coupling resulting from the cavity gap modified by
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mechanical motions but also the dissipative optomechanical coupling [134]. The latter was strongly
dependent on the photon decay rate inside the cavity gap. These interferences between dispersive
and dissipative coupling were observed through measuring the transmission fluctuations. In the
transmission spectrum, the optical response with dispersive coupling was resonance shift, and the
optical response with dissipative coupling was a change of line width.

Figure 16. Optomechanical sensors based on split nanobeam cavity: (a) nanocavity torque sensor;
(b) optomechanical paddle cavities.

Later, Kaviani et al. [23] presented strong nonlinear optomechanical coupling by modifying the
abovementioned split-beam nanocavities. As illustrated in Figure 16b, with a combination of the
design principles of the membrane-in-the-middle (MiM) cavities [129] and nanobeam optomechanical
cavities [20], a “paddle” component was suspended inside the mirror gap between two suspended PhC
nanobeam optical mirrors. In this way, the mechanical resonance of the paddle element could modify
the dynamics of the optical mode confined inside the mirror gap. Due to the unique properties of optical
confinement, wide free spectral range of mechanical resonance, and low mass of the whole design, the
proposed optomechanical nanobeam cavity theoretically enabled the observation of thermally driven
motion at a temperature around 50 mK in the device.

Leijssen and Verhagen [24] reported a sliced PhC nanobeam optomechanical system in 2015. As
shown in Figure 17, the sliced PhC nanobeam cavity was split down the middle, which formed two
doubly clamped beams joined at their supports. Due to the slice being introduced as a subwavelength
dielectric discontinuity, a high concentration of light energy in the subwavelength gap could be realized,
which enabled a high rate of optomechanical coupling with low mass mechanical components. After
analyzing the experimental results of optical radiation pressure and motion transduction, the authors
reported that the photon-phonon coupling rate was as high as 11.5 MHz. The proposed device was
fabricated on a SOI wafer with a silicon device layer of 200 nm thick. The free-space readout method
was used for experimental detection, which provided a coupling rate comparable with the standard
fiber taper coupling approach. The laser beam was focused on the cavity through an aspheric lens. To
reject the directly reflecting light and detect the light coupled to the cavity, a polarizing beamsplitter
was used. These investigations on large optomechanical interaction can potentially realize the detection
of thermally driven displacement with noise even below the standard quantum limit [135].
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Figure 17. Sliced nanobeam optomechanical system with a free-space experimental setup.

5.2. Coupled Nanobeam Cavities

Eichenfield et al. [20] demonstrated the potential use of coupled PhC nanobeam cavities
for optomechanical sensing. These two coupled PhC nanobeam cavities were named a “zipper
cavity” [136] by the authors due to the fact that they work like a mechanical fastener, allowing sensing
and actuation via the confined optical cavity field. With the use of the optical fiber taper coupler for
excitation and probing, the Si3N4 zipper cavity was measured to have a high Q factor in the range of 104

to 105 in experiments. Compared with high-finesse glass microtoroid structures or F-P cavities [137],
the optomechanical coupling accomplished with the zipper cavity was increased greatly. Besides the
sensitive detection of mechanical displacement achieved, the mechanical motion could also be driven
through the zipper cavity’s internal optical field.

Using the zipper cavity as displacement readout, in 2012 Krause et al. [21] demonstrated an
optomechanical accelerometer with excellent performance. The zipper cavity device realized a
bandwidth over 20 kHz, an acceleration detection resolution of 10 μg·Hz−1/2, and a dynamic range
over 40 dB, which were comparable to commercial sensors. The acceleration resolution could be
quantified as noise-equivalent acceleration, which required a maximization of mass and mechanical
Q factor product. However, there is a natural tradeoff between band width and resolution for most
of the commercial accelerometers. The intrinsically low mechanical Q factor required a large test
mass for better resolution, but a large test mass would limit the device resonance frequency and thus
reduce the bandwidth. On the other hand, the zipper cavity device was capable of achieving both
high resolution and wide bandwidth because the nanogram test mass with nanotether suspension
brought both low mass and high mechanical Q factor of 106. Moreover, the large optical radiation
pressure force in optomechanical zipper devices enabled the control of sensor bandwidth with the
optical spring effect [137]. As shown in Figure 18a, the proposed device was fabricated in a SiN layer
of 400 nm thickness above a 500 μm silicon layer. The fiber taper was used to couple lightinto cavity.

Figure 18. Optomechanical sensors based on coupled nanobeam cavities: (a) high-solution
optomechanical accelerometer; (b) magnetic field sensor.
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In addition, a magnetic field sensor based on similar coupled nanobeam cavities with wide
operation bandwidth of 160 Hz and small footprint was demonstrated by Du et al. [25] in 2017. The
authors experimentally demonstrated the sensitivity of 22.9 mV/T and resolution of 48.1 μT·Hz−1/2.
As illustrated in Figure 18b, one of the coupled nanobeam cavities was fixed for guiding the input and
output light, and the other was suspended and connected with a silicon bridge structure deposited
in a thin gold layer. After being applied with an AC voltage at the structure’s mechanical resonance
frequency, the gold wires as current carriers yielded a mechanical oscillation of the bridge structure in
the magnetic field parallel to the device surface, as shown. This could further induce the resonance
shift of a selected supermode of the coupled cavities, and subsequently affect the light intensity output.

5.3. Discussion

Given the above studies, there are various sensing mechanisms based on the PhC nanobeam
cavities. In general, the RI sensors introduced in previous sections are appropriate to use for
biochemical sensing. These well-designed nanobeam sensors are highly sensitive to RI changes
even in an aqueous environment, which makes them useful for water-based clinical samples. On the
other hand, the optomechanical sensors mentioned in this section are preferred as physical sensors.
Through proper design of on-chip device structure, the target physical quantity can be converted
into on-chip mechanical motion. Then, the optical measurements of the optomechanical cavity can
be used to detect the mechanical motion and thus quantify the target physical signal. With the use
of optomechanical sensors, various physical signals, such as acceleration, magnetic field, torsion,
temperature, etc., are possible to detect with ultra-high sensitivity and a low detection limit. To further
develop the optomechanical sensors, it is crucial to optimize the design of the optomechanical systems
to yield large optomechanical coupling coefficients.

6. Temperature Sensors

Temperature sensors play a significant role in various application areas, such as automobiles [138],
environmental control in buildings [139], medicine [140], and manufacturing [141]. For the past century,
the resistance thermometer has been a prevailing choice for accurate measurement [142]. Though
temperature uncertainties below 10 mK can be realized using resistance thermometers, they require
frequent, time-consuming, and expensive calibrations due to the sensitivity to mechanical shocks. On
the other hand, due to the immunity to mechanical shock and electromagnetic interference, there has
been growing interest in optical temperature sensors as a substitute to resistance thermometers in
recent years. Moreover, temperature sensors based on photonic structures have the advantages of
a small footprint, flexible on-chip integration, complementary metal-oxide-semiconductor (CMOS)
compatibility, and fast response.

Photonic temperature sensors utilize a combination of thermo-optic effect and thermal expansion.
Hence, the RI and structure of PhC cavity are altered by temperature variations, which further induce
resonance shifts of the cavity. Thus, the temperature variations can be evaluated from the measurement
of the resonance shift. Both the thermo-optic effect ΔλT and the thermal expansion effect ΔλL contribute
to the overall resonance wavelength shift Δλ, which is given as [143,144]:

Δλ = ΔλT + ΔλL = αW
ne f f

ng
λΔT +

σT
ng

λΔT, where σT =
∂ne f f

∂T
(7)

where αw is the thermal expansion coefficient, ng and neff are the group index and effective index of the
photonic resonator, respectively, ΔT is the temperature variation, λ is the resonance wavelength, and
σT is the rate of effective index change with temperature.

Many photonic temperature sensors have been reported to have outstanding performance,
including waveguide Bragg gratings [145], micro-ring resonators [146,147], and PhC nanobeam
cavities [26,27,90,148]. Due to the small footprint and easy on-chip integration, a PhC nanobeam
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cavity is an outstanding candidate for temperature sensing. In 2015, Klimov et al. [149] demonstrated
silicon PhC nanobeam cavity thermometers. The waveguide-coupled nanobeam cavities were cladded
separately with a silicon dioxide layer and a PMMA layer, which demonstrated their corresponding
sensitivity of 83 pm/◦C and 68 pm/◦C, respectively. The proposed device was fabricated on an SOI
wafer with a 220 nm thick silicon device layer and 3 μm thick BOX layer. The one with a PMMA layer
had lower sensitivity due to the negative thermo-optic coefficient of PMMA. The sensitivity of the PhC
temperature sensor is mainly limited by the thermo-optic coefficient of the material used. Silicon, the
most common material for photonic devices, has a thermo-optic coefficient of only 1.8 × 10−4 [150].

Taking advantage of the Vernier effect, in 2016 Kim and Yu [147] demonstrated a temperature
sensor based on cascaded ring resonators with a high sensitivity of 293.9 pm/◦C, but the large envelope
peak fitting error made the detection limit 0.18 ◦C. Zhang et al. [26] utilized the parallel nanobeam
cavities [151,152] as shown in Figure 19. They demonstrated a temperature sensor with a sensitivity of
162.9 pm/◦C. The detection limit was calculated to be 0.08 ◦C using the definition provided in [61].
To better utilize the thermo-optic property of materials, the authors designed two different types of
nanobeam cavity [6,153]. One of them was cladded with SU-8 and the other had no cladding. Through
a proper design, the SU-8 cladded nanobeam cavity could localize 70% of light field in the SU-8 region.
This contributed to the increase of the resonance blue shift due to the negative thermo-optic coefficient
of SU-8. Meanwhile, the other nanobeam cavity was designed to confine light in the silicon core,
which would yield a red shift. The schematic of the device is shown in Figure 19. The sensitivities of
these two nanobeam cavities were reported to be −99 pm/◦C and 63.9 pm/◦C, respectively. Thus,
the overall sensitivity of the proposed device was increased to 162.9 pm/◦C. What is more, based on
the different responses to surrounding RI change and the temperature variation of the two cascaded
nanobeam cavities, the simultaneous sensing of temperature and RI was demonstrated by Liu and Shi
in 2017 [27].

Figure 19. Sensitive temperature sensor based on nanobeam cavities (silicon core of positive
thermo-optic coefficient in red and SU8 cladding of negative TO coefficient in blue).

The ultra-small footprint of a nanobeam cavity makes it an ideal candidate as a temperature
reference sensor for on-chip integration with other types of sensors. Due to the fluctuations of
ambient temperature, signals for sensors might deviate from their ideal calibrated performance. Thus,
additional approaches such as the use of a thermo-electric cooler and cooling fluid [154] are often
required to eliminate the deviation induced by the temperature difference, which obviously increases
the cost and design complexity. On the other hand, with an on-chip integrated temperature sensor, the
temperature fluctuations can be compensated for effectively during operations.

7. Conclusions

To be implemented in practice, these PhC nanobeam sensors pose technical challenges in
manufacturing. The ability to pattern features smaller than 100 nm is required for the realization of
these PhC nanobeam sensors for near-infrared wavelengths. As both of the planar PhC structures
and the commercial semiconductor devices rely on planar pattern transfer, it makes the commercially
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available fabrication processes ideally suited for the planar PhC devices. Moreover, as the mass
production of 7 nm semiconductor devices has started in 2018, the commercial processes can satisfy the
dimension requirement of PhC structures. Leveraging the CMOS-compatible technology, the silicon
photonics chip can be fabricated cost-effectively. However, efforts still need to be made to realize the
high-yield manufacture of these photonics sensors. The stability of the PhC resonator is significantly
influenced by fabrication errors. Fabrication errors in the position and size of the PhC structures may
result in fluctuations of resonance wavelength and Q factor [155]. Thus, repeatable and stable silicon
photonics processes are expected for sensor manufacturing. Moreover, as optical testing for reliability
is crucial for the manufacturability, further work from foundries will be needed to develop photonics
testing capability [156]. In addition, challenges remain in the packaging for these photonics sensors,
such as fiber coupling, laser source, and efficient thermal management [157]. As silicon photonics has
been one of the outstanding technical solutions for many applications, such as optical sensing, optical
communications, and on-chip optical interconnections, there is a need for further studies and industry
efforts to realize high-yield chip manufacturing.

In this paper, a comprehensive review of the PhC nanobeam cavity-based sensors is presented.
In recent years, a significant amount of work on PhC nanobeam cavity sensors has been carried
out, which demonstrates the promising role of PhC nanobeam cavities among various other types
of optical cavities for sensing applications. Here, only the uses of PhC nanobeam cavities in RI
sensing, nanoparticle sensing, optomechanical sensing, and temperature sensing are highlighted.
We summarized their sensing principles, typical designs, and key developments in the recent past.
Other sensing applications of the PhC nanobeam cavities also exist, and their working principles
and design methods are similar to the approaches reviewed here. In the future, with technological
advancements in cavity design and fabrication process, sensors based on PhC nanobeam cavities with
further enhanced sensing performance can be expected. Additionally, due to their advantages (small
footprint, ultra-sensitive optical readout, and ease of on-chip integration), new types of sensor-based
PhC nanobeam cavities might be identified and explored. In conclusion, PhC nanobeam cavities offer
a suitable platform for sensing applications and have significant potential in a range of practical areas.
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Abstract: This paper presents the design, simulation, fabrication and experiments of a micromachined
z-axis tunneling magnetoresistive accelerometer with electrostatic force feedback. The tunneling
magnetoresistive accelerometer consists of two upper differential tunneling magnetoresistive
sensors, a middle plane main structure with permanent magnetic films and lower electrostatic
feedback electrodes. A pair of lever-driven differential proof masses in the middle plane main
structure is used for sensitiveness to acceleration and closed-loop feedback control. The tunneling
magnetoresistive effect with high sensitivity is adopted to measure magnetic field variation caused
by input acceleration. The structural mode and mass ratio between inner and outer proof masses are
optimized by the Ansys simulation. Simultaneously, the magnetic field characteristic simulation is
implemented to analyze the effect of the location of tunneling magnetoresistive sensors, magnetic
field intensity, and the dimension of permanent magnetic film on magnetic field sensitivity, which
is beneficial for the achievement of maximum sensitivity. The micromachined z-axis tunneling
magnetoresistive accelerometer fabricated by the standard deep dry silicon on glass (DDSOG) process
has a device dimension of 6400 μm (length) × 6400 μm (width) × 120 μm (height). The experimental
results demonstrate the prototype has a maximal sensitivity of 8.85 mV/g along the z-axis sensitive
direction under the gap of 1 mm. Simultaneously, Allan variance analysis illustrate that a noise floor
of 86.2 μg/Hz0.5 is implemented in the z-axis tunneling magnetoresistive accelerometer.

Keywords: accelerometer; tunnel magnetoresistive effect; electrostatic force feedback

1. Introduction

Numerous applications require high-performance accelerometers including individual navigation
and positioning, earthquake early warning systems, the attitude adjustment of micro/nano
satellites, oil and gas exploration, and the motion control of micro-autonomous systems [1–3].
Various techniques, such as capacitive technology [1], optical principle [4,5], resonance [6–8],
tunneling [9], piezoelectric [10] and piezoresistive [11] effect, are studied to detect acceleration signals.
Among them, the tunneling effect is a potential high precision acceleration measurement method.
Traditional tunnel current micro electro mechanical systems (MEMS) accelerometers perform
high-resolution detection of displacement based on quantum tunneling effects, which enables
high resolution acceleration detection. Compared with other accelerometers, tunneling current
accelerometers have the advantages of high sensitivity and wide bandwidth. Many research institutes
have implemented extensive research on tunneling tip processing technology, thin film deposition
technology, feedback control technology and tunneling current testing technology [12]. The traditional
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tunneling MEMS accelerometer can obtain extremely high resolution, however, its dynamic range is
extremely narrow. The main reason is that the nm gap between the tunneling tip and the substrate
needs to be controlled in order to achieve the tunneling effect, which results in limited dynamic range.
At the same time, the current fabrication tolerance of micromachining process makes the nm gap hard
to process, which makes the traditional tunneling current accelerometer difficult to implement.

Inspired by the successful application in other commercial products, a new tunneling
magnetoresistance technology with ultra-high sensitivity, which surpasses the shortcomings of
traditional tunneling current effects, has rapidly penetrated the field of micro-inertial devices in recent
years [13]. Phan et al. at the Eindhoven University of Technology present a polydimethylsiloxane
(PDMS) based biaxial accelerometer by using the magnetoresistive (MR) detection method [14].
The proof mass of the sensor is a mushroom-shaped polymer magnet, whose minute movement under
lateral acceleration is precisely sensed by a set of MR sensors. A sensitivity of 0.32 mV/(V.g) and a noise
density of 35 μg/Hz0.5 at 5 Hz was obtained in the device. Literature from Pacesetter Inc proposed
a magnetoresistive-based position sensor for use in an implantable electrical device [15]. The sensor
includes a magnetoresistive sensor made from giant magnetoresistive (GMR) materials and a magnet
positioned on a flexible cantilevered beam. The relative movement of the magnet, which originates from
the movement of the patient, is detected by the magnetoresistive sensor. The realization of the device is
not given in the literature. Ali Alaoui at Crocus Technology SA proposed a MLU (Magnetic Logic Unit)
based biaxial accelerometer using a magnetic tunneling junction [16]. An ultra-sensitive displacement
sensing device is presented by Olivas et al. of the National Aeronautics and Space Administration
(NASA) for use in accelerometers, pressure gauges, temperature transducers [17]. The device
comprises a sputter deposited, multilayer, magnetoresistive field sensor with a variable electrical
resistance based on an imposed magnetic field. The scheme implements a magnetoresistive structure
and gap control using micromachining technology, which already has the basic elements of a
miniature magnetoresistive accelerometer. Similarly, a cantilever-based precision force detection
MEMS device with magnetoresistance technology was used to measure acceleration information at
the Sony Precision Engineering Center in Singapore [18]. In addition, David P. Fries et al. in the
University of South Florida has presented a gyroscope based on giant magnetoresistance effect [19].
Currently, most of the above accelerometers are based on the traditional magnetoresistance or giant
magnetoresistance (GMR) effects, which limit the further improvement of accelerometer accuracy
due to the restriction of displacement sensitivity. The literature [20] has proposed a small tunnel
magnetoresistive accelerometer based on 3D printing, however the accelerometer with a large volume
and weight is fabricated by traditional macro processing technology. Therefore, the structure is
not a true micromechanical accelerometer, and the support cantilever beam of proof mass with
three-dimensional structure is also difficult to achieve through micromachining processing technology.
Simultaneously, the accelerometer can only measure the input acceleration through open loop detection
due to the lack of feedback torque mechanism.

This paper presents a micromachined z-axis tunneling magnetoresistive accelerometer with
electrostatic force feedback. The tunneling magnetoresistive accelerometer consists of two upper
differential tunneling magnetoresistive sensors, a middle plane main structure with permanent
magnetic films and lower electrostatic feedback electrodes. The proof mass with permanent magnet
film on the plane main structure is driven to move by the input acceleration, then the caused
magnetic field change is measured by tunneling magnetoresistive sensors. Finally, the electrostatic
feedback electrodes are used to adjust the proof mass to the equilibrium position, thereby closed
loop detection is implemented. In Section 2, the structure principle of the micromachined z-axis
tunneling magnetoresistive accelerometer is briefly presented. Then the simulation analysis as well as
the measurement and control circuit are given in Sections 3 and 4. We demonstration the experimental
results in Section 5. Concluding remarks are given in the last section.
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2. Structure Principle

The cantilever beam structure with proof mass is one of the core components of the
micromechanical accelerometer and can directly convert input acceleration into stress or displacement.
It has the advantages of a simple structure, high sensitivity and high conversion efficiency.
The cantilever beam structure with proof mass has to be innovatively designed in order to be
compatible with tunneling magnetoresistive effects for acceleration measure. A structural schematic of
the micromachined z-axis tunneling magnetoresistive accelerometer, which consists of upper, middle
and lower layers, is shown in Figure 1.

  
(a) (b) 

Figure 1. Structural schematic of the micromachined z-axis tunnel magnetoresistive accelerometer:
(a) The structure layout of tunnel magnetoresistive accelerometer; (b) The plane main structure of
tunnel magnetoresistive accelerometer.

Two tunnel magnetoresistive sensors with opposite sensitive direction (y-axis in the Figure 1a)
in the upper substrate which are symmetrically arranged on the sides of the centerline are used to
measure the variations of the surrounding magnetic field caused by the input acceleration. The middle
layer is the plane main structure of tunnel magnetoresistive accelerometer shown in Figure 1b.
The plane main structure is composed of four lever mechanisms, the permanent magnetic film,
outer and inner proof mass. The permanent magnetic film is arranged on the inner proof mass.
The outer proof mass is connected to the inner proof mass by four leverages. When the acceleration
is input along the z-axis, the inertia forces at both ends of the leverage will be unbalanced due
to the difference in mass between the outer proof mass and inner proof mass with permanent
magnetic film, which cause the inner and outer proof masses to move in opposite directions along
the z-axis. Since the gap between the permanent magnetic film and the tunnel magnetoresistive
sensor varies due to the input acceleration, there will be a redistribution of the surrounding magnetic
field in the tunneling magnetoresistive sensor. Therefore, the input acceleration can be measured
indirectly by the output of the tunneling magnetoresistive sensor. The tunneling magnetoresistance
effect with high sensitivity is directly generated by the multilayer nano-film layer in the tunneling
magnetoresistive sensors, which can be easily achieved by a multi-thin-film deposition process.
Therefore, the micromachining requirement for the nano-gap between the tunnel tip and the plane in
the traditional tunnel effect is avoided. Simultaneously, the gap between the permanent magnetic film
and the tunnel magnetoresistive sensor can be further amplified, which will facilitate the realization
of a large dynamic range. Furthermore, two feedback electrodes on the lower substrate, which are
arranged under the inner and outer proof masses, are used to achieve an electrostatic force feedback
and closed loop control in subsequent operations.

The entire structural model is simplified, as shown in Figure 2. The leverage equations are

ktδ = (m1 + m2)a (1)
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m2al2 = m1al1 + ktθθ (2)

z1 = l1θ − δ − m1a
ko

(3)

z2 = l2θ + δ +
m2a
ki

(4)

where kt and ktθ are the stiffness along the z-axis and torsional stiffness of torsional beam respectively,
ko and ki is stiffness of U-suspension beam, l1 and l2 are the arm length of leverage, z1 and z2 are the
displacement of outer and inner proof masses, respectively.

k

l
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l

k

k θ

k

z

z

a

permanent magnetic film  
Figure 2. Simplified structural model.

The weighted displacement z is

z =
m1z1 + m2z2

m1 + m2
= (

m2
2 l2

2 − m2
1 l2

1
ktθ(m1 + m2)

+
m2 − m1

kt
+

m2
2

ki(m1 + m2)
− m2

1

ko(m1 + m2)
)a (5)

Suppose ki = ko and l1 = l2 = l, then

z =
Gma
ω2

n
(6)

where Gm is mass ratio, ωn is modal natural frequency of accelerometer along the z-axis, ke is the
equivalent stiffness and

Gm =
m2 − m1

m1 + m2
, ω2

n =
ke

m1 + m2
, ke =

1
l2

ktθ
+ 1

kt
+ 1

ki

(7)

The magnetic field distribution along the y-axis due to a rectangular permanent magnetic film can
be expressed approximately as By (x, y, z) [21]. Only the magnetic field distribution along the y-axis is
given because the sensitive direction of two tunneling magnetoresistive sensors is the y-axis.

By(x, y, z) =
μ0M
4π

ln
F2(−y, x,−z)F2(y, x, z)
F2(y, x,−z)F2(−y, x, z)

(8)

where

F2(x, y, z) =

√
(x + a)2 + (y − b)2 + (z + c)2 + b − y√
(x + a)2 + (y + b)2 + (z + c)2 − b − y

(9)

M is the moment density. a, b and c are half of length along the x-axis, half of width along the y-axis
and half of thickness along the z-axis in the rectangular permanent magnetic film, respectively.
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The magnetic field distribution along the y direction caused by the displacement movement in
the z-axis is simplified as

Byz(x, y, z) = kBzΔz + By(x0, y0, z0) (10)

where kBz =
∂By(x,y,z)

∂z

∣∣∣
(x0,y0,z0)

.

The outputs of the tunnel magnetoresistive sensor are

Vz ≈ kvByz(x, y, z) ≈ GmkvkBz

ω2
n

a + kvBy(x0, y0, z0) (11)

where kv is equivalent transform coefficient of tunneling magnetoresistive sensor from magnetic field
to voltage. The structure parameters of the tunneling magnetoresistive accelerometer are shown in
Table 1.

Table 1. Structure parameters.

Parameter Value Parameter Value

Inner proof mass (kg) 2.14 × 10−5 Thickness of main structure (μm) 120

Outer proof mass (kg) 4.68 × 10−6 U-suspension beam (length × width (μm)) 465 × 15

Equivalent stiffness ke (N/m) 53.75 Torsional beam (length × width (μm)) 519 × 15

Mode frequency ωn (rad/s) 1435.61 Leverage (length × width (μm)) 3600 × 150

Length 2a (μm) 3000 Gap d1 (between proof mass and feedback
electrode (μm)) 10

Width 2b (μm) 3000 Feedback electrode area (mm2) 15.36

Thickness 2c (μm) 500 Gap d2 (between tunnel magnetoresistive
sensor and proof mass (μm)) 1000

Inner proof mass
(length × width (μm)) 4000 × 4000 Moment density M (mT) 250

Outer proof mass
(length × width (mm)) 6400 × 6400 Maximum equivalent transform coefficien kv

(mV/mT) 3000

3. Simulation Analysis

The main structure of the tunneling magnetoresistive accelerometer is simulated by the Ansys in
order to verify the structural principle. The modal simulation results are shown in Figure 3. The first
mode with a frequency of 228.6 Hz is the sense mode of acceleration along the z-axis. The inner proof
mass is pushed to move downward along the z-axis by inertial force, and promote simultaneously the
outer proof mass to move upward by the leverage, since the mass of the inner proof mass is greater
than that of the outer proof mass. Two interference modes shown in Figure 3b,c are off-plane rotation
movement of inner proof mass respectively. The interference mode shown in Figure 3d is the in-plane
translational movement of inner proof mass in the fourth mode. Other disturbance modes are shown in
Table 2. Simultaneously, the simulation results demonstrate that the mechanical structure of the tunnel
magnetoresistive accelerometer has a mechanical sensitivity of 3.05 μm/g in z-axis sense direction.

Table 2. The first six mode frequencies of the tunnel magnetoresistive accelerometer.

Modal 1 2 3 4 5 6

Frequency (Hz) 228.6 567.7 568.4 1051.7 1052.5 1516.2
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(a) (b) 

  
(c) (d) 

Figure 3. The selected modes of the micromachined z-axis tunneling magnetoresistive accelerometer.
(a) Linear movement of proof mass along z direction in first mode; (b) The off-plane rotation movement
of inner proof mass in second mode; (c) The off-plane rotation movement of inner proof mass in the
third mode; (d) The in-plane translational movement of inner proof mass in the fourth mode.

The effect of mass ratio and first-order modal frequency on mechanical sensitivity is shown in
Figure 4. As can be seen from Figure 4a,b, the mechanical sensitivity is clearly proportional to the
mass ratio at the same first-order modal frequency and inversely proportional to the first-order modal
frequency at the same mass ratio. Simultaneously, the first-order modal frequency is proportional
to the mass ratio under the same mechanical sensitivity conditions, shown in Figure 4c. That is,
in order to maintain the same mechanical sensitivity, the mass ratio must be increased accordingly
when the first-order mode is added. Actually, the increase of the mass ratio is beneficial to enhance the
mechanical sensitivity. In the limit case, if m1 = 0, the maximum mass ratio can be obtained, which can
implement the maximum mechanical sensitivity. However, a compromise design has been made in
order to be compatible with the electrostatic torque devices in the structure. Reverse electrostatic
forces for closed loop feedback control are implemented by the electrostatic torque devices which
are constituted by a pair of differential masses (m1 and m2) with a pair of differential electrodes and
lever mechanisms. In summary, the above simulation results are in good agreement with the above
theory, which confirms the correctness of theoretical analysis.
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(a) (b) 

 
(c) 

Figure 4. The effect of mass ratio and first-order modal frequency on mechanical sensitivity
(a) The relationship between mechanical sensitivity and mass ratio in the same first-order modal
frequencies; (b) The relationship between mechanical sensitivity and first-order modal frequencies in
the same mass ratio; (c) The relationship between mass ratio and first-order modal frequency in the
same mechanical sensitivity.

Furthermore, a finite element simulation based on a solid model and a numerical simulation are
implemented to analyze the magnetic field characteristics of the entire accelerometer. The physical
structure is constructed using Comsol software according to the parameters shown in Table 1. The finite
element simulation of magnetic field distribution for permanent magnetic film is shown in Figure 5.

  
(a) (b) 

Figure 5. Finite element simulation of magnetic field distribution for permanent magnetic film.
(a) Three dimensional magnetic field distribution; (b) Planar magnetic field distribution in the middle
section along the y-direction.
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The magnetic field simulation results demonstrate that the magnetic field generated by the
miniature rectangular permanent magnetic film is basically similar to the macro magnetic field.
And the closer to the permanent magnetic film, the greater the magnetic field strength, as shown
in Figure 5a. Simultaneously, the planar magnetic field distribution in the middle section shown in
Figure 5b indicates that two tunnel magnetoresistive sensors located directly above the boundary
of the permanent magnetic film have opposite magnetic field directions. The sensitive direction
of the tunneling magnetoresistive sensor is the y direction. The magnetic field change caused by
the displacement in the z direction still has a component in the y direction since the magnetic field
direction on the tunnel magnetoresistive sensor is not orthogonal to the y direction, which is the
sensitive mechanism of the tunnel magnetoresistive accelerometer.

The magnetic field data under different conditions are extracted for further quantitative analysis.
The magnetic field distribution in the y direction is mainly considered since the sensitive direction of
the tunnel magnetoresistive sensor is the y axis. Figure 6 shows the magnetic field characteristic in
different conditions.

  
(a) (b) 

(c) 

Figure 6. Magnetic field characteristic in different conditions (a) Magnetic field distribution along
the y-axis in the tunnel magnetoresistive sensor versus different gaps; (b) Magnetic field distribution
along the y-axis in the tunnel magnetoresistive sensor versus different magnetic field intensity of
permanent magnetic film (d = 1 mm); (c) The change rate of the magnetic field in the y direction due to
a displacement variation in the z direction versus different gaps.

Magnetic field intensity along the y-axis in the tunneling magnetoresistive sensor shown in
Figure 6a is inversely proportional to the gap between the tunnel magnetoresistive sensor and the
permanent magnetic film. The maximum magnetic field intensity is decreased by 77.1 times when
the gap is increased from 1 mm to 7 mm. The maximum magnetic field intensity in the tunnel
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magnetoresistive sensor reached 16.57 mT under a gap of 1 mm. The entire magnetic field intensity
cannot approach the saturated area or exceed the measurable range of the tunneling magnetoresistive
sensor, otherwise it will cause sensitivity attenuation, saturation and lose the measurement capability
in the tunneling magnetoresistive sensor. This will limit the optional gap and shift position of y
between the permanent magnetic film and tunneling magnetoresistive sensor. Therefore, the normal
magnetic field signal detection can be achieved in the suitable gap and shift position of y by the
tunneling magnetoresistive sensor. Figure 6b shows the magnetic field distribution along the y-axis in
the tunnel magnetoresistive sensor versus different magnetic field intensities of permanent magnetic
film (d = 1 mm). The maximum magnetic field intensity in the tunneling magnetoresistive sensor
can significantly reduce by decreasing the magnetic field strength of the magnetic film under the
same gap. When the magnetic field strength of the permanent magnetic film is reduced to 20 %,
the maximum magnetic field intensity in the tunneling magnetoresistive sensor is decreased from
16.58 mT to 3.31 mT.

Further, a numerical simulation is differentiated to abstract the change rate of the magnetic field
due to the displacement variation in the z directions. Apparently, the change rate of the magnetic field
in the y direction due to a displacement variation in the z direction decreases as the gap increases,
shown in Figure 6c. The maximum change rate of the magnetic field is reduced from 14.8 mT/mm
to 0.079 mT/mm when the gap is increased from 1 mm to 7 mm. Simultaneously, the change rate
of the magnetic field due to a displacement variation along the z direction in different horizontal
shift between the tunnel magnetoresistive sensor and permanent magnetic film is shown in Figure 6c.
The change rate of the magnetic field is essentially zero when horizontal shift y = 0, which indicates
that the minimal sensitivity in the tunneling magnetoresistive sensor appears at this point. The main
reason for this is that the direction of the magnetic field is orthogonal to the sensitive direction
of the tunnel magnetoresistive sensor at this point, which is basically consistent with the finite
element simulation of Figure 5b. At the same time, when the horizontal shift is equal to 1.5 mm,
the change rate of the magnetic field in the y direction has approximately the largest absolute value,
which demonstrates that the tunneling magnetoresistive sensor has the greatest sensitivity at the
boundary of the permanent magnetic film. This is also the theoretical basis for the layout optimization
of the tunneling magnetoresistive sensor.

The structure dimension of permanent magnetic film not only affects the distribution
of the magnetic field, but also affects the mechanical sensitivity. Figure 7 shows the
influences of structure dimension of permanent magnetic films on characteristics of the tunneling
magnetoresistive accelerometer. Obviously, the variation in the structure dimension of the permanent
magnet film causes the maximum change rate of magnetic field to appear at different positions,
shown in Figure 7a. However, all the maximum change rates of magnetic field appear almost around
the boundary of the permanent magnetic film. At the same time, the mechanical sensitivity of
the displacement increases by 2.62 times as the structure dimension of permanent magnetic film
widens from 2.5 mm × 2.5 mm to 4 mm × 4 mm, as shown in Figure 7b. Combining the above
two effects, the change rate of the magnetic field in the y direction due to input acceleration in the
z direction is proportional to the change of structure dimension of the permanent magnetic film,
as shown in Figure 7c. As the structure dimension of the permanent magnetic film is enlarged from
2.5 mm × 2.5 mm to 4 mm × 4 mm, the magnetic field sensitivity in the y direction due to input
acceleration in the z direction increases by 17.62 times.
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(a) (b) 

 
(c) 

Figure 7. Influence of structure dimension of permanent magnet film on characteristics of the tunneling
magnetoresistive accelerometer. (a) The change rate of the magnetic field in the y direction due
to a displacement variation in the z direction versus different structure dimension of permanent
magnet film; (b) Mechanical sensitivity versus different structure dimension of permanent magnet film;
(c) The magnetic field sensitivity in the y direction due to input acceleration in the z direction versus
different structure dimension of permanent magnet film (y = 2.5 mm).

4. Measurement and Control Circuit

The scheme of the measurement and control circuit is shown in Figure 8. The displacement
of the permanent magnetic film due to input acceleration causes the resistance change of the tunnel
magnetoresistive sensor. Two resistance bridges are formed by eight tunneling magnetoresistive sensors
arranged on the two boundaries of the permanent magnetic film. An interface amplifier circuit consisting
of three operational amplifiers is used to measure resistance changes. Then, the signal is filtered by
a low pass filter (LPF) and control signals are generated by the proportional-integral (PI) controller.
Finally, the output signal of the PI controller is divided into two paths, which are respectively applied to the
two feedback electrodes. The feedback correction force is generated by the electrostatic force mechanism to
realize the closed-loop detection of the tunneling magnetoresistive accelerometer.

 

Figure 8. The scheme of measurement and control circuit.
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5. Experiment

The micromachined z-axis tunneling magnetoresistive accelerometer is fabricated by a standard
deep dry silicon on glass (DDSOG) process in order to verify the theoretical analysis and evaluate
the characteristics. Three masks are used to implement the fabrication of the micromachined z-axis
tunnel magnetoresistive accelerometer. The first mask is utilized to pattern and expose the bonding
anchors in a monocrystalline wafer with 200 μm thickness by lithography, and steps of bonding anchors
with 10 μm height are etched by the deep reactive ion etching (DRIE). The electrode wires and pads
with a Cr/Ti/Au stack layer are established by the sputtering process with the second mask in a
Pyrex glass substrate with 500 μm thickness. Then the silicon wafer and the Pyrex glass wafer are
linked together by the electrostatic anodic bonding process, and the silicon wafer is thinned to 120 μm
thickness by a wet etching process with KOH solution. Subsequently, the mechanical structure is
lithographically patterned and etched to release by the DRIE with the third mask. Finally, two commercial
tunneling magnetoresistive sensors and a permanent magnetic film are patterned and installed by the
micro-assembly process. The performance of the prototype is sensitive to the distance between the
permanent magnetic film and the tunnel magnetoresistive sensor. We adjust the gap between the
permanent magnetic film and the tunnel magnetoresistive sensor through the base. The base is realized by
3D printing technology, and its precision can be controlled within several tens of μm. The tunneling
magnetoresistive sensors adopts the commercial linear sensor of TMR9001 in Multi-Dimension
Technology [22]. The optical micrograph of micromachined z-axis tunnel magnetoresistive accelerometer
is shown in Figure 9. The fabricated plane main structure of tunnel magnetoresistive accelerometer has
a dimension of 6400 μm (length) × 6400 μm (width) × 120 μm (height) with a permanent magnet film of
3000 μm (length) × 3000 μm (width) × 500 μm (height).

  
(a) (b) 

 
(c) 

Figure 9. The optical micrograph of micromachined z-axis tunnel magnetoresistive accelerometer.
(a) The plane main structure of tunnel magnetoresistive accelerometer; (b) Commercial tunnel
magnetoresistive sensor; (c) Micro-assembled overall structure.

In order to fully evaluate the performance of tunnel magnetoresistive accelerometers, system
experiments under various conditions are implemented. We test the acceleration input and output
response characteristics under different gaps in the tunneling magnetoresistive accelerometer, shown
in Figure 10. The experiment results demonstrate that the signal sensitivity is inversely proportional
to gap variation. When the gap is reduced from 2 mm to 1 mm, the signal sensitivity is increased by
7.37 times from 0.559 mV/g to 4.12 mV/g. This confirms that the decrease of the gap between the
tunneling magnetoresistive sensors and permanent magnetic film can significantly increase the change
rate of the magnetic field due to a displacement variation along the z direction, which is consistent
with the previous simulation analysis.
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(a) (b) 

Figure 10. Acceleration input and output response characteristics under different gaps in the tunneling
magnetoresistive accelerometer. (a) Input acceleration versus output voltage under different gaps;
(b) The sensitivity versus gap.

Acceleration input and output response characteristics experiments under different dimensions of
permanent magnetic film are implemented to analyze the influence on the performance of the tunneling
magnetoresistive accelerometer, shown in Figure 11. The experiment results illustrate that the signal
sensitivity is proportional to the dimension of permanent magnetic film. When the dimension of the
permanent magnetic film is widened from 3 mm × 3 mm to 4 mm × 4 mm, the sensitivity is increased
by 6.81 times from 1.30 mV/g to 8.85 mV/g. This demonstrates that the area amplification of the
magnetic field can significantly improve the mechanical displacement sensitivity and the magnetic
field change rate due to a displacement variation along the z direction, and ultimately improve
the signal sensitivity of the tunneling magnetoresistive accelerometer, which is consistent with the
aforementioned simulation analysis.

  
(a) (b) 

Figure 11. Acceleration input and output response characteristics under different dimensions of
permanent magnetic film in the tunneling magnetoresistive accelerometer. (a) Input acceleration versus
output voltage under different dimensions of permanent magnetic film; (b) The sensitivity versus
dimensions of permanent magnet film.

Finally, the stability and noise performance measures of the z-axis tunneling magnetoresistive
accelerometer are implemented to evaluate the performance of the prototype. In order to optimize
system performance, the gap and shift of the tunneling magnetoresistive sensor are slightly adjusted for
maximum sensitivity along z-axis sensitive direction. The output voltage noise spectrum of prototype
is shown in Figure 12.
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Figure 12. Output voltage noise spectrum of z-axis tunneling magnetoresistive accelerometer.

Experimental results demonstrate that the tunneling magnetoresistive accelerometer has a noise
floor of 86.2 μg/Hz0.5 along z-axis sensitive direction. The noise comes from mechanical thermal
noise of proof mass, resistance thermal noise of tunnel magnetoresistive sensor and circuit noise of the
interface amplifier. The noisy force generator of mechanical thermal noise corresponds to an equivalent
input acceleration an = (4kBTξ)0.5/(9.8m) [23]. Suppose the Boltzman’s constant kB = 1.38 × 10−23 J/K,
the absolute temperature T = 300 K, the viscous damping coefficient ξ = 0.5 N/m/s (high air damping),
m = 2.61 × 10−5 kg, the equivalent acceleration noise of the mechanical thermal noise of the proof mass
is 0.36 μg/Hz0.5. Obviously, the main noise is dominated by the resistance thermal noise of tunnel
magnetoresistive sensor and circuit noise of the interface amplifier, and the prototype of tunneling
magnetoresistive accelerometer has a large potential for improvement. Simultaneously, a drift stability
curve of the z-axis tunneling magnetoresistive accelerometer based on Allan variance is shown in
Figure 13 [24]. Allan variance analysis illustrates that the tunneling magnetoresistive accelerometer has
a bias stability of 482 μg along z-axis sensitive direction. In summary, the above experimental results
prove that the scheme of z-axis tunneling magnetoresistive accelerometer is feasible and effective and
achieves a considerable performance.

 
Figure 13. Drift stability curve of z-axis tunneling magnetoresistive accelerometer based on
Allan variance.

6. Conclusions

The design, simulation, fabrication and experiments of a micromachined z-axis tunneling
magnetoresistive accelerometer with electrostatic force feedback are proposed in the paper.
The tunneling magnetoresistive accelerometer adopted the tunneling magnetoresistive effect with high
sensitivity to measure magnetic field variation caused by input acceleration. A pair of lever-driven
differential proof masses in the middle plane main structure is used for sensitiveness to acceleration
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and closed-loop feedback control. Compared with the traditional tunnel effect, the tunneling
magnetoresistance effect with high sensitivity is directly generated by the multi-layer nano-film
layer in the tunneling magnetoresistive sensors, which can be easily achieved with a multi-thin
film deposition process. This avoids the micromachining requirement for a nano-gap between the
tunnel tip and the plane. We constructed the finite element model of the mechanical structure
and optimized the structural mode and mass ratio between inner and outer proof mass by the
Ansys simulation. Simultaneously, we establish a magnetic field simulation model to analyze the
magnetic field distribution and magnetic field change rate around the tunnel magnetoresistive sensor,
as well as the effect of the location of tunneling magnetoresistive sensors, magnetic field intensity,
and the dimension of permanent magnetic film on magnetic field sensitivity, which is beneficial to
the achievement of maximum sensitivity. A standard deep dry silicon on glass (DDSOG) process
is used to fabricate the micromachined z-axis tunneling magnetoresistive accelerometer which has
a device dimension of 6400 μm (length) × 6400 μm (width) × 120 μm (height). The experimental
results demonstrate the prototype has a maximal sensitivity of 8.85 mv/g along the z-axis sensitive
direction under a gap of 1 mm. Simultaneously, Allan variance analysis illustrate that a noise floor of
86.2 μg/Hz0.5 is implemented in the z-axis tunneling magnetoresistive accelerometer, which proves
that the scheme of z-axis tunneling magnetoresistive accelerometer is feasible and effective, and has
great development potential in the future.
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Abstract: This paper analyzes the effect of the anisotropy of single crystal silicon on the frequency
split of the vibrating ring gyroscope, operated in the n = 2 wineglass mode. Firstly, the elastic
properties including elastic matrices and orthotropic elasticity values of (100) and (111) silicon wafers
were calculated using the direction cosines of transformed coordinate systems. The (111) wafer was
found to be in-plane isotropic. Then, the frequency splits of the n = 2 mode ring gyroscopes of
two wafers were simulated using the calculated elastic properties. The simulation results show that
the frequency split of the (100) ring gyroscope is far larger than that of the (111) ring gyroscope.
Finally, experimental verifications were carried out on the micro-gyroscopes fabricated using deep
dry silicon on glass technology. The experimental results are sufficiently in agreement with those of
the simulation. Although the single crystal silicon is anisotropic, all the results show that compared
with the (100) ring gyroscope, the frequency split of the ring gyroscope fabricated using the (111)
wafer is less affected by the crystal direction, which demonstrates that the (111) wafer is more suitable
for use in silicon ring gyroscopes as it is possible to get a lower frequency split.

Keywords: single crystal silicon; anisotropy; vibrating ring gyroscope; frequency split

1. Introduction

With the development of the microelectromechanical systems (MEMS) technology, MEMS
inertial sensors have been widely adopted into many fields, such as aerospace, vehicle navigation,
and consumer electronic products including smartphones, tablets, and wearable sensors [1]. One of
the most common MEMS sensors is the vibrating gyroscope. Compared with the traditional gyroscope,
the MEMS gyroscope has many advantages, including a smaller volume, lower power consumption,
wider measurement range, and higher reliability. The vibrating ring gyroscope (VRG) is a kind of
MEMS gyroscope that has the following merits over other similar types. Firstly, the VRG has better
mechanical sensitivity characteristics as well as being less sensitive to environmental interferences
such as shock and temperature variations. This is because of its symmetric structure and the equal
resonant frequencies of the drive and sense modes [2]. In addition, the VRG has a wider bandwidth
and full-scale range [3]. Moreover, the VRG can be used to measure the angle directly, which helps
avoid the continuous accumulation of the test error during the process of the integration by measuring
the angle rate [4].

Micromachines 2019, 10, 126; doi:10.3390/mi10020126 www.mdpi.com/journal/micromachines50
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At present, the high respect ratio VRG can be fabricated using single crystal silicon (SCS) because
of the mature bulk silicon micromachining technique. The SCS is a very significant MEMS material,
and it is often used to fabricate the MEMS resonator and substrate due to its excellent mechanical and
electrical properties. However, the anisotropy of the SCS makes the elastic properties of the SCS vary
with respect to the crystal orientations [5], which may influence the effective stiffness of the drive and
sense modes of the VRG. As a result, resonant frequencies of the n = 2 wineglass mode of the VRG are
not always equal. The frequency mismatch can cause many problems, such as the angle-dependent
bias and a decrease in sensitivity thus hindering the performance of the VRG [6]. So it is essential
to analyze the relationship between elastic properties and crystal directions of the SCS during the
process of designing the VRG. In order to avoid this trouble, some researchers prefer the n = 3 mode
rather than the n = 2 mode, because the n = 3 mode is inherently identical, which helps to eliminate
the frequency mismatch induced by the anisotropic elastic properties of the SCS [7]. However, both
the angular gain and the effective mass of the n = 3 mode are smaller than those of the n = 2 mode,
and the sensitivity of the n = 3 mode is lower [8,9]. Besides, resonant frequencies of the n = 3 mode
are higher, and the electrode arrangement is more complicated, which raises the difficulty of the circuit
design and realization. For the reasons mentioned above, the n = 2 mode of the SCS VRG is usually
the ideal choice.

There are some theories about the relationship between the frequency split and the anisotropy of
the SCS circular ring. For example, Hamilton’s principle was used to derive equations of the in-plane
motion of the SCS circular ring, and the frequency split was explained by the conservation of averaged
mechanical energy [10]. In addition, in-plane and out-of-plane resonant modes of the circular ring
were solved by Lagrange’s equations, and the effect of anisotropy was considered in the strain energy
formulation [5]. However, these theories derived from the perspective of the single ring were not
concretely combined with a real SCS VRG or confirmed by experiments. The effects of the anisotropy
of SCS on resonant frequencies of other resonators such as the cantilever and the disk were reported.
For instance, the influence of crystallographic orientation on resonant frequencies of (100)-oriented
resonators was investigated by a micromachined array consisting of 36 cantilevers in Reference [11]. In
Reference [12], frequency splits of (100) and (111) disk resonators with different modes were examined
and compared experimentally. Besides, an analytical formulation of frequency splits of SCS disk
resonators was represented by taking material anisotropy into account [13]. Though some researchers
prefer the (111) SCS to fabricate n = 2 mode ring and disk gyroscopes because of the uniform material
properties of this material, the reason for this was not analyzed and explained systematically in these
articles [14,15]. Therefore, there is still a lack of research about how the anisotropy influences the
frequency characteristics of the SCS VRG.

This paper aims to analyze the influence of the anisotropy of the SCS on the frequency split of the
SCS VRG. The elastic properties of (100) and (111) wafers are analyzed, and the ring gyroscopes of
these wafers are simulated, fabricated, and tested to prove that the (111) VRG has a tiny frequency
split, so the (111) wafer is more suitable than the (100) wafer to make VRGs. This paper is organized as
follows. Section 2 calculates the elastic matrices and orthotropic elasticity values of (100) and (111)
wafers. In Section 3, (100) and (111) VRGs are simulated by finite element analysis. VRGs of different
wafers are fabricated and tested in Section 4 to verify the theory and the simulation. Section 5 is the
conclusion of this paper.

2. Anisotropic Elastic Properties of SCS

The linear proportional relationship between the strain ε and the stress σ of solids such as silicon
is proved by the Hooke’s law,

εij = Sijklσkl , σij = Cijklεkl (1)

where S and C are the compliance tensor and the stiffness tensor, respectively; i, j, k, l = x, y, z in
the rectangular coordinate. The fourth rank stiffness or compliance tensor can be simplified as a
6 × 6 matrix with 21 independent constants due to the symmetry of the crystal. Meanwhile, subscripts
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with four elements in Equation (1) can be simplified to two elements: xx → 1, yy → 2, zz → 3, yz and
zy → 4, xz and zx → 5, xy and yx → 6 [16].

The anisotropy of the SCS is reflected in the variety of physical properties related to crystal
orientations. Each crystal plane or crystal orientation can be identified by Miller indices and written
in the form of (ijk) or [ijk], respectively [17]. Three axes X ([100]), Y ([010]), Z ([001]) of the default
coordinate system based on the right-hand rule lay along three baselines of the crystal cubic, so
corresponding default stiffness and compliance matrices along the crystal orientations according to
Hooke’s law can be represented as

C =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

c11 c12 c12 0 0 0
c12 c11 c12 0 0 0
c12 c12 c11 0 0 0
0 0 0 c44 0 0
0 0 0 0 c44 0
0 0 0 0 0 c44

⎤⎥⎥⎥⎥⎥⎥⎥⎦
= S−1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

s11 s12 s12 0 0 0
s12 s11 s12 0 0 0
s12 s12 s11 0 0 0
0 0 0 s44 0 0
0 0 0 0 s44 0
0 0 0 0 0 s44

⎤⎥⎥⎥⎥⎥⎥⎥⎦

−1

(2)

where c11 = 1.657 × 1011 Pa, c12 = 0.639 × 1011 Pa, c44 = 0.796 × 1011 Pa, s11 = 0.768 × 10−11 Pa−1,
s12 = −0.214 × 10−11 Pa−1, s44 = 1.26 × 10−11 Pa−1 at room temperature [18]. Next, anisotropic
elasticity analyses of (100) and (111) silicon wafers are based on these two matrices.

Though the top surface of the (100) silicon wafer is perpendicular to the [100] direction, the actual
coordinate system of the structure fabricated on the (100) silicon wafer is not consistent with the
default coordinate system. The xyz coordinate system of the (100) wafer can be obtained by rotating
the default coordinate system anti-clockwise through 45 degrees about the Z-axis [19]. So orthogonal
axes (x, y, z) keep the same directions with three yellow dashed lines in Figure 1a. Figure 1b indicates
that the primary flat of the (100) wafer is parallel to the [110] direction that is exactly the x-axis. For the
(111) silicon wafer, the [111] orientation is vertical to the crystal surface of this wafer. Coordinate axes
(x′, y′, z′) of the (111) wafer are represented by three red dot-dashed lines in Figure 1a successively,
because coordinate axes of the (111) wafer shown in Figure 1a can be converted by rotating the default
coordinate system twice. At first, the default coordinate system is rotated clockwise 135 degrees about
the Z-axis, then through a clockwise angle of 54.7 degrees about the transformed Y-axis (i.e., y′-axis).
The x′-axis in Figure 1b is parallel to the primary flat of the (111) wafer and perpendicular to the y′-axis
which is the [110] direction.
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X  [100]

`

z [001]

y [110]

x [110]

O

z'  [111]

x'  [112]

y'  [110]

(a)

x [110]

y [110]
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O

y'  [110]

x'  [112]

(b)

Figure 1. Coordinate systems and overhead views of the (100) and (111) silicon wafers: (a) Coordinate
systems of two wafers, (b) Overhead views of two wafers.

After getting the coordinate systems of the (100) and (111) wafers, corresponding stiffness matrices
and compliance matrices can be figured out using the method developed by Bond [16]. Direction
cosines of each rotated axis should be firstly given, which are three cosines of angles between the
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rotated axis and three default axes (i.e., [100], [010], and [001]). Three terms l, m, and n are used to
define direction cosines of an axis. Therefore, direction cosines of three axes of any rotated coordinate
system can build a 3 × 3 matrix R to describe the transformation from the default coordinate system.
Matrices Rs of coordinate systems of (100) and (111) wafers are presented as

R100 =

⎡⎢⎣
1√
2

1√
2

0
−1√

2
1√
2

0

0 0 1

⎤⎥⎦ , (3)

R111 =

⎡⎢⎢⎣
−1√

6
−1√

6
2√
6

1√
2

−1√
2

0
1√
3

1√
3

1√
3

⎤⎥⎥⎦ . (4)

Then, stiffness matrices of (100) and (111) wafers can be obtained according to the method in
Reference [16]. Because the compliance matrix is the inverse of the stiffness matrix, only the stiffness
matrices of (100) and (111) wafers are calculated and shown as

C100 =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

1.944 0.352 0.639 0 0 0
0.352 1.944 0.639 0 0 0
0.639 0.639 1.657 0 0 0

0 0 0 0.796 0 0
0 0 0 0 0.796 0
0 0 0 0 0 0.509

⎤⎥⎥⎥⎥⎥⎥⎥⎦
× 1011(Pa), (5)

C111 =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

1.9440 0.5433 0.4477 0 −0.1353 0
0.5433 1.9440 0.4477 0 0.1353 0
0.4477 0.4477 2.0397 0 0 0

0 0 0 0.6047 0 0.1353
−0.1353 0.1353 0 0 0.6047 0

0 0 0 0.1353 0 0.7003

⎤⎥⎥⎥⎥⎥⎥⎥⎦
× 1011(Pa). (6)

Obtaining correct elastic properties of a wafer is the premise of achieving the correct modal
simulation of a structure fabricated on this wafer. In the practical simulation process, apart from
inputting the stiffness matrix or the compliance matrix, employing orthotropic elasticity values of the
wafer can be used to simulate resonant frequencies of the VRG [19].

Orthotropic elasticity values which contain Young’s modulus E, Poisson ratio υ, and the shear
modulus G also depend on the direction cosines of coordinate axes of the wafer. These values can be
given as

1
E
= s11 − 2(s11 − s12 − 1

2
s44)(l2m2 + m2n2 + l2n2), (7)

υ = − s12 + (s11 − s12 − 1
2 s44)(l2

1 l2
2 + m2

1m2
2 + n2

1n2
2)

s11 − 2(s11 − s12 − 1
2 s44)(l2

1m2
1 + m2

1n2
1 + l2

1n2
1)

, (8)

1
G

= s44 + 4(s11 − s12 − 1
2

s44)(l2
1 l2

2 + m2
1m2

2 + n2
1n2

2) (9)

where (l1, m1, n1) and (l2, m2, n2) are two groups of direction cosines of two orthogonal directions with
respect to the crystal axes [20,21].

In particular, direction cosines of any directions in the plane of the (111) wafer meet the conditions
that l + m + n = 0 and l2 + m2 + n2 = 1. Therefore, the conclusion can be derived that l2m2 + l2n2 +

m2n2 = 1/4, which means Young’s modulus in the plane of the (111) wafer is invariable. Further,
another conclusion that l2

1 l2
2 + m2

1m2
2 + n2

1n2
2 = 1/6 can be proved by using an additional condition

53



Micromachines 2019, 10, 126

that l1l2 + m1m2 + n1n2 = 0. As a result, the Poisson ratio as well as the shear modulus in the (111)
plane are also irrelevant to the crystal directions. Therefore, the in-plane elasticity of the (111) wafer
can be regarded as isotropic. It might be predicted that the frequency splits of the simulation and test
of the (111) VRG would be very tiny, even zero. According to the above methodology, the orthotropic
elasticity values of the (100) and (111) wafers are calculated and listed in Table 1, and these values
could be used to simulate resonant frequencies of a VRG.

Table 1. Orthotropic elasticity values of (100) and (111) silicon wafers.

Orthotropic Elasticity Values (100) Wafer (111) Wafer

Ex, Ey, Ez (GPa) 169, 169, 130 169, 169, 188
υyz, υzx, υxy 0.36, 0.28, 0.064 0.16, 0.18, 0.26

Gyz, Gzx, Gxy (GPa) 79.4, 79.4, 50.9 57.8, 57.8, 66.9

3. Working Principle and Modal Simulation of VRG

3.1. Working Principle

The working principle of the VRG is based on the wineglass mode. The vibrating pattern of
the n = 2 mode is elliptical with four nodes, and two orthogonal modes are 45 degrees apart from
each other. When the gyroscope is being driven at the n = 2 mode, once it is under the rotation, the
generated Coriolis acceleration will force the energy to transfer between two orthogonal modes [22].
The angle of rotation of the VRG can be measured by two methods. The first method, called the whole
angle pattern, utilizes the inertia of the vibrating modes to measure the angle of rotation directly [23].
In the rotation, the rotation of the vibrating mode lags behind that of the case, and the lagging angle
is called the precession angle [24]. The precession angle is obtained by the product of the angle of
rotation and the angular gain Ag. It is noticed that the angular gain is a fixed value that only depends
on the geometry and the vibrating mode of a VRG, and has nothing to do with the lifetime, etc. [25].
The angular gain Ag defined as γ/nM is also the scale factor of the VRG used as a rate-integrating
gyroscope [3]. Here, γ is the Coriolis mass, and M is the effective mass. The other method, named the
force-to-rebalance pattern, can be used to measure the angle rate. In this pattern, the amplitude of the
sense mode is driven to zero by control electrodes while the vibration of the VRG is only aligned with
the drive mode, and then the angle rate can be figured out because the force produced by the control
electrodes is proportional to the angle rate [22].

3.2. Modal Simulation

The VGR simulated and fabricated in this paper is based on the structure that has been designed
and reported in Reference [26]. The VRG shown in Figure 2 consists of three elements: a ring, eight
support beams, and an anchor.
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Figure 2. The schematic of the vibrating ring gyroscope (VRG).

Resonant frequencies of the n = 2 mode of the circular ring structure are crucial to those of the
VRG, so it is necessary to simulate the effects of structural parameters of the circular ring on resonant
frequencies and the frequency split of the n = 2 mode by COMSOL (v5.4). Since the thickness of the
circular ring almost does not affect the resonant frequencies of the n = 2 mode, only the width and
the radius are considered. In order to simulate the resonant frequencies of the circular ring of the
(100) wafer, the Anisotropic option and the Voigt option are chosen in the lists of the Solid model

section and the Material data ordering section, respectively, and the matrix in Equation (5) is typed
in the table of Elasticity matrix in the Settings window for Linear Elastic Material in the interface of
COMSOL. When it comes to the (111) wafer, the procedure is the same, but the matrix is changed to
Equation (6).

3.2.1. Width of Circular Ring

The width plays an important role in the resonant frequencies of the circular ring because it
contributes to the mass and the stiffness of the ring. The radius and thickness of the ring are fixed
at 2500 μm and 120 μm, respectively, while the width distribution is from 10 μm to 100 μm, and the
interval is 5 μm. Simulation results of different widths of (100) and (111) circular rings are shown in
Figure 3.
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Figure 3. Resonant frequencies and frequency splits of rings with different widths: (a) (100) ring, (b)
(111) ring.

It can be seen that the resonant frequencies of two types of rings increase linearly with the increase
in width. The frequency split of the n = 2 mode of the (100) ring caused by the anisotropy is large, and
it increases linearly as the width increases. However, the primary frequency of the n = 2 mode of the
(111) circular ring is always almost the same as the secondary frequency, which means the frequency
split of the (111) ring is very tiny and irrelevant to the width.

3.2.2. Radius of Circular Ring

Radius is the other factor that significantly impacts the frequency characters of the circular ring.
In this case, the radius ranges from 2000 μm to 4000 μm with 21 points while the width remains at
60 μm, and the thickness remains at 120 μm. The resonant frequencies and frequency splits of two
kinds of rings with different radii are shown in Figure 4.

As shown in Figure 4, the resonant frequencies of the (100) and (111) circular rings decrease as
parabolic curves when the radius increases. It can be seen that the difference between the two resonant
frequencies of the (100) ring drops obviously with the increment of the radius. However, the two
curves of resonant frequencies of the (111) ring almost overlap, which means the frequency split is
quite small.

According to the simulation above, the resonant frequencies of the (111) circular ring are always
larger than those of the (100) circular ring at the same size, which indicates that the global in-plane
stiffness of the (111) wafer is larger. Besides, the simulation results show that the frequency split of the
(100) ring caused by the anisotropy is obvious, and it has a strong relationship with the geometry of
the (100) ring while the (111) wafer is in-plane isotropic.
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Figure 4. Resonant frequencies and frequency splits of rings with different radii: (a) (100) ring, (b)
(111) ring.

In order to further study effects of different elastic properties of (100) and (111) wafers on the
resonant frequencies of the VRG, a simulation of a VRG with specific structural parameters was
performed. The resonant frequencies of the VRG are set at around 10 kHz, so the final sizes of the
VRG are determined after taking into account the simulation results of the circular rings and some
important structural parameters as shown in Table 2. According to the simulation using stiffness
matrices, modal shapes and resonant frequencies of (100) and (111) VRGs are shown in Figure 5.

Table 2. Partial structure parameters of VRG.

Structure Parameter Value (μm)

Radius of Ring 3000
Width of Ring 80

Radius of Anchor 750
Width of Support Beam 20

Thickness of Ring 120

According to Figure 5, the primary frequency f1 of the n = 2 mode of the (100) VRG is 9739.3 Hz,
and the secondary frequency f2 is 10,144.1 Hz, so the frequency split Δ f(100) between the two resonant
frequencies is 404.8 Hz. The lower resonant frequency f1 of the (111) VRG is 10,625.6Hz while the
higher resonant frequency f2 is 10,627.4 Hz, and thus the frequency split Δ f(111) is 1.8 Hz. In summary,
the (111) VRG has a few higher n = 2 mode resonant frequencies, and its frequency split is much
smaller than that of the (100) VRG, which is consistent with the theory of elastic properties of the two
silicon wafers and the simulation results of the circular ring. Then, it was verified by fabrication and
the test.
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Figure 5. Modal shapes and resonant frequencies of (100) and (111) VRGs.

4. Fabrication and Test

The fabrication technology of the VRG is deep dry silicon on glass (DDSOG) process, which
is a kind of mature bulk micromachining [27]. The silicon-glass bonding of this technology has the
advantages of being a simple process, with small parasitic capacitance, and less structural stress.

The fabrication process is shown in Figure 6: (a) the photoresist is laid and photo-etched on the
silicon wafer; (b) the bonding area of the silicon is formed by dry etching; (c) the metal is deposited in
small grooves which are processed in the glass by wet etching; (d) the silicon wafer is bonded to the
glass substrate by anodic bonding; (e) the silicon wafer is thinned and polished; (f) the structure of the
VRG, of which the dimensions are shown in Table 2, is deeply etched by dry etching and then released.

(a) (b) (c)

(d) (e) (f)

Si

Photoresist

Metal

Glass

Figure 6. The fabrication process of VRG: (a) Photo-etching, (b) Bonding area etching, (c) Metal
deposition, (d) Anodic bonding, (e) Thinning and polishing, (f) Dry etching and structure release.

After the fabrication, the structure of one VRG under the microscope is shown in the middle
of Figure 7. The VRGs tested on the probe station in the picture were excited by applying an
8 V DC and a 6 V AC. A signal generator was used to produce sinusoidal signals with different
frequencies, then resonant frequencies ( f1, f2) of n = 2 mode of each VRG were obtained through the
spectrum analyzer shown in Figure 7 by acquiring the peak value of second harmonic frequencies [28].
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Besides, the amplitude-frequency curve which is displayed on the screen of the spectrum analyzer can
be recorded by the soft disk. Figure 8 shows the tested second harmonic frequency data of four (100)
VRG samples (#1, #2, #3, #4) while the frequency data of four (111) VRG samples (#1’, #2’, #3’, #4’) are
shown in Figure 9. It should be noticed that the frequency corresponding to the peak value of each
curve is twice the resonant frequency in Figures 8 and 9, so the difference between the two frequencies
of one VRG is also double. The specific resonant frequency data of the (100) and (111) VRGs read from
the signal generator as well as calculation results are represented in Table 3, where |Δ f | is the absolute
value of f1- f2 while |Δ f | and σ(|Δ f |) are the average and standard deviation values of the absolute
values.

VRG

Probe Station

Spectrum Analyzer

Frequency
 Detected
      by

Arc of Support Beam Ring Anchor

  Straight of 
Support Beam

Electrode

    Read by 
   Soft Disk

    Screen for 
Frequency Data

Figure 7. Microscope image of the VRG on the probe station.
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Figure 8. Second harmonic frequency data of four (100) VRG samples: (a) #1 VRG, (b) #2 VRG, (c) #3
VRG, (d) #4 VRG.
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Figure 9. Second harmonic frequency data of four (111) VRG samples: (a) #1’ VRG, (b) #2’ VRG, (c) #3’
VRG, (d) #4’ VRG.

According to test results, practical resonant frequencies and frequency splits of the (100) and (111)
VRGs are close to the simulation results. Existing differences between the test data and simulation
results are mainly caused by over-etching in the fabrication. Over-etching usually reduces the widths
of support beams and the circular ring, which leads to a decline in the resonant frequencies. Besides,
fabricated (100) VRGs generally have very large frequency splits, and the average value is 419.6 Hz
while frequency splits of fabricated (111) VRGs are around 5.9 Hz. It indicates that the frequency splits
of the (100) VRGs are strongly affected by the anisotropy of the (100) wafer while the small frequency
splits of the (111) VRGs benefit from the in-plane isotropy; only from this point of view, is the (111)
silicon wafer the preferred material for the VRG.

Table 3. Frequency test data of (100) and (111) VRGs.

(100) VRG (111) VRG
#1 #2 #3 #4 #1′ #2′ #3′ #4′

f1 (Hz) 9871.1 9865.7 9685.4 9913.2 10,018.4 10,096.2 9917.7 10,183.4
f2 (Hz) 9451.3 9453.6 9290.5 9461.7 10,016.3 10,091.5 9923.4 10,172.3

|Δ f | (Hz) 419.8 412.1 394.9 451.5 2.1 4.7 5.7 11.1
|Δ f | (Hz) 419.6 5.9

σ(|Δ f |) (Hz) 23.7 3.8

5. Conclusions

In the field of MEMS, SCS is widely used to fabricate high respect ratio VRGs along with being
used in bulk silicon micromachining techniques; this is because of its outstanding mechanical and
electrical properties. However, the anisotropy of SCS causes the elastic properties of the resonator to
vary depending on the crystal directions, which influences the frequency characteristic of the SCS VRG.
This paper presents how the anisotropy of SCS affects the frequency splits of VRGs, which can provide
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a method to calculate the elastic properties of various SCS wafers. Furthermore, this paper offers a
basis with which to choose a suitable material to achieve VRGs of which the drive and sense modes
are well matched.

In this paper, the coordinate systems of (100) and (111) SCS wafers are obtained by rotating the
default coordinate system. Then, the elastic matrices and orthotropic elasticity values of these wafers
are calculated using the direction cosines of transformed coordinate systems. It is found that Young’s
modulus, Poisson ratio, and the shear modulus of the (111) wafer are irrelevant to the crystal directions,
so the frequency split of the (111) VRG should, in theory, be near zero. Next, resonant frequencies of
the n = 2 mode of (100) and (111) circular rings with different sizes are simulated, and the simulation
results show that the frequency split of n = 2 mode of the (100) ring is significantly influenced by
the geometry, while the frequency split of the (111) ring is always very tiny as a result of the in-plane
isotropy. After that, modal simulations of (100) and (111) VRGs are carried out, and frequency tests of
fabricated VRGs are performed to detect the resonant frequencies on the probe station. The test results
match the simulation results of the VRGs well to prove that (100) VRGs have much larger frequency
splits than (111) VRGs, so the resonant frequencies of the n = 2 mode of (100) VRGs are more sensitive
to the crystal direction, and (111) wafer is a suitable choice for the fabrication of VRGs with restrained
frequency splits.

This paper analyzes the effect of the anisotropy of SCS on the frequency splits of VRGs, which
can offer a reference for analyzing the elastic properties of VRGs fabricated using various SCS wafers.
Future work will include the analysis of how the anisotropy of SCS influences other characteristics of
the VRG, such as the quality factor.
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Abstract: Squares and circles are basic patterns for most mask designs of silicon microdevices.
Evolution of etched Si crystallographic planes defined by square and circle patterns in the masking
layer is presented and analyzed in this paper. The sides of square patterns in the masking layer are
designed along predetermined <n10> crystallographic directions. Etching of a (100) silicon substrate
is performed in 25 wt % tetramethylammonium hydroxide (TMAH) water solution at the temperature
of 80 ◦C. Additionally, this paper presents three-dimensional (3D) simulations of the profile evolution
during silicon etching of designed patterns based on the level-set method. We analyzed etching of
designed patterns in the shape of square and circle islands. The crystallographic planes that appear
during etching of 3D structures in the experiment and simulated etching profiles are determined.
A good agreement between dominant crystallographic planes through experiments and simulations is
obtained. The etch rates of dominant exposed crystallographic planes are also analytically calculated.

Keywords: tetramethylammonium hydroxide (TMAH); wet etching; silicon; 3D simulation;
level-set method

1. Introduction

Anisotropic wet etching of a (100) silicon substrate in 25 wt % tetramethylammonium hydroxide
(TMAH) water solution is a well-known process [1–11]. Most of the results have been obtained
through the analysis of the etching square or rectangular patterns in the masking layer with sides along
<110> crystallographic direction. During etching of these mesa structures, a severe convex corner
undercutting appears. The convex corner compensation techniques for the TMAH water solutions
etching are developed for the patterns with sides along <110> crystallographic directions [12–22].
Additionally, etched circular patterns were compared for pure and surfactant added 25 wt % TMAH
water solution [23]. When a (100) silicon substrate is etched through the aperture in the masking layer
that only has concave angles, the structure shape will be defined after a sufficiently long etching time
with the slowest etching crystallographic planes {111}. Appearance of {111} is inevitable and cannot
be eliminated.

Previous studies of silicon wet etching processes [1–32] were conducted using various etching
solutions of KOH and TMAH at different temperatures and silicon wafers of various crystallographic
orientations. Etching of a (100) silicon in the KOH water solution using circular mask patterns,
as well as square, rectangular and octagonal mask patterns with sides along different crystallographic
directions was explored in References [2,26–32]. Etching of circular and square patterns with sides
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along <100> crystallographic directions was analyzed in References [26–28]. Etching of squares with
sides along <210> and <310> crystallographic directions was studied to develop triangular corner
compensation structure [31]. Etching of octagonal patterns with sides along <210>, <310> and <410>
crystallographic directions was discussed in References [28,29] for KOH, and in Reference [9] for
TMAH water solutions. Additionally, etching of squares [32] and rectangles [30] was analyzed as their
side directions change angle with <110> crystallographic direction. A special case study considered
changing of the obtuse angle with an increment of 2◦ [24]. In this paper, we explore etching of
square patterns that are designed along predetermined <n10> crystallographic directions (0 ≤ n < 10)
and circle patterns in the masking layer on a (100) silicon. Squares (rectangles) and circles are basic
patterns for a great majority of mask designs in micromachining of membranes, bosses, convex corner
compensations, etc. We analyze etching of square and circle islands in the masking layer using both
experiments and simulations, and provide a comprehensive insight into the evolution of patterns for
different crystallographic directions. Etched silicon structures are limited by various planes during
etching in 25 wt % TMAH water solution at a temperature of 80 ◦C. Because of the differences in etch
rates, some planes will appear, while others will disappear during etching [1–24]. We performed our
experiments for the etching depths of up to 300 μm.

Our aim is to observe and analyze the appearance of various crystallographic planes and verify
agreement of simulation with experimental results. Knowing evolution of crystallographic planes
during etching is necessary for the successful mask design of silicon microdevices. Simulated etching
profiles are obtained by the level-set (LS) method [33–40]. This method for evolving interfaces belongs
to the geometric type of methods, and it is specially designed for profiles that can develop sharp corners,
change of topology and undergo orders of magnitude changes in speed. All simulations are performed
using a three-dimensional (3D) anisotropic etching simulator based on the sparse field method for
solving the level-set equations, described in our previous publications [13,34–37]. Pictures of the
simulated etching profiles are rendered with the Paraview visualization package [41]. The scanning
electron microscopy (SEM) micrographs for several subsequent etch depths and simulated etching
profiles are presented to demonstrate evolution of all exposed crystallographic planes. Additionally,
we derive relation between parameters to calculate etch rates of the exposed planes. The etch rates are
determined by measuring change of the side a of square island in the masking layer with time.

2. Experimental Setup

We used phosphorus-doped {100} oriented 3” silicon wafers (Wacker, Burghausen, Germany) with
mirror-like single side polished surfaces and 1–5 Ωcm resistivity. Anisotropic etching was performed
in pure TMAH 25 wt % water solution (Merck, Darmstadt, Germany). The etching temperature was
80 ◦C. Wafers were standard Piranha and RCA cleaned and covered with SiO2 thermally grown at
1100 ◦C in an oxygen ambient saturated with water vapour (at least 1 μm thick). Cleaning of Si wafers
before oxidation was accomplished by using freshly-prepared mixture of concentrated sulfuric acid
(H2SO4, 95–98%) and hydrogen peroxide (H2O2, 30%). Mixture had volume ratio 3:1 (H2SO4:H2O2).
RCA processing steps used a mixture of ammonium hydroxide (NH4OH, 29%), hydrogen peroxide and
water (1:1:5) and a mixture of hydrochloric acid (HCl, 37%), hydrogen peroxide and water (1:1:6). SiO2

was etched in buffered hydrofluoric acid (BHF) in a photolithographic process in order to define square
patterns along predetermined crystallographic directions and circle patterns. BHF solution consisted
of 7 parts by volume of ammonium fluoride (NH4F, 40%) and 7 parts by volume of hydrofluoric acid
(HF, about 50%.) Again, wafers were subjected to standard cleaning procedure and were dipped before
etching for 30 s in HF (10%) to remove native SiO2 followed by rinsing in deionized water. Etching of
the whole 3” wafer was carried out in a thermostated glass vessel containing around 0.8 dm3 of the
solution with electronic temperature controller stabilizing temperature within ± 0.5 ◦C. The vessel
was on the top of a hot plate and closed with a Teflon lid that included a water-cooled condenser to
minimize evaporation during etching. The wafer was oriented vertically in a Teflon basket inside
the glass vessel. Throughout the process, the solution was electromagnetically stirred with a velocity
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of 300 rpm. After reaching the desired depth, the wafer was rinsed in deionized water and dried
with nitrogen.

3. Discussion and Results

3.1. Square Islands in the Masking Layer with Sides Along <n10> Crystallographic Directions

Various 3D shapes were obtained by etching of square islands in the masking layer with sides
along <n10> crystallographic directions. At the beginning of etching, sides of 3D structure aligned
to <n10> direction belonging to {n11} crystallographic planes. The convex corners were undercut by
fast etching crystallographic planes. As etching continued, for almost all square patterns, fast etching
crystallographic planes dominated. Convex corners of squares differed from case to case, and their
shapes changed with etching depth. Some of them were defined with rugged, others were defined
with smooth crystallographic planes.

In the case of square island with sides along <110> directions, the slowest etching planes {111}
defined sidewalls of silicon structure. There was a severe convex corner undercutting. Convex corner is
defined by the rugged planes of {m0n} families and smooth planes of {311} and {211} families [13,24,42],
as shown in Figure 1a. Observing etched shapes obtained in the experiments, we conjectured that the
rugged planes of {m0n} families belong to the {301} or {401} families because the average angles γm0n
between {m0n} planes and (100) plane are close to 71◦ and 75◦. We also noticed in SEM micrographs
that most of the {m0n} planes consist of smooth upper and rugged lower part, as shown in Figure 2a.
In the simulated etching profiles there are two different planes instead of one from the {m0n} family.
Average angles of intersections of these {m0n} planes and (100) silicon plane are close to 75◦ and
55.8◦. We assume that they belong to the {401} and {203} families, where the {401} plane is closer to
the masking layer and the {203} plane to the etched bottom. The appearance of two planes in the
simulation is likely to be related to the smooth upper and rugged lower parts of the {m0n} planes
in the SEM micrographs. Additionally, at the bottom of the {m0n} planes, there are two almost
imperceptible symmetrical planes, as shown in Figure 2a. We assume that they belong to the {331}
family. As etching continues, the plane of {111} family on the sidewall of structure disappears and two
smooth planes of {211} family from the nearby convex corner define new convex corner, as shown in
Figure 1a. Two smooth planes of {211} family are slightly undercut by planes that are hard to determine.
Further etching will not change the silicon structure defined by the new convex corners and undercut
convex corners.

In the case of square with sides along <100> directions, etching planes of the {100} family define
sidewalls of the silicon structure, as shown in Figure 1b. As in the previous case, there is severe
undercutting of the convex corner but only by the smooth planes of {311} family, as shown in Figure 1b.
As etching continues, the {100} plane on the sidewall of structure disappears and two planes of {311}
family from the nearby convex corners adjoin. At their cross section, new fast etching rugged planes
from presumed {301} (or {401}–{203}) and {331} families appear, as shown in Figure 1b. The new shape
of the silicon structure with eight convex corners sustains during the further etching. Similar shape
was obtained in Reference [9] when etching with an octagonal mask in the pure TMAH 25 wt % water
solution. The authors observed that the planes of {311} family are inclined only to the surface, while
the planes of {331} family are at the bottom.
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Figure 1. Shematic mask patterns, scanning electron microscopy (SEM) micrographs and simulated
etching profiles of the etched square island with sides along: (a) <110> directions; (b) <100> directions.
In the experiment the depths of etching were 100, 205 and 257 μm. In the simulation the depths of
etching were 100, 205 and 260 μm.

Figure 2. SEM micrographs: (a) Enlarged detail of the smooth upper and rugged lower part of undercut
convex corner of etched square island with sides along <110> directions; (b) Convex corners undercut
asymmetrically by the smooth upper and rugged lower part in the case of etched square island with
sides along <210> directions; (c) Etched silicon structures from square island with sides along <110>
directions with convex corner compensation and two symmetrical square islands with sides along
<310> directions in the masking layer.
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3D shapes obtained by etching of square islands with sides along <210> and <310> crystallographic
directions are very similar, as shown in Figure 3. If the sides are along <210> directions, at the beginning
of etching obtained shape is a truncated pyramid with sides defined by the planes of {211} family.
In Reference [9], the planes of {211} family are inclined to the surface, and the planes of {221} family
are at the bottom. These planes were observed at the etched octagonal mask shape with sides along
<210> crystallographic directions in pure TMAH 25 wt % water solution. Convex corner undercutting
appears, as shown in Figure 3a. Convex corner is defined by the rugged planes of {301} (or {401}–{203})
and {331} families and the smooth planes of {211} family, as shown in Figure 2b. This asymmetrical
undercutting is less destructive than in the case of square patterns with sides along <110> and <100>
directions due to smaller differences of etch rates [13]. After a sufficiently long etching time, the shape
will be changed into truncated pyramid defined by {311} planes. Convex corner’s shape will not
be changed. If the sides are along <310> directions, the pyramidal shape with sides defined by the
planes of {311} family is formed from the beginning of etching. In Reference [9], the planes from {311}
family are inclined to the surface, and planes of {331} family are at the bottom in the case of octagone
sides along <310> crystallographic directions. As in the previous case, there is also asymmetrical
undercutting of the convex corner by the rugged planes of {301} family (or {401}–{203} families), as
shown in Figure 3b. Additionally, at the bottom, there is almost imperceptible plane from the presumed
{331} family. This 3D shape will not be changed during further etching.

Figure 3. Schematic mask patterns, SEM micrographs and simulated etching profiles of the etched
square island with sides along: (a) <210> directions; (b) <310> directions. In the experiment the depths
of etching were 100, 205 and 257 μm. In the simulation the depths of etching were 100, 205 and 260 μm.
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We observed that the 3D shapes obtained in the cases of etching of square islands with sides along
<410>, <510> and <610> crystallographic directions are also very similar, as shown in Figures 4 and 5a.
In the case of the square with sides along <410> directions, at the beginning of etching pyramidal
shape with sides defined by planes of {411} family is obtained. Same planes were also noticed in
Reference [9] for the octagone with sides along <410> crystallographic directions. Convex corner
undercutting appears again, as shown in Figure 4a. Convex corner is defined by the smooth planes of
{311} and {411} families. Neither planes of {301} nor the planes of {401}–{203} families appear. As etching
continues, the {411} plane on the sidewall of pyramid disappears and smooth {311} plane from the
nearby convex corner starts to dominate, as shown in Figure 4a. The shape will be changed into
truncated pyramid after a sufficiently long etching time as in the case of square island with sides
along <310> crystallographic directions. Evolution of the etched silicon structure will be the same in
the cases of square islands with sides along <510> and <610> crystallographic directions, as shown
in Figures 4b and 5a. At the beginning, the pyramid sidewalls will be the planes of {511} and {611}
families, respectively. Convex corners are defined by the smooth planes of {311} and {511} or {311} and
{611} families, as shown in Figures 4b and 5a. As in the previous case, the {311} planes dominate after a
sufficiently long etching time. Again, pyramidal shapes are obtained as in the case of square island
with sides along <310> crystallographic directions. It can be noticed that planes of {411}, {511} and
{611} families are not as smooth as planes of {211} and {311} families. It looks like that they consist of
consecutive facets of negligible areas.

Figure 4. Schematic mask patterns, SEM micrographs and simulated etching profiles of the etched
square island with sides along: (a) <410> directions; (b) <510> directions. In the experiment the depths
of etching were 100, 205, 257 and 300 μm. In the simulation the depths of etching were 100, 205, 260
and 300 μm.

68



Micromachines 2019, 10, 102

Figure 5. Schematic mask patterns, SEM micrographs and simulated etching profiles of the etched
square island with sides along: (a) <610> directions; (b) <710> directions. In the experiment the depths
of etching were 107, 197 and 280 μm. In the simulation the depths of etching were 105, 200 and 280 μm.

Other similarities can be noticed when observing the 3D shapes obtained by etching of the square
islands with sides along <710>, <810> and <910> crystallographic directions, as shown in Figures 5b
and 6. In the case of the square with sides along <710> directions, the pyramidal shape with sides
defined by the planes of {711} family is obtained at the beginning of etching, as shown in Figure 5b.
Asymmetrical convex corner’s undercut is done by two smooth {311} planes, as in the case of square
island with sides along <100> directions, as shown in Figure 1b. At the cross section of the {711}
plane and {311} plane with a smaller area, the rugged planes from presumed {301} (or {401}–{203})
and {331} families appear. As etching continues, the {711} and ‘smaller’ {311} planes on the pyramid
sidewall disappear and smooth {311} plane from the nearby convex corner starts to dominate, as
shown in Figure 5b. Evolution of the similar shapes is observed in the cases of square islands with
sides along <810> and <910> crystallographic directions, as shown in Figure 6. At the beginning of
etching, the pyramid sidewalls will be the planes of the {811} and {911} families, respectively. Convex
corners are defined by two smooth planes of {311} family in both cases, as shown in Figure 6. As in the
previous case, one of the {311} planes takes over after a sufficiently long etching time. In all three cases,
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etched silicon structures become pyramids defined by {311} planes with convex corners undercut
asymmetrically by the rugged planes of {301} (or {401}–{203}) and {331} families, as shown in Figures 5b
and 6. It can be noticed that planes of {711}, {811} and {911} families also consist of consecutive facets
of negligible areas.

The appearance of the planes directly under the masking layer can be noticed in all figures of
simulated etching profiles [13]. These planes have smaller surface areas than the dominant ones and
form shapes resembling ship prows. The planes obtained in simulation are more round and the edges
of the convex corners tend to soften, so it is difficult to determine the orientation of small etched
surfaces. There is a good agreement between dominant crystallographic planes obtained through
experiments and simulations.

Figure 6. Schematic mask patterns, SEM micrographs and simulated etching profiles of the etched
square island with sides along: (a) <810> directions; (b) <910> directions. In the experiment the depths
of etching were 107, 197 and 280 μm. In the simulation the depths of etching were 105, 200 and 280 μm.

The most important result is the case of square island with sides along <310> crystallographic
directions. In this case, the 3D shape will not be changed during etching. The convex corner
compensation is not necessary as undercutting of {301} planes is not so severe. Together with square
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island with sides along <110> crystallographic directions (where convex corner compensation is
applied), it could be used for future designs of sensors and actuators, as shown in Figure 2c. After a
sufficiently long etching time, all square islands with sides along <n10> crystallographic directions,
where n>1, become silicon truncated pyramids defined by {311} planes with convex corners undercut
asymmetrically by the rugged planes of {301} (or {401}–{203}) and {331} families.

3.2. Square Apertures in the Masking Layer with Sides Along <n10> Crystallographic Cirections

3D shapes obtained by etching of square apertures in the masking layer with sides along <n10>
crystallographic directions also have some similarities. All obtained cavities have a bottom that is
determined by {100} plane of etched silicon substrate. Sides of squares aperture aligned to the <n10>
direction allow developing of {n11} crystallographic planes at the beginning of etching. The concave
corners are defined by the slowest etching planes, as shown in Figure 7.

The two most studied cavities were fabricated by etching square apertures in the masking layer
with sides along <110> and <100> crystallographic directions. In the first case, sidewalls of a cavity are
defined by the slowest etching planes {111}. In the second case, sidewalls of a cavity are defined by the
planes of {100} and {111} families. After a sufficiently long etching time, the cavity will be changed into
an inverse pyramid with the sides that are defined by {111} planes, as in the first case.

In all other cases of cavities obtained by etching of the square apertures with sides along <n10>
crystallographic directions (1 < n < 10), the initial right concave corners are turned into three new
concave corners, as shown in Figure 7. The first new concave corner is defined by the slowest etching
planes {111} and {n11}. Appropriate <110> and <n10> crystallographic directions form angle smaller
than 45◦ (in fact, concave angle in the masking layer larger than 145◦). The second concave corner is
defined by planes of {n11} and {100} families. The third concave corner is defined by the planes of {100}
and {111} families. Appropriate <n10> crystallographic direction form the concave angle with <110>
direction in the masking layer larger than concave angle formed by <110> and <100> crystallographic
directions. After a sufficiently long etching time, cavities will have shape as in the case of etching
square aperture in the masking layer with sides along <100> direction. Further etching will produce
inverse pyramid with sides that are defined by {111} planes.

 
Figure 7. Schematic mask patterns, SEM micrographs of the etched square apertures: (a) <210>;
(b) <310>; (c) <410>; (d) <510>; (e) <610>; (f) <710>; (g) <810>; (h) <910>. The etching depths were 100
and 107 μm.
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3.3. Circle Island and Aperture in the Masking Layer

The 3D shape obtained by etching of circle island in masking layer is similar to the shapes obtained
in the case of square islands with sides along <110> and <100> directions after a sufficiently long
etching time, as shown in Figure 8a. At the beginning of etching, the first type of convex corner is
defined by the rugged planes of {301} family (or {401}–{203} families) and the smooth planes of {311}
families, as shown in Figure 8a. The second type of convex corner is defined by two smooth planes of
{211} family. As etching continues, the plane of {211} family on the sidewall of pyramid disappears
and smooth plane of {311} family from the nearby convex corner takes over. Further etching will not
change the silicon structure defined by these convex corners.

The cavity obtained by etching of the circle aperture in the masking layer is similar to the cavity
obtained by etching of the square aperture with sides along <100> crystallographic directions. At the
beginning of the etching, the transition of plane {100} to {111} at the concave corner is not so abrupt as
the transition at concave corner of the square aperture, as can be observed from Figure 8b. As in other
cases of apertures, after a sufficiently long etching time, the cavity will become an inverse pyramid
with the sides defined by the slowest etching planes of {111} family.

Figure 8. Schematic mask patterns, SEM micrographs and simulated etching profiles of the etched
circle: (a) island; (b) aperture. In the experiment the depths of etching for island are 55 and 107 μm.
In the experiment the etching depth for aperture was 25 μm. In the simulation the depths of etching
were 55 and 105 μm.

3.4. Etch Rates of Exposed Planes

Table 1 includes the etch rates for all dominant exposed crystallographic planes during etching
that have not been considered in our previous work [12,13]. The etch rate of {100} plane is 0.46 μm/min.
The etch rates are determined indirectly by measuring change of the square side an11 of the island in
the masking layer with time for both the experiment and the simulated etching profile [9], as shown in
Figure 9:

rn11 = (Δan11/Δt) sin γn11 (1)

where
Δt = t2 − t1, Δa = |a2 − a1|

and where t1 and t2 are two subsequent moments of the etching, a1 and a2 are the sides of the
square in the <n10> direction for the moments t1 and t2 and γn11 is the angle between {n11} and
(100) planes. All angles used in (1) are given in Table 1. Table 1 gives insight into derivations of
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average angles γn11 and etch rates which are measured in the experiments and simulations. The
second column are the theoretical angles, while the third column represents the input etch rates for
simulation or the numerically interpolated etch rates [13,43]. The calculated etch rates for planes in
the experiments are in good agreement with the values obtained by the authors of Reference [8]. The
etch rates measured in the simulations change in time and they are dependent on the surface area of
crystallographic plane. After some time and sufficient surface area, the etch rate will be close to its
input or numerically interpolated value. It can be concluded that all differences between 3D shapes
obtained in the experiments and simulations are due to the differences of their etch rates.

Figure 9. Schematic picture of cross section of the etched square island with sides along <n10>
directions. a1 and a2 are the sides of the square in the <n10> direction for the moments t1 and t2. rn11 is
etch rate. γn11 is the angle between {n11} and (100) planes.

Table 1. The etch rates of various crystallographic Si planes in the 25 wt % TMAH water solution at the
temperature of 80 ◦C obtained by numerical interpolation, experiment and simulation, and average
angles γn11 between {n11} planes and (100) plane in the experiment and simulation obtained from
normal cross-sections and their theoretical values. We used a combination of Paraview and Gimp
software tools and SEM micrographs, microscope photographs and depth mesaurments to determine
angles, as in References [9,26].

Plane {n11} γn11 theo
(◦)

Etch Rate
rn11 input

(μm/min)

γn11 exp
(◦)

Etch Rate
rn11 exp

(μm/min)

γn11 sim
(◦)

Etch Rate
rn11 sim

(μm/min)

{111} 54.7 0.02 54.2 0.02 54.7 0.03
{211} 65.9 0.87 66.7 0.87 65.3 0.81
{311} 72.5 0.93 74.2 0.93 69.8 0.88
{411} 76.4 0.82 78.7 0.85 76.9 0.79
{511} 78.9 0.75 80.9 0.81 79.4 0.74
{611} 80.7 0.71 81 0.73 80.8 0.70
{711} 82 0.67 83.1 0.69 82.1 0.66
{811} 82.9 0.65 83.1 0.66 82.9 0.64
{911} 83.7 0.63 84.1 0.63 83.8 0.62

4. Conclusions

In this paper we studied silicon etching of square and circle patterns in the masking layer when
25 wt % TMAH water solution is used at the temperature of 80 ◦C. Almost all crystallographic planes
that appear during etching are determined. Etch rates of dominant exposed planes are calculated
using the derived relation. Good agreement of experimental and simulation results has been presented.
In this way, we confirm that the simulations based on the level-set model can help cost reduction
when designing silicon microdevices. Analyzed behavior of the crystallographic planes that appeared
during etching described in this paper contributes to a better understanding of anisotropic etching
in 25 wt % TMAH water solution at the temperature of 80 ◦C. The 3D shape of square island in the
masking layer with sides along <310> crystallographic directions will not be changed during etching
and no convex corner compensation is needed. This mechanism provides advantages for controllable
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designs of complex silicon structures not only using the most common directions <110> and <100>.
In addition, other observed effects can be used in future designs of various silicon microdevices.
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Abstract: Catalytic gas sensors are widely used for measuring concentrations of combustible gases
to prevent explosive accidents in industrial and domestic environments. The typical structure
of the sensitive element of the sensor consists of carrier and catalyst materials, which are in and
around a platinum coil. However, the size of the platinum coil is micron-grade and typically has a
cylindrical shape. It is extremely difficult to control the amount of carrier and catalyst materials and
to fulfill the inner cavity of the coil, which adds to the irreproducibility and uncertainty of the sensor
performance. To solve this problem, this paper presents a new method which uses a drop-on-demand
droplet generator to add the carrier and catalytic materials into the platinum coil and fabricate the
micropellistor. The materials in this article include finely dispersed Al2O3 suspension and platinum
palladium (Pd-Pt) catalyst. The size of the micropellistor with carrier material can be controlled
by the number of the suspension droplets, while the amount of Pd-Pt catalyst can be controlled
by the number of catalyst droplets. A bridge circuit is used to obtain the output signal of the gas
sensors. The original signals of the micropellistor at 140 mV and 80 mV remain after aging treatment.
The sensitivity and power consumption of the pellistor are 32 mV/% CH4 and 120 mW, respectively.

Keywords: gas sensor; micropellistor; microdroplet; pulse inertia force; methane

1. Introduction

Catalytic combustion type gas detectors that operate on catalytic oxidation of combustible gases
are widely used for detecting gas concentration and maintaining it at below the lower explosion
limit (LEL) [1]. It is an effective means to prevent explosive accidents in industrial and domestic
environments [2,3]. The combustive gases include hydrogen (H2), methane (CH4), carbon monoxide
(CO), organic vapors, etc. As is shown in Figure 1, the widely applicable structure of the sensitive
element (called a pellistor) in the catalytic combustion type gas detectors consists of a porous structure
and a platinum coil [4,5]. Therefore, the pellistor is a kind of solid phase gas sensor [6] and has a much
higher sensitivity, though much effort has been put into developing a silicon microheater potentially
with a high-temperature and low-power consumption [7,8]. The porous structure, constructed around
the platinum coil, is called a carrier. On the inner surface is catalyst which has a catalytic effect during
the detecting process. The platinum coil can heat the catalyst to a sufficiently high temperature, at which
any flammable gas molecules present can produce flameless combustion [9,10] and release combustion
heat. Besides that, the Pt coil serves not only as a catalyst heater, but also as a resistance thermometer.

Micromachines 2019, 10, 71; doi:10.3390/mi10010071 www.mdpi.com/journal/micromachines77
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Figure 1. Structure of the micropellistor in a catalytic gas sensor.

The surface of the carrier is a porous structure, the precursor of which is nano-scale particle
suspension (typically nano-scale Al2O3 suspension [11,12]) and can form the porous structure after
evaporation of the solvent. Wang et al. [5] researched performances of sensors with different carriers,
including Al2O3, n-Al2O3, and n-Ce-Al2O3. The carrier and catalytic materials were coated onto the
platinum coil via the sometric impregnation method.

The catalytic material is immersed into the inner-surface of the porous structure to form a large
amount of catalyst activated points, which determine the sensitivity of the sensor. The greater the
number of activated points the catalyst is on, the higher the sensitivity of the sensor [13].

However, the size of the platinum coil is micron-grade and typically cylindrically shaped.
Therefore, coating the platinum coil with carrier and catalytic materials appeared to be an extremely
critical step in practice. The cumbersome dip and drop technique [14], a thick film processing step,
was adopted to coat the catalytic materials. Unfortunately, it was very difficult to control in the case
of viscous species and to fulfill the inner cavity of the coil, which adds to the irreproducibility and
uncertainty of the fabrication process and causes unstable performance. To solve this problem, this
paper proposes a new method which uses a drop-on-demand droplet generator to introduce the carrier
and catalytic materials into the platinum coil and fabricate the micropellistor.

2. Materials and Methods

2.1. Materials

The platinum coil was wound with coil diameter of 250 μm and a length of 800 μm, as shown in
Figure 2. The diameter of the platinum wire was about 25 μm. The catalytic materials used included
finely dispersed Al2O3 suspension and platinum palladium (Pd-Pt) catalyst.

 

Figure 2. Structure of platinum coil.

The catalytic materials used included finely dispersed Al2O3 suspension and platinum palladium
catalyst, which were ejected into the platinum coil successively. The catalytic materials needed
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to exhibit appropriate viscosity and stability, so the catalytic materials—especially the Al2O3

suspension—required homogeneous mixing before being used, and the optimum viscosity of the
catalytic materials was below 100 cp.

2.2. Methods

2.2.1. Droplet Generating Method Based on Pulse Inertia Force

One of the main tasks of this work is to propose a droplet generator to eject catalytic materials
into the platinum coil. Droplet generating technologies mainly include two classes: continuous
mode and drop-on-demand (DOD) mode. In recent years, the DOD mode has gradually replaced
the continuous mode because of its promising better manufacturing control and better control of
ejection time, position, and volume by a function generator. The DOD mode droplet generators include
piezoelectrically [15], thermally, pneumatically, electrostatically, pulse electromagnetic force [16], and
membrane-piston [17] actuated generators. The piezoelectric droplet generator has an ink containing
chamber with piezoelectric elements on one or two chamber external surfaces. Displacement of
piezoelectric elements can change the volume of the chamber, generate pressure waves, and eject a
droplet from an orifice while the elements are applied with a pulse voltage signal. However, it is
difficult for the above DOD droplet generators to be applied in ejecting the catalytic materials in this
article, because the catalytic materials may corrode the nozzle, and most of the nozzles are made of
metallic materials.

As is shown in Figure 3, an apparatus for producing catalytic material droplets in an air
environment was fashioned. The nozzle filled with catalytic materials was clamped by connector B,
which was fixed to the bottom face of a lead zirconate titanate (PZT) stack actuator (PAL200VS25,
NanoMotions, Shanghai, China) through connector A, while the upper face was fixed to a
three-dimensional adjustable frame and kept stationary through the connector. There was an
approximate linearity between applied voltage amplitude and the displacement of the bottom face of
the actuator. Therefore, the actuator instantaneously caused a larger displacement and consequently
provided a greater pulse inertia force [18] for the nozzle and catalytic materials inside when applying a
higher pulse driving voltage. When the pulse inertia force was large enough and exceeded the viscous
force, a droplet of liquid was ejected from the micro-nozzle drop by drop in the direction of inertial force.
Pulse inertia force had no influence on the catalytic material, while the piezoelectric micro-dispenser
pushed/squeezed the catalytic material, and the thermal micro-dispenser heated material to above 300
◦C to form micro-droplets. Both micro-dispensers may have changed the properties of catalytic material.

 

Figure 3. Schematic of the droplet generating device for coating catalytic materials.

Glass material was chosen to make the tapered glass capillary because of several advantages,
such as good chemical resistance, smooth surface, ease of manufacture and observation, and low cost.
The raw material was borosilicate glass capillary (Beijing Zhengtianyi Scientific and Trading Co., Ltd.,
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Beijing, China). The dimensions of the glass capillary were 1.0 mm, 0.6 mm, and 100 mm in external
diameter, internal diameter, and length, respectively, as is shown in Figure 4a. A glass heating process
was adopted to fabricate the micro-nozzle without complicated micro-fabrication technology and can
be divided into two steps: (1) pulling a capillary to form a micro-nozzle with a straight outlet, as is
shown in Figure 4b, and (2) forging the straight outlet to form a shrinkage one, as is shown in Figure 4c.
The micro-nozzles with different outlet diameters were obtained by varying the control parameters (the
outlet diameter in this article means the inner diameter of the nozzle tip). The fabricated micro-nozzle
with an outlet diameter of 100 μm is shown in Figure 4d. The raw material of the micro-nozzle was
borosilicate glass which, having good chemical inertness, allowed for no chemical reactions to occur
between the catalytic materials and nozzle; conversely, most of the nozzles of micro-dispensers on the
market are made of metal material.

Figure 4. Fabrication of the borosilicate glass micro-nozzle: (a) borosilicate glass pipe; (b) micro-nozzle
after being pulled; (c) micro-nozzle after being cut; (d) micrograph of micro-nozzle after being cut.

2.2.2. Manufacturing Process of the Pellistor

As is shown in Figure 5, the fabrication process of the pellistor using the droplet generator proposed
above included the following:

 

Figure 5. Manufacturing process of the catalytic gas sensor.

(1) Adding Al2O3 suspension

As is shown in Figure 6, the platinum coil cylinder axis and micro-nozzle were kept vertical.
The distance between the coil and the micro-nozzle was less than 2 mm to avoid forming satellites.
The micro-nozzle was made to inhale a certain amount of Al2O3 suspension by a negative-pressure
apparatus. The PZT function generator and amplifier was then started to excite enough inertia force for
the Al2O3 suspension which was ejected droplet by droplet from of the nozzle orifice. The driving voltage
and frequency were in the range of 0–80 V and 1–256 Hz, respectively. The droplet size was controlled
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by the driving voltage signal and orifice diameter of the micro-nozzle. The ejected Al2O3 suspension
covered the entirety of the platinum coil and avoided creating a hole defect inside of the carrier.

 

Figure 6. Relative position between the platinum coil and micro-nozzle.

(2) Formation of the carrier

The added Al2O3 suspension was sintered to form a porous Al2O3 matrix (γ-Al2O3 layer)
by self-heating of the underlying platinum coil. The porous Al2O3 matrix was called the carrier.
The resulting alumina structure established a perfect thermo-mechanical contact to the platinum
coil in order to form an outer surface with sufficient temperature for catalysis and to conduct heat,
which was developed by the catalytic combustion of the present gas, to the coil resistor, acting as a
temperature sensor.

The sintering temperature was set at 750 ◦C in the experiment and the temperature holding time
was twenty minutes. The temperature was controlled by the parameter of the voltage applied to the
platinum coil and can be calculated by Equation (1):

R − R0

T − T0
= R0 × k (1)

where k is the temperature coefficient of resistance of platinum, a constant of 0.0026/◦C. T0 is the room
temperature, and R0 is the resistance of platinum at room temperature. The platinum coil with porous
Al2O3 matrix can be used as a compensation element.

(3) Adding catalytic material

The micro-nozzle was made to draw in a certain amount of catalytic material by a
negative-pressure apparatus, just like in step (1). The ejected catalyst soaked into and adhered
to the porous structure as soon as it made contact with the matrix. The amount of added catalytic
material was controlled by the size and number of the liquid droplets.

(4) Formation of the pellistor

The matrix with catalytic material was sintered again at 550 ◦C to form the Pt-Pb/Al2O3 layer, the
platinum element being the pellistor and the sensing element (Rs).

3. Results and Discussion

3.1. Pattern of the Pellistor

The solvents including deionized water and alcohol volatilized during the additive process. It was
necessary to control the droplet generating frequency and let solvents of ejected droplets have enough
time to volatilize. While adding the Al2O3 suspension, the platinum coil was first placed with its axis
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in the same direction of the nozzle axis. After the internal space of the coil was filled with suspension
(Figure 7a), the platinum coil was placed with its axis perpendicular to the nozzle axis (Figure 7b).
If the Al2O3 suspension additive speed is too high for the solvents to volatilize, a hole defect may
occur, as is shown in Figure 7c. Both the inside and outside of the platinum coil was coated with the
Al2O3 matrix layer. If there is no matrix outside of the coil, the platinum exposed in an air environment
will oxide rapidly since it is a micro-heater itself. Therefore, after the coil was filled with Al2O3 matrix,
the suspension was ejected onto the lateral surface of the columniform coil. The platinum coil with a
complete Al2O3 matrix layer is shown in Figure 7d. When the concentration of the suspension was
relatively low, this lower viscosity suspension flowed out of the coil, as is shown in Figure 8. In this
condition, it was not necessary to change the coil axis direction during the additive process. Satellite
droplets [19] were inevitable during the droplet generating process, but did not affect the pattern of
the pellistor.

 

Figure 7. Pellistors: (a) filled with suspension, (b) with suspension on external surface, (c) with defects
of shrinkage cavity, and (d) with perfect Carrier.

Figure 8. Process of coating Al2O3 suspension onto the platinum coil.
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3.2. Performance of the Pellistor

3.2.1. Flameless Catalytic Combustion

Methane (CH4), one of the most difficult-oxidative hydrocarbon combustible gases, was chosen
as the testing object for the pellistor. The platinum coil heated the catalyst up to a sufficiently high
temperature, at which methane gas molecules present produced flameless combustion and released
combustion heat. The chemical equation for the flameless catalytic combustion is as follows, with the
platinum palladium (Pd-Pt) solution as the catalyst:

CH4 + 2O2
Pt, Pd−−−→

Δ
CO2 + 2H2O + 795.5 KJ (2)

The reaction product was carbon dioxide (CO2) and H2O. The higher the concentration of methane
gas molecules, the more heat was released. The resistance value of platinum coil increased with the
raising of the ambient temperature. Therefore, a definite numerical relationship exists between methane
concentration and platinum wire resistance value.

3.2.2. Activation of the Pellistor

When methane concentration was relatively high, typically above 80% LEL (low explosion limit),
the PdCl2 on the γ-Al2O3 layer decomposed to Pb and PbO, both of which having very high activities.
An LEL of 80% LEL means that the volume fraction of CH4 is 4%, as the LEL for CH4 is 5%. It is a
common method to enhance the output signal of sensor, the process of which is called sensor activation.
The output signal of the pellistor was tested by a direct current bridge, as is shown in Figure 9a.
The direct current bridge was composed of a pellistor (called the sensing element, Rs), an adjustable
resistor (R), and two fixed resistors (R1 and R2) at room temperature. E, the applied voltage of the
bridge, was set at 2.6 V. The output signal (ΔU = U1 – U2) was set to zero by adjusting the resistance
of R to that of Rs. When sample gas flowed to the sensor, gas molecules adsorbed onto the sensitive
element, combusted, and induced a temperature increase in the presence of platinum palladium
catalyst. The temperature increase was short-lived compared to the increase in resistance and the
output signal (ΔU). Moreover, this circuit did not have any amplifiers, filters, or signal process circuits.
Therefore, the output was the original signal.

 

Figure 9. Direct current bridges: (a) for original signal testing, and (b) for steady signal testing with
temperature compensation.

Therefore, the output signal ΔU can be calculated by Equation (3):

ΔU =
Rs

Rs + R
E − R2

R1 + R2
E (3)
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Figure 10 shows the variation of original signal of the pellistor with porous matrix by size and
the amount of Pd-Pt catalyst (sample number is 10). The porous matrix size was characterized by the
diameter of the pellistor (D, μm), and the amount of Pd-Pt catalyst was characterized by its volume
(V, nL). If the diameter of the pellistor was too small (D = 300 μm), the number of catalyst activated
points was not enough for the pellistor to work a long time, and the original signal was also relatively
low (below 100 mV); if the diameter of the pellistor was too large (D = 500 μm or 550 μm), the matrix
and catalyst did not sinter completely and had poor heat transfer, which reduced the output voltage
value of the sensor (below 110 mV). If the amount of the catalyst was too large, the matrix surface could
not accommodate much catalyst, and consequently, the redundant catalyst caused a short-circuit while
voltage was applied to the pellistor; if is the amount was too small, this small amount of catalyst (less
than 7.0 nL) could not soak into whole matrix and remained only on surface. The temperature of the
matrix surface layer was far below 750 ◦C while being sintered due to its poor heat transfer and could
not form effective Pd-Pt/γ- Al2O3 layer. The maximum value of original signal was above 140 mV
when the pellistor diameter and catalyst volume were 450 μm and 16.0 nL, respectively. The relative
deviations of all testing data were below 5%, which means that the original signal of the pellistors had
high reproducibility and stability.

Figure 10. Variations in the original signals of the pellistor with porous matrix based on pellistor size
and the amount of platinum palladium (Pd-Pt) catalyst.

3.2.3. Sensitivity of the Pellistor

Aging treatment was a key process to test the performance of sensor. In aging treatment
experiments, the fabricated pellistor was placed in a testing chamber flushed by standard CH4 gas
with 0% LEL, 20% LEL, 35% LEL, 50% LEL, 75% LEL, and 100% LEL, in turn. CH4 gas with 0% LEL
was flushed through the chamber for 2 min, and then 35% LEL was flushed through until the output
signal reached 90% the standard signal (original signal). The duration of this process was called the
response time. Every pellistor was tested in different CH4 concentrations. Each pellistor had its own
chamber, and several pellistors were treated synchronously. All the pellistors were tested in the above
standard CH4 gas with different concentrations and tested in 50% LEL CH4 gas for 6 h every day.

After aging treatment of 150 h in the environment of 50% LEL CH4, the pellistor was connected in
the direct current bridge with temperature compensation, as is shown in Figure 9b. The temperature
compensation element (Rc) had the same diameter of matrix and catalytic volume as the sensing
element. The operating temperature was 450 ◦C. The steady signal of the pellistor with an original
signal of 140 mV was tested and remained at 80 mV. The output signal ΔU can be calculated by
Equation (4):

ΔU =
Rs − Rc

2(Rs + Rc)
E (4)
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The output voltage value for per unit gas concentration was used to represent the sensitivity of
the sensor. The unit of sensitivity was mV/% CH4 for methane gas detection. The variation in output
signal of the sensor versus variable methane concentrations is shown in Figure 11. All the data are
the mean value of the above ten samples. While the methane concentration was in the range of 10%
LEL CH4 to 90% LEL CH4, the output signal almost appeared to increase linearly. When the methane
concentration was 50% LEL CH4, the output signal was 80 mV, according to Figure 11. The low
explosion limit (LEL) in air for CH4 is 5%. This means that the output signal is 80 mV when CH4

concentration in air is 2.5%. Therefore, the sensitivity of the sensor could be calculated as 32 mV/%
CH4. The larger the pellistor was, the greater the number of activated points in the catalytic material;
the more activated points, the higher the sensitivity. In addition, the structure of the carrier after being
sintered was filled without any defects in the shrinkage cavity via droplet generating technology. The
sensitivity of 32 mV was relatively higher than that presented by Liu et al. [20].

Figure 11. Variation in output signal of the sensor with variable methane concentrations.

3.2.4. Power Consumption

Power consumption is another important performance index, because thousands of sensors will
be placed in a mine and all the sensors should work all the time for several years. When pellistor
diameter and catalyst volume were 450 μm and 16.0 nL, respectively, the original signal obtained the
maximum value of about 140 mV, which means that this pellistor had the best output performance
among all the tested samples. After aging treatment, the output signal remained 80 mV, and the power
consumption was 120 mW. The power consumption of pellistors only demonstrating the best output
performances were measured. This can be calculated by Equation (5):

P = I2 × Rs (5)

where I is the current applied to the sensing element, and Rs is the resistance value of the sensing
element under working conditions. Experimental results have shown that the power consumption
for the above sensor with the output signal of 80 mV was about 120 mW. The power consumption
of the sensor was relatively high. The structure of the carrier after being sintered was filled without
any defects in the shrinkage cavity via droplet generating technology. More energy was needed to
heat the sensing element to the working temperature because the sensor in this paper had a slightly
larger volume.

4. Conclusions

This paper presents a new method which uses a droplet generator based on pulse inertia
force to introduce carrier and catalytic materials into a platinum coil and fabricate a micropellistor.
The fabrication process of the pellistor includes four steps, which are adding Al2O3 suspension,
forming the carrier, adding catalytic material, and forming the pellistor. The added amounts of both
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the carrier and catalytic materials can be controlled by the volume and rate of the ejected droplets.
A bridge circuit is used to get the output signal of the gas sensors. Variation in the original signal of
the pellistor with porous matrix size and amount of Pd-Pt catalyst was researched. The maximum
value of original signal is above 140 mV when the pellistor diameter and catalyst volume are 450 μm
and 16.0 nL, respectively. The steady output signal after aging treatment almost appeared to increase
linearly with the increase of the methane concentration. The sensitivity and power consumption of the
pellistor are 32 mV/% CH4 and 120 mW, respectively.
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Abstract: This paper presents the design, simulation and mechanical characterization of a newly
proposed complementary metal-oxide semiconductor (CMOS)/micro-electromechanical system
(MEMS) accelerometer. The monolithic CMOS/MEMS accelerometer was fabricated using the 0.18 μm
application-specific integrated circuit (ASIC)-compatible CMOS/MEMS process. An approximate
analytical model for the spring design is presented. The experiments showed that the resonant
frequency of the proposed tri-axis accelerometer was around 5.35 kHz for out-plane vibration.
The tri-axis accelerometer had an area of 1096 μm × 1256 μm.

Keywords: accelerometer design; spring design; analytical model

1. Introduction

Micro-electromechanical system (MEMS) technology has enabled the substantial expansion of
the inertial sensor market by decreasing power consumption, cost, and size. The complementary
metal-oxide semiconductor (CMOS)/MEMS technology enables the integration of CMOS circuits with
MEMS structures in a single chip [1]. CMOS/MEMS processes have the advantages of a mature foundry
service for mass production, monolithic integration with CMOS circuitry to reduce the parasitic
capacitance, and size reduction to decrease chip cost [2–7]. However, the composite thin-film structure
of CMOS/MEMS technology suffers from residual stresses and limits the device’s performance.
The CMOS/MEMS structure consisted of multiple metal and dielectric stacking layers. After release
from the substrate, the structure is deformed by the thin film residual stresses, which can significantly
affect the device’s performance [4,8]. The deformation of composite structures was predicted based on
analytical models in [9].

A capacitive accelerometer can be implemented in the CMOS/MEMS process [10]. A capacitive
CMOS/MEMS accelerometer typically consists of the proof-mass, springs, and sensing electrodes.
The sensing electrodes are placed around the proof mass. The sensing technique involves using the
gap-closing method [11,12]. For 3-axis integrated accelerometer design, the z-axis sensing element
consists of an imbalanced proof mass, a torsional spring beam and comb fingers on both ends of the
proof mass [13]. Using three individual sensing units to detect the tri-axis acceleration can reduce
structural curling [14]. A single proof-mass tri-axis accelerometer can significantly reduce the chip size
and improve the accelerometer sensitivity [15,16].

The sensitivity of accelerometers strongly depends on the spring constants of the suspension
system [17]. Many types of springs can be utilized in the accelerometer design. Four commonly
used flexures are: clamped-clamped flexure, crab-leg flexure, folded flexure and serpentine flexure.
Among these four types, the serpentine flexure has the lowest stiffness and has reduced axial stress [18].
A serpentine spring is adopted in various MEMS sensors [15,19].
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The design target refers to ADXL327. ADXL327 is a high precision, low power, tri-axis accelerometer
with signal conditioned voltage outputs from Analog Devices Inc. (ADI, Norwood, MA, USA).
ADXL327 measures acceleration with a full-scale range of ±2 g, a range of 0.5 Hz to 1600 Hz for the
x-and y-axis, and a range of 0.5 Hz to 550 Hz for the z-axis. In our design, the resonant frequency was
targeted lower than 5 kHz and the sensing range was ±1 g. ADXL327 can measure both the static
acceleration of gravity in tilt-sensing applications and dynamic acceleration resulting from motion,
shock, or vibration. The main application is for navigation and motion detection [20].

In this paper, the design, simulation and mechanical characterization of the proposed
CMOS/MEMS accelerometer is presented. The 0.18 μm application-specific integrated circuit
(ASIC)-compatible CMOS/MEMS process was adopted for sensor and circuit implementation.
While the circuit as well as the electrical characterization was presented in our previous works [21,22].
Section 2 describes the process flow and structure design of the accelerometer, while the theory and
simulation were also analyzed. The approximate analytical model for the spring design was also
proposed. Section 3 describes the measurement results of the proposed CMOS/MEMS accelerometer.
Section 4 presents the discussion of the proposed accelerometer, a comparison of the performance with
a state-of-the-art alternative and presents the conclusions of this work.

2. Materials and Methods

2.1. Process Flow

The proposed CMOS/MEMS accelerometer was implemented in the 0.18 μm ASIC-compatible
CMOS/MEMS process. The integrated circuit (IC) foundries were Taiwan Semiconductor
Manufacturing Company (TSMC, Hsinchu, Taiwan) 0.18 μm mixed-signal/radio frequency (RF)
CMOS process with an Asia Pacific Microsystems, Inc. (APM, Hsinchu, Taiwan) MEMS post-process
and United Microelectronics Corporation (UMC, Hsinchu, Taiwan) 0.18 μm mixed-signal/RF CMOS
process with a UMC MEMS post-process.

The ASIC compatible 1P6M process started with a 0.18 μm standard CMOS process. The CMOS
process consisted of one poly-silicon layer and six metal layers that can be used for wiring and
circuit integration.

The micromachining process was performed on the wafer of a standard CMOS process.
The process flow is illustrated in Figure 1, where PO1 is the poly-silicon layer and metal1 (ME1)
to metal6 (ME6) are the six metal layers. After the standard CMOS process, an additional patterned
metal7 (ME7) layer and the passivation layers were deposited at the top of the structure and patterned
as the etch-resistant mask (Figure 1a). A thick photoresist passivation layer was then deposited,
which defined above the circuit and other regions for etch protection by using this mask, except the
MEMS region (Figure 1b). The whole post-CMOS fabrication was performed using a dry etching
processes. The area without photoresist protection was subjected to both anisotropic silicon oxide
dry etching (Figure 1c) and isotropic silicon substrate dry etching (Figure 1d). The region without the
photoresist passivation layer mask defined the MEMS etching region for the post-process. Metal 7
covered the whole microstructure to define the microstructures. The microstructures were released by
isotropic silicon substrate dry etching. The passivation layer above the electronic circuits may have
been slightly damaged after the post-micromachining process. The remaining photoresist layer was
cleaned after the silicon etching.
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Figure 1. Cross-sectional view of the application-specific integrated circuit (ASIC)-compatible
complementary metal-oxide semiconductor (CMOS)/micro-electromechanical system (MEMS) process
flow: (a) The standard CMOS process with an additional patterned metal7 (ME7) layer; (b) The thick
photoresist passivation layer is deposited for etch protection; (c) The anisotropic silicon oxide dry
etching; (d) The isotropic silicon substrate dry etching.

2.2. Accelerometer Design

The single axis accelerometer was first implemented and the tri-axis accelerometer was later
developed. The proposed CMOS/MEMS accelerometer consisted of a proof mass, sensing fingers,
springs, and a curl matching frame.

2.2.1. Single Axis Accelerometer

Figure 2a is the top view of the proposed single axis accelerometer. The proof mass was suspended
above the substrate by four sets of springs. The proof mass was a perforated structure that can be
undercut etched to release the suspended structures. The density and size of the etching holes was
limited by the etching condition of the undercut process. The design used a 6 μm × 6 μm etching hole
and 6 μm spacing to form the proof mass based on the MEMS design rules from the manufacturers.
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Figure 2. The proposed accelerometer: (a) The top view of the proposed accelerometer; (b) Mechanical
model of the structure; (c) Circuit model of the structure.

The micro-accelerometer was equivalent to the mechanical model in Figure 2b. It is a second-order
mass-spring-damper system modeled by the force balance equation, where F is applied force, m is
the mass of suspended proof mass, x is the displacement, b is the damping coefficient and k is the
spring constant:

F = mx′′ + bx′ + kx (1)

The displacement (x) was transformed into capacitance (ΔC) by sensing fingers. The capacitance-
to-voltage readout circuit transformed the capacitance to voltage. The circuit model in Figure 2c was
simulated with a readout circuit. The circuit was simulated with Cadence Spectre simulator (Cadence
Design Systems, Inc., San Jose, CA, USA).

The stiffness of the spring plays an important role in sensor design. Softer springs have less
stiffness, and this means the device will have larger displacement, and hence larger capacitance (ΔC).
The stiffness of the spring was decided by the width, length and turns of the springs.

Detailed models can be used to obtain more accurate results at the expense of speed of analysis.
By developing a simplified analytical model, we gained insight regarding the mechanical behavior.
Accurate results using elaborate models can be obtained using a finite element method (FEM)
simulation. Simulations were carried out in CoventorWare 10 (Coventor, Inc., Cary, NC, USA).

MemMech is the FEM mechanical solver of CoventorWare, which is capable of computing
displacement, reaction force and modal displacement. The material database provided contains
characterized material properties for mechanical simulation. For a linear analysis, the displacement
was calculated with the assumption that the stiffness is constant. For the nonlinear structural
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analysis in MemMech, the structure’s stiffness changed as it deformed. The stiffness matrix of the
structure was much more complicated to solve than a linear analysis. The nonlinearity caused by
material nonlinearity, boundary nonlinearity and geometric nonlinearity were considered in the
FEM simulations.

In this paper, serpentine springs are adopted for structure design, as in Figure 3a. By analyzing
the structure, an approximate analytical model for the spring design is presented.
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Figure 3. The schematic of serpentine spring: (a) Spring design parameters; (b) The free body diagram;
(c) The proposed simplified model.

The schematic of proposed serpentine structure is shown in Figure 3a. Figure 3b shows the free
body diagram of a serpentine spring. The beam segments were indexed from b1 to b5. The spring
constant was found by applying a force balance to each beam segment. According to Hooke’s law,
the relation between applied force (Fy), spring constant along y-axis (ky) and displacement along y-axis
(δy) is formulated below:

Fy = ky · δy (2)
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As in Figure 3b, a lateral force along the y-axis (Fy) was applied at the end of the spring.
The displacement along y-axis for each beam segment was given by:

δyi =
Fy

kyi
(3)

where i is the index of beam segment from 1 to 5, δyi is the corresponding displacement along y-axis,
and kyi is spring constant of the segment along y-axis.

The spring constant was obtained by summing the displacement of each segment and then
divided by the applied force Fy.

δy =
5
∑

i=1
δyi

= δy1 + δy2 + δy3 + δy4 + δy5

=
Fy
ky1

+
Fy
ky2

+
Fy
ky3

+
Fy
ky4

+
Fy
ky5

(4)

Beam segment b2 and b4 were clamped-guided cantilever beams, hence spring constants ky2

and ky4 are listed below, where kc is spring constant along the y-axis, E was Young’s modulus of
elasticity, t was the thickness of structure, W is the width of spring, n was the number of cantilever
beam segments in series and L was the length of spring [23].

kc =
EtW3

L3 (5)

Beam segments b1, b3 and b5 were rectangular beams hence spring constants ky1, ky3 and ky5 are
given by ks [23]. The beam segments b1, b3 and b5 were very stiff along the y-axis. There was almost no
displacement along the y-axis. The width of the segment was deliberately selected two times larger
than the cantilever beam to minimize the displacement of segments b1, b3 and b5. The resulting spring
constant was about 105 times larger than ky2 and ky4.

ks =
EtW

L
(6)

By ignoring the displacement of beam segments b1, b3 and b5, the serpentine spring only consisted
of cantilever beams in series as in Figure 3c.

δy ≈ Fy

ky2
+

Fy

ky4
=

2Fy

kc
(7)

ky ≈ Fy

δy
=

Fy
2Fy
kc

=
kc

2
(8)

The spring constant of n cantilever beam segments in the y-axis was given by:

ky =
kc

n
=

EtW3

nL3 (9)

The whole structure consisted of four sets of serpentine structures. Therefore, the spring constant
of whole structure in the y-axis was four times that of a single serpentine structure.

ky =
4EtW3

nL3 (10)

Table 1 summarizes the spring design parameters of proposed single axis accelerometer.
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Table 1. Spring design parameters.

Specifications Design

Young’s Modulus of Elasticity (E) (GPa) 70
Spring Width (W) (μm) 4
Spring Length (L) (μm) 370

Cantilever Beam Segments (n) (count) 8
Structure Thickness (t) (μm) 10.14

The displacement along the y-axis (δy) can be obtained by the following equation where m is
mass of the proof mass and ay was the acceleration along y-axis. The 1 g acceleration ay was around
9.81 m/s2. The dimension of proof mass was 606 μm × 462 μm × 10.14 μm and m was around 4.32 μg.

Fy = m · ay = ky · δy (11)

With mass and spring constant, the resonant frequency was given by:

f =
1

2π

√
ky

m
(12)

Table 2 compares the results predicted by FEM simulations and the proposed simplified analytical
model. The predicted spring constant was slightly higher than the FEM results since the displacement
was underestimated. From the simplified analytical model above, the y-axis spring constant was
proportional to W3, therefore the width of the spring (W), must be kept small to get higher sensitivity.
The spring width (W), was limited to 4 μm by the CMOS/MEMS process. Increasing the spring
length (L), or the number of cantilever beam segments in series n in a limited size can produce higher
sensitivity. The proposed accelerometer had the displacement of 104.99 nm at 1 g. The FEM simulation
results are listed in Table 3.

Table 2. Comparisons of design and finite element method (FEM) simulation results.

Specifications Design FEM Error (%)

y-axis Spring Constant (ky) (N/m) 0.45 0.41 8.18

Table 3. FEM simulation results.

Specifications FEM

Displacement at 1 g (nm) 104.99
Initial Capacitance (C0) (fF) 91.97

Capacitance (ΔC) (fF) 2.35
Resonant Frequency (f 0) (Hz) 1562.85

Mass (M) (μg) 4.32
Spring Constant (K) (N/m) 0.415

2.2.2. Tri-Axis Accelerometer

Figure 4 shows the proposed tri-axis single proof mass accelerometer. The tri-axis single proof
mass accelerometer had an area of 1096 μm × 1256 μm. In order to suppress the structure curving
effect, a curl matching frame was presented to achieve the same structure curling at the proof mass
and the frame. The perforated structure and the layer combination were same for the proof mass and
the frame to match the curling of the two parts. The layer combination ME1 and ME6 was chosen
based on our previous work [9]. The z-axis sensor was embedded in the proof mass of the y-axis and
the y-axis sensor was embedded in the proof mass of x-axis sensor. The springs of the x and y-axis
were similar to a single axis design. Table 4 summarizes the in-plane (x-axis and y-axis) spring design
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parameters. Table 5 shows the results predicted by the FEM simulations and the proposed simplified
analytical model.

 
Figure 4. Top view of the proposed tri-axis accelerometer.

Table 4. In-plane spring design parameters.

Specifications x-Axis y-Axis

Young’s Modulus of Elasticity (E) (GPa) 70 70
Spring Width (W) (μm) 5 5
Spring Length (L) (μm) 472 489

Cantilever Beam Segments (n) (count) 2 2
Structure Thickness (t) (μm) 10.14 10.14

Table 5. Comparisons of design and finite element method simulation results.

Specifications Design FEM Error (%)

x-axis Spring Constant (kx) (N/m) 1.69 1.63 3.45
y-axis Spring Constant (ky) (N/m) 1.52 1.50 1.19

The torsion spring in Figure 5a was adopted for out-plane sensing. The imbalanced torsional
z-axis sensing element was embedded in the in-plane proof mass. The design equation of the torsion
spring was given by [23,24]:

kθ =
GtW3

L

[
1
3
− 0.21

W
t

(
1 − W4

12t4

)]
(13)

where G is shear modulus, W is the width of the torsion beam, L is the length of the torsion beam, t is
structure thickness. Table 6 summarizes the spring design parameters.

The whole structure consisted of two sets of torsional structures. Therefore, the spring constant of
whole structure was two times that of a single torsional structure.
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Figure 5. The schematic of torsion spring: (a) Spring design parameters; (b) The free body diagram.

Table 6. Torsion spring design parameters.

Specifications Design

Shear Modulus (G) (GPa) 79
Spring Width (W) (μm) 4
Spring Length (L) (μm) 300

Structure Thickness (t) (μm) 10.14

The imbalanced sensing element consisted of three regions as in Figure 4. The design parameters
are specified in Table 7.

Table 7. Proof mass design parameters.

Part Area (μm × μm) Moment Arm Length (μm)

Region I 700 × 40 280
Region II 260 × 40 130
Region III 700 × 30 150

Figure 5b shows the free body diagram of a torsion spring. FI to FIII are force from these three
parts. According to Hooke’s law in angular form, the relation between applied torque (τ), torsion
spring constant (kθ) and rotation angle (θ) is formulated below:

τ = kθθ (14)

The displacement along z-axis (δz) was obtained by the following equation where Lz is the
distance from the torsion spring to the sensing finger as in Figure 5. For 1 g acceleration τ was around
2.77 × 10−12 N·m, rotation angle was 3.23 × 10−5 rad and δz was around 16.24 nm. The displacement
of FEM simulation was 20.08 nm. The FEM simulation results are listed in Table 8.

δz = θ · Lz (15)
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Table 8. FEM simulation results.

Specifications x-Axis y-Axis z-Axis

Displacement at 1 g (nm) 85.05 62.59 20.08
Resonant Frequency (f 0) (Hz) 1708.45 1991.43 2634.14

Mass (M) (μg) 14.15 9.58 3.88

3. Results

Figure 6 shows the chip photography for the sensors and readout circuitry. The single axis
accelerometer had an area of 768 μm × 888 μm. The tri-axis accelerometer had an area of
1096 μm × 1256 μm.

 

Figure 6. The chip die photo: (a) The single axis test chip; (b) The tri-axis test chip.

3.1. Surface Topography Measurement

The scanning electron microscope (SEM, TM3000, Hitachi, Tokyo, Japan) image of the whole
structure is shown in Figure 7a. Figure 7b shows the curl matching frame. The serpentine spring in
Figure 7c is used for x-axis sensing. Figure 7d shows the fabricated torsion spring for z-axis sensing.

  
(a) (b) 

  
(c) (d) 

Figure 7. The SEM images of the proposed accelerometer: (a) The whole structure; (b) The curl
matching frame; (c) The x-axis spring; (d) The torsion spring.
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The white light interferometer (MSA-500, Polytec, Waldbronn, Germany) was used for surface
topography measurement as in Figure 8. The white light interferometry measured the surface height
and constructed three-dimensional surface profiles.

 

Figure 8. Measurement setup surface topography measurement.

Figure 9a shows the three-dimensional view of the structure. The structure curling is around
20 μm. Figure 9b shows the top view of the structure and the curvature. A and A’ are located at the
curl matching frame. Figure 9c shows the curvature of AA’ cross section. The curl matching frame had
the same curvature as the structure which compensated the curl effect as illustrated in Figure 9c.
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Figure 9. The surface profile of the proposed accelerometer: (a) The three-dimensional view; (b) The top
view; (c) The cross-section view.

98



Micromachines 2019, 10, 50

3.2. Mechanical Measurement

An in-plane vibration analyzer (MSA-500, Polytec, Waldbronn, Germany) was used to characterize
the microstructure. The resonant frequency was detected optically at atmospheric pressure at room
temperature with a laser Doppler vibrometer. Figure 10 shows the frequency response of the single
axis accelerometer. The resonant was around 2 kHz. The in-plane resonant frequency of tri-axis
accelerometer was around 2.5 kHz.
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Figure 10. Frequency response of the proposed single axis accelerometer.

The out-plane (z-axis) motion was measured using a laser Doppler vibrometer (LV-1800,
Ono Sokki, Yokohama, Japan). The output of the laser Doppler vibrometer was monitored using
a network analyzer (Agilent 4395A, Keysight Technologies, Santa Rosa, CA, USA). Figure 11 shows
the measurement setup for out-plane vibration characterization. The out-plane resonant frequency of
tri-axis accelerometer was around 5.35 kHz, as in Figure 12.

 

Figure 11. Measurement setup for out-plane vibration characterization.
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Figure 12. Out-plane frequency response of the proposed tri-axis accelerometer.

4. Discussion and Conclusions

The tri-axis single proof mass accelerometer had an area of 1096 μm × 1256 μm, while the
single axis accelerometer had an area of 816 μm × 696 μm. Comparing the three individual sensing
units, the tri-axis single proof mass accelerometer reduces 23.77% of the chip area. To solve the
curving problem, the layer combination for residual stress reduction and the curl matching frame
are presented. For in-plane sensing, the serpentine spring is used for both single and tri-axis design.
For out-plane sensing, the torsion spring is adopted. Table 9 compares the performance of proposed
model, FEM simulation and experimental results.

Table 9. Comparisons of proposed model, FEM simulation and experimental results.

Specifications Proposed Model FEM Experimental Result

Single Axis: Resonant Frequency (f 0) (Hz) 1575.20 1562.85 2000.00
Tri-axis: In-plane Resonant Frequency (f 0) (Hz) 2036.05 1991.43 2500.00

Tri-axis: Out-plane Resonant Frequency (f 0) (Hz) 3910.12 2634.14 5354.65

For out-plane design, both of the models proposed and the FEM results show disagreement
with the experimental results. The difference could be due to the dimensional variation of the
process technology. The fabricated devices suffer from substantial parameter variations, from wafer
to wafer and from lot to lot. Process variation of around 10% is usually considered in circuit design.
The CMOS/MEMS process limits the minimum width of 4 μm. The 4 μm spring width was chosen to
increase sensing capacitance. The design targets high sensitivity while process variation is anticipated.
Spring width is the key design parameter to determine the spring constant and resonant frequency
according to the proposed model. Geometries corresponding to 10% variation are depicted in Table 10.
Increasing the spring width can lower the dimension variation at the cost of lowering sensitivity.

Table 10. Torsion spring constant and resonant frequency variation with spring width.

Specifications Spring Width of 3.6 μm Spring Width of 4 μm Spring Width of 4.4 μm

Torsion Spring Constant (kθ)
(N·m/rad) 6.45 × 10−8 8.57 × 10−8 1.10 × 10−7

Resonant Frequency (f 0) (Hz) 3392.79 3910.12 4436.83

This paper presents the design, simulation and mechanical characterization of a proposed
CMOS/MEMS accelerometer. In this study, two accelerometer designs were evaluated,
both theoretically and experimentally. The monolithic CMOS/MEMS accelerometer was fabricated
using the 0.18 μm ASIC-compatible CMOS/MEMS process. An approximate analytical model
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for the spring design was presented. Surface topography measurement adopted both scanning
electron microscope and white light interferometer for three-dimensional surface profiles observation.
Mechanical measurement was performed for both in-plane and out-plane vibration analysis.
The experiments show that the resonance frequency of the proposed tri-axis accelerometer was around
5.35 kHz for out-plane vibration.

Table 11 compares the performance of the proposed tri-axis accelerometer to the state-of-the-art
CMOS/MEMS capacitive accelerometers. The proposed accelerometer was fabricated using a 0.18 μm
CMOS/MEMS process. Compared with [10], which is a single axis accelerometer design, the proposed
tri-axis accelerometer had an area of 1096 μm × 1256 μm.

Table 11. Comparison of the proposed accelerometer to the state-of-the-art.

[10] [15] [16] [13] [11] This Work

Sensing Range (g) ±6 0.8~6 - - 0.25~6.75 ±1
Resonant

Frequency (Hz) 4.7 9.54 - 1.7 5.27 5.35

Sensor Area
(μm × μm) 430 × 600 - 500 × 500 - - 1096 × 1256

Process UMC 0.18 μm
CMOS/MEMS

TSMC 0.35 μm
2P4M process

TSMC 0.35 μm
2P4M process

TSMC 0.35
μm CMOS

0.35 μm
CMOS/MEMS

TSMC/UMC
0.18 μm

CMOS/MEMS
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Abstract: We present a rapid and highly reliable glass (fused silica) microfluidic device fabrication
process using various laser processes, including maskless microchannel formation and packaging.
Femtosecond laser assisted selective etching was adopted to pattern microfluidic channels on a glass
substrate and direct welding was applied for local melting of the glass interface in the vicinity of
the microchannels. To pattern channels, a pulse energy of 10 μJ was used with a scanning speed
of 100 mm/s at a pulse repetition rate of 500 kHz. After 20–30 min of etching in hydrofluoric
acid (HF), the glass was welded with a pulse energy of 2.7 μJ and a speed of 20 mm/s. The developed
process was as simple as drawing, but powerful enough to reduce the entire production time
to an hour. To investigate the welding strength of the fabricated glass device, we increased the
hydraulic pressure inside the microchannel of the glass device integrated into a custom-built pressure
measurement system and monitored the internal pressure. The glass device showed extremely
reliable bonding by enduring internal pressure up to at least 1.4 MPa without any leakage or breakage.
The measured pressure is 3.5-fold higher than the maximum internal pressure of the conventional
polydimethylsiloxane (PDMS)–glass or PDMS–PDMS bonding. The demonstrated laser process can
be applied to produce a new class of glass devices with reliability in a high pressure environment,
which cannot be achieved by PDMS devices or ultraviolet (UV) glued glass devices.

Keywords: microfluidic; femtosecond laser; rapid fabrication; glass welding; bonding strength

1. Introduction

Microfluidic devices (or lab-on-a-chip) have been actively researched because they are able to
provide rapid reaction and high-throughput screening of very small samples such as protein, DNA,
cells, and tissues [1]. The material most commonly used for fabricating microfluidic devices
is polydimethylsiloxane (PDMS) because it is transparent, biocompatible, and easy to fabricate.
Glass-based microfluidic devices possess many advantages such as high transparency in the visible
spectral range, high thermal resistance, and higher mechanical and chemical stability than PDMS [2].
Glass is biocompatible and does not absorb any organic compounds [3]. Glass micromachining,
however, requires long fabrication time and efforts. To fabricate micro patterns on a glass sheet,
there are several methods, such as wet/dry etching, mechanical fabrication, molding process, the use
of photosensitive glass, and so on [4]. Those processes are complex and consist of multiple steps.
Furthermore, they require special tools or a clean room facility. In addition, glass-to-glass bonding,
such as thermal, fusion, anodic, and adhesive bonding, have disadvantages of long fabrication time
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and high cost [5]. Moreover, high temperature, high pressure, and high voltage conditions during these
types of bonding do not provide an appropriate environment for devices with integrated electrical and
mechanical parts [6]. Adhesive bonding using epoxy or ultraviolet (UV) cured glue is very simple,
but most adhesives are vulnerable to solvent degradation of the bonding strength, and hence it is
difficult to encapsulate devices [7]

Femtosecond laser processing of glass has attracted huge attention in recent years for applications
utilizing glass such as photonics, displays, and optoelectronics [8,9]. It has revolutionized glass
micromachining and glass-to-glass bonding to allow simple, rapid, and stable fabrication and
packaging processes [10–19]. Femtosecond laser processing has also reduced the fabrication complexity
as it can be utilized for both the formation of micro-patterns and the packaging of a glass chip.
The fundamental mechanism of the femtosecond laser glass processing is to induce nonlinear
absorption allowing direct photo-ionization in the glass, which is available only at very high laser
intensity over a range of ~TW/cm2. In this regime, transparent media can directly absorb photons,
leading to local melting or structural modification at the exposed area. In particular, femtosecond laser
direct welding of glass is one of the most innovative applications of femtosecond laser processing as
there is no need to use sacrificial media or indirect heat transfer from intermediate absorbing layers.
In most conventional transparent laser welding processes, it is crucial to have interfacial layers between
glass substrates that are absorptive at the laser wavelength to absorb photons and deliver heat to the
glass substrates [18]. Therefore, conventional transparent laser welding is not direct bonding of glass
substrates or a single step process.

The first glass-to-glass welding by a femtosecond laser was reported by Tamaki et al. in 2005 [11].
They demonstrated the disappearance of Newton’s ring at the femtosecond laser scanned area,
which implies the removal of the gap between glass substrates. Thanks to intensive investigations,
including those from Cvecek et al. and Okamoto et al., this method achieved higher throughput and
process reliability by introducing efficient heat accumulation at MHz repetition, as well as optimized
contact treatment methods [12–18,20,21].

Femtosecond laser glass welding provides several advantages for microfluidic device packaging.
First, it has excellent chemical resistance due to the bonding of the base material, which is locally
melted without any surface treatment or sacrificial layers [16]. Second, the width of the welding seam
is typically a few tens of micrometers, keeping the welded lines as close as possible in a micrometer
scale to the microfluidic channel, thus extending the useful space of the substrate [16]. Third, it has
higher bonding strength than other bonding methods [16,18,20,21]. Although there is a lack of
standardization and evaluation protocol of welding strength measurements thus far, a number of
prior studies have already proven that femtosecond laser direct welding shows superior bonding
strength compared with conventional bonding methods (e.g., shear stress measurement, three-point
bending test, fracture strength, and simple leak check) [19,21–24].

To fabricate micro-patterns on a fused silica substrate, femtosecond laser assisted selective etching
is presented [9,10,24–28]. Laser assisted selective etching is more effective for glass micromachining
than a direct ablation process, because the former provides better surface roughness by minimizing
debris and cracks. Laser-irradiated parts have a relatively high etch rate due to the laser induced
material modification resulting in material density or phase changes, as well as the generation of
nano-sized cracks increasing the surface area when immersed in etching fluids such as hydrofluoric
acid (HF) and potassium hydroxide (KOH) [25,26]. The fabrication resolution is dependent on the
configuration of the beam focusing optics and etching conditions. However, a few micron resolution is
readily achievable for typical laser assisted selective etching.

In recent years, glass microfluidic device fabrication using a femtosecond laser has been actively
researched. In particular, it has advantages in terms of fabrication compared with the conventional
processing methods, including MEMS and photolithography. Although these conventional techniques
have been well established, they are optimized for 2D planer surface microfabrication, while the laser
process is able to fabricate a 3D microfluidic structure inside the glass without multiple complex
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process steps [27,28]. Furthermore, laser patterning is a direct-write scheme that can remove the need
for a mask to transfer desired patterns onto the glass. It brings a huge benefit in terms of reducing
manufacturing complexity and cost. However, long development time of laser exposed glass chips
due to the low etch rate in KOH may be a drawback of the monolithic femtosecond laser fabrication of
3D internal microfluidic channels of glass. According to a prior study by J. Gottmann, the maximum
anisotropic etch rate of femtosecond laser exposed glass is typically about 300 μm/h [26]. This implies
that the appropriate use of the combination of 2D planar structures with laser direct welding may be
reasonable for manufacturing embedded 3D structures in practical applications.

In this notion, we present a rapid and reliable glass microfluidic device fabrication method for
a simple 2D planer channel structure using femtosecond laser assisted selective etching with HF
and direct welding by optimizing laser parameters. After fabricating a simple microfluidic device,
the endurable pressure of the device was measured to characterize the glass-to-glass welding efficiency.
To measure the pressure in a microfluidic channel, a customized hydraulic pressure measurement
system was developed and the measured endurable pressure data was compared with that of other
bonding methods. In addition, as a demonstration of the application of our proposed method, a droplet
generator was fabricated using our method in this work.

2. Materials and Methods

2.1. Fabrication Procedure

We propose a rapid and highly reliable fabrication method for glass microfluidic devices that
consists of three steps, as shown in Figure 1. In the first step, a microfluidic channel pattern was
directly laser written onto a fused silica glass substrate (JMC glass, Ansan, Korea) with a size of
25 mm × 25 mm × 1 mm and a surface roughness (Ra) of 25 nm. A Yb-doped femtosecond laser
amplifier (SatsumaHP2, Amplitude systèmes, Pessac, France) was coupled with a Galvano scanner
(IntelliSCAN III, ScanLab, Puchheim, Germany), which was then focused by a f-theta lens (focal length
100 mm, Sill Optics, Wendelstein, Germany). The center wavelength of the laser was 1030 nm and the
laser beam profile was Gaussian with a beam quality M2 of 1.2. The pulse duration was adjustable from
300 fs to 10 ps. In this step, the pulse duration was kept at the shortest (~300 fs) period to maximize
the laser intensity at the used pulse energy of 10 μJ. The pulse energy was sufficient to modify the
structure of the glass. The laser beam scanning speed was 100 mm/s at a pulse repetition rate of
500 kHz. The focused laser beam size was about 20 μm and the laser writing was repeated 30 times
with 10 μm pitch in the lateral direction to make the width of the microfluidic channel equal to 300 μm.
Two holes for inlet and outlet of the microfluidic channel were then laser drilled with a scan speed of
2 m/s. The diameter of the holes was 1 mm.

Figure 1. Illustration of the rapid and mask-less glass microfluidic channel device fabrication procedure
by using a femtosecond laser. HF—hydrofluoric acid.
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In the second step, the laser exposed fused silica substrate was etched in 20% HF acid for 30 min
to obtain the microchannel pattern and clear inlet/outlet holes. After the etch process, the substrate
was rinsed with DI water and was immersed in a 3:1 mixture of concentrated sulfuric acid (H2SO4)
with hydrogen peroxide (H2O2), known as a piranha solution. This cleaning procedure is required for
the next step to create highly hydrophilic surfaces and to provide optical contact [29] for better laser
welding quality. Optical contact is not a mandatory condition for laser welding [30], however, we opted
for optical contact for more rigid bonding. In the third step, another glass substrate was placed on top
of the etched glass with patterns and they were bonded by femtosecond laser direct welding.

Figure 2 shows the femtosecond laser direct welding setup. Direct welding was performed by
inducing heat accumulation at a high repetition rate of 2 MHz in the focused volume using an objective
lens 20× (378-867-5, Mitutoyo, Kawasaki, Japan) with a numerical aperture of 0.40. The advantage
of high repetition rate (MHz) ultrafast laser irradiation is that the molten layer is uniformly formed
and thus bonding stability and strength increase [12]. The focal position is placed slightly below the
interface of the two glass substrates. We used a 3D motorized machining stage to translate the glass
substrates mounted on a custom tilting jig that compensates for the flatness within 5 μm. The laser
pulse energy and welding speed were 2.7 μJ and 20 mm/s, respectively.

Figure 2. Schematic of laser direct welding experiment setup. The focal position is placed slightly
below the interface of two glass substrates and bubbles or disruptions are formed at the position
(as shown in the dotted box).

2.2. Characterization of the Fabricated Glass Microfluidic Device

To investigate the reliability of the proposed rapid glass microfluidic device packaging method,
we performed internal pressure measurement and a leakage test. In addition, a simple droplet
generator was fabricated with glass sheets and tested as a demonstration of our fabrication method on
microfluidic applications.

2.2.1. Measurement of Internal Pressure and Leakage Test

To measure the endurable pressure of the fabricated glass microfluidic device packaging,
we configured an internal pressure measurement system (Figure 3A). While injecting water into the
inlet of the microfluidic channel and measuring the pressure at the outlet of the channel, the internal
pressure built up until it reached the maximum pressure at which the welding of the glass device
was cracked. The internal pressure was continuously measured as a voltage signal by an analogue
voltage output pneumatic/fluidic pressure sensor (PX309-200G5V, OMEGA™, Sunbury, OH, USA)
and the signal was converted from analogue to digital (ADC) and transferred to a computer. A syringe
pump (Fusion 200, Chemyx Inc., Stafford, TX, USA) and a plastic syringe filled with water were
used to inject water into the microfluidic channel. The connections between the syringe and the
microfluidic channel and between the microfluidic channel and the pressure sensor were made
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with tubing (Figure 3B). To interface the glass microfluidic device with tubing, PDMS (Sylgard 184,
Dow Corning, Midland, MI, USA) blocks were fabricated and bonded to the surface of the glass
microfluidic device using oxygen plasma treatment [31]. The epoxy was applied to hold tubing tightly
and prevent leakage between it and the PDMS blocks (Figure 3C). In addition, we fabricated glass
microfluidic devices bonded using an adhesive glue to compare the bonding strength of our packaging
method with that of gluing. While other glass-to-glass bonding methods use entire surface bonding
or large bonding area [32], our packaging uses only the small welding area around the patterned
microfluidic channel (Figure 4A).

(A) 

(B) (C) 

Figure 3. (A) Block diagram of the internal pressure measurement test procedure. (B) Configuration
of interface between chip and peripheral devices and (C) the internal pressure measurement system.
polydimethylsiloxane (PDMS) blocks were used as an interfacing material between tubing and the
glass microfluidic device. Epoxy was applied around the PDMS block and tubing connection area.
ADC—analogue to digital.

(A) (B) 

(C) (D) 

Figure 4. (A) Glass microfluidic device welded using the laser. The welding line (white line) was found
around the microchannel. (B) Schematic of the ultraviolet (UV) curable glue application to bond two
glass sheets. (C,D) Glass microfluidic devices bonded using UV curable glue. The left one had larger
gluing area (200 mm2) than the right (84 mm2).
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Similarly, UV curable glue is able to be applied on a small bonding area and takes short amount
of time to bond two materials, so the glue (Loctite3321, Loctite, Dusseldorf, Germany) was selected for
comparison with our packaging.

The glue was manually applied around the microchannel and a clean glass substrate was placed
on it. We then waited until the glue stopped spreading out at the glass interface and exposed it to
UV light (Figure 4B). Figure 4C shows the glass microfluidic device bonded with UV glue. Applying
the glue on a glass substrate with microchannels was not simple and it was necessary to apply a
moderate amount of glue at the proper place. Otherwise, the direction of the glue’s spreading at the
glass interface was not controlled and the bonding area was not uniform. From time to time, the glue
went into microchannels and blocked the channel. When we used a small amount of glue to prevent
the blockage, the bonding strength was weak and the two glass substrates easily came apart. Therefore,
another glass microfluidic device was fabricated with a glue guide trench around the microfluidic
channel (Figure 4D). The UV glue was applied in the guide line and it was guided well into the trench,
not into the microfluidic channel. After fabricating the glass microfluidic devices bonded using the UV
curable glue, their bonding strength was tested with an internal pressure measurement system.

2.2.2. Droplet Generator Experiment

To demonstrate our proposed rapid glass microfluidic device fabrication, we chose a droplet
generator with a cross junction (focused flow), because it is widely used in many fields for generating
highly reproducible micro- or nano-droplets of water, oil, and other materials [33]. A cross junction for
generating droplets and a large chamber for collecting droplets were designed and fabricated on a
glass substrate. For making the surface of the microfluidic channel hydrophobic, a water repellent
agent (47100, Aquapel, Pittsburgh, PA, USA) was coated. To make water droplets, water mixed with
blue dye was injected through the mid inlet, and oil mixed with a surfactant at a 2 wt.% ratio was
injected through two side inlets.

3. Results and Discussion

3.1. Fabrication of the Glass Microfluidic Device

A simple microfluidic channel was patterned on a fused silica glass substrate and successfully
bonded with another fused silica glass substrate. Figure 5A shows the welding seams around the
microfluidic channel. The glass substrates were welded at about 500 μm intervals and the width of the
welding seam line was 150 μm. The dark circular spots in Figure 5A are bubbles or disruptions of fused
silica substrates [34]. A microfluidic channel 15 mm long and 300 μm wide was fabricated using laser
assisted selective etching and scanning electron microscope (S-4800, Hitachi, Tokyo, Japan) images were
observed, as shown Figure 5B. The surface of the channel was smooth because of the HF wet etch and
the cross-sectional shape of the channel was a rounded channel, which is difficult to achieve by normal
microfluidic channel fabrication methods such as soft lithography. The inlet/outlet area showed
a smooth surface without glass particles. The roughness of the microfluidic channel surface and
non-patterned glass surface depended on the time of HF wet etch. If the etch time was less than 10 min,
the microfluidic channel surface was still rough to be used as a microfluidic channel, and thus the
minimum etch time should be longer than 20 min. When it was etched over 60 min, the glass etch rate
dropped dramatically, and hence a long etch time was not necessary. Thus, the etch time was optimized;
30 min was selected and we obtained 360 nm (Ra) roughness for the patterned microfluidic channel.
During the wet etch, the non-patterned glass surface is also exposed to the etchant and the surface
roughness may affect the welding quality and efficiency. Therefore, we compared the surface roughness
using an atomic force microscope (XE-100, Park systems, Gyeonggi-do, Korea) before and after the
HF wet etch. Figure 6 shows the measurement results of the surface roughness near the welding area
by changing the etching time up to 40 min. According to published papers, optical contacted fused
silica welding with ultrafast laser can bridge a 1 to 3 μm gap [20,35]. In conclusion, our etching time of

108



Micromachines 2018, 9, 639

30 min, generating a surface roughness of 10 nm, which is still less than a hundredth of the wavelength
of the welding laser, will not affect the welding efficiency [30].

(A) (B) 

Figure 5. (A) Top view of glass microfluidic device using laser assisted selective etching (LASE) and
welding. Channel specifications: length 15 mm, width 300 μm, and depth 30 μm. Red dash line
welding area. (B) Scanning electron microscope (SEM) image showing the formed microfluidic channel
with a surface roughness of 360 nm (Ra).

Figure 6. Effect of etching time on the surface roughness of the glass substrate (fused silica) (5 sections,
the size of the examined area is 30 × 30 μm2).

3.2. Internal Pressure Measurement

To confirm the reliability of the laser welding on a glass microfluidic device, internal pressure
measurement was conducted. Upon slowly injecting water into the microfluidic channel in the glass
device, the internal pressure was built up at a rate of 100 kPa/min and suddenly dropped after a
point of time. The highest pressure was 1.4 MPa. However, the glass-to-glass welding still remained,
but the epoxy sealing on the tubing connection between the glass device and the tubing was broken.
Therefore, we carried out a tensile test (Instron 5848 Instron, Norwood, MA, USA) and the measured
value was 7.5 MPa. The glass microfluidic device with an 84 mm2 gluing area could prevent blockage
of the microchannel by the UV glue with help of a UV glue guide line around the microchannel,
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but the bonding was broken at 1.1 MPa internal pressure. The glass device with a larger gluing area
(200 mm2) was able to withstand internal pressure of at least 1.4 MPa. Because of failure of the tubing
connection, higher pressures could not be tested. The UV glue bonding method is able to provide a
strong bond of two glass substrates, but it has disadvantages of requiring a large area of UV glue at the
interface of the two glass substrates and an additional process for fabricating the UV glue guide line
to prevent the applied UV glue from entering the microchannel. In addition, it requires preparation
time of about 20 to 30 min for the UV glue to spread as well as UV curing time. Table 1 lists the
reported bonding strength of the conventional bonding methods and our bonding method together.
The PDMS-to-glass and PDMS-to-PDMS plasma bonding, which are widely used for fabricating
microfluidic devices, endured 510 kPa and 551 kPa, respectively, in the liquid injection test [31,36].
The bonding strength of our method was at least two-fold higher that that provided by other methods.
The glass-to-glass bonding method using a microwave kiln, removable ceramic paper, and a microwave
oven showed about 1 MPa bonding strength in the liquid injection test [37]. Higher pressures could
not be applied because of the failure of the tubing connection and it was assumed that their bonding
strength is extremely high, corresponding with the glass strength. However, the method requires
specific ceramic papers and the microchannel shape was deformed, while the entire bonding area
melted and was bonded. The fabrication time for microchannels and bonding in a microwave oven
was about 2 to 4 min, but it required a long cooling time, exceeding 45 min. In the cases of anodic
bonding at room temperature and glass-to-glass rapid bonding using Pyrex glass, the bonding strength
was measured as 29.7 MPa and 2.5 MPa, respectively, with a tensile test [38,39]. When comparing the
strength of our method and anodic bonding and the rapid Pyrex glass bonding, the strength of our
bonding was lower than that of the anodic bonding, but higher than that of the rapid Pyrex bonding.
Except for the anodic bonding method, our laser welding method could endure higher force than
other methods. Thus, we believe that the laser welding method provides reliable bonding. In addition,
in terms of time consumption, our method was at least 10 times faster than other bonding methods.

Table 1. Comparison of glass bonding method. PDMS—polydimethylsiloxane.

Materials Bonding Method
Bonding Time

(h)

Maximum Bonding
Strength

(MPa)
Test Method

PDMS–Glass [31] Plasma 0.5~2 0.51 Pressure injection
PDMS–PDMS [36] Plasma 0.5~2 0.55 Pressure injection
Glass–Glass [37] Microwave oven 1 >1 (assume: 1 to 30) Pressure injection
Glass–Glass [38] Anodic 24 29.7 Tensile test
Glass–Glass [39] Pyrex 1.3 2.5 Tensile test

Glass–Glass UV adhesive 0.5 1.1 Pressure injection

Glass–Glass
Laser welding

(this work)
<0.08

(5 min)
>1.4 Pressure injection
7.5 Tensile test

3.3. Liquid Leakage and Droplet Generator

We fabricated a droplet generator to investigate the possibility of applying our fabrication
method to microfluidic devices in different fields. Before the droplet generation test, three dyes
were injected into the microfluidic channels to generate a laminar flow and to observe the area of
the laser welding seam to check if there was leakage. No leak was observed and a laminar flow
was formed successfully (Figure 7A). Therefore, the microchannel surface roughness was smooth,
allowing generation of a laminar flow, and the bonding tightness was enough to test for a normal
microfluidic test. For the droplet generator test, the water with blue dye was injected through the
mid inlet and the oil mixed with the surfactant at 2 wt.% ratio was injected through two side inlets.
Micro-droplets were generated sequentially and successfully collected in a reservoir (Figure 7B–D).
The developed fabrication method provides not only reliable packaging, but also the capability for
application to glass microfluidic devices.
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(D) 

(B) 

(C) 

(A) 

Figure 7. (A) Picture of the laminar flow generated at the microfluidic channel fabricated by laser test.
(B) Picture of the fabricated droplet generator. (C) Picture of droplet generating at the cross-section.
Blue dye was mixed with water to show the droplets clearly. (D) Generated droplets collected at
a reservoir.

4. Conclusions

All glass microfluidic devices have advantages over polymer based microfluidic devices, but they
are difficult to fabricate and can only be used for specific experiments. However, in this paper,
we propose a rapid and reliable glass microfluidic device fabrication strategy based on laser assisted
selective etching and direct welding of simple 2D planar channels, similar to most PDMS devices using
optimized laser parameters. It even provides high bonding strength compared with conventional
bonding methods. We believe that the fabrication method introduced here has potential to be used
for glass microfluidic devices in harsh environments that PDMS microfluidic devices cannot endure.
In future work, we will develop a glass microfluidic device using solvents or stains (e.g., Nile red
and Rhodamine B) that cannot be applied to PDMS devices and a glass lab-on-a-chip enduring high
pressure conditions.
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Abstract: A monolithic low noise and low zero-g offset CMOS/MEMS accelerometer and readout
scheme in standard 0.18 μm CMOS mixed signal UMC process is presented. The low noise chopper
architecture and telescopic topology is developed to achieve low noise. The experiments show noise
floor is 421.70 μg/

√
Hz. The whole system has 470 mV/g sensitivity. The power consumption is

about 1.67 mW. The zero-g trimming circuit reduces the offset from 1242.63 mg to 2.30 mg.

Keywords: Accelerometer readout; low noise; low zero-g offset

1. Introduction

Micro-electromechanical system (MEMS) products are widely used in our daily life. One of
them is the MEMS accelerometer. The accelerometers have many applications in automobiles,
navigation, vibration monitoring, and even portable electronics [1]. In most cases, measuring the
accelerations and the additional signal processing are necessary. The CMOS (Complementary
Metal-Oxide-Semiconductor)/MEMS process has the advantage of integration. The process can
integrate MEMS devices as well as CMOS circuitry.

The main noise sources of readout circuit are thermal noise and flicker noise. The thermal noise
comes from the random motion of electrons due to thermal effects. The 1/f noise or flicker noise is a
low-frequency noise. The power spectral density (PSD) of flicker noise is inversely proportional to
frequency. The accelerometer operates at low frequency. Hence, flicker noise is dominant.

Due to the process limitation, the sensing capacitor of the accelerometers at 1 g for the
CMOS/MEMS process is in the order of few femto farads. The sensing signal may be damaged
by electronic noise. Therefore low noise circuit is needed.

A low-noise feedforward noise reduction scheme is presented in Reference [2], which is a
simple two-phase correlated double sampling (CDS) scheme to suppress the offset voltage and flicker
noise. Both chopper stabilization (CS) and correlated double sampling are adopted in Reference [3].
The chopper stabilization modulate the sensing signal to high frequency. After amplification,
the output chopper demodulates back to low frequency. The modulation and demodulation is simply
implemented by CMOS switches driven by clock signals.

A pseudo-random chopping scheme is presented in Reference [4], which spreads the interference
over a wide bandwidth, reducing its in-band portion to the level of the noise floor. Other circuit
architectures such as dual-chopper amplifier (DCA), which employs two fundamental chopping clocks,
have been reported in References [1,5–7].

Sensor readout circuits for capacitive accelerometers suffer from a signal offset due to production
mismatch [8]. The offset from process variation can appear at the sensor output. It reduces dynamic
range and causes the DC output level to vary from die to die [9]. The two-part correction is
demonstrated in Reference [8], which consists of a capacitor array and a current digital to analog
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converter (DAC). A capacitor array is used to apply a signal correction by placing digitally controlled
capacitors in parallel to the sensor capacitors. The second part consists of a current DAC placed within
a differential amplifier to balance out asymmetric currents caused by the signal offset.

Standard CMOS process is suitable for implementing digital offset trimming. Hence, the offset
trimming mechanism is presented to overcome the offset from sensor and interface circuit.

The design target refers to ADXL103. ADXL103 is a high precision, low power single-axis
accelerometer with a signal conditioned voltage outputs from Analog Devices. ADXL103 measures
acceleration with a full-scale range of ±1.7 g, sensitivity of 1000 mV/g, noise floor of 110 μg/

√
Hz,

and power of 3.5 mW. ADXL103 can measure both dynamic acceleration and static acceleration.
The main application is for navigation and motion detection [10].

The design target of our readout circuit is ±1 g sensing range, noise floor of 10 μg/
√

Hz,
and power of milli-watt scale, which is suitable for navigation and motion detection. Based on
our previous work [11], the UMC 0.18 μm CMOS/MEMS process is adopted for sensor and circuit
implementation. This paper presents a low noise and low zero-g offset CMOS/MEMS accelerometer
and readout scheme. Section 2 describes the CMOS/MEMS accelerometer and the circuit design
of the low noise and low zero-g offset readout. In Section 3, describes the measurement results of
the proposed readout scheme. Section 4 presents the discussion of the proposed readout scheme by
comparison of performance with the state-of-the-art and presents the conclusions of this work.

2. Materials and Methods

2.1. CMOS/MEMS Accelerometer

In this work, the application-specific integrated circuit (ASIC) compatible 1P6M process of UMC
0.18 μm mixed-signal/RF CMOS process is adopted. The micromachining process is performed on
the wafer of standard CMOS process. Figure 1a shows the top view of the proposed accelerometer.
The proposed CMOS/MEMS accelerometer consists of proof mass, sensing fingers, single-folded
springs, and a curl-matching frame. It is equivalent to a second-order mass-spring-damper mechanical
model, as in Figure 1b. The displacement is transformed into capacitance ΔC by sensing fingers.
The circuit model in Figure 1c is simulated with readout circuit. The circuit is simulated in Cadence
design environment by Spectre simulator. The side view of the CMOS process with micromachining
post process is shown in Figure 1d.
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Figure 1. The proposed accelerometer: (a) The top view of the proposed accelerometer; (b) mechanical
model of the structure; (c) circuit model of the structure; and (d) the side view of the structure.

2.2. Readout Circuit Design

The readout circuit has two main parts. The first part is a low noise unit and contains the main
amplifier and pre-amplifier. The low noise chopper architecture and telescopic topology is developed
to achieve low noise. The second part is a sensor-trimming unit that is an 8-bit trimming capacitor.

The architecture is shown in Figure 2. The sensing signal is modulated to 333 kHz and passes
through amplification stages, track-and-hold amplifier (THA), output stage, and band limiting RC
filter. The overall performance summery is listed in Table 1.

Figure 2. The system architecture.

Table 1. System specifications.

Specifications Post-Sim Measurement

System frequency (MHz) 1 1
Chopper frequency (kHz) 333.33 333.33

Overall sensitivity (mV/g) (at 1 g 100 Hz) 434.93 470
Noise (μg/

√
Hz) (at 1 g 100 Hz) 10 421.70

Resonance Frequency (kHz) 4.16 1.25
Brownian noise (μg/

√
Hz) 7.9 -

Sensing Range (g) ±1 ±1
Power (mW) 2 1.67

Figure 3 shows the working principle of the sensor readout with the simplified modulation
signal, which can be found in Figure 3b. The modulation frequency is 333.33 kHz. The sensing
signal in Figure 3a is modulated by modulation clock signal and passes through amplifier stages in
Figure 3c,d. The demodulation is achieved by track-and-hold stage, which is equivalent to multiply the
demodulation signal in Figure 3e. The demodulated signal in Figure 3f passes through the zero-order
hold and the signal in Figure 3g is obtained.
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Figure 3. System function blocks with simplified modulation signal of the proposed readout circuit.

2.2.1. Low Noise Chopper Architecture

Since flicker noise is inversely proportional to frequency, the operation frequency determines the
noise performance. The chopper architecture modulates the signal to chopping frequency to suppress
flicker noise. The quantitative analysis is carried out at the transistor level to verify the effectiveness of
the proposed architecture.

The sensing signal is modulated to 333.33 kHz by the switches (φA, φZ and φB), which is known as
signal chopping. In this work, both the main amplifier and pre-amplifier are working at high frequency
(at 333.33 kHz chopping frequency). For the conventional design in Reference [1], the sensing signal
is demodulated using φH (at 1 MHz chopping frequency) in Figure 4. After demodulation by φH,
the signal is further boosted by an amplifier.

Accelerometer

Main Amp Pre-amp

Modulated Sensing Signal

Demodulation
H

Modulation
M

Demodulation
L

Figure 4. The simplified architecture in Reference [1].
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The proposed low noise interface circuit is presented in Figure 5. The modulated sensing signal
is first amplified by main amplifier and further boosted by the pre-amplifier. The amplified signal is
demodulated by φA.
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8-Bit Trimming Cap

Vcmi
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Figure 5. The proposed architecture for noise reduction.

The noise figure F of the network is defined as the ratio of the available signal-to-noise ratio at the
signal-generator terminals to the available signal-to-noise ratio at its output terminals as the following
equation [12].

F =
SNRin
SNRout

(1)

Total noise figure of the whole system can be expressed by Friis’ Formula:

Fsys = F1 +
F2 − 1

G1
+

F3 − 1
G1G2

+
F4 − 1

G1G2G3
+ . . . +

Fn − 1
G1G2G3 . . . Gn−1

(2)

where Fn is the noise figure for the n-th device and Gn is the power gain (linear, not in dB) of the n-th
device. The design target is lower than the whole system Fsys. For the two amplifier stages, the noise
of main amplifier is F1, the power gain of main amplifier is G1, and the noise of pre-amplifier is F2.
The noise figure of the third stage F3 will be divided by the gain of the first two stages (the G1G2 term).
Thus, the noise figures of the first two stages must be considered [12]. The simplified noise figure is
given by:

Fsys ≈ F1 +
F2 − 1

G1
(3)

Two strategies are applied to lower the noise figure Fsys. The proposed circuit architecture
minimize the F1 and F2 terms. First, modified the circuit architecture operates the second stage
amplifier at 333.33 kHz to lower the F2 term, which reduces noise contribution from the second stage
amplifier. Second, the noise factor of the first amplifier F1 is significant for the readout circuit since the
F1 term is directly added to Fsys. The gain G1 is determined by the overall sensitivity. G1 is around
7.88 V/V.

The telescopic amplifier is shown in Figure 6a, Q1 and Q2 form the input differential pair,
and Q3–Q6 are the cascode transistors. Cascading transistors increase the voltage gain at the cost of
output voltage headroom. Since the output swing requirements are very small at the first stage, on the
order of several millivolts, a telescope may be used. For telescopic topology, the Q1, Q2, Q7, and Q8

are the primary noise sources. The folded-cascode topology is a popular amplifier architecture as
in Figure 6b. Q1 and Q2 form the input differential pair, and Q5 and Q6 are the cascode transistors,
which are folded, as compared to telescopic topology. For folded-cascode topology, the Q1, Q2, Q7,
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Q8, Q9, and Q10 are the primary noise sources. Assuming the transistors exhibit similar noise levels,
folded-cascode topology suffers from greater noise than its telescopic counterpart. The telescopic
topology is desirable since it has fewer noise-contributing transistors, and hence F1 is reduced.
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Figure 6. Schematic of telescopic amplifier.

Spectre PNoise simulation is used for noise characterization. The PNoise simulation gives the
noise response of main amplifier and pre-amplifier. Table 2 shows the comparison of noise and power
at each stage. For main amplifier, Reference [1] modulates the sensing signal to 1 MHz, while the
proposed architecture modulates to 333.33 kHz. For pre-amplifier, Reference [1] demodulates the
sensing signal to 20 kHz, while the proposed architecture is still working at 333.33 kHz. Comparing the
two frequency arrangements, the proposed architecture has 8% less noise than Reference [1] at the
cost of 10% more power consumption. The simulation results verify the effectiveness of the proposed
reduction architecture.

Table 2. Analysis and comparison of noise and power at the two stages.

Stage
This Work Reference [1]

Signal
Frequency (Hz)

Power
(μW)

Noise
(μg/

√
Hz)

Signal
Frequency (Hz)

Power
(μW)

Noise
(μg/

√
Hz)

Main Amp. 333.33 kHz 37.18 40.45 1 MHz 29.93 30.18
Pre-Amp 333.33 kHz 40.17 59.84 20 kHz 39.40 171.80

Total 77.34 48.04 69.33 51.97

2.2.2. Low Zero-g Offset Design

The sensing capacitive mismatch needs to be compensated. Small capacitor in sub femto farad
scale is placed in parallel with the sensing capacitors to cancel the sensor offsets. A segmented
split capacitor structure is proposed to realize small capacitor, as in Figure 7. Figure 7b shows the
7-bit trimming capacitance. The most significant bit (MSB) C[7] controls the switch in Figure 7a,
which determines adding trimming capacitance to the upper plane or lower plane of the accelerometer.
The Ctm1 and Ctm2 are the 7-bit trimming capacitance in Figure 7b. Trimming capacitance is estimated
by using the equation below:

C ≈ b0Cb0 + b1Cb1 + b2Cb2 + b3Cb3 + b4Cb4 + b5Cb5 + b6Cb6
(Cb0 + Cb1 + Cb2 + Cb3 + Cb4 + Cb6) + Ct1

(
Ct2

Ct2 + Ct3
)Ct4 (4)
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Figure 7. Schematic of 8-bit trimming capacitance: (a) The 8-bit trimming capacitor with the
CMOS/MEMS accelerometer circuit model; and (b) the 7-bit segmented split capacitor structure.

The ratio of capacitance Ct2 and Ct3 make the overall capacitance C smaller to get sub femto farad
scale capacitance.

3. Results

The circuit is implemented in UMC 0.18 μm process. In this work, low noise readout scheme is
presented. The trimming capacitor is added for zero-g offset compensation. The die photo and chip
layout is shown in Figure 8.
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Figure 8. The chip layout and die photo.
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3.1. CMOS/MEMS Accelerometer

The dry-etch-based post-process are used after standard CMOS process for microstructure
fabrication. Figure 9 shows the cross section of the CMOS/MEMS accelerometer. The curl matching
frame and the proof mass of accelerometer have the same curling.

Figure 9. Cross section of the accelerometer.

3.2. Low Noise Design

Figure 10 shows the evaluation board schematic for acceleration readout measurement.
The fabricated chip directly mounts on the printed circuit boards. On board oscillator generates 1 MHz
clock for acceleration readout. The 1.8 V supply is generated by regulator for digital power (VddD) and
analog power (VddA). The calibration readout is controlled by on-board switches. The fabricated chip
directly mounts on the printed circuit boards, as shown in Figure 11.

Noise Considerations in Board Design

A digital circuit can produce noise at 1 MHz. Circuit noise decoupling capacitors are added
at power line for digital noise reduction (1 MHz) (power line filter). Since the power line is 60 Hz,
which is near 100 Hz of the sensing signal and cannot be easily filter by conventional filter. Power line
noise is isolated by using battery power. The battery power passes though voltage regulator into
readout circuit. The voltage regulator LM1117 is adopted, which reported RMS output noise is 0.003%
of VOUT at frequency 10 Hz ≤ f ≤ 10 kHz, where VOUT is 1.8 V.

The evaluation board is placed on the LDS V408 shaker, as shown in Figure 12 for noise and
sensitivity measurement. The shaker generates 1 g signal 1 kHz acceleration input. Figure 13 shows
the spectrum of output voltage at the excitation. The noise floor is 421.70 μg/

√
Hz. The signal-to-noise

ratio (SNR) is around 67.5 dB.
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Figure 10. Simplified evaluation board schematics for accelerometer and readout circuit
characterization.

 

Figure 11. Evaluation board photo.

 

Figure 12. Measurement setup for accelerometer and readout circuit characterization.
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Figure 13. The output noise spectrum.

The sensitivity of the system is characterized for the two aspects, linearity and frequency response.
The shaker generates 0.25 g signal to characterize the frequency response of the system as in Figure 14.
The frequency range from 10 Hz to 1333.33 Hz is limited by the shaker. For the frequency around
1 kHz, the sensitivity increases due to the resonance of accelerometer.
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Figure 14. The frequency response of the system.

The sensing range of readout circuit is designed for ±1 g. The readout circuit is characterized
using 1 kHz signal from zero to 1.5 g as in Figure 15. The linear regression is performed for zero to 1 g
input signal. For a signal larger than 1 g, the output saturates and deviates from linear operation.

3.3. Low Zero-g Offset Design

The trimming capacitor is controlled by the digital value from the evaluation board to eliminate
the zero g offset. The zero-g offset of the system is characterized for the two aspects, static and
dynamic operation.

For static operation, the system output measured without external excitation that is the zero
g output. For the ideal case, the zero-g output should be zero. The difference of positive output
(VOP) and negative output (VON) represents the accelerometer readout. The differential output of the
sensing signal VOP and VON should be the same. Figure 16 shows the output voltage with different
configurations of the trimming capacitor. For the 8’b0000_0000 configuration, the 0 fF trimming
capacitor is in parallel to the sensor capacitors, which stands for zero g offset value without trimming.
The circuit output is saturated. The zero-g offset is 745.06 mV, as in Figure 16a. For the 8’b1111_1111
configuration, the maximum trimming capacitance is in parallel to the sensor capacitors. The offset is
77.08 mV, as in Figure 16b. For the 8’b1001_0000 configuration, the trimming capacitance is in parallel
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to eliminate the zero g offset. The offset is reduced from 745.06 mV to 1.38 mV. That is, the zero g offset
is reduced from 1242.63 mg to 2.30 mg, as in Figure 16c.
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Figure 15. The output signal amplitude versus acceleration.
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Figure 16. Output measurement without external excitation for various offset trimming configuration:
(a) Trimming capacitor with 8’b0000_0000 configuration; (b) trimming capacitor with 8’b1111_1111
configuration; and (c) trimming capacitor with 8’b1001_0000 configuration.
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For dynamic operation, the excitation of 1 g 1 kHz is applied with different configurations of the
trimming capacitor. For the 8’b0000_0000 configuration, the circuit output is saturated. Sensitivity is
degraded to 1.61 mV/g, as in Figure 17a. For the 8’b1111_1111 configuration, the sensitivity is around
706.32 mV/g. The output exhibits nonlinear distortion, which is obviously undesirable, as in Figure 17b.
For the 8’b1001_0000 configuration, the trimming capacitance is in parallel to eliminate the zero g
offset. The measurement shows sensitivity around 599.58 mV/g, as in Figure 17c.
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Figure 17. Output measurement with 1 g 1 kHz excitation for various offset trimming configuration:
(a) Trimming capacitor with 8’b0000_0000 configuration; (b) trimming capacitor with 8’b1111_1111
configuration; and (c) trimming capacitor with 8’b1001_0000 configuration.

4. Discussion and Conclusions

A monolithic low noise and low zero-g offset CMOS/MEMS accelerometer and readout scheme
in standard 0.18 μm CMOS mixed signal UMC process is presented. For 1 g 100 Hz acceleration
input, the whole system has 470 mV/g sensitivity. The power consumption is about 1.67 mW.
Table 3 compares the performance of the work proposed here to the state-of-the-art. Comparing with
Reference [2], using the same 0.18 μm process node, the noise floor and zero g offset is reduced,
while the overall power consumption is increased.
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Table 3. Comparison of the proposed readout scheme to the state-of-the-art.

Parameters [3] [4] [13] [2] This Work

Sensing Range (g) ±4 ±49 ±30 ±8 ±1

Noise Floor
(μg/

√
Hz) 930 380 1 970 421.70

Zero-g Offset (mg) N/A N/A N/A ±33 2.30

Supply Power (V) 1.2 1.9/3.3 1 1.5 1 1.8

Power (W) 25.44 μ 1.4 m 2.7 m 181 n 1.67 m

Chip Area (Readout
Circuit) (mm2) 1.73 1.1 10.9 1.14 1.23

Process 0.25 μm CMOS
process

0.18 μm CMOS
process

0.35 μm CMOS
process

0.18 μm CMOS
process

UMC 0.18 μm
CMOS/MEMS

1 A 1.9-V supply is regulated from an external 3.3-V supply.

The low noise chopper architecture and telescopic topology is developed to achieve low noise.
The experiments show that noise floor is 421.70 μg/

√
Hz. The trimming capacitors are used for offset

calibration. The zero g trimming circuit reduces the offset from 1242.63 mg to 2.30 mg.
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Abstract: Our previous report based on a 10 g (gravity) silicon-based inertial micro-switch showed
that the contact effect between the two electrodes can be improved by squeeze-film damping.
As an extended study toward its potential applications, the switch with a large proof mass suspended
by four flexible serpentine springs was redesigned to achieve 5 g threshold value and enhanced
threshold accuracy. The impact of the squeeze-film damping on the threshold value was theoretically
studied. The theoretical results show that the threshold variation from the designed value due to
fabrication errors can be reduced by optimizing the device thickness (the thickness of the proof mass
and springs) and then establishing a tradeoff between the damping and elastic forces, thus improving
the threshold accuracy. The design strategy was verified by FEM (finite-element-method) simulation
and an experimental test. The simulation results show that the maximum threshold deviation was
only 0.15 g, when the device thickness variation range was 16–24 μm, which is an adequately wide
latitude for the current bulk silicon micromachining technology. The measured threshold values were
4.9–5.8 g and the device thicknesses were 18.2–22.5 μm, agreeing well with the simulation results.
The measured contact time was 50 μs which is also in good agreement with our previous work.

Keywords: MEMS (micro-electro-mechanical system); inertial switch; acceleration switch; threshold
accuracy; squeeze-film damping

1. Introduction

Inertial micro-switches based on MEMS (micro-electro-mechanical system) technology have been
widely used for acceleration sensing applications [1,2] due to their small size, high integration level,
and low or even no power consumption [3,4]. The inertial micro-switches are typically designed with
a proof mass that is anchored to a substrate through flexible springs. The proof mass serves as a
moveable electrode, and it is separated by a certain distance from a fixed electrode on the substrate.
At a pre-selected threshold acceleration, the moveable electrode moves toward the substrate and it
comes into contact with the fixed electrode, turning on the switch and triggering the external circuit.
Thus, the inertial micro-switches require a reliable contact effect of the two electrodes, such that
the turn-on signal can be recognized by the external circuit. From the perspective of application
convenience, since most of the switches are mass produced in the industry sector, a high degree
of device-to-device threshold uniformity of the same production batch is needed. As such, a high
threshold accuracy is also essential for the inertial micro-switches.

Since the first inertial micro-switch was reported in 1972 [5], a great number of inertial
micro-switches based on various working mechanisms and manufacturing methods have been
developed. However, most of the switches reported in the past have been mainly designed to improve

Micromachines 2018, 9, 539; doi:10.3390/mi9110539 www.mdpi.com/journal/micromachines128
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the contact effect and the threshold accuracy is rarely considered. This is because the inherent issues of
the methods employed to improve the contact effect usually lead to a low threshold accuracy.

The main methods to improve the contact effect of the inertial micro-switches are designing the
switches with a keep-close function, or flexible electrodes. The switches with a keep-close function
can keep it closed after the acceleration event is over, thus improving the contact reliability. However,
the keep-close function requires special constructions, such as the hook-shaped electrodes of the
latching switches [6–8], the V-shaped beams of the bi-stable switches [9,10], and the valve-channel
of the micro-fluidic switches [11,12], complicating the structure topology or working mechanism or
fabrication method, thus reducing the threshold accuracy, as shown in Table 1. The latching switch
with a 50.59 g designed threshold value in Ref. [7], for instance, was first switched on when the applied
acceleration was between 28 g and 43.7 g, and it was completely closed when a higher acceleration was
applied. This is due to the collision and friction contact process of the two hook-shaped electrodes.

The contact effect of the inertial micro-switches with flexible electrodes can be improved by the
deformation of the flexible electrodes during the contact process. In this case, the contact time of
the two electrodes is generally longer than 50 μs [13,14]. This kind of switch is usually fabricated
by a multi-layer nickel-electroplating process, based on the surface micromachining technology,
since the conventional bulk silicon micromachining technology mainly results in rigid structures.
However, the often-repeated electroplating processes might cause unexpected fabrication errors such
as dimension variations, an inhomogeneous Young’s modulus, and structural deformation induced by
residual stresses between each electroplating layer, leading to a threshold deviation from the designed
value [4,13–17], as shown in Table 1. In Ref. [15], the measured threshold of the switch with 240 g
designed threshold was 288 g, and in Ref. [16], the actual thresholds increased from 32 g to 38 g, while
the intended target was 38 g. The multi-layer electroplating process is not applicable to the case of
the switches with a designed threshold value below 10 g (also named as low-g switch in this paper)
because the threshold deviation may be more seriously caused by the fabrication errors. According to
the static equilibrium equation ath = kx0/m (where ath is the threshold acceleration, k is the spring
constant, x0 is the distance between the two electrodes, and m is the mass of the proof mass), a low-g
switch requires flexible springs and large proof mass, because the minimum size of x0 is usually
limited by the fabrication process. The large proof mass should be fabricated by a great number of
electroplating processes, resulting in serious fabrication errors.

In recent years, several researchers have paid great attention to improving the threshold accuracy
of the inertial micro-switches, as shown in Table 1. McNamara and Gianchandani [18] presented an
array redundancy design of the inertial micro-switch to broaden the sensing range of acceleration
(10–150 g in 10 g increments) and allow fault latitude, wherein multi switches at each threshold level
were employed. By weighting the measured results on the majority status of these redundant switches,
the measured thresholds were 80–90% of the target values. Jr and Epp [19] proposed a stochastic
dynamics model to modify the device dimensions based on the experimental results, reducing the
threshold deviation caused by the fabrication errors. Currano et al. [4] demonstrated an inertial
micro-switch that could detect identical accelerations in the x, y, and z axes using a single mass/spring
assembly. To reduce the threshold deviation due to the fabrication errors, they modified the 2 μm
width spring (the original designed value) to 5 μm, and changed the spring lengths to tune the in-plane
(x/y) thresholds to the target acceleration levels. Then, the in-plane threshold values were generally
close to the designed values, but the thresholds in the z-axis were much lower than the target levels
(~10–40 g, as opposed to ~90–230 g). Du et al. [20] modified the device thickness of the switch, based
on the sizes of the pre-fabricated structure components. The designed and measured thresholds were
38 g and 35–40 g, respectively. Zhang et al. [21] fabricated a 5.5 g inertial micro-switch on a SOI
(silicon-on-insulator) wafer to accurately define the device thickness, thus improving the threshold
accuracy. The measured threshold values were 4.77–5.97 g.
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Table 1. Comparisons of the main research results reported in the past.

Switch
Category

Enhancement Method
Fabrication

Method
Designed
Threshold

Measured
Threshold

Contact Effect

Contact effect
enhanced

switch

Latching [7] Bulk silicon 50.59 g 28–43.7 g Keep closed

Bi-stable [9] Nickel
electroplating 35 g 32.38 g Keep closed

Micro-fluidic [11] Bulk silicon 9 g 8.525 g Keep closed
Flexible

electrodes [14]
Nickel

electroplating 500 g 466 g 390 μs

Flexible
electrodes [15]

Nickel
electroplating 240 g 288 g 150 μs

Flexible
electrodes [16]

Nickel
electroplating 38 g 32–38 g 230 μs

Threshold
accuracy
enhanced

switch

Redundancy design [18] Nickel
electroplating 10–150 g 80–90% of the

target - 1

Dimension modification [4] Nickel
electroplating 90–230 g 10–40 g - 1

Dimension
compensation [20]

Nickel
electroplating 38 g 35–40 g 102 μs

SOI wafer [21] Bulk silicon 5.5 g 4.77–5.97 g - 1

1 The data was not presented in the paper.

In our previous report [22], an inertial micro-switch with a threshold value of 10 g and a high
damping ratio of 2 was presented based on a typical silicon-on-glass process. The contact effect (40 μs
contact time) was significantly improved using the squeeze-film damping effect compared with the
typical switches with rigid electrodes (the contact time usually less than 20 μs). In this paper, the impact
of the squeeze-film damping on the threshold acceleration was studied by theoretical analysis, FEM
(finite-element-method) simulation and experimental test. The study was implemented based on our
previous device structure but with a lower threshold value of 5 g. The experimental results show that
squeeze-film damping can not only prolong the contact time, but also improve the threshold accuracy.
The study is significant for the applications of the inertial micro-switches, where low-g-sensing, long
contact time, and high threshold accuracy are required.

2. Theory and FEM Simulation

2.1. Device Structure

The switch consists of a proof mass that is suspended by four flexible serpentine springs, which
serves as the sensing element moving toward the substrate to sense out-of-plane acceleration. The
vertical direction sensitivity enables the switch to employ the squeeze-film damping effect, since the
slid-film damping effect involved by laterally driven switches is so weak that it is usually neglected.
A small size of protrusion positioned at the bottom center of the proof mass is defined as the movable
contact electrode, reducing the contact area. Two separated metal strips on the substrate serve as
the double-contact-configuration fixed electrode. When an environmental acceleration exceeding
the preset threshold is applied to the switch in the sensitive direction, the proof mass moves toward
the substrate, traveling the electrode gap and making the movable electrode contact with the fixed
electrode, thus turning the switch on. The movement of the proof mass in the horizontal insensitive
directions is limited by four fixed pillars. Figure 1 shows a sketch of the designed switch, wherein the
proof mass and springs are set as transparent structures to display the two electrodes under them.

According to the static equilibrium equation mentioned in the introduce section, the electrode gap
height (he) was set to 1 μm, which is near our process limit to reduce the required volume of the proof
mass for a low threshold value. In this case, the width and length of the proof mass were both set to
2300 μm. The four flexible serpentine springs with a 30 μm width have a much lower equivalent spring
constant than the typical cantilever beam. This structure feature enables the switch to easily respond
to the target threshold of 5 g. The distance between the proof mass and the substrate (ha = 35 μm) was
designed to achieve the required damping ratio (ca. 2.1) by changing the height of the protrusion (hp)
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when the other structure parameters were determined. Due to the small size of the protrusion, the
impact of changing hp on the equivalent mass of the proof mass can be ignored.

The thickness of the proof mass is designed to be identical to that of the springs (tb) for facilitating
fabrication. More importantly, in order to reduce the threshold deviation due to fabrication errors, tb
was defined as a crucial dimension, and then theoretically studied to establish a tradeoff between the
damping and elastic forces that the switch is subjected to, while operating under an over-damping
condition (as explained later).

Figure 1. Scheme of the designed inertial micro-switch.

2.2. Theoretical Analysis of the Threshold Accuracy

As a typical inertial sensor, the inertial micro-switch can be modeled by a mass-spring-damping
system to represent the mechanical behavior of the device. Considering that the acceleration signal
applied to the switch in practical work is a half-sine wave, the governing mechanical equation is:

m
..
x + c

.
x + kx = ma sin ωt, (1)

where x is the relative displacement of the proof mass with respect to the substrate, m is the proof
mass, c is the squeeze-film damping viscous coefficient, k is the equivalent elastic stiffness of the four
serpentine springs, ω is the angular frequency of the acceleration, a is the amplitude of the acceleration,
and its minimum value that can close the switch is regarded as the threshold acceleration (ath).

The solution to Equation (1) given in [23] consists of two parts: the transient item, which will
decrease exponentially with time determined by the damping condition, and the steady-state item,
wherein the oscillation of the proof mass is the same frequency as that of the applied acceleration.
Considering the over-damping-condition design in this paper, the steady-state item is primary, and
the transient item is second of the solution. As such, the solution to Equation (1) given in [23] can be
simplified as:

x(t) =
a sin(ωt − φ)√

(ωn2 − ω2)2 + (cω/m)2
, (2)

where ωn =
√

k/m is the natural angular frequency of the switch, and φ is the displacement phase of
the proof mass with respect to the substrate. Then, the threshold acceleration can be represented in
Equation (3), according to its own definition as mentioned above:

ath =

√
(ωn2 − ω2)2 + (cω/m)2 · he. (3)
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In fact, ωn is usually higher than ω to minimize the threshold discrepancy of the switch, due to
the duration of the input acceleration [24]; thus, Equation (3) can be rewritten as:

ãth ∝
√
(k/m)2 + (cω/m)2, (4)

where ãth is the value of ath normalized by he, i.e., ãth = ath/he. Substituting the expressions of k (which
is derived by equivalently taking the four serpentine springs as a cantilever beam) in Equation (5) and
c in Equations (6) [25] into (4), the expression of the normalized threshold is rewritten in Equation (7):

k =
Ewbtb

3

4lb3 , (5)

c = μlmwm
3

ha3 γ,

γ =

{
1 − 192

π5
wm
lm

∞
∑

n=1,3,5,

1
n5 tanh

(
nπlm
2wm

)}
,

(6)

ãth ∝

√(
Ewbtb

3

4lb3ρlmwmtm

)2

+

(
μwm2

ha3ρtm
γω

)2

, (7)

where E and ρ are the Young’s modulus and the density of silicon, respectively; lb, wb, and tb are the
length, width, and thickness of the equivalent cantilever beam, respectively; lm, wm, and tm are the
length, width, and thickness of the proof mass, respectively; μ is the viscosity coefficient of air, γ is a
correction factor determined by wm/lm, and is equal to 0.42 when wm = lm.

From the perspective of fabrication, the spring thickness (20 μm in this paper) is much thinner
than the silicon wafer (ca. 500 μm thick), and such that it is defined by a several hours of deep
back-etch fabrication process (a KOH etching process for low cost and high etch rate). Due to the long
duration process, the thickness non-uniformity within the wafer may become obvious induced by
several factors, such as the hydrogen generation, and the diffusion of the etchant and reaction products
(e.g., the maximal height difference over the back-etched surface of a 18 μm thick sieve is 4.6 μm [26]).
Therefore, the variation of the spring thickness due to the fabrication errors is usually larger than that
of the spring width in the similar size. Moreover, according to Equation (5), the changing of the spring
thickness has greater influence on the spring stiffness than that of the spring width, thus leading to a
larger threshold deviation of the switch. Therefore, we define the spring thickness tb as the crucial
dimension that may cause the primary threshold deviation to the switch, due to the fabrication errors.
For facilitating design and manufacturing, the thickness of the proof mass tm is set to be equal to tb,
and Equation (7) can then be further rewritten as:

ãth ∝
√

η2
1 · t4

b + η2
2/t2

b, (8)

where η1 = Ewb/4lb3ρlmwm and η2 = μwm
2γω/ha

3ρ can be regarded as constants when the structure
parameters of the switch have been determined, except for tb. Equation (8) indicates that η2

1 · t4
b

and η2
2/t2

b change in opposite directions with tb, meaning that there should be a specific interval
value of tb in which the sum of η2

1 · t4
b and η2

2/t2
b keeps relatively stable, and then ãth as well. In

this case, the threshold deviation can be significantly reduced, despite the variations of tb caused by
fabrication errors.

This design strategy can be explained as follows: (i) according to Equation (1), the forces that
the switch is subjected to while operating contain the external force ma sin ωt, the inertial force m

..
x,

the squeeze-film damping force c
.
x, and the elastic force kx; (ii) normalizing the four forces by m,

then ath(ω) (its value is influenced by the angular frequency of the acceleration ω), c/m and k/m
represent the threshold acceleration, the coefficients of the damping force and elastic force, respectively,
and the coefficient of the inertial force is a constant that has no effect on the threshold deviation;
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(iii) subsequently, the threshold is mainly proportional to the sum of the damping and elastic forces;
(iv) according to Equations (5) and (6) and the design of tb = tm, k/m and c/m are proportional to tb

2

and tb
−1, respectively. Then, k/m increases and c/m decreases with increasing tb, and the two items

will be equal for a specific value of tb (labeled as tb
′); (v) at tb < tb

′, along with the increase of tb, the
increment of k/m is smaller than the decrement of c/m, thus decreasing the threshold value, and it is
the opposite at tb > tb

′. (vi) When the value of tb changes around that of tb
′, the absolute variations of

k/m and c/m are roughly equal; i.e., establishing a tradeoff between the damping and elastic forces,
thus keeping the threshold value relatively maintained. It should be noted that this design strategy is
only valid when (1) the squeeze-film damping condition is over-dampened such that the damping
force is large enough to be comparable with the elastic force, and (2) the value of tb is optimized.

2.3. FEM Simulation

FEM transient analysis (ANSYS Workbench, 15.0, ANSYS Inc., Pittsburgh, PA, US) was performed
to obtain the proper value of tb. The FEM model was meshed by the method of Hex Dominant.
The end sections of the four suspended springs were constrained to be zero in all degrees of freedom.
In the analysis settings, the damping effect was represented by the so called Rayleigh damping
coefficients—the alpha damping coefficient α = 2ζωn1ωn2/(ωn1 + ωn2) and the beta damping
coefficient β = 2ζ/(ωn1 +ωn2), where ζ = c/2mωn is the squeeze-film damping ratio, ωn1 and ωn2 are
the first and second order natural angular frequencies of the switch, respectively [27]. The frequency
of the applied half-sine wave is 500 Hz, i.e., 1 ms duration acceleration, which is lower than that of the
designed switch (808 Hz) such that it is enough for explaining the design strategy. The total step number
of the acceleration load is 30, and the numbers of the substep (including initial substep, minimum
substep, and maximum substep) are 4, 2, and 6, respectively, which are enough for guaranteeing
computational accuracy. During the transient analysis, by presetting the electrode-gap height he, the
required acceleration amplitude (i.e., the threshold acceleration) applied to the switch for different
values of tb can be obtained. The main geometric parameters and the material properties of the switch
for the FEM study are shown in Tables 2 and 3, respectively.

Table 2. Main geometrical parameters of the designed switch.

Component Geometric Parameter Value (μm)

Proof mass
Length lm 2300
Width wm 2300

Thickness tm =tb

Protrusion
Length lp 50
Width wp 50
Height hp 34

Serpentine spring

Span beam length ls 1600
Connector beam length lc 150

Width wb 30
Thickness tb Variable

Electrode gap Height he Variable

Table 3. Main material properties of the device structure.

Material Density Young’s Modulus Poisson’s Ratio

Silicon 2330 kg/m3 169 GPa 0.28
Glass 2200 kg/m3 70 GPa 0.17

Figure 2 shows the changes of the threshold acceleration with the spring thickness tb, for the cases
when the electrode-gap height he = 0.5 μm, 1 μm, and 1.5 μm, respectively. It can be seen that the
threshold tends to level off when the value of tb changes around 20 μm, being in good agreement
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with the theoretical study. In the case of he = 1 μm, the maximum threshold deviation is only 0.15 g
(4.91–5.15 g), when tb increases from 16 to 24 μm. Since the 8 μm (16–24 μm) fabrication latitude is
wide enough for the current bulk silicon micromachining technology, the threshold deviation of the
switch caused by fabrication errors can be significantly reduced. As such, the values of tb (tm) and he

were set to 20 μm and 1 μm, respectively.

Figure 2. Threshold acceleration changes with the spring thickness in cases of different electrode-gap
heights.

3. Experiments and Discussion

The switch was fabricated using a typical silicon-on-glass process. The silicon (<100> n-type)
and glass wafers used in this work are both 4 inch in diameter and 500 μm in thickness. The main
fabrication processes shown in Figure 3 have been presented in our previous study [22], except for
a pre-release recess process (Figure 3e). Due to the anodic bonding process (Figure 3d), there is a
pressure difference between the bonded chamber (10−2 mbar) and the outside air (ca. 1 bar), which
may probably cause the protrusion to stick to the glass substrate, or even fracture the springs upon
post-etch release of the structure (Figure 3f). Our experimental results show that this issue becomes
evident as we reduce the electrode gap height from 2 μm to 1 μm. As such, several recesses (ca. 10 μm
deep) on the edge of the chamber were constructed by an inductive plasma (ICP) etch (Figure 3e),
which were firstly penetrated during the final structure release process (Figure 3f), thus eliminating
the pressure difference. Figure 4 shows the fabricated and packaged micro-switches.

Figure 3. Process sequence for the fabrication of the micro-switch. (a) electrode gap; (b) protrusive
electrode; (c) double-contact-configuration fixed electrode; (d) anodic bonding; (e) thinning and
pre-release recess; (f) structure releasing.
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Figure 4. SEM (scanning electron microscope) and optical photographs of the fabricated and
packaged micro-switches.

The fabricated switch was tested by a vibration measurement system, as shown in Figure 5.
Figure 6 shows the schematic of the test circuit. The packaged switch in a device holder was mounted
on the vibration table, thus establishing a connection to a 5 V DC power supply, and a 1000 Ω resistor.
A signal generator was used to offer a half-sine wave to simulate the acceleration load, which was
amplified by a power amplifier and then fed into the vibration system to produce the required vibration.
The vibration was detected by a standard accelerometer (100 mV/g) fixed on the vibration table beside
the switch. The output of the accelerometer was amplified by a charge amplifier for facilitating the
signal collection. The applied acceleration with various amplitudes (0.1~30 g with 0.1 g accuracy)
and durations (>0.1 ms) was controlled by a computer. When the applied acceleration reaches the
threshold value, the moveable electrode shorts the fixed electrode and thus turns on the test circuit,
outputting voltage signal of ca. 5 V. The outputs of the switch and the accelerometer were recorded by
a multichannel oscilloscope, and each experimental datum was repeated at least 10 times.

Figure 5. Experiment setup for testing the fabricated micro-switch.

Figure 6. Schematic diagram of the test circuit.
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Figure 7a shows the typical test results of the fabricated switches with a 4.9 g threshold under 1
ms acceleration duration. The threshold values of 10 randomly selected switches were tested as 4.9,
5.1, 5.2, 5.8, 5.3, 5.1, 5.5, 5.2, 5.5, and 5.6 g (hereafter, the switch is named after its threshold value under
1 ms acceleration), respectively. The SEM (scanning electron microscope, Carl Zeiss AG, Stuttgart,
Baden-Württemberg, Germany) measurement results showed that the spring thicknesses between each
switch range from 18.2 μm to 22.5 μm. The measured results were in accordance with the simulation
results, and they are comparable to those of the switch based on a SOI wafer, wherein the device
thickness can be accurately controlled [21]. Considering that the SOI wafer requires additional cost,
compared with the common wafer used in this paper, the results show that the threshold accuracy
enhancement presented in this paper is effective and low-cost.

Figure 7. (a–c) The typical test results of the fabricated switches under (a) 1 ms, (b) 5 ms, and (c) 10 ms
accelerations. (d) Simulation results of the displacement response of the switch under the cases of (1) a
30.9 μm spring width and a 5.5 g practical acceleration and (2) a 30 μm spring width and a 5 g standard
half-sine wave.

The measured thresholds of the 4.9 g switch under 5 ms and 10 ms accelerations were 2.7 g and
2.3 g, respectively, as shown in Figure 7b,c. The test results of all 10 selected switches show that the
thresholds were 2.2–3.8 g and 1.9–3.7 g for the cases of 5 ms and 10 ms accelerations, respectively,
while their corresponding simulation results were 2.8 g and 2.6 g, respectively. It can be seen that with
prolonging the acceleration duration, the measured threshold values were generally decreased, and
the threshold deviation from the designed value became larger. Considering that the damping force
that the switch is subjected to while operating is in proportion to the acceleration frequency as seen
in Equation (8), the squeeze-film damping effect was obviously decreased, as the acceleration was
prolonged from 1 ms to 5 ms, or 10 ms. Therefore, the lower threshold value and larger threshold
deviation were both due to the weak squeeze-film damping effect, spotlighting the vital role of the
squeeze-film damping on the improvement of threshold accuracy.

It should be noted that a higher threshold value measured under 1 ms acceleration was not
necessarily relatively higher in the case of 5 ms or 10 ms acceleration. For example, under 10 ms
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acceleration, the measured threshold value of the 4.9 g switch was 2.7 g, which was lower than that
of the 5.2 g switch (3.4 g), but was higher than that of the 5.1 g switch (2.3 g). This may be due to the
randomness of the device thickness, leading to different squeeze-film damping effects, or it might be
because unexpected fabrication errors.

Knowing that the variations of the measured spring thicknesses (18.2–22.5 μm) were all within
the allowable latitude of 16–24 μm as obtained by the simulation, the threshold discrepancy in the
measurement results between each device could contribute to the dimension errors of the spring
width and the applied un-standard acceleration. In fact, the spring width of the fabricated switch
was defined by the final structure release process by using an ICP etch. Since the silicon-on-glass
bonded structure of the switch is similar to a SOI wafer, the etch profile of the springs is sensitive to the
process parameters of the ICP etch, such as the RF power, the sample stage temperature, and the O2

gas flow rate [28]. SEM measurements showed that the spring widths of the fabricated switches were
in the range of 29.6–30.9 μm. In order to further investigate the impacts of the dimension errors of the
spring width and the applied non-standard acceleration on the threshold value, the response of the
switch with the measured dimension of the spring width (30.9 μm) and under the actual acceleration
(extracted from the oscilloscope) was simulated by the ANSYS Workbench. Figure 7d compares the
obtained results (the solid line) with that of the switch with the designed spring width of 30 μm and
under the standard half-sine wave (the dotted line). As seen in the figure, the practical acceleration was
much rougher than the standard wave, and the maximum amplitude of the practical acceleration (5.5 g)
which was regarded as the threshold value was higher than that of the standard wave (5 g). The results
indicate that the dimensions errors of the spring width and the applied un-standard acceleration may
led to the increment of the threshold value by 0.5 g. In addition, some other factors such as the residual
stresses in the springs might also influence the threshold value.

The measured contact time of the 4.9 switch under 1 ms, 5 ms, and 10 ms accelerations was 50 μs,
550 μs and 950 μs, respectively, as seen in Figure 7a–c. The results were in good agreement with our
previous study [22], and they were significantly longer than the typical switches with rigid electrodes,
based on bulk silicon micromachining technology (usually less than 20 μs) [29,30]. The contact bounce
occurring in Figure 7c was due to the rigid contact process of the two electrodes when the squeeze-film
damping effect was weak [31].

4. Conclusions

In this work, the impact of squeeze-film damping on the threshold of a 5 g inertial micro-switch
was studied by theoretical analysis, FEM simulation, and experimental test, based on our previous
research. The theoretical analysis results indicate that the threshold variation due to the fabrication
errors can be reduced by establishing a tradeoff between the damping and elastic forces. The design
strategy was achieved by optimizing the device thickness (the thickness of the proof mass and springs)
and verified by a FEM simulation. The simulation results show that the maximum threshold deviation
was only 0.15 g when the variation range of the device thickness was 16–24 μm, which is an adequate
wide latitude for the current bulk silicon micromachining technology. The switch was fabricated by a
typical silicon-on-glass process and tested by a vibration measurement system. The test results indicate
that the threshold values under 1 ms acceleration were between 4.9–5.8 g, and the device thicknesses
were 18.2–22.5 μm. The enhanced threshold accuracy is comparable to that of the switch fabricated
on a SOI wafer, wherein the device thickness can be accurately controlled. The threshold accuracy
was generally decreased when the acceleration duration was prolonged from 1 ms to 5 ms, and then
to 10 ms, wherein the squeeze-film damping effect is obviously decreased, spotlighting the vital role
of the squeeze-film damping on the improvement of threshold accuracy. The contact time was also
significantly prolonged (50 μs), compared with the typical silicon-based switches (usually less than
20 μs), showing a good agreement with our previous study. The study is beneficial in various inertial
micro-switches where low-g-sensing, long contact time, and high threshold accuracy are required.
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Abstract: In this paper, two kinds of suspended micro hotplate with novel shapes of multibeam
structure and reticular structure are designed. These designs have a reliable mechanical strength,
so they can be designed and fabricated on single-layer SiO2 suspended film through a simplified
process. Single-layer suspended film helps to reduce power consumption. Based on the new
film shapes, different resistance heaters with various widths and thicknesses are designed. Then,
the temperature uniformity and power consumption of different micro hotplates are compared
to study the effect of these variables and obtain the one with the optimal thermal performance.
We report the simulations of temperature uniformity and give the corresponding infrared images
in measurement. The experimental temperature differences are larger than those of the simulation.
Experimental results show that the lowest power consumption and the minimum temperature
difference are 43 mW and 50 ◦C, respectively, when the highest temperature on the suspended
platform (240 × 240 μm2) is 450 ◦C. Compared to the traditional four-beam micro hotplate,
temperature non-uniformity is reduced by about 30–50%.

Keywords: suspended micro hotplate; single-layer SiO2; temperature uniformity; power consumption;
infrared image

1. Introduction

A micro hotplate (MHP), a heater isolated on a membrane, can be used in gas sensors, micro heat
meters, gas flow meters, infrared light sources, and so on [1–3]. It presents a range of advantages, such as
a miniaturized size, low power consumption, fast thermal response, high sensitivity, compatibility with
CMOS technology, ease of integration with other microelectronic devices, and so on [4].

There are two types of micro hotplate structures: The closed-membrane type, and the
suspended-membrane type [5,6]. The closed-membrane type has a faster heat dissipation, and more
power loss under the same temperature [7]. The closed-membrane type structure generally requires
multilayer stacking to balance the excessive internal stress attained after backside etching. We designed
a closed-membrane type micro hotplate with only a layer of 2 μm SiO2; the simulation results are
shown in Figure 1. The maximum stress on 2 μm SiO2 film obtained by backside etching was
1.83 GPa (compressive stress), which was far beyond the stable residual stress limit of 0.1 GPa [8].
Therefore, a closed-membrane type structure with single-layer SiO2 can easily be damaged during
fabrication, as shown in Figure 1b. To balance stress, many of the previously designed micro hotplates
use multilayer composite films, because SiO2 has compressive stress, while Si3N4 has tensile stress.
S.Z. Ali designed a micro hotplate including passivation, a metal heat spreading plate, a tungsten
heater and silicon heat spreading plate in silicon dioxide, buried silicon dioxide, and substrate from
top to bottom [9]. G. Saxena came up with a micro hotplate containing insulation nitride, a heater,
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an Si3N4/SiO2 composite membrane, and substrate [10]. I. Simon presented a design with passivation,
metal heater and electrodes, and a dielectric layer of SiO2 and Si3N4 [11]. For low stress Si3N4,
the closed-membrane type micro hotplate can be successfully fabricated; however, due to the large
size of the micro hotplate, power consumption is as high as 250 mW [12].

 

Figure 1. Closed-membrane type structure micro hotplate: (a) Stress distribution; (b) SEM image of
SiO2 film.

The suspended-membrane type micro hotplate has also been widely investigated, but the shape
of suspended film is monotonous and there are still problems with the strength and temperature
uniformity. F. Samaeifer performed complicated processes of five photolithography with four masks
to fabricate the suspended-membrane micro hotplate with Si island [13]. M. Kaur developed a double
spiral hotplate with non-uniform temperature distribution on the suspended platform and stress
concentration at the connection between the beam and the platform [14]. M. Prasad designed a micro
hotplate with 120 × 120 μm2 SiO2 film; the etching depth was only 56 μm, but the temperature
difference was more than 100 ◦C [15]. Suspended films with different numbers of beams were designed
in [16], which had the drawback of fragility; the stress on the beams and the vertical displacement of
the plate were quite large. We performed simulation calculations of the traditional four-beam structure
in Figure 2, and the deformation under residual stress was up to 14.5 μm, while the temperature
difference on the platform exceeded 250 ◦C. A comparison of various micro hotplates is summarized
in Table 1. For the purpose of solving stress concentration and non-uniform temperature distribution,
novel shapes of suspended SiO2 film were designed. Novel shapes of suspended films have been
demonstrated in previous paper for their better mechanical properties [17].

 

Figure 2. Four-beam suspended structure micro hotplate: (a) Deformation; (b) Temperature distribution.
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Table 1. Comparison of various micro hotplates.

Structure
Membrane

size/Heater size
(μm2)

Maximum
Temperature/Temperature

Difference (◦C)

Power
Consumption

(mW)
Type Ref.

SiN/Cr/CrN/Pt/CrN/Cr/ 2500 × 2500 498
2350

closed
[1]SiO/SiN/Glass/SiN 1000 × 910 22 membrane

Pt/PI film/PI sheet
200 × 200 300

15.5
closed

[2]100 × 100 22 membrane
SiO/Poly-Si/SiN/SiO/ 1400 × 1600 460

250
closed

[3]Si/SiO/SiN 1100 × 1100 90 membrane

Poly-Si/SiN/SiO/Si/SiO 500 × 500 645
62.8

closed
[7]340 × 340 – membrane

Insulation nitride/heater/ 120 × 120 421
30

Closed
[10]SiN/SiO/Si 100 × 100 22 membrane

Pt/SiO/TaN/SiO/SiN/SiO/ 300 × 300 450
100

Closed
[18]Si/ SiO/SiN/SiO 100 × 100 30 membrane

Pt/SiO/Si/SiO
50 × 50 400

11.8
suspended

[6]– – membrane
Pt/SiO/Si/SiO 1000 × 1000 500

50
suspended

[13]
(with Si island) 440 × 440 30(with Si island)

>80(without Si island) membrane

Pt/SiO/Si/SiO
500 × 500 600 – Suspended

[14]– >100 membrane

Pt/SiO/Si/SiO
120 × 120 500

20
suspended

[15]– >100 ◦C membrane

In this paper, micro hotplates with novel shapes of single-layer SiO2 suspended film (multibeam
structure and reticular structure) were designed and fabricated using extremely simplified processing
steps. The goal of new designs was to reduce power consumption and improve temperature uniformity,
based on a single layer of a suspended supporting membrane with a reliable mechanical performance.
The novel structures can work stably with only a layer of SiO2. Finite element simulation guides the
design of membrane structure and resistance heaters. The thermal characteristics of these new designs
were tested and clear infrared temperature distribution images are given to obtain a design with the
optimal comprehensive performances.

2. Materials and Methods

2.1. Fabrication Details

The micro hotplates were fabricated on 500 μm double-side oxidized and polished p-type <100>
Si wafer; the oxide layer was 2 μm thick. An SiO2 membrane was used as a supporting layer and a
dielectric membrane to thermally isolate the heated area from the silicon substrate. Only two chrome
masks were used to fabricate the micro hotplate: One for resistive heater and electrode, the other
for the front-side etching window. A specific process flow, including spin-coating the photoresist,
lithography, sputtering, lift-off, electroplating, reactive ion etching (RIE), and wet etching, is shown in
Figure 3.

Before spin-coating the photoresist, a tackifier layer of HMDS (Hexamethyldisilizane) was
spin-coated and dried on a 150 ◦C hot plate for 5 min to enhance the adhesion of photoresist and
substrate. Otherwise, graphics were prone to fall off during lithography. AZ 4330 photoresist was
spin-coated at a speed of 6000 rpm to obtain a thickness of 2.5 μm. The Pt resistance wire and a seed
layer of Cr/Cu was deposited by magnetron sputtering. A Ni protective layer of about 2.5 μm was
electroplated as a mask for RIE to avoid Cu oxidization; a CHF3 and O2 gas mixture was used in RIE
etching. We used 95 ◦C 15% KOH solution to perform anisotropic wet etching of the silicon substrate;
it took about 2.5 hours to etch about 350 μm, so that the platform could be completely suspended.
During the wet etching process, the Ni metal layer effectively protected the front structure and the
suspended film. Then, we removed metals Ni, Cu, and Cr to release the device. Finally, the micro
hotplate was dipped in ethanol, acetone, and freon (F113) in turn to clean and exchange out water in
the cavity. Freon evaporates quickly with low stress, so as to avoid excessive stress and damage in the
structure during drying.
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Figure 3. Specific process flow diagram.

2.2. Design

Micromachined metal oxide gas sensors with a micro hotplate often need to be able to operate at
a temperature which ranges from 200 ◦C up to 400 ◦C, and the temperature distribution needs to be as
uniform as possible [19]. Metal platinum is used as a heating resistance wire, as platinum has stable
physical and chemical properties, and perfect consistency of processing technology. Additionally,
it has a large temperature resistance coefficient and a favorable thermal stability, which is extremely
suitable for temperature calibration [20]. For the temperature uniformity of the entire platform, the Pt
heating resistance wire evenly bestrewed the heating platform. The number, length, and width of
the beam linking platform to the base would affect the conduction of heat, so we designed two
types of suspended films, a multibeam structure and reticular structure, to study the effect on thermal
performance. After that, serpentine and double spiral heating wires were designed, changing the width
and the thickness to study the influence of these parameters on the thermal and electric characteristics.

A stereogram of the micro hotplate and several combinational designs of suspended films and
heaters are shown in Figure 4. At the top surface there was a Pt heating resistance wire; designs 1
and 2 were serpentine heaters with a line width of 5 μm, design 3 was a double spiral heater with
5 μm line width, and design 4 was double a spiral heater with a variable line width of 10 μm, 8 μm,
5 μm from inside to outside. The suspended SiO2 membrane consisted of the heating platform and
beams connecting between platform and Si base; the cavity was etched in silicon substrate. Design
1 was named a multibeam structure, whereas the other designs were named reticular structures.
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By KOH anisotropic wet etching, the cavity presented an inverted pyramid with a flat bottom surface.
The membrane side length was 720 μm and the heater area side length was about 240 μm. Design 1
and 2 were compared to see the impact of the shape of suspended film; design 2 and 3 were compared
for the impact of the Pt wire geometry, and design 3 and 4 were compared for the impact of the Pt wire
line width.

 
Figure 4. Designs of the micro hotplates: (a) Stereogram; (b) Design 1: Multibeam structure with a
serpentine heater; (c) Design 2: Reticular structure with a serpentine heater; (d) Design 3: Reticular
structure with a double spiral heater; (e) Design 4: Reticular structure with a variable line width heater.

2.3. Simulation

Electrothermal-solid mechanics coupling finite element simulation by Comsol Multiphysics 5.2
was applied to calculate surface temperature distribution of the micro hotplates, by which to compare
the above four designs, so as to guide an optimum design with more preferable temperature uniformity.
The material parameters used in the simulation are shown in Table 2. The temperature coefficient
of resistance (TCR) of Pt was set as 2.063e-3; this value was obtained by the temperature-resistance
calibration of sputtered Pt wire. The calibration curve is shown in Figure 5.

Table 2. Material properties in simulation.

Material
Density
(Kg/m3)

Young’s
modulus (Pa)

Poisson’s
Ratio

Thermal conductivity
(W/m*K)

Thermal-expansion
coefficient (1/K)

Si 2330 1.9e11 0.2 148 2.5e-6
SiO2 2200 70e9 0.17 1.4 0.5e-6

Pt 21,450 168e9 0.38 71.6 8.8e-6

Primary heat loss is the heat conduction of membrane and convection heat dissipation around the
environment. Regarding the research on micro hotplates, there were contradictions regarding the main
form of heat loss between convection and conduction in the thermal model. The literature [21] pointed
out that convective heat loss was the main factor when the temperature was 50 ◦C higher than ambient
temperature. In our simulation, the setting of the convective heat transfer coefficient directly affected
the results. The convective heat transfer coefficient is closely related to the shape and size of the heat
transfer surface, the temperature difference between the surface and the fluid, and the flow velocity
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of the fluid. The convection coefficient under the microscale is much higher than the conventional
scale [2,22,23]. The cavity inner surface, the heating platform surface, and the heating wire surface
were microscale regions with a high temperature, so the convection coefficient (expressed as h) was set
high, while other surfaces of the base with room temperature were set as an air natural convection
coefficient. Take design 1 for example, where the convection coefficient h was set as different values to
plot the relationship curve between h and the highest temperature on the platform Tmax. As shown in
Figure 6, when h is below 1500 W·m−2·K−1, the value of Tmax is greatly affected by the setting of h.
Thus, it was more reasonable to set h between 1500 to 2500 W·m−2·K−1 to reduce error caused by the
choice of h value.

 
Figure 5. Temperature-resistance calibration curve.

 
Figure 6. Relationship between convection coefficient h and the highest temperature on the
platform Tmax.

When h was set to 2000 W·m−2·K−1, the Pt resistance wire was regarded as a heat source with a
DC voltage on electrodes, and the bottom of the base was fixed. Thermal conduction and convection
were both taken into consideration; the temperature distributions of the four designs are shown in
Figure 7.
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(a) (b) 

(c) (d) 

Figure 7. Simulation results: (a) Surface temperature of design 1; (b) Surface temperature of design 2;
(c) Surface temperature of design 3; (d) Surface temperature of design 4.

Figure 7a indicates that the highest temperature on the platform of design 1 reached 512.6 ◦C,
with a power consumption of 46.8 mW. Temperature decreased gradually outward from the center.
The temperature difference on the whole suspended platform was about 120 ◦C. In addition to the
outer ring, temperature difference was within 50 ◦C in an area of 180 × 180 μm2.

As shown in Figure 7b, the highest temperature of design 2 reached 539.3 ◦C with a power
consumption of 61.2 mW. The temperature difference on the whole platform was within 200 ◦C,
while the temperature difference was 100 ◦C in an area of 180 × 180 μm2. Thus, with a similar
maximum temperature, the platform surface temperature difference of design 2 was about two times
larger than that of design 1. The reticular membrane had thicker, shorter, and more connecting
beams, so temperature conduction was stronger than that of the multibeam structure, leading to faster
heat dissipation.

Figure 7c indicated that the highest temperature of design 3 was 553.3 ◦C, with a power
consumption of 65.8 mW; at the moment, the temperature in the most central area was around
550 ◦C. The temperature in a range of 120 μm × μm2 was uniformly distributed over 525 ◦C, and
temperature difference in the whole platform was up to 180–200 ◦C. Comparing with Figure 7b,
although the temperature difference on the entire suspended heating platform was almost the same,
in the center region of 120 × 120 μm2, the temperature difference was less than half of that of the
serpentine heater.

It could be seen from Figure 7d that when the highest temperature of the platform reached
554.3 ◦C, the temperature difference on the whole platform of the variable width heater was the same
as that of the identical width heater in Figure 7c. The biggest difference was that temperature on the
center of the platform was lower, whereas the outer ring temperature was relatively high because of
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the finer resistance wire. The temperature uniformity of the above four designs was much better than
the that in the four-beam structure shown in Figure 2b, illustrating that novel suspended films had
more uniform temperature distribution. Finer and longer beams helped to slow thermal conduction,
and the larger etching window led to rapid convection.

For a better comparison of the temperature difference of the four designs, the temperature
distribution on the same position line is shown in Figure 8. In the center of a 120 μm range,
the temperature difference of the four designs was 20 ◦C, 80 ◦C, 60 ◦C, and 35 ◦C, respectively.
The smallest temperature difference of design 1 shows that thermal conduction through beams has a
great influence on temperature uniformity in the simulation.

Figure 8. The temperature distribution on the same position line.

2.4. Experiment

The copper wires were soldered on the electrodes and connected to the ammeters through the
clamps. In order to facilitate the welding lead, the designs extended the leading wires of the micro
hotplates to 4 mm, and expanded the electrodes to 2 × 2 mm2. As in the test system diagram shown in
Figure 9, DC voltage was applied to the sample, and the heating area temperature distribution was
measured using an infrared camera Compix 320, with a pixel size of 6 μm. An amperemeter was used
to measure on-state current, while a voltmeter was used to measure the voltage of the sample; thus,
different power values were calculated under different DC voltages. Scanning electron microscopy
(SEM) of a sample is also shown in Figure 9.

 

Figure 9. Test system diagram.
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3. Results and Discussion

3.1. Temperature Uniformity

After repeated power-on and power-off for several times, a stable infrared thermogram of design
1 was captured (Figure 10). Applying a voltage of 20 V, at the image capture moment, the highest
temperature on the central region was 432.6 ◦C. Figure 10a shows that the temperature was 381.2 ◦C at
the cross point, and the temperature difference on a quarter of an entire micro hotplate (60 × 60 μm2)
near the center could be within 50 ◦C, and in the half area of the whole platform (120 × 120 μm2),
the temperature difference range was within 90 ◦C.

 
Figure 10. Test results: (a) Surface temperature of design 1; (b) Surface temperature of design 2;
(c) Surface temperature of design 3; (d) Surface temperature of design 4.

The temperature distribution of design 2 under the voltages of 19 V is shown in Figure 10b.
The highest temperature on the center was 437.8 ◦C. The region with a temperature difference of less
than 100 ◦C did not exceed half of the total area of the platform (120 × 120 μm2). With a similar highest
temperature, the platform surface temperature difference of design 2 was larger than that of design 1,
and this was consistent with the simulation. The thermal conduction of the reticular membrane was
stronger than that of the multibeam structure, for it had thicker, shorter, and more connecting beams.

Figure 10c shows the temperature distribution of design 3 under the voltages of 20 V, where the
highest temperature on the center was 440.3 ◦C. The regional extents of 50 ◦C and 100 ◦C temperature
difference were almost the same as those in Figure 10b, so only improving heating wire shape from
serpentine to double spiral had little effect on temperature uniformity.

Figure 10d shows the temperature distribution of design 4 under 22 V voltage, where the
highest temperature was 448.6 ◦C and the temperature difference on the whole platform was
almost within 50 ◦C. Compared with that of the traditional four-beam micro hotplate listed in
Table 1 [13,15], temperature uniformity was increased by about 30–50%. The temperature profiles
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swept by two orthogonal straight lines on the same position of four designs are also shown in
Figure 10. The temperature profile of design 4 was much flatter than that of others, and showed a more
uniform temperature distribution. In actual infrared tests, design 4 has the most uniform temperature
distribution, which proves that temperature uniformity can be significantly improved by a reasonable
layout of line width. Due to the presence of etching windows and the cavity, the convection at the
edge of the platform is stronger than that at the center. The resistance wire with a finer width has high
heat to compensate for the strong convection of the edge position.

For designs 1–3, temperature decreased from the center to the edge of the platform, and the
temperature difference in the experiment was larger than that in the simulation. For design 4, in the
simulation, the temperature of periphery was higher due to the thinner resistance wire, while the
temperature of the whole platform was more uniform in the experiment. These phenomena were
due to the fact that convective heat dissipation was achieved only by setting a constant convection
coefficient h in the simulation, but in actual tests, the convection of periphery was more prominent
than that of the center because of the existence of the cavity. Previous literature [5,7,10] only had the
results of simulations, but infrared temperature images were not given. However, simulation results
cannot truly reflect temperature distribution.

3.2. Power Consumption

The powers and the corresponding temperatures at different voltages were measured to draw
Figure 11. The relationship of the power consumptions on the applied voltages and the average
temperatures for the 120 × 120 μm2 active area under these conditions was monitored. As the
temperature rose, the power was approximately proportional to the increase. For design 1, when average
temperature reached 430 ◦C, power consumption was only 41.32 mW. For design 2, power consumption
was 59.10 mW when average temperature reached 430 ◦C. For design 3, when average temperature
reached 430 ◦C, power consumption was 63.53 mW. For design 4, with the thickness of 100 nm,
when the highest temperature reached 445 ◦C, power consumption was 115.48 mW, with a thickness
of 300 nm, and when the highest temperature reached 450 ◦C, power consumption was 140.01 mW.
These values accorded with the fact that micromachined sensors typically require power consumption
which is in the range between 30 mW and 150 mW [18].

Figure 11. Relationship of power consumption and temperature.

It could be seen that when the temperature of the platform was almost the same, the power
consumption of the reticular membrane structure (design 2) was higher than that of the multibeam
structure (design 1). This phenomenon contributed to a larger heat dissipation area and multiple
short conduction paths of the reticular membrane structure. The power consumption of the double
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spiral resistance wire (design 3) was slightly higher than that of the serpentine shape (design 2).
Comparing design 4 to design 3, with the same shape of resistance wire, power consumption in the
high temperature region increased obviously as line width increased. When the width and the shape
of the resistive heaters were the same, power consumption increased sharply with the increase of
thickness. In conclusion, the main influencing factors of power consumption are the line width and
thickness of the resistance wire.

When heated to 500 ◦C for about 2–3 min, a 100 nm thick resistance wire was broken due to
electromigration. By comparison, when voltage was added to heat up 300 nm thick resistance wire to
650 ◦C, the micro hotplate could still work. Therefore, resistance wire becomes more reliable when
increasing the sputtering thickness; meanwhile, triplicating the section of the wire leads to three times
more current before reaching the critical current density for electro migration. Increasing the thickness
leads to more power consumption. Thus, an appropriate thickness of the resistance wire needs to be
chosen to prevent failure and excessive power consumption.

4. Conclusions

Micro hotplates with novel shapes of single-layer SiO2 suspended films were designed and
fabricated through a simplified technological process. Accurate temperature distribution can be
obtained by high resolution infrared images. Finer, longer beams can reduce thermal conduction
and small etching windows can reduce heat convection, both leading to a more uniform temperature.
The shape change of resistive heaters has little effect on power consumption and thermal uniformity.
Wider resistive heaters consume more power, but a reasonable variable line width design compensates
for the strong convection of the edge position to improve temperature uniformity on the platform.
The heaters should not be too thick, because power consumption increases significantly with increasing
thickness. Double-spiral resistance wire with variable, thin line width and moderate thickness based on
multibeam structure suspended film is the most optimized design. The lowest power consumption and
the minimum temperature difference are 43 mW and 50 ◦C, respectively, when the highest temperature
on the suspended platform (240 × 240 μm2) is 450 ◦C. Compared to that of the suspended micro
hotplates listed in Table 1, the temperature difference of this design drops by about 30–50%.
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Abstract: In order to eliminate the frequency mismatch of MEMS (Microelectromechanical Systems)
gyroscopes, this paper proposes a frequency tuning technology based on a quadrature modulation
signal. A sinusoidal signal having a frequency greater the gyroscope operating bandwidth is applied
to the quadrature stiffness correction combs, and the modulation signal containing the frequency
split information is then excited at the gyroscope output. The effects of quadrature correction combs
and frequency tuning combs on the resonant frequency of gyroscope are analyzed. The tuning
principle based on low frequency input excitation is analyzed, and the tuning system adopting this
principle is designed and simulated. The experiments are arranged to verify the theoretical analysis.
The wide temperature range test (−20 ◦C to 60 ◦C) demonstrates the reliability of the tuning system
with a maximum mismatch frequency of less than 0.3 Hz. The scale factor test and static test were
carried out at three temperature conditions (−20 ◦C, room temperature, 60 ◦C), and the scale factor,
zero-bias instability, and angle random walk are improved. Moreover, the closed-loop detection
method is adopted, which improves the scale factor nonlinearity and bandwidth under the premise
of maintaining the same static performances compared with the open-loop detection by tuning.

Keywords: dual-mass MEMS gyroscope; frequency tuning; frequency split; quadrature modulation
signal; frequency mismatch

1. Introduction

With the rapid development of MEMS (Microelectromechanical Systems) technology, silicon
micromachined gyroscopes have attracted more attention. As a miniature sensor for measuring angular
velocity, MEMS gyroscopes have been widely used in military and civilian fields [1–4]. Therefore,
the performance requirements of the MEMS gyroscope are also increasing [2,5,6]. When the drive mode
and sense mode of the gyroscope have the same resonant frequency (mode-matching), the gyroscope
can have a higher signal-to-noise ratio of the output signal without deteriorating the circuit noise. The
principle of operation of dual-mass MEMS gyroscopes is based on the Coriolis coupling between the
two operating modes (drive and sense modes) when a rotation is applied about the sensitive axis of the
device. Efficient energy transfer from the drive mode to the sense mode, which is largely determined
by the frequency matching condition, is a principal factor in performance. In practice, however,
fabrication imperfections and environmental variations are always present, resulting in a frequency
mismatch between the two modes [3,5,7,8]. This frequency mismatch lead to degraded sensitivity,
resolution, signal-to-noise ratio, and poor zero bias stability. Therefore, it is necessary to study the
method of eliminating frequency split (Δ f ) so that the gyroscope is in the mode-matching condition.
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There are several post-processing frequency tuning technologies to eliminate frequency split,
such as local thermal stress technology [9,10], micromachining correction technology [11,12],
and electrostatic adjustment technology [1–8,13–19]. In [9,10], the structural stress and material
parameters of the gyroscope are changed by the heat generated by loading voltage, and the resonant
frequency of the gyroscope is altered to realize the mode-matching. While frequency tuning by
micromachining correction technology is achieved by changing the structural parameters of the
gyroscope through polysilicon precipitation [11] or laser trimming [12]. The above two techniques
share the same drawback of requiring, to some extent, a manual intervention, so that they are not
desirable for mass production. Moreover, these two technologies can cause unstable output due to
temperature changes and are not suitable for real-time adjustment of the resonant frequency.

A more effective method at present is the electrostatic adjustment technology, which utilizes
a structure-specific electrostatic negative stiffness effect to change the stiffness of the structure
by adjusting the DC voltage, thereby altering the resonant frequency to achieve the purpose of
mode-matching. Complex algorithms are used for parameter fitting [13,14], identification [5,7],
and prediction [17] to achieve real-time frequency tuning. These strategies can effectively eliminate the
frequency split, but they need a large amount of original data acquisition, and the general applicability
is not ideal. Some literature utilize the characteristics of the gyroscope output signal to reduce the
frequency mismatch between the two operating modes. When Δ f = 0, the amplitude of the Coriolis
signal and the quadrature signal reach the maximum [2,3,16], and the phase difference between the
quadrature signal and the drive detection signal is 90◦ [4,8,18]. However, these frequency tuning
strategies do not work properly if the input angular velocity changed. The frequency tuning strategies
that can satisfy the normal operation of the gyroscope is to introduce low-frequency oscillation signals
into the sense resonator, and realize mode-matching according to the amplitude or phase characteristics
of the output signals [1,6,15,19].

This paper presents a real-time automatic tuning technology for dual-mass MEMS gyroscopes.
A low frequency oscillation signal (its frequency is greater than the gyroscope’s bandwidth) is
introduced into quadrature stiffness correction combs, and the degree of the frequency mismatch is
then judged according to the output response of the sense mode. This paper is organized as follows.
Section 2 gives the structure of the gyroscope. The theory and simulation of frequency tuning are
analyzed in Section 3. In Section 4, the relevant experimental results are published to testify the
theoretical analysis and contrast the gyroscope’s performance. Section 5 concludes this paper with
a summary.

2. Dual-mass MEMS Gyroscope Structure

2.1. Gyroscope Overall Structure

In this paper, the structure of the dual-mass MEMS gyroscope is shown in Figure 1. Two fully
symmetrical masses perform a simple harmonic vibration of equal amplitude and reverse phase
along the X-axis direction under the action of electrostatic driving force. Due to the Coriolis effect,
the Coriolis mass drives the sense comb to move along the Y-axis through the U-shaped connecting
spring when the angular velocity exists in the sensitive axis (Z-axis), which causes the relative
motion between the moveable electrode and the fixed electrode of the sense combs, resulting in
the change in differential detection capacitance. By measuring the amount of capacitance change,
the corresponding input angular velocity can be obtained. In addition, the gyroscope has another three
combs: the sense feedback comb, the quadrature stiffness correction comb, and the frequency tuning
comb. The area-changing force rebalance combs are used to suppress the movement by Coriolis force,
the angular velocity information is obtained indirectly by the size of the feedback force, and the force
rebalance combs will not change the resonant of the two operating modes [6]. The quadrature stiffness
correction combs with unequal spacing are designed in Coriolis mass for restraining the quadrature
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error. The gap-changing frequency tuning combs are for applying a change in the resonant frequency
of the sense mode.
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Figure 1. Mechanical model of dual-mass MEMS gyroscope.

The MEMS gyroscope consists of two operating modes—the drive mode and the sense mode. Both
modes can be considered as a “spring-mass-damping” second-order system. According to Newton’s
second law, furthermore, only the effects of quadrature coupling stiffness are considered, simplified
dynamics equation for the drive mode and sense mode of MEMS gyroscope are obtained as follows:[

mx 0
0 my

] [
ẍ
ÿ

]
+

[
cx 0
0 cy

] [
ẋ
ẏ

]
+

[
kxx kxy

kyx kyy

] [
x
y

]
=

[
Fx

−2mcΩz ẋ + Fy

]
(1)

where x and y are the displacement of drive mode and sense mode, respectively; mx and my are the
equivalent mass of the two modes, respectively; cx, kxx and cy, kyy are the damp coefficients and the
stiffness coefficients of the drive and sense modes; kxy and kyx are the coupling stiffness coefficients in
each mode; Fx and Fy is the external force applied to drive mode and sense mode, respectively; mc is
the Coriolis mass and mc ≈ my; Ωz is the input angular velocity with respect to the Z-axis.

Assume the electrostatic driving force in the drive mode is Fx = AFsinωdt, where AF is
the amplitude of electrostatic driving force, and ωd is the frequency of electrostatic driving force.
The gyroscope system uses phase-locked loop technology to track the resonant frequency of the
driving mode, that is ωd = ωx. Substituting Fx into Equation (1), the stationary solution of x and y can
be obtained as

x(t) = Ax sin(ωdt + ϕx) (2)

y(t) = Ac cos(ωdt + ϕx + ϕy)︸ ︷︷ ︸
Coriolis Singal

+ Aq sin(ωdt + ϕx + ϕy)︸ ︷︷ ︸
Quadrature Singal

(3)

where Ax, Ac, and Aq can be written as

Ax =
AF/mx

ω2
x

√
(1 − ω2

d
ω2

x
)2 + ( ωd

Qxωx
)2

(4)

Ac =
2Ωz Axωd

ω2
y

√
(1 − ω2

d
ω2

y
)2 + ( ωd

Qyωy
)2

(5)
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Aq =
−Ωz Axkxy/my

ω2
y

√
(1 − ω2

d
ω2

y
)2 + ( ωd

Qyωy
)2

(6)

ϕx = − arctan
ωxωd

Qx(ω2
x − ω2

d)
(7)

ϕy = − arctan
ωyωd

Qy(ω2
y − ω2

d)
(8)

where ωx =
√

kxx/mx (ωx = 2π fx) and ωy =
√

kyy/my (ωy = 2π fy) are the angular frequencies of
the drive mode and sense mode, respectively; Qx = ωxmx

cx
and Qy =

ωymy
cy

are the quality factors of
each mode.

Let Δω = |ωy − ωx|. The mechanical sensitivity of dual-mass MEMS gyroscope can then be
expressed as

S =
2AFQx

mxω2
y

· 1√
(1 − ω2

d
ω2

y
)2 + ( ωd

Qyωy
)2

≈ Ax

Δω
.

(9)

When ωx = ωy, the mechanical sensitivity reaches its maximum value:

Smax =
2AFQxQy

mxω3
d

=
2AxQy

ωd
. (10)

Based on Equations (9) and (10), the value of ωx, ωy, Qx, and Qy will affect the size of S and
Smax. Figure 2 shows the values of S and Smax at different temperatures when Ax = 5 um. It can be
concluded that S does not change monotonically with temperature, but its overall trend increases with
temperature and Smax decreases with increasing temperature. Furthermore, Smax is greater than S at
the same temperature. When the amplification factor of the interface circuit is fixed, the scaling factor
is proportional to the mechanical sensitivity.

Figure 2. The mechanical sensitivity at different temperature (left red y-axis represents S and right blue
y-axis represents Smax).

Figure 3 shows the phase relationship between the drive mode and sense mode signals and takes
into account changes in the input angular velocity. When the input angular velocity exists or changes,
the technologies in [2–4,8,16,18] can not effectively identify the Coriolis signal and the quadrature
signal, which leads to frequency tuning failure.
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Figure 3. The phase relationship between the drive mode and sense mode signals.

2.2. Quadrature Stiffness Correction Structure

Quadrature stiffness correction structure as shown in Figure 1, these combs have the two degrees
of freedom in both X and Y directions, which is located in the Coriolis mass. In addition, they are
arranged at unequal intervals, with unequal pitch ratio λ > 1. The correction voltages Vq1 and Vq2

are respectively applied to Quadrature Electrodes 1 and 2. The right mass is used as an example to
analyze the working mechanism of the quadrature stiffness correction combs. The stiffness matrix of
the correction combs under electrostatic force can be expressed as

[
kqxx kqxy

kqyx kqyy

]
=

⎡⎣− ∂Fqx
∂x − ∂Fqx

∂y

− ∂Fqy
∂x − ∂Fqy

∂y

⎤⎦ (11)

where Fqx and Fqy can be written as

Fqx =
1
2

V2
q1(

∂Cul1
∂x

+
∂Cul2

∂x
+

∂Cdr1
∂x

+
∂Cdr2

∂x
) +

1
2

V2
q2(

∂Cdl1
∂x

+
∂Cdl2

∂x
+

∂Cur1

∂x
+

∂Cur2

∂x
) (12)

Fqy =
1
2

V2
q1(

∂Cul1
∂y

+
∂Cul2

∂y
+

∂Cdr1
∂y

+
∂Cdr2

∂y
) +

1
2

V2
q2(

∂Cdl1
∂y

+
∂Cdl2

∂y
+

∂Cur1

∂y
+

∂Cur2

∂y
) (13)

where Fqx and Fqy are the electrostatic force generated by the quadrature correction combs in the X-
and Y-axes, respectively.

Consider the displacement of the sense mode y 	 d0. Moreover, Vq1 = Vd +Vq and Vq2 = Vd −Vq.
Thus, Equation (11) can be simplified as

[
kqxx kqxy

kqyx kqyy

]
=

⎡⎣ 0 − 4nqε0hq

d2
q

(1 − 1
λ2 )VdVq

− 4nqε0hq

d2
q

(1 − 1
λ2 )VdVq − 4nqε0hqlq

d3
q

(1 + 1
λ3 )(V2

d + V2
q )

⎤⎦ (14)

where ε0 is the vacuum permittivity; hq is the thickness of the correct comb; lq is the initial combing
length of fixed comb and movable comb; dq is the distance between the fixed comb and moveable
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comb; nq is the number of quadrature stiffness correction combs; Vd is the preset fixed DC benchmark
voltage; Vq is the quadrature adjustment voltage.

From Equation (14), the quadrature stiffness correction structure does not affect the stiffness of
drive mode. In the drive mode and the sense mode, it can produce a negative stiffness to counteract
the quadrature coupling stiffness. In addition, Fqy will generate the negative stiffness in the sense
mode, and affected the resonance frequency of sense mode. Figure 4 illustrated the effect of Vq on
fx and fy. The continuous curves are the theoretical calculation data, and the discrete points are the
measured data. When Vd = 2.048 V and Vq = 1 V, both the test value and calculated value indicate the
effect of Vq on fy is less than 0.06 Hz. This makes it feasible to use the quadrature stiffness correction
structure to generate modulation signals for obtaining frequency mismatch information.

f y

Vq

fy

fyt

fx

fxt

f x

fq

Figure 4. The effect of Vq on fx and fy.

2.3. Frequency Tuning Structure

The frequency tuning combs are also shown in Figure 1. The combs are the gap-changing structure
and with an equal gap. The movable combs can only move in the Y direction. Taking a single frequency
tuning comb as an example, the frequency adjustment voltage Vt is applied to the fixed comb. When
the movable comb moves along the Y-axis, the capacitance variation on both sides of the fixed comb
can be described as {

Ct1 = ε0htlt
dt−y

Ct1 = ε0htlt
dt+y

(15)

where Ct1 and Ct2 are the capacitance between the fixed comb and the movable comb; ht is the thickness
of the comb; lt is the initial combing length of the fixed comb and the movable comb; dt is the distance
between the fixed comb and the moveable comb.

Furthermore, the stiffness matrix of the frequency tuning comb under electrostatic force can be
expressed as [

ktxx ktxy

ktyx ktyy

]
=

[− ∂Ftx
∂x − ∂Ftx

∂y

− ∂Fty
∂x − ∂Fty

∂y

]
(16)

where Ftx and Fty can be written as
Ftx = 0, (17)

Fty = Ft1y + Ft2y =
1
2

V2
t (

∂Ct1
∂y

+
∂Ct2

∂y
) =

ε0htltV2
t

2
[

1
(dt − y)2 − 1

(dt + y)2 ] (18)

where Ftx and Fty is the electrostatic force generated by the two capacitors in the X and Y directions,
respectively.

Consider y 	 dt, Equation (16) can be simplified as[
ktxx ktxy

ktyx ktyy

]
=

[
0 0
0 − ε0htlt

d3
t

V2
t

]
. (19)
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According to Equation (19), Vt does not cause a change in ωx. ωy will monotonically decrease
as Vt increases, so that ωx = ωy at a certain voltage value. Figure 5 shows the variation of fx and fy

at different Vt values. Similarly, the continuous curves are the theoretical calculation data, and the
discrete points are the measured data. Moreover, the frequency adjustment capability of the 8 V DC
voltage is 64.72 Hz.
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3980

f y(H
z)

Vt(V)

fy

fyt
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fxt

3922

3924

3926

3928

f x(H
z)

ft=64.72Hz

Figure 5. The effect of Vt on fx and fy.

3. Automatic Frequency Tuning System

3.1. Frequency Tuning Theory

Combined Equations (14) and (19), the equivalent stiffness of the sense mode can be expressed as

keyy = kyy + ktyy + kqyy. (20)

The resonant frequency of the sense mode under Vt, Vd, and Vq can be represented as

ωeyy =

√
kyy

my
− ntε0htlt

myd3
t

V2
t − 4nqε0hqlq

myd3
q

(1 +
1

λ3 )(V
2
d + V2

q ). (21)

In this paper, Vd = 2.048 V. The influence of Vt and Vq on fy is shown in Figure 6. fqty and fty

respectively represent the variation curve of fy when Vq is a sine wave (Vq = 1 × sin(160πt) V) and
a direct current amount (Vq = 1 V). When Vq = 1 × sin(ωtt) V, the resonant frequency of the sense
mode will produce sinusoidal fluctuations, but the maximum frequency difference between fqty and
fty is less than 0.011 Hz. Moreover, according to Equation (19) and Figure 5, the voltage of 0.2 mV
only causes a deviation of 4 × 10−8 Hz. Therefore, the effect of the sinusoidal signal applied to the
quadrature stiffness combs on fy can be neglected, which demonstrates the feasibility of frequency
tuning in the following section.

The automatic frequency tuning loop is shown in Figure 7. The quadrature stiffness correction
combs are applied with the low frequency sinusoidal voltage (Vq) and DC benchmark voltage (Vd),
which can equivalently produce a modulation excitation signal including ωt and ωx. By identifying
the output response of the gyroscope under the excitation signal, the frequency matching degree of
the two operating modes can be distinguished. The Coriolis signal, the quadrature signal, and the
frequency mismatch signal can be obtained by different multiplication demodulations. Figure 7 also
shows the configuration of the cut-off frequency for the four low-pass filters. In the frequency tuning
loop, a proportional integral controller is used to adjust the frequency tuning voltage to change the
resonance frequency of the sense mode.
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Figure 6. The effect of Vt and Vq on fy.
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Figure 7. Schematic control loop for the automatic frequency tuning system.

The alternating voltage applied to the quadrature stiffness correction combs can be expressed as

Vq = At sin ωtt (22)

where At and ωt are the amplitude and frequency of the low frequency sinusoidal signal, respectively.
Combined Equations (14) and (22), the equivalent input force generated by the quadrature channel

can be expressed as

Fqt = Ad cos ωdt ∗
[

kxy − 4nqε0hq

d2
0

(
1 − 1

λ2

)
Vd At sin ωtt

]
= kxy Ad cos ωdt + Aqt cos ωdt ∗ sin ωtt.

(23)

Considering the variation of Ωz, the input resultant force of the sense mode can be given as

Fr = Fc + Fqt

= −2my AdωdΩz cos ωzt ∗ sin ωdt︸ ︷︷ ︸
Coriolis force

+ kxy Ad cos ωdt︸ ︷︷ ︸
Quadrature coupling force

+ Aqt cos ωdt ∗ sin ωtt︸ ︷︷ ︸
Quadrature modulation force

. (24)
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The output of the sense mode should be the sum of the responses of the above three forces,

Vs = Vc + Vqt

= Ac1 sin[(ωd + ωz)t + ϕωd+ωz ]− Ac2 sin[(ωd − ωz)t + ϕωd−ωz ]︸ ︷︷ ︸
Coriolis signal

+ At1 sin[(ωd + ωt)t + ϕωd+ωt ]− At2 sin[(ωd − ωt)t + ϕωd−ωt ]︸ ︷︷ ︸
Frequency tuning signal

+ Aq cos(ωd + ϕq)︸ ︷︷ ︸
Quadrature signal

(25)

where

Ac1 =
−AdωdΩzKpre√

[ω2
y − (ωd + ωz)2]2 + [ωy(ωd + ωz)/Qy]2

(26)

Ac2 =
−AdωdΩzKpre√

[ω2
y − (ωd − ωz)2]2 + [ωy(ωd − ωz)/Qy]2

(27)

At1 =
AqtKpre/2my√

[ω2
y − (ωd + ωt)2]2 + [ωy(ωd + ωt)/Qy]2

(28)

At2 =
AqtKpre/2my√

[ω2
y − (ωd − ωt)2]2 + [ωy(ωd − ωt)/Qy]2

(29)

Aq =
kxy Ad/my√

(ω2
y − ω2

d)
2 + (ωyωd/Qy)2

(30)

ϕωd+ωz = − arctan
ωy(ωd + ωz)

Qy[ω2
y − (ωd + ωz)2]

(31)

ϕωd−ωz = − arctan
ωy(ωd − ωz)

Qy[ω2
y − (ωd − ωz)2]

(32)

ϕωd+ωt = − arctan
ωy(ωd + ωt)

Qy[ω2
y − (ωd + ωt)2]

(33)

ϕωd−ωt = − arctan
ωy(ωd − ωt)

Qy[ω2
y − (ωd − ωt)2]

(34)

ϕq = − arctan
ωyωd

Qy(ω2
y − ω2

d)
. (35)

Therefore, the output of low pass filter LPF2 can be obtained as

Vc1 =
1
2

Ac1 sin(ωzt + ϕωd+ωz)−
1
2

Ac2 sin(ωzt − ϕωd−ωz)

+
1
2

At1 sin(ωtt + ϕωd+ωt) +
1
2

At2 sin(ωtt − ϕωd−ωt)

+
1
2

Aq cos ϕq.

(36)
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When ωx = ωy, the value of cos ϕq is zero. The signal Vc1 pass through the low pass filter LPF3,
the Coriolis output can be written as

Vc =
1
2

Ac1 sin(ωzt + ϕωd+ωz)−
1
2

Ac2 sin(ωzt − ϕωd−ωz). (37)

According to Equation (37), the Coriolis output can eliminate the interference from the quadrature
signal and low frequency input signal, and correctly reflect the input angular velocity.

Similarly, Vq and Vt1 can be expressed as

Vq =
1
2

Ac1 cos(ωzt + ϕωd+ωz)−
1
2

Ac2 cos(ωzt − ϕωd−ωz)−
1
2

Aq sin ϕq (38)

Vt1 =
1
4

At1 cos ϕωd+ωt +
1
4

At2 cos ϕωd−ωt

=
AqtKpre

8my
(teq1 + teq2)

(39)

where teq1 and teq2 can be given as

teq1 =
ω2

y − (ωd + ωt)2

[ω2
y − (ωd + ωt)2]2 + [ωy(ωd + ωt)/Qy]2

(40)

teq2 =
ω2

y − (ωd − ωt)2

[ω2
y − (ωd − ωt)2]2 + [ωy(ωd − ωt)/Qy]2

. (41)

According to Equation (38), the quadrature output contains the momentum associated with ωz.
Since the quadrature quantity is a slow variable, in the actual system, the interference can be filtered
out as much as possible by a low pass filter (LPF1) with a very low cut-off frequency.

ωy = ωd + Δω is substituted into Equation (39), and the expression for Δω is as follows:

V(Δω) =
AqtKpre

8my
(VΔω1 + VΔω2) (42)

where VΔω1 and VΔω2 can be obtained as

VΔω1 =
(ωd + Δω)2 − (ωd + ωt)2

[(ωd + Δω)2 − (ωd + ωt)2]2 + [(ωd + Δω)(ωd + ωt)/Qy]2
(43)

VΔω2 =
(ωd + Δω)2 − (ωd − ωt)2

[(ωd + Δω)2 − (ωd − ωt)2]2 + [(ωd + Δω)(ωd − ωt)/Qy]2
. (44)

Let Δω = 0 in Equation (42). The reference voltage for frequency tuning can be obtained
as follows:

Vre f = V(0) =
AqtKpre

8my
(Vre f 1 + Vre f 2) (45)

where Vre f 1 and Vre f 2 can be written as

Vre f 1 =
ω2

d − (ωd + ωt)2

[ω2
d − (ωd + ωt)2]2 + [ωd(ωd + ωt)/Qy]2

(46)

Vre f 2 =
ω2

d − (ωd − ωt)2

[ω2
d − (ωd − ωt)2]2 + [ωd(ωd − ωt)/Qy]2

. (47)

After the gyroscope structure and circuit parameters are determined, each parameter in
Equation (45) is a known quantity except for ωd and Qy. ωd can be acquired by the drive mode
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control system [20], and Qy is considered a function of the change with ωd [21]. Figure 8 shows
the relationship between ωd, Qy, and Vre f . The Vre f varies from 0.2597 to 0.2574 mV over a wide
temperature range (−20 to 60 ◦C).

(3920.45,367,0.2597)
60 C

(3929.91,905,0.2574)

(3925.29,449,0.2587)

     Room
Temperature

Figure 8. The effect of ωd and Qy on Vre f .

3.2. Frequency Tuning System Analysis

According to the principle as shown in Figure 7, an automatic frequency tuning system based on
low frequency modulation excitation was built on the Simulink simulation platform. The simulation
parameters are listed in Table 1. The quadrature stiffness correction comb was originally designed
to suppress the quadrature coupling stiffness by applying a slowly varying DC voltage, so the comb
cannot respond to a high frequency input. In order to balance the response frequency and the
gyroscope’s bandwidth, ωt = 80 Hz is selected. In addition, since the force rebalance comb does
not change the fx and fy [6], the open-loop and closed-loop detection methods do not interfere with
the operation of the frequency tuning system, so the open-loop detection method is adopted in the
simulation analysis.

Table 1. Simulation parameters of the dual-mass MEMS gyroscope.

Parameter Values Units

Drive mode resonant frequency (ωx) 3925.29 × 2π rad/s
Drive mode quality factor (Qx) 4673

Sense mode resonant frequency (ωy) 3978.45 × 2π rad/s
Sense mode quality factor (Qy) 449

Drive effective mass (mx) 1.42 × 10−6 kg
Sense effective mass (my) 1.58 × 10−6 kg

Drive mode capacitance (Cd) 2.88 pF
Sense mode capacitance (Cd) 4.68 pF

Quadrature correction comb number (nq) 30
Quadrature correction comb thickness (hq) 60 um

Quadrature correction comb gap (dq) 5 um
Comb overlap length (lq) 10 um
Unequal spacing ratio (λ) 2.5
Vacuum permittivity (ε0) 8.85 × 10−12 F/m
Tuning comb number (nt) 300

Tuning comb number thickness (ht) 60 um
Correction comb gap (dt) 4 um
Comb overlap length (lt) 200 um

Low-frequency signal amplitude (At) 1
Input signal frequency (ωt) 2π × 80 rad/s
DC benchmark voltage (Vd) 2.048 V

Interface circuit amplification factor (Kpre) 7.6159 × 107

Controller parameters (Kp) 30
Controller parameters (Ki) 0.0075

Reference voltage (Vre f ) 0.2587 mV

Figure 9 shows the curves of some observation points when the frequency tuning system is
working normally (Ωz = 50◦/s, Ωq = 100◦/s). The first curve is the low frequency input signal
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(ωt = 80 Hz) that applied to the quadrature stiffness correction combs, and its function is to cause the
gyroscope to generate a modulated signal containing frequency split information. The second curve is
the gyroscope output signal, which is characterized by the modulated signals of ωt and ωx. The third
and fourth curves represent the changes in the frequency tuning input voltage and the sense mode
resonant frequency, respectively. The curves indicate that the system is in a stable state after 0.75 s,
the output fluctuation of Vt is less than 0.5 mV, and the fluctuation of the corresponding fy is less than
0.008 Hz.
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Figure 9. The curves of observation points in the frequency tuning system.

The effects of different Ωz and Ωq values (quadrature equivalent input angular velocity [22]) on
fy are shown in Figure 10. The interference fluctuations of Ωz and Ωq to fy are less than 0.005 Hz and
0.0005 Hz, respectively. This illustrates that, when Ωz and Ωq exist, the frequency tuning system can
still work properly, and eventually can be stabilized at the desired frequency.
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Figure 10. The disturbance of different Ωz (left) and Ωq (right) to fy.

Consider Ωq = 100◦/s, set Ωc to 0◦/s, 25◦/s, 50◦/s, and 25× sin(20πt)◦/s, and obtain the angular
velocity output response curves, as illustrated in Figure 11. This indicates that, when the frequency
tuning loop works normally, the system can still detect the input angular velocity.

163



Micromachines 2018, 9, 511

Ω Ω
Ω Ω π

Figure 11. Coriolis path output curves.

4. Experiments

In order to verify the effectiveness of automatic frequency tuning technology in the MEMS
gyroscope, the gyroscope control circuit was designed and relevant tests were conducted. Figure 12
shows the experimental test equipment and the gyroscope system circuit. The circuit is mounted on
the printed circuit boards (PCBs) and its electrical signals and mechanical structure are connected to
each other through metal pins. First, the PCBs are wrapped in rubber pads that protect PCBs and fabric
chips from impact and vibration. The test equipment includes the power (GWINSTEK GPS-3303C,
GWINSTEK, New Taipei, China) providing ±8 V DC voltage and GND, the oscilloscope (Keysight
DSOX2024A, Keysight, Santa Rosa, CA, USA), which is applied to observe the different input and
output signals of the gyroscope, the computer, which is devoted to measuring the gyroscope data
in a variety of working conditions, and the temperature oven, providing a wide-temperature range
environment and a turntable test of the bandwidth of the gyroscope.The experiments were divided
into three methods: open-loop detection without frequency tuning (Test 1), open-loop detection with
frequency tuning (Test 2), and closed-loop detection with frequency tuning (Test 3).

Computer
Oscilloscope
   Keysight
DSOX2024A

     Power
GWINSTEK
GPS-3303C

Steel Sheel

Gyroscope in
a Vacuum Chip

 Temperature
Oven Turnable

Gyroscope Circuit

Figure 12. Photos of the MEMS gyroscope circuit and test equipment.

The test curves of the frequency tuning system at room temperature are shown in Figure 13. These
four curves are the drive mode detection signal, the drive mode input signal, the quadrature excitation
signal (Vq), and the sense mode output signal. The frequency of the drive mode input signal and the
drive mode detection signal were both ωx, and a phase difference of 90◦ was maintained, while the
amplitude of the drive mode detection signal remained stable. These curves indicated that the drive
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mode of the gyroscope was working properly. The frequency of the tuning input signal was 80 Hz,
and the sense mode output signal was the modulation signal of 80 Hz and ωx.

   Drive  mode
detection signal

Drive  mode
input signal

   Quadrature 
excitation signal

  Sense mode
output signal

Figure 13. The test curves of the frequency tuning system.

The gyroscope control circuit was placed in the temperature oven for a wide temperature range
test, and the temperature range was set from −20 ◦C to 60 ◦C. The curve of frequency tuning voltage
varying with temperature was obtained under the automatic frequency tuning technology, as shown
in Figure 14. Vt_test and Vt_real are the frequency tuning voltages of the temperature test and the
actual temperature conditions, respectively. Among them, Vt_real is the frequency tuning voltage at
each stable temperature condition under manual adjustment mode, which can be characterized as
the real frequency tuning voltage. Δ fνt is the frequency split in the wide temperature range test,
which represents the mismatch frequency of the gyroscope adopting the frequency tuning technology.
In the wide temperature range, the frequency tuning voltage was changed from 7.27021 to 7.24871 V,
the maximum difference between the test tuning voltage and the real tuning voltage was 1.986 mV,
and the corresponding frequency difference was 0.29326 Hz.
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Figure 14. Wide temperature range test curves: (a) The variation of frequency tuning voltage, (b) The
variations of Vt_real − Vt_test and Δ fνt.

The scale factor tests (listed in Table 2) at the three different temperatures were arranged with
input angular rates Ωz of ±0.1◦/s, ±0.2◦/s, ±0.5◦/s, ±1◦/s, ±2◦/s, ±5◦/s, ±10◦/s, ±20◦/s, ±50◦/s,
and ±100◦/s, and Figure 15 shows the residuals of the fit. According to Equation (10), Qx and Qy

change with temperature, resulting in a large change in the scale factor value of Test 2. The scale factor
of Test 2 was greater than that of Test 1, which is theoretically demonstrated in Figure 2, but its scale
factor nonlinearly was degraded. When the input angular velocity is ±100◦/s, the residual error of
Test 1 and Test 2 between the measured data and fitting data reached the maximum. Test 3 adopted
a close-loop detection method that made the scale factor independent of the mechanical sensitivity,
and the nonlinearity was improved.
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Figure 15. The residual errors of the scale factor under different temperatures: (a) −20 ◦C condition,
(b) Room temperature condition, (c) 60 ◦C condition.

Table 2. Scale factor performance of the tested gyroscope.

Temperature Test Type
Scale Factor Scale Factor Nonlinearity Scale Factor Asymmetry

(mV/◦/s) (ppm) (ppm)

−20 ◦C
Test 1 −2.039 142 546
Test 2 40.453 107,155 46,978
Test 3 3.857 53 212

60 ◦C
Test 1 −2.048 144 596
Test 2 19.324 2526 10,074
Test 3 3.780 96 568

Room temperature
Test 1 −2.051 322 1009
Test 2 22.024 3398 14,792
Test 3 3.786 28 128

The static output performance of the three tests at three different temperature was also tested,
as listed in Table 3. The angle random walk (ARW) of the same test mode remained stable under
different temperature conditions. However, as the temperature rose, the damping coupling increased,
resulting in deterioration of the zero bias stability. Comparing Test 1 and Test 2, the static performance
of Test 2 was improved due to the adoption of frequency tuning technology. The performance of Test 3
and Test 2 was basically the same.

Table 3. Static performance of the three test methods at different temperatures.

Temperature Test Type
Zero Bias Zero Bias Stability ARW

(◦/s) (◦/h) (◦/
√

h)

−20 ◦C
Test 1 1.138 24.746 12.780
Test 2 5.554 23.964 4.966
Test 3 5.381 24.580 4.862

60 ◦C
Test 1 5.991 70.187 12.536
Test 2 13.127 67.429 5.085
Test 3 13.526 64.926 5.058

Room temperature
Test 1 1.458 43.439 12.229
Test 2 2.602 37.648 4.784
Test 3 2.601 39.545 4.956

The bandwidth of the gyroscope at room temperature is shown in Figure 16. The bandwidth of Test
1 was 31 Hz, which is approximately equal to 0.54Δ f [20], while the detection transfer function of Test 2
can be approximated as a low-pass filter with a cut-off frequency of ωy/2Qy [17], so the bandwidth
of Test 2 was 5 Hz. Because of the previous bandwidth expansion technology [23], the bandwidth of
Test 3 reached 15 Hz.
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Figure 16. Gyroscope bandwidth under the three test methods.

5. Conclusions

This paper focuses on the automatic frequency tuning technology based on a quadrature
modulation signal. The quadrature stiffness correction combs are applied to a DC benchmark
voltage and a low frequency sinusoidal signal whose frequency is higher than the gyroscope’s
bandwidth, which can equivalently produce a modulation excitation signal acting on the input
of gyroscope. By identifying the output response of the gyroscope under this excitation signal, the
frequency mismatch degree of the two operating modes can be distinguished. In order to obtain a
frequency tuning signal, a Coriolis signal, and a quadrature signal, a low pass filter with different
cut-off frequencies were configured for demodulation. Simulation analysis and experimental results
demonstrate the feasibility of the automatic frequency tuning system. The wide temperature range
test demonstrates the reliability of the frequency tuning system with a maximum mismatch frequency
of less than 0.3 Hz in the range of −20 ◦C to 60 ◦C. The scale factor test and static test of the gyroscope
at three different temperatures (−20 ◦C, room temperature, 60 ◦C) prove that the performance of the
gyroscope under a mode-matching condition is improved. When the method of open-loop detection
with frequency tuning, compared with the method of open-loop detection without frequency tuning,
was employed, the scale factors were increased by 19.8 times, 10.7 times, and 9.4 times, the ARW was
improved by 157%, 147% and 156%, and the zero bias stability was promoted by 3.26%, 4.09% and
17.08% at −20 ◦C, room temperature, and 60 ◦C, respectively. In addition, the method of closed-loop
detection by frequency tuning was adopted, and, compared with the method of open-loop detection
with frequency tuning, the scale factor nonlinearity and bandwidth under the premise of maintaining
the same static performance improved. However, the large damping coupling and the small quality
factor resulted in a large drift of the gyroscope static output, which made the improvement of the
zero bias stability in the mode-matching condition not obvious. Moreover, the structure of quadrature
correction combs cannot respond to higher frequency sinusoidal signals, thereby limiting the working
bandwidth of the gyroscope. Therefore, it is necessary to design a quadrature stiffness correction comb
that can respond to a higher frequency sinusoidal input signal that improves the operating bandwidth
limitations of the gyroscope. The quality factor of the gyroscope needs to be improved, and an effective
compensation method can be adopted to suppress the zero bias drift caused by the small quality factor
and damping coupling, thereby improving the static performances of the gyroscope.
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Abstract: This paper presents a dispersive near-infrared spectrometer with features of miniaturization,
portability and low cost. The application of a resonantly-driven scanning grating mirror (SGM) as a
dispersive element in a crossed Czerny–Turner configuration enables the design of a miniaturized
spectrometer that can detect the full spectra using only one single InGaAs diode. In addition, a high
accuracy recalculation is realized, which can convert time-dependent measurements to spectrum
information by utilizing the deflection position detector integrated on SGM and its associated
closed-loop control circuit. Finally, the spectrometer prototype is subjected to a series of tests
to characterize the instrument’s performance fully. The results of the experiment show that the
spectrometer works in a spectral range of 800 nm–1800 nm with a resolution of less than 10 nm,
a size of 9 × 7 × 7 cm3, a wavelength stability better than ±1 nm and a measuring time of less
than 1 ms. Furthermore, the power consumption of the instrument is 3 W at 5 V DC, and the
signal-to-noise ratio is 3267 at full scale. Therefore, this spectrometer could be a potential alternative
to classical spectrometers in process control applications or could be used as a portable or airborne
spectroscopic sensor.

Keywords: micro-NIR spectrometer; scanning grating mirror; deflection position detector

1. Introduction

Because of their ability to detect the composition and content of substances non-destructively,
near-infrared spectrometers have a wide range of applications [1]. However, due to their disadvantages
in terms of volume, power consumption, portability and price, classical spectrometers have limited
application in some fields, like remote sensing, in-field spectroscopy, astronomy, analytical chemistry
and process control. Therefore, the miniaturization of the NIR spectral instruments has become a
development trend and has an urgent application requirement.

MEMS and MOEMS technology have experienced rapid progress in recent decades. In the field of
NIR spectroscopy, MEMS- and MOEMS-based NIR spectrometers have made important contributions
to the process of instrument miniaturization. The incorporation of MEMS- or MOEMS-based
devices into NIR spectrometers has become one of the research hotspots in the field of spectroscopic
instruments, and such devices are characterized by cost effectiveness, portability, low power
consumption, high speed and small size [2,3].
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Since linear array detectors are expensive in the near-infrared band, in order to reduce the cost and
size of the spectrometer, MOEMS-based NIR spectral instruments are usually designed with integrated
movable scanning components so that a single-tube detector can be used to obtain the entire spectrum.
This type of spectrometer can be classified into two categories based on spectroscopic principles:
(1) nondispersive methods and (2) dispersive methods. The typical representatives of the former are
the Fourier transform spectrometer (FTS) [4], the Fabry–Perot interferometer (FPI) [5,6], the grating
light modulator spectrometer [7] and the quantum dot spectrometer [8]. Sandner proposed a Fourier
transform spectrometer that utilizes an out-of-plane MEMS mirror in 2007 [9]. An FTS has several
basic advantages, including a high signal-to-noise ratio (SNR) and linearity and a broad wavelength
range. It also has disadvantages, such as light fluctuation, which creates noise at all wavelengths, and
the need for significant amount of data analysis. A major hurdle, especially for MEMS, is that the FTS
requires significant movement of reflecting surfaces, which miniaturized devices cannot easily achieve.
Malinen proposed a piezo-actuated NIR FPI in 2010 [10]. This kind of instrument needs to be mass
manufactured in high volumes to drive down the cost of individual FPI chips.

Kraft proposed a single-detector micro-electro-mechanical scanning grating spectrometer in
2006 [11], which combines the features of a spectrometer monochromator with the advantages of
optical MEMS components. Spectral scanning can be accomplished by the rotation of an oscillating
reflection grating, which belongs to the grating dispersion type. Because scanning grating is not
integrated with any position detecting device, a laser projection system is used to detect the deflection
angle of the dispersive element, which would enlarge and complicate the entire system. Furthermore,
an additional deflection position detection device results in an increase in instrument volume, which
cannot meet the special application requirements of the micro-NIR spectrometer based on the MOEMS
scanning grating mirror. In addition, the signal-to-noise ratio is relatively low because blazed grating
is not introduced.

The spectrometer presented in this paper was designed and implemented based on an MOEMS
scanning grating micro-mirror, integrated with a deflection position detector. The angle signal is
generated synchronously with the movement of the mirror, which serves as a trigger signal of
the spectrum A/D acquisition and a reference signal of the mirror closed loop control. Therefore,
the scanning range can be dynamically adjusted according to the respective requirements. In addition,
the spectral changes can be monitored with a high time resolution (less than 1 ms), and the driving
voltage is lower than 1 V.

The optical design and spectral reconstruction of the spectrometer are introduced in Section 2.
After this, the system characterization is described in Section 3. Finally, a brief conclusion is given
in Section 4.

2. System Design

The spectrometer based on MOEMS technology consists of four main parts, including the
fabrication of MOEMS core components, optical design, circuit design and spectral reconstruction.

This paper focuses mainly on optical design, system integration and spectral reconstruction.

2.1. MEMS Component

The scanning dispersive element is the key component in the spectrometer system. It is vital to
have a small and robust movable diffraction grating device.

Two kinds of devices were fabricated by Chongqing University Microsystem Research Center
based on different materials, including single crystalline silicon [12–14] and FR4 [15]. To take thermal
sensitivity into account, the Si MEMS electromagnetic scanning grating mirror (SGM) was selected as
the scanning tilted grating. The movable mirror plate is suspended inside a frame by two rectangular
torsion bars. One side of the movable plate is integrated with the blazed grating, and the other is
integrated with the driving and sensing coils, as shown in Figure 1a. The specific parameters of the
SGM are shown in Table 1. The corresponding signal processing circuits were also prepared [16].
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When the component was driven at a voltage of 650 mV and a frequency slightly above the resonance
frequency, e.g., at 620 Hz, its mechanical deflection angle was shown to reach ±4◦. As a result of the
combination of the optical layout and mirror blazed grating (period of 4 μm), the scanning wavelength
range can cover 800–1800 nm.

Figure 1. Schematic of the electromagnetic MEMS scanning mirror. (a) The integrated blazed grating
(front) and driving and sensing coils (back); (b) scanning grating micro-mirror component.

Table 1. Scanning tilted grating parameters.

Parameter Value

Resonance frequency (Hz) 620 Hz
Mechanical deflection angle (◦) ±4 (driving voltage: 650 mV)

Mirror plate (mm2) 6
Quality factor (Q) (a.u.) 125

Grating groove density (lines/mm) 250
Blazed angle (◦) 7.9

2.2. Optical Design

Due to its compact size and ability to suppress stray light effectively, the Czerny–Turner system
has become the classical structure of commercial spectrometers. This paper presents a modified version
of the Czerny–Turner system. First, there is light crossing in this layout, which further reduces the
instrument’s volume. In addition, the focal lengths of the focusing mirror and the collimation mirror are
not equal. This eliminates coma aberration at the specified wavelength. It is an asymmetrical crossed
Czerny–Turner system with a 48 ◦ total deflection angle between the incident and refracted beam.
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Figure 2. Principal drawing of the spectrometer showing the asymmetrical crossed Czerny–Turner setup.

The 3D optical layout is shown in Figure 2. The optics system includes an entrance slit, collimating
mirror, scanning grating mirror (SGM), focusing mirror, exit slit and detector. In this optics system,
the light radiation to be analyzed passes through a vertical 50-μm entrance slit aperture, collimated by
a spherical mirror (focal length of 50 mm). It is diffracted by the scanning grating and focused again
by a second spherical mirror (focal length of 75 mm) to the exit slit, and then, it reaches the detector
(Hamamatsu G12181-05). Between the exit slit and focusing mirror, the spectrometer is equipped with
an 800-nm long-pass filter as the second-order filter. The specific design parameters of the spectrometer
are shown in Table 2.

Table 2. Spectrometer parameters.

Parameter Value

Object distance (mm) 50
Wavelength range (nm) 800–1800
Entrance slit (μm) 50
Exit slit (μm) 85
NA (a.u.) 0.22
Image distance (mm) 75
Center wavelength (nm) 1300
Angle of incidence ( ◦) 14
Diffraction order (a.u.) +1

In addition to the portability and compactness of the spectrometer, another important feature
is the scanning speed. When the scanning grating micromirror oscillates at a resonant frequency of
620 Hz, the time taken for a single spectral scan is only 0.83 ms. The fast scanning capability can
be applied to either monitor the spectral signal changes at a high speed or to reduce the effection of
random noise by co-adding multiple times in a short time period.

2.3. The Spectra Reconstruction

There are two full scans within one mirror oscillation, forwards and backwards, as shown in
Figure 3a. Therefore, it is enough to acquire one spectrum of the forward scan. The return point of the
mirror is the correct starting point for sampling a new spectrum.
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Figure 3. (a) Two full scans within one mirror oscillation; (b) time-dependent spectrum of a halogen
lamp and (c) wavelength-dependent spectrum of a halogen lamp using reconstruction.

Spectrum acquisition with one single detector is always a time-dependent measurement. When the
spectrometer circuit is working, A/D sampling will be performed on the single-tube detector to obtain
the relationship between light intensity and time; it is I(t), as shown in Figure 3b.

During the movement of the scanning grating mirror, the change in the deflection angle with time
is nonlinear. Therefore, it is necessary to unfold the spectrum in the wavelength domain by means of
the deflection position signal and the basic grating equation.

The maximum deflection angle of the mirror can be obtained from the deflection position detector.
Together with the known sinusoidal movement of the mirror over time, φ(t) can be obtained with:

φ(t) = φmax · cos(2 · π · fmirror · t). (1)

The deflection position detector shows the mark of the spectra. There is a linear relationship
between the deflection angle and the wavelength. By using the combined grating equation,
the wavelength sliding over the detector at a certain timestamp can be determined. It is λ(t) and is
described as:

λ(t) = g · (sin β(t)− sin α(t)) (2)

where:
α(t) = αmiddle + φ(t) (3)

β(t) = βmiddle − φ(t) (4)

βmiddle = arcsin(
λmiddle

g
+ sin αmiddle) (5)

where αmiddle, βmiddle, λmiddle and g represent the angle of incidence, the angle of diffraction,
the wavelength when the grating mirror in its non-deflected position and the grating constant.

The final spectrum I(λ) can be calculated by I(t) and λ(t), as shown in Figure 3c.

3. System Characterization

The experimental program followed the classical arrangement (light source-sample-fiber
optics-spectrometer), with a 400 μm (NA = 0.22) low-OH silica fiber. All tests were performed
at room temperature, i.e., 22 ± 2 ◦C, unless otherwise specified.

174



Micromachines 2018, 9, 478

3.1. Wavelength Range

While the mechanical deflection angle reaches ±4◦, the spectral scanning range can cover
800–1800 nm, as shown in Figure 4a. Since the photosensitivity of InGaAs detector varies at each
wavelength, the light intensities of the 800-nm filter and the 1800-nm filter are different.

As the prominent bands are 1446 nm for water and 1650 nm–1800 nm for carbon compounds,
the 800-nm–1800-nm range is appropriate. Even though some interesting bands can be detected
between 1900 nm and 2500 nm, the additional effort required for detector cooling increases system
complexity and is not suitable for portable applications.

Figure 4. (a) Wavelength range; (b) spectral resolution.

3.2. Spectral Resolution

To evaluate the effective spectral resolution of the spectrometer prototype, a special test setup
was established in the laboratory. Light from a standard high pressure mercury lamp was coupled
to the fiber of the spectrometer. The result of the measurement is depicted in Figure 4b. It shows the
whole spectral range from 800 nm–1800 nm and a magnified section of two adjacent peaks spaced
10 nm apart [17]. Obviously, the spectrometer prototype can distinguish two peaks at 1357 nm and
1367 nm. According to Rayleigh’s criterion, the resolution of the spectrometer is better than 10 nm.

In addition, the theoretical spectral resolution can be calculated by Equation (6).

δλ =
Wslit · g · cosα

m · Lc
(6)

where Wslit is the width of the entrance slit; m is the spectral order; Lc is the focal length of the
collimating lens; g is the grating constant; and α is the incidence of grating. The theoretical resolution
and the measured resolution are shown in Table 3.

Table 3. Comparison of the theoretical resolution with the measured resolution.

Parameter Theoretical Measured

Resolution (nm) 3.9 10

Because of assembly errors, part machining errors and system aberrations, the measured
resolution is larger than the theoretical value. In practical applications of NIR spectroscopy,
the requirements for spectral resolutions in 800–1800 nm are intermediate due to the broad structure of
the over-tone and combination bands. Therefore, for most applications of an NIR spectrometer as a
pocket-sized or handheld spectra analyzer, this resolution (10 nm) is at a good enough level.
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3.3. Wavelength Stability

From the perspective of chemometrics, 1 nm is the minimum requirement for long-term stability.
In order to obtain accurate measurement data in terms of wavelength stability, a 1714-nm

interference band-pass filter illuminated by a tungsten halogen lamp was tested 10 times every
15 min, as shown in Figure 5a. By analyzing the degree of deviation of the 10 measurements from the
center wavelength (1714 nm), it was concluded that the wavelength stability was better than ±1 nm,
meeting the requirement for long-term stability, as shown in Figure 5b.

Figure 5. (a) Three-dimensional schematic of stability testing; (b) 10 measurements around the central
wavelength of a 1714-nm filter.

3.4. Signal-to-Noise Ratio Characteristics

For the reliable evaluation of spectra, it is important to ensure a sufficient signal level and low
noise. Independent of the spectral setup, the signal-to-noise ratio (SNR), typically given for the lowest
signal level that can be detected, contributes to the performance description of a spectrometer.

The SNR improves with an increasing number of co-added scans [11]. For the spectrometer
prototype described in this paper, when sampling 50 times for averaging, the signal-to-noise ratio
is 1700, and a single scan acquired within 0.8 ms is noisier, about 200. When the light source is
strong enough to make the spectrometer work at full scale and the co-added scans exceed 100 times,
the signal-to-noise ratio can reach 3267, as shown in Table 4. As a handheld instrument, this is
satisfactory for most NIR applications.

Table 4. Standard deviation, peak intensity and SNR of the spectrum of a tungsten halogen lamp
source with 1, 50 and 100 averaging.

Parameter 1× 50× 100×
Baseline intensity SD (a.u.) 0.0049 0.0006 0.0003
Peak intensity (a.u.) 0.9913 0.9874 0.9802
SNR (a.u.) 200:1 1700:1 3267:1

Packaged in an aluminum shell with a three-dimensional size of 90 × 70 × 70 mm3, the resulting
spectrometer prototype has a weight of approximately 0.65 kg and a power consumption of less than
3 W at 5 V DC. It is comparable in size to a tennis ball (Figure 6b).
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Figure 6. (a) Expanded assembly drawing of the spectrometer; (b) a single-detector NIR microspectrometer
encased in an aluminum housing, which is comparable in size to a tennis ball.

The power consumption and weight of the MEMS spectrometer in comparison with the SGS
1900 [11] and irSys E2.1 [18,19] are listed in Table 5.

Table 5. Important parameters of the microspectrometer prototype and the corresponding values for
the Hiperscan SGS 1900 and irSys E2.1 for comparison.

Parameter Microspectrometer SGS 1900 irSys E2.1

Wavelength range (nm) 800–1800 1200–1900 910–2100
Spectral resolution (nm) * 10 10 11
Volume (cm3) 441 600 810.6
SNR (a.u.) † 3267:1 1700:1 2500:1
Power consumption (W) ‡ 3 5 5
Scan time (ms) 0.83 4 4
Power supply (V) 5 7.5 24

* 50-μm entrance slit; † measured at 1650 nm with 100 averaging; ‡ including complete readout electronics.

4. Conclusions

In summary, a prototype of a miniaturized NIR spectrometer based on novel MOEMS scanning
grating integrated with a deflection position detector was presented in this paper. As a scanning
grating Czerny–Turner structure spectrometer, it has the characteristics of miniaturization, low power
consumption and low cost when introducing the MOEMS device as the core device. A series of test
results showed that the spectrometer’s scanning range can cover 800–1800 nm with a single scan time
of less than 1 ms, a spectral resolution of better than 10 nm and a wavelength stability of better than
±1 nm. In addition, the signal-to-noise ratio was shown to be sufficient to satisfy most NIR analyses.
In the future, the performance of the instrument could be further improved by employing a parabolic
collimation mirror while controlling the magnification of the optical system so that the exit slit can be
removed to improve the signal-to-noise ratio.
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Abstract: This paper reports the design, simulation and experimental study of a linear magnetic
microactuator for portable electronic equipment and microsatellite high resolution remote sensing
technology. The linear magnetic microactuator consists of a planar microcoil, a supporter and a
microspring. Its bistable mechanism can be kept without current by external permanent magnetic
force, and can be switched by the bidirectional electromagnetic force. The linearization and threshold
of the bistable mechanism was optimized by topology structure design of the microspring. The linear
microactuator was then fabricated based on non-silicon technology and the prototype was tested.
The testing results indicated that the bistable mechanism was realized with a fast response of 0.96 ms,
which verified the simulation and analysis.

Keywords: MEMS; microactuator; magnetic

1. Introduction

“Microactuator” generally refers to a driver with small size, high positioning accuracy and low
energy consumption, and is an important part of microelectromechanical systems (MEMS) [1]. Its main
function is to realize the transformation and output force or displacement (including displacement
and angle), which forms the operation and power for MEMS devices [2]. With the development of
portable electronic equipment and microsatellite high resolution remote sensing technology, linear
microactuators with fast response and high precision characteristics have been attracting more
attention [3–6]. In recent years, the experimental study and modeling of the voice coil motors
(VCM) actuator [3,4] and permanent rotatory linear actuator [7,8] have been presented. However,
the VCM actuator comprises two or more permanent magnets, a yoke, a fixed base, a moving part
and a coil. These parts were fabricated separately, and then were assembled. The componentry
was complex, and as a result, the precision of the actuator was affected, as well as its volume.
Closed-loop control was used to improve the precision control of the MEMS microactuator [9–12].
Sensors were used in the control system, but this lead to increased complexity of the system, and the
system will be influenced by environment. Since the displacement of the microactuator is always
limited in micrometers, the sensor precision may have a negative influence on the precision control.
In addition, the electrostatic, electrothermal and piezoelectric actuators were also studied for high
precision control [13,14]. However, the driving voltage of the electrostatic microactuator is above
12 V, which is not compatible with integrated circuit (IC) technology. The electrothermal miroactuator
usually responds at a slow speed, and the displacement of the piezoelectric microactuator is limited.
Compared with the actuators mentioned above, the linear electromagnetic microactuator can provide
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large displacement, and high precision control in a small volume with a low driving voltage [15–19].
The linear microactuator also has higher control accuracy and faster response [20–23]. However,
for linear electromagnetic microactuators, the planar microcoil and the permanent magnet were
fabricated on two separate wafers, and the prototype was formed using a bonding process. In current
study, although the volume was smaller, the fabrication process was simplified, and the characteristics
was obviously improved, the linear microactuator’s high integrity, large displacement and high
precision can be improved further.

2. Structural Design of the Linear Magnetic Microactuator

The linear magnetic microactuator consists of a planar microcoil, a supporter and a microspring, as
shown in Figure 1a. The microcoil can provide bidirectional electromagnetic force, which can increase
or decrease the magnetic force in combination with the external permanent magnetic force on the
microspring. The dimension and material of the microactuator is shown in Table 1. The microactuator
is usually in either open or closed state, and switching between the two states is achieved by the
balance between the magnetic force and the elastic force. If the microactuator is in the open state,
the microspring stays flat, as shown in Figure 1b. When a positive current is fed into the microcoil,
an electromagnetic force is generated, and the magnetic force on the microspring increases. When
the magnetic force is larger than the elastic force, the microspring will be attracted down to the
bottom, and the microactuator is switched to closed state. At the same time, the current is decreased,
and the microactuator remains in closed state because of the permanent magnetic force, as shown in
Figure 1c. This means the microactuator can work in a closed state without current, which reduces
its power consumption greatly. When a negative current is fed into the planar microcoil, a negative
electromagnetic force is generated, and the magnetic force is reduced. When the magnetic force is
smaller than elastic force, the microspring will be pushed up into the open position as a result of the
elastic force, as shown in Figure 1a.

 
(a) 

  
(b) (c) 

Figure 1. The structure and working mechanism of the microactuator. (a) Structure; (b) Open state;
(c) Closed state.

Table 1. Properties of the microactuator.

Part Material Value

Central Platform Permalloy 1 mm × 1 mm × 15 μm
Planar Microcoil Copper 2.5 mm

Microspring Nickel 3 mm × 3 mm × 12 μm
Yoke Permalloy 2.8 mm × 2.8 mm × 50 μm

Substrate Ferrite 2.8 mm × 2.8 mm × 200 μm
Supporter Nickel 1.2 mm × 0.2 mm × 160 μm
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The working principle of the microactuator is dependent on the matching between the magnetic
force and the elastic force, as shown in Figure 2. There are two intersections of the magnetic force
curve and the elastic curve; that is, they enclose the working threshold. By changing the direction
of the current in the microcoil, the electromagnetic force becomes positive or negative, the magnetic
force is increased or decreased, and two stable states can be obtained. It is assumed that the initial
state corresponds to the disconnected state, that is, point A in Figure 2, which indicates the first stable
state. When a positive current is applied, the magnetic force increases, which becomes larger than the
elastic force. Then the microactuator is closed at B point indicated in Figure 2. In this state, the closing
magnetic force is provided only by external permanent magnet without extra power consumption.
When the reverse current is applied, the electromagnetic force is gradually reduced. The microactuator
will then return to the disconnected state.

 

Figure 2. The relationship between the electromagnetic force, the elastic force and the air gap.

3. Topology Design and Simulation of the Microspring

The switching of states in the microactuator is obtained by the elastic deformation of the micro
spring, so the spring’s linearity has a great influence on the working mechanism. In order to
ensure the precise movement of microactuator, the microspring needs to provide a compliant linear
motion. Through our previous experimental research combined with other researchers’ experimental
conclusions in [24,25], it is found that the rectangular cantilever beam in the traditional process can
provide both translation motion and rotation error, which causes a torsion pendulum and affects the
accuracy. Thus, a symmetrical structure can reduce the rotation error and achieve precise control of
pure translational motion. As a result, a spring with four topology structures was designed, as shown
in Figure 3. In order to analyze the elastic force, ANSYS (12.0 version, Canonsburg, PA, USA) was used
to carry out a three-dimensional simulation experiment of our MEMS microactuator.

  
(a) (b) 

Figure 3. Cont.
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(c) (d) 

Figure 3. Four kinds of cantilever beam structure. (a) U-type; (b) N-type; (c) L-type; (d) W-type.

According to the traditional mechanism, the elastic force is proportional to the deformation.
However, in natural conditions, nonlinear phenomena are common. The nonlinearity of the structure
will lead to a nonlinear relationship between the external load and the strain generated by the structure,
which leads to the microactuator being uncontrollable. Therefore, ANSYS static simulation of each
spring model was carried out on four different topology structures, and the load-carrying capacity
increased from 2 to 15 mN. The maximum spring deformation value was obtained under the nonlinear
calculation conditions at each load, and compared with the linear value as the characterization of
the nonlinear degree. As shown in Figure 4, the abscissa is the load value, the ordinate is the spring
deformation, and the thick black line is the linear result curve. By comparing the nonlinear deformation
of four cantilever structures under different load forces, it can be obtained that different structure has
different linearization.

 
Figure 4. Nonlinear simulation curves of four kinds of structural springs.

The nonlinear curves of the four springs with the same linear stiffness and different plane
geometry gradually deviate from the linear deformation curve, and the offset increases sequentially.
The nonlinear results corresponding to the U and W-type springs are close to the linear results, and the
elastic coefficient curves are close to the straight line, which shows that the nonlinear degree of the
two shapes and sizes of the springs is low, and the d spring is the lowest. The deformation of W spring
under an 8 mN load is close to that of a-type spring, but the deformation increases after a 10 mN
load. It can be seen that for different topological structures, different nonlinear characteristics will be
generated under nonlinear conditions.
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4. Simulation of the Bistable Mechanism of the Microactuator

The above results provided a basis for further reducing the nonlinear characteristics of springs
under large deformation conditions through topology design. It is also proved that the structure
topology optimization design method using ANSYS can effectively analyze the influence of the
nonlinear degree of the microspring from the geometric nonlinear angle, and reduce the influence of
the nonlinearity on the bistability of the device through structural topology optimization.

ANSYS was used to conduct the magnetic simulation of the whole magnetic circuit structure.
Due to the symmetry of the whole structure, only a quarter of the structure needed to be modeled and
analyzed. First, the overall parameters of the structure were determined: The number of the coil is
30 turns; the relative permeability of the permanent magnet is 50,000; the coercive force is 1 × 105 A/m
and the air gap size is 160 μm. Under the condition of these constant structural parameters, analysis of
the bistable mechanism of microactuators with four different topology structures of the microspring
was carried out with 300 mA negative current, 400 mA positive current, 500 mA positive current,
and permanent magnet force. The results are shown in Figure 5.

  
(a) (b) 

  
(c) (d) 

Figure 5. Matching diagram of elastic force and magnetic force for microsprings with four topology
structures. (a) U-type; (b) N-type; (c) L-type; (d) W-type.

When a 300 mA negative current is applied, the resultant electromagnetic force is less than the
spring force, and the microactuator is returned to its original state. When a 400 mA and 500 mA
positive current are applied, the resultant electromagnetic force is greater than the spring force,
and the microactuator is closed. In addition, the spring force curve has two intersection points with
the magnetic force produced by the permanent magnet, which indicates the bistable mechanism
of microactuator.

183



Micromachines 2018, 9, 454

In order to compare the threshold formed by the two curves for the four topological structures,
the curve-fitting method is used to fit the data of the curves generated by permanent magnet and
the four curves. First, the polynomial fitting method is applied to the electromagnetic force curve.
Assuming that the air gap x is an independent variable, the electromagnetic force F is a dependent
variable. In order to ensure the accuracy of the curve, 5th-order polynomials are used to fit the data.
It can be obtained that:

F = p1 × x5 + p2 × x4 + p3 × x3 + p4 × x2 + p5 × x + p6 (1)

It can be seen that the determinable coefficient of the fitting curve R-square is 0.9996 and the
correction factor adjusted R-square is 0.9989, so the fitting accuracy is higher and the error is smaller,
and it can be used for the calculation of the threshold. The results of the polynomial are in Table 2.

Table 2. Results of the polynomial.

p1 = −1.551 × e−10 p2 = 8.225 × e−8

p3 = −1.691 × e−5 p4 = 0.0017
p5 = −0.08869 p6 = 3.003

Secondly, four groups of elastic force curves were fitted: Elastic curve of the U-type spring:

Fa = 2.5e−5 × x2 − 0.0215x + 2.8 (2)

Elastic curve of the N-type spring:

Fb = 3.081e−5 × x2 − 0.0212x + 2.604 (3)

Elastic curve of L-type spring:

Fc = 3.556e−5 × x2 − 0.0219x + 2.604 (4)

Elastic curve of W-type spring:

Fd = −0.0175x + 2.8 (5)

The integral method was used to calculate the threshold area of the force curve and the
electromagnetic force curve. The solution is shown in Table 3.

Table 3. Threshold area of four types of microactuator spring.

Type Threshold Area

Da 40.2
Db 23.45
Dc 22.74
Dd 53.48

From the calculated threshold area, it can be obtained that the threshold area is smaller with
the stronger nonlinearity. The threshold area of N-type (Db) and L-type (Dc) springs with the worst
linearity is 23.45 and 22.74 respectively, which is obviously smaller than the threshold area formed by
the U-type (Da) and W-type (Dd) springs. In the matching curve between U-type and W-type springs
and electromagnetic force, the degree of similarity of the two curves is similar when the air gap spacing
is less than 60 μm. When the gap spacing is greater than 60 μm, it can be seen that the nonlinear degree
of the elastic resilience curve of the U-type spring is enhanced, which leads to the reduction of the
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threshold area. Therefore, the threshold area of the W spring structure is larger, which indicates better
reliability of the bistable mechanism.

In addition, the electromagnetic force analysis of the above simulation was based on the analysis
of the permanent magnet substrate. By analyzing the electromagnetic force produced by different
substrate materials, the effects of different substrate materials on the size of the electromagnetic
force were analyzed in the case of the same overall structure. With the same 300 mA current and
overall structure size, two materials of permanent magnet and glass were used as the substrates of
the microactuator, as shown in Figure 6. Because the permanent magnetic material can generate extra
magnetic force on the microspring, a larger magnetic force can be produced for the same current by
using a permanent magnet substrate to ensure a higher driving speed.

 

Figure 6. Variation of magnetic force with current on different substrates.

Finally, through the simulation and analysis, it can be seen that a permanent magnet substrate
and the W-type microspring can reduce the influence of nonlinearity on the bistable mechanism at
300 mA of current. Thus, the response speed and working stability of the microactuator is improved.

5. Fabrication and Testing of the Bistable Microactuator

The bistable magnetic microactuator was fabricated based on the non-silicon micro-micromachining
process on a single wafer. The fabrication is described as follows: (a) The chromium/copper seed
layer was sputtered on to the ferrite wafer, and then the photoresist was spin coated, followed by
electroplating the permalloy yoke and copper planar microcoil. (b) After forming polyimide as an
insulation layer for the planar microcoil, the photoresist was coated on two layers thick, then heat
treating as sacrificial layer for the air space between the microactuator and microspring. The supporter
was then electroplated, followed by the microspring. (c) Last, the thick photoresist and Cr/Cu seed
layer were etched smoothly layer by layer, then the suspended structure was released and the spring
could be moved in a space as shown in Figure 7.

The bistable mechanism testing system was established, and 5 V, generated by a B&K 2706
power amplifier (Agilent 6813B, Agilent company, Santa Clara, CA, USA) incorporated with a GW
waveform generator (GFG-8016G, RIGOL, Beijing, China), was applied to the microcoil. The results
were observed by the oscilloscope (Agilent MSO6034, Agilent company). By comparing the input
signal (lower level) and output signal (upper level), the bistable mechanism could be observed as
shown in Figure 8. The microactuator is in the first stable state, then, when the positive current is fed
into the coil, the microactuator is switched into the second stable state. When the current was reduced,
the microactuator could stay in the second stable state without power consumption until the next
switching current. The difference between the driving voltage and switching voltage at the higher
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level means a response time of 0.96 ms. The bistable mechanism verified the reliability of the design
and simulation described above.

Figure 7. The fabrication process and the prototype.

 

Figure 8. Bistable mechanism of the prototype.

6. Conclusions

This paper presents a linear microactuator, which has high response, large displacement and high
precision for use in portable electronic equipment and microsatellite high resolution remote sensing
technology. The linear microactuator comprises a planar microcoil, a supporter and a microspring.
In order to optimize the linearity of the microactuator, microsprings with four topology structures were
simulated and analyzed. By comparing the simulation results, the best linear spring, d-type, could
improve the threshold of the bistable mechanism. The redundancy of the fabrication process of the
linear microactuator is increased, which has a positive influence on the precision of the microactuator.
The linear microactuator was fabricated based on nonsilicon process, and the bistable mechanism of
the prototype was tested. The results showed that the prototype could realize a bistable mechanism
with a response time of 0.96 ms, which verified the reliability of the topology design and simulation.
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Abstract: Monitoring the working condition of hydraulic equipment is significance in industrial
fields. The abnormal wear of the hydraulic system can be revealed by detecting the variety and
size of micro metal debris in the hydraulic oil. We thus present the design and implementation of
a micro detection system of hydraulic oil metal debris based on inductor capacitor (LC) resonant
circuit in this paper. By changing the resonant frequency of the micro fluidic chip, we can detect the
metal debris of hydraulic oil and analyze the sensitivity of the micro fluidic chip at different resonant
frequencies. We then obtained the most suitable resonant frequency. The chip would generate a
positive resistance pulse when the iron particles pass through the detection area and the sensitivity of
the chip decreased with resonant frequency. The chip would generate a negative resistance pulse
when the copper particles pass through the detection area and the sensitivity of the chip increased
with resonant frequency. The experimental results show that the change of resonant frequency has
a great effect on the copper particles and little on the iron particles. Thus, a relatively big resonant
frequency can be selected for chip designing and testing. In practice, we can choose a relatively big
resonant frequency in this micro fluidic chip designing. The resonant micro fluidic chip is capable of
detecting 20–30 μm iron particles and 70–80 μm copper particles at 0.9 MHz resonant frequency.

Keywords: resonant frequency; resistance parameter; micro fluidic; oil detection

1. Introduction

Hydraulic technology is widely applied in the country’s core industries, for example, aerospace,
energy, and manufacturing industry due to its advantages of a large transmission force, flexible
layout, and high efficiency. In the ship engineering field, hydraulic technology is always applied in
major devices such as steering gears, propulsion systems, and lifting equipment. Hydraulic oil as
the hydraulic system transmission medium is a kind of high cleanliness fluid, and more than 75% of
hydraulic system failures are caused by hydraulic oil pollution [1]. Thus, predicting and diagnosing
the contamination of hydraulic oil is the key to protecting the hydraulic system.

In hydraulic systems, hydraulic oil is inevitably contaminated due to internal generation and
external intrusion, among which solid particle contamination is the main source of pollution. Some of
these solid particle contaminants are external dust, and metal abrasive particles produced by internal
mechanical wear. The latter is the most important cause of mechanical failure in hydraulic systems.
The reference data [2–4] shows that the metal abrasive particles in the hydraulic oil have a constant
concentration and the size of the abrasive particles is usually 10–20 μm when the hydraulic systems
are under normal working conditions. On the contrary, when abnormal wear occurs in the hydraulic
systems, the concentration of the metal abrasive particles in the hydraulic oil increases and the size
of the particles becomes 50–100 μm. If the hydraulic system continues to work under this working
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condition, the concentration and size of the metal abrasive particles in the hydraulic oil will still increase
until the hydraulic system fails. Thus, how to achieve the detection of particulate contaminants in
hydraulic oil is an important content for predicting and diagnosing hydraulic oil contamination.

The main methods currently used for the detection of hydraulic oil include ferrous analysis,
spectroscopic analysis, magnetic plug analysis, screen damping, particle counting, etc. [5]. With the
exception of the particle counting method, several other methods can only estimate the pollution
degree of the oil and require professional laboratory personnel to carry out analysis and measurement.
Furthermore, these methods are difficult to achieve in oil on-line monitoring. The particle counting
method is a common method for detecting fluid contamination, through the analysis of the amplitude
and quantity of the pulses generated by the contaminants passing through the detection area, the size
and number of the contaminants can be obtained and the accurate measurement of the oil contaminants
can be truly achieved [6,7]. Further, the particle counting method can achieve on-line monitoring,
so that it can better predict and diagnose the operation conditions of mechanical equipment and
reduce time-consuming and labor-intensive shutdown inspections. Thus, this method has broad
application prospects.

Currently, the combination of the micro fluidic electromagnetic technique and particle counting
method can achieve some effects, mainly in the three following ways: (1) resistive pulse sensor (RPS),
measuring the change of electrolyte resistance when a particle passes through micro channel [8–10],
using multiple pores on a single chip as the detection area, detecting the resistance change when
particles pass through the area; (2) capacitive counter sensor, measuring the difference in relativity
permittivity between oil and metal particles [11,12], using opposite placement metal rods as the
electrodes and detecting the changes when particles pass through the electrodes; and (3) inductive
counter sensor, measuring the relative different permeability between ferrous particles, nonferrous
metal particles, and non-metallic particles [13] using the inductance coil at high frequency condition
to detect the particles. However, resistive pulse sensor detection is insensitive due to the fact that
oil is non-conductive and non-isothermal. Capacitive counter sensor detection is interfered by a few
water droplets in lubricant oil (the relativity permittivity of water and metal particles are both much
larger than the relativity permittivity of oil), and it is also incapable of distinguishing the nonferrous
metal particles and ferrous particles [14,15]. Du et al. demonstrated the feasibility and proposed a
sensor using inductor capacitor (LC) resonant method based on the principle of such an inductive
counter sensor and detected 32 μm iron particles and 75 μm copper particles with different excitation
frequency by experiment [16,17]. Different from Du detection based on inductance parameter, in this
paper, a resonant micro fluidic chip based on electromagnetic theory for detecting resistance parameter
is designed and the frequency characteristic of a micro resistance sensor is explored. The theoretical
calculations using MATLAB (MATLAB R2015a, The MathWorks, Natick, MA, USA) and experimental
verification are performed that the change of resonant frequency has effect on detection. The resonant
micro fluidic chip is capable of detecting 20–30 μm iron particles and 70–80 μm copper particles when
the resonant frequency is 0.9 MHz, which improves the detection accuracy of ferromagnetic particles
to some extent

2. Chip Design and Fabrication

The micro fluidic resonant oil detection chip is designed to detect the metal debris in oil based on
electromagnetic theory as shown in Figure 1. The chip is composited of a plane coil, a chip capacitor,
and a micro fluidic channel.

The micro fluidic channel, which is close to the inner wall, goes across the inner hole of the coil,
and the coil is connected with the capacitor in parallel. The diameter of micro-channel D1 is 300 μm
(see Figure 2a). The diameter of the coil wire core D2 is 70 μm. There is a coat of insulating paint with
a thickness of 10 μm around the coil wire core and the diameter of the coil inner hole D3 is 900 μm
(see Figure 2b).
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Figure 1. Micro fluidic resonant oil detection chip model figure.

 
(a) (b) 

Figure 2. The design of micro fluidic resonant oil detection chip: (a) cross-section of the chip: D1 is the
diameter of the micro-channel and (b) a sketch of a single-layer coil: D2 is the diameter of the coil wire
core and D3 is the inner diameter of the single-layer coil.

To fabricate the detection chip, a model of a coil connected with capacitors and a straight
micro-channel was made first. The single-layer coil was made of enamel copper wire and wound
by a winding machine (SRDZ23-1B, Zhongshan Shili Wire Winder Equipment Co., Ltd., Zhongshan,
Guangdong, China); the number of turns is varied according to different experiments. The straight
micro-channel model was made of an iron rod with a diameter of 300 μm and a length of 7 cm. It was
put into the coil inner hole close to the inner wall (see Figure 2a). After that, both the micro-channel
model, the capacitor, and the coil were fixed to a glass substrate using glue. The micro-channel
model, the capacitor, the coil, and glass substrate formed a chip mold, upon which the liquid
polydimethylsiloxane (PDMS) was poured. The chip mold was then placed in a thermostat with
a temperature of 80 ◦C for 1 h. Finally, after the liquid PDMS was solidified, the straight micro-channel
model was removed using pliers and the resonant oil detection chip fabrication was completed.
The diameter of the micro-channel model equals to the diameter of the straight micro-channel.

3. Theoretical Analysis

The micro fluidic resonant oil detection chip presented in this paper is a resistance sensor,
the change of the inductor coil causes the impedance of the entire circuit to change, and the chip detects
the real part of the impedance change.

When an excitation voltage is applied to the coil, an alternating current is formed in the coil. Such
a coil can be simplified as a circular current-carrying conductor and the magnetic field is shown in
Figure 3. It is easy to know that the transverse components of the magnetic field generated by the
coils cancel each other out and only have a magnetic field with an axial component. According to
the Biot-Savart Law, the center of the coil has the highest magnetic induction. When metal particles
pass through this position, the particles are magnetized and the coils generate increased magnetic flux;
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at the same time, particles will also generate eddy current effects at this position which will reduce the
magnetic induction of the original magnetic field. For ferromagnetic particles, their relative magnetic
permeability is much larger than 1, so when they pass through the detection area, the magnetization
field inside them is much larger than the weakened magnetic field generated by the inner eddy
current, and the apparent inductance of the coil increase. For non-ferromagnetic metal particles,
the relative magnetic permeability is about equal to 1, so there is no magnetization effect. When the
particles pass through the detection area, the magnetization field inside the particle is smaller than the
weakened magnetic field generated by the inner eddy current, and the apparent inductance value of
the coil reduce.
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Figure 3. Magnetic field on the circular current-carrying conductor.

3.1. Particle Differentiate Detection

The equivalent circuit diagram of the micro fluidic oil detection chip described herein is shown in
Figure 4. Among the figure, the inductor coil is equivalent to a pair of series inductance L0 and resistor
R0, the entire circuit is composed of a series branch and a capacitor C0 in parallel. The resistance,
inductance, and capacitance are expressed by a complex representation, the impedance of the entire
circuit is Z0. According to the character of the parallel circuit, the branch connected in series with a
resistor and an inductor corresponds to a single inductor coil with excitation voltage. Under a constant
excitation, a time-harmonic magnetic field is generated and the magnetic induction intensity is constant.
When the particles pass through the center of the coil, the particles are magnetized and generate an
eddy current effect, resulting in a change in the apparent inductance value of the coil [18,19].
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Figure 4. The equivalent circuit of micro fluidic resonant oil detection chip.

When the resonant angular frequency exists in a parallel resonant circuit, it is satisfied by
1 − C0R0

L0
> 0 and it can be expressed as:

ω0 =
1√

L0C0

√
1 − C0R0

L0
(1)

When the excitation frequency is the resonant frequency, the entire circuit presents a purely
resistive state. When no particles pass through the detection area, the initial equation of the equivalent
circuit can be expressed as:
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Z0 =
R0 + jω0L0

(1 − ω02L0C0) + jω0R0C0
=

R0 + jω0(L0 − ω0
2L0

2C0 − ω0R0
2C0)

(1 − ω02L0C0)
2 + ω02R02C02

(2)

The real part of the impedance can be expressed as:

Re(Z0) =
R0

(1 − ω02L0C0)
2 + ω02R02C02

(3)

When there are metal particles passing through the detection area, the apparent inductance value
of the coil changes as described above, so that the changed value produced is the inductance ΔL, and
the impedance change value of the entire circuit is ΔZ. At this time, the real part of the changes can be
expressed as:

Re(Z0 + ΔZ) = R0
X1

2+X2
2 (4)

Among them: {
X1 = [1 − ω0

2(L0 + ΔL)C0]
2

X2 = ω0
2R0

2C0
2 (5)

Because only the inductance value has changed, only X1 has changed in Formula (5). As can be
seen, the resonance angular frequency from the previous Formula (1), X1 can be expressed as:

X1 = [1 − 1
L0

(1 − C0R0
2

L0
)(L0 + ΔL)]

2

(6)

It can be seen from the beginning that when ferromagnetic particles pass through the detection
area, the apparent inductance of the coil increases, that is, ΔL > 0; and when the non-ferromagnetic
metal particles pass through the detection area, the apparent inductance of the coil decreases, that is,
ΔL < 0. The Formulas (3) and (6) show that when the ferromagnetic particles pass, X1 decreases
and the real part of the circuit impedance increases. When non-ferromagnetic metal particles
pass, X1 increases and the real part of the circuit impedance decreases. Therefore, ferromagnetic
particles and non-ferromagnetic particles can be distinguished by detecting the real part of the entire
circuit impedance.

3.2. Effect of Excitation Frequency on Detection

For a single coil micro fluidic chip, the frequency characteristics have been studied. Through
the research, it has found that when the excitation frequency is lower than 2 MHz, the frequency
change has little effect on the chip detection capability [20]. The inductor coil used in this paper has an
inductance of approximately 10 μH and a resistance of approximately 0.8 Ω. In the previous study, our
research team has found that a single coil chip was used for detection the 80–90 μm iron particles, the
apparent inductance value generated by the inductor coil was changed approximately 4 × 10−5 μH.
And for the 150–160 μm copper particles, the apparent inductance value generated by the inductor
coil was changed approximately −3 × 10−5 μH. In this paper, the resonant frequency of the detection
chip is changed by changing the value of the chip capacitor in parallel, and the frequency of the
excitation voltage is set to the resonant frequency. From Formulas (3)–(5), the real part impedance
signal amplitude can be expressed as:

ΔZ =
R0

[1 − ω2(L0 + ΔL)C]2 + ω2R02C2
− R0

(1 − ω2L0C)2 + ω2R02C2
(7)

Among them, the capacitor and the excitation angular frequency are variables, the resistance and
the inductance of the inductor coil are constants. And the relationship between resonant frequency
and resonant angular frequency is:

f =
ω

2π
(8)
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By MATLAB calculation, we can get the curve of the real part impedance signal amplitude value
of the entire circuit as shown in Figure 5 with the excitation frequency f changes.

 
(a) (b) 

Figure 5. The relationship between excitation frequency and impedance signal amplitude value:
(a) impedance signal value produced by ferromagnetic particle and (b) impedance signal value
produced by non-ferromagnetic metal particle.

From the curve in Figure 5, we can see that as the excitation frequency increases, for ferromagnetic
particles, the resulting change in the real part of the impedance generated after passing through the
detection area increases; for non-ferromagnetic metal particles, the resulting change in the real part
of the impedance generated after passing through the detection area decreases. From the foregoing
description, it can be seen that the real part of the impedance of the entire circuit increases as the
ferromagnetic particles pass through the detection area, and the real part of the impedance of the
entire circuit decreases as the non-ferromagnetic particles pass through the detection area. Thence,
for the ferromagnetic particles and the non-ferromagnetic particles, the absolute value of the real
part of the impedance change produced by the detection area increases with the increase of the
excitation frequency.

4. Experiments and Discussion

The impedance detection system is shown in Figure 6. It consists of a micro-injection pump
(Harvard Apparatus B-85259, Harvard Apparatus, Holliston, MA, USA), a microscope (Nikon AZ100,
Nikon, Tokyo, Japan), a micro fluidic chip, an inductance (L), capacitance (C), and resistance (R) meter
(Agilent E4980A, Agilent Technologies Inc., Bayan Lepas, Malaysia) and a computer with LabVIEW
software (LabVIEW 2011, National Instruments, Austin, TX, USA).

Figure 6. Schematic diagram of impedance detection system.
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4.1. Experiments Preparations

In the experiment to investigate the effect of excitation frequency on detection, we used iron
particles with sizes of 70–80 μm for ferromagnetic particles, and we used copper particles with sizes
of 130–140 μm for non-ferromagnetic particles (Hefei Shatai Mechanical and Electrical Technology
Co., Ltd., Hefei, Anhui, China). We weighed 4 mg for each particle using a precision balance (Precisa
XS255A, Precisa Gravimetrics AG, Luzern, Switzerland), and mixed the particles with 100 mL of
Marine hydraulic oil (marine hydraulic oil (The Great Wall L-HM 46, Sinopec Lubricant Co., Ltd.,
Beijing, China) by oscillator (IKA S25, IKA, Staufen, Germany), then put them into plastic test tube as
experiment material.

In the experiment of exploring the lowest limit of chip detection, we used iron particles with size
of 20–30 μm, 30–40 μm, 40–50 μm for ferromagnetic particles, and we used copper particles with size
of 70–80 μm, 80–90 μm, 90–100 μm for non-ferromagnetic particles.

In the experiments, in order to ensure that unrelated variables are consistent when detecting
particles, we designed the detection chip as shown in Figure 7. This chip contains 1 inductor and
5 capacitors of different sizes. When the excitation frequency is changed, the coil is connected with
different capacitor for detection, and the excitation frequency is keeping unchanged. In this way,
the particles can be detected in a chip having the same flow channel and the same inductance coil and
the external factors interferes can be relatively reduced.

 

Figure 7. Micro fluidic resonant oil detection chip model figure in the experiments.

4.2. The Influence of Excitation Frequency on Detection

In the experiment, we set the excitation voltage of the chip to 2 V by LCR meter and the injection
plastic of the microinjection pump to 40 μL/min. Then put 70–80 μm iron particles and 140–150 μm
copper particles into the chip and connected micro-injector pump and finally started the experiment.

Among them, the detection results of 70–80 μm iron particles and 140–150 μm copper particles are
shown in Figure 8, respectively, at the same voltage and frequency. From Figure 8a,b, we can see that
an upward pulse is generated when iron particles pass through the detection area and a downward
pulse is generated by copper particles. Thus, we can distinguish the ferromagnetic particles and the
non-ferromagnetic particles by the pulse direction judgment.
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(a) (b) 

Figure 8. Detection results of iron and copper particles, the excitation voltage was 2 V and the excitation
frequency was 0.9 MHz: (a) iron particles with sizes ranging from 70–80 μm and (b) copper particles
with sizes ranging from 140–150 μm.

In the experiments, we used 70–80 μm iron particles and 140–150 μm copper particles to
investigate the influence of excitation frequency on detection precision. The size of the chip capacitors
and the excitation frequency are shown in Table 1, the excitation frequency is the resonant frequency
corresponding to the connected capacitor. And the highest resonant frequency of the chip is 0.9 MHz
in laboratory conditions because the minimum capacitor in our laboratory is 0.010 μF.

Table 1. Different excitation frequencies in the experiments.

Chip Capacitors Excitation Frequency 1

0.10 μF 0.30 MHz
0.068 μF 0.35 MHz
0.047 μF 0.50 MHz
0.022 μF 0.65 MHz
0.010 μF 0.90 MHz

1 Excitation frequency f = ω/2π, ω is excitation angular frequency.

The experimental results are shown in Figure 9a,b, each average data point and its error bar were
evaluated by 10 measurements. From the Figure 9a, we can see that for the same size of iron particles,
with the increase of the excitation frequency, the generated pulse size increase, but the signal-to-noise
ratio change negatively with the frequency change. From the Figure 9b, we can find that for the
same size copper particles, with the increase of the excitation frequency, the generated pulse size
increase, and the signal-to-noise ratio (SNR) also change in proportion to the frequency. Furthermore,
the amplitude curve of experiments is consistent with theoretical calculations in Figure 5.

4.3. Detection Limit of the Detection Chip

From Figure 9 we can also know that the SNR of copper particle detection signal is more effective
than the SNR of iron particle detection signal with excitation frequency change. Thus, we have chosen
0.9 MHz as the excitation frequency to investigate the detection lowest limit of the detection chip in
the experiments. Moreover, we used iron particles with size of 20–30 μm, 30–40 μm, and 40–50 μm
and copper particles with size of 70–80 μm, 80–90 μm, and 90–100 μm as the experiment’s materials.

Through the experiments, we found that the limitation of detection chip is iron particle 20–30 μm
and copper particle 70–80 μm when the excitation voltage is 2 V, the excitation frequency is 0.9 MHz
and the injection flow rate is 40 μL/min. The detection signal and the particle figure as shown in
Figure 10.
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(a) (b) 

Figure 9. Influence of particle amplitude and signal-to-noise ratio (SNR) with excitation frequency:
(a) 70–80 μm Iron particles detection results, the blue line was SNR, and the red line was signal
amplitude and (b) 140–150 μm copper particles detection results, the blue line was SNR, and the red
line was signal amplitude.

 
(a) (b) 

  
(c) (d) 

Figure 10. The limitation detection results of iron and copper particles, the excitation voltage was
2 V and the excitation frequency was 0.9 MHz: (a) iron particles with sizes ranging from 20–30 μm;
(b) copper particles with sizes ranging from 70–80 μm; (c) 20–30 μm iron particle under microscope;
and (d) 70–80 μm copper particle under microscope.

4.4. Mixtures Detection of the Detection Chip

The mixtures of 70–80 μm iron particles and 140–150 μm copper particles and the mixtures of
20–30 μm and 70–80 μm iron particles were detected at 0.9 MHz and 2 V condition in experiments
to verify that the detection chip can distinguish different size ferromagnetic and non-ferromagnetic
particles. And the detection results were shown in Figure 11. The positive signals were generated by
iron particles and the negative signals were generated by copper particles in the Figure 10a. The larger
positive signals were generated by 70–80 μm iron particles and the smaller were generated by 20–30 μm
particles in the Figure 10b.
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(a) (b) 

Figure 11. The mixtures detection result of the chip: (a) the mixtures of 70–80 μm iron particles and
140–150 μm copper particles results, the positive signals were iron particles, the negative signals
were copper particles and (b) the mixtures of 20–30 μm and 70–80 μm iron particles detection results,
the larger signals were 70–80 μm iron particles, the smaller signals were 20–30 μm iron particles.

5. Conclusions

A resistance micro fluidic detection chip based on resonant circuit for detecting metal particles
in hydraulic oil has been designed in this paper. The experimental results are consistent with the
theoretical calculations. The chip would generate a positive resistance pulse when the iron particles
pass through the detection area, and the chip would generate a negative resistance pulse when
the copper particles pass through the detection area, and the detection signal amplitude increased
with resonant frequency. With excitation frequency increased, the signal-to-noise ratio decreased for
ferromagnetic particles and increased for non-ferromagnetic particles. Since the highest resonant
frequency of the chip is 0.9 MHz in laboratory conditions, we used it as the chip’s excitation frequency
to investigate the limitation of detection and detected 20–30 μm iron particles and 70–80 μm copper
particles. We can effectively predict the hydraulic system fault by the size of the contaminants and
its location to some extent by distinguishing the contaminants. The condition monitoring and fault
diagnosis is significance to the ship’s hydraulic system.

The detection accuracy and the throughput of this chip are still limited. In our future works, we
will improve the detection accuracy by increase the turns of the coil and improve the throughput by
increase the diameter of the fluid channel.
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Abstract: This paper presents a novel algorithm for the design and analysis of an adaptive
backstepping controller (ABC) for a microgyroscope. Firstly, Lagrange–Maxwell electromechanical
equations are established to derive the dynamic model of a z-axis microgyroscope. Secondly,
a nonlinear controller as a backstepping design approach is introduced and deployed in order to drive
the trajectory tracking errors to converge to zero with asymptotic stability. Meanwhile, an adaptive
estimator is developed and implemented with the backstepping controller to update the value
of the parameter estimates in the Lyapunov framework in real-time. In addition, the unknown system
parameters including the angular velocity may be estimated online if the persistent excitation (PE)
requirement is met. A robust compensator is incorporated in the adaptive backstepping algorithm
to suppress the parameter variations and external disturbances. Finally, simulation studies are
conducted to prove the validity of the proposed ABC scheme with guaranteed asymptotic stability
and excellent tracking performance, as well as consistent parameter estimates in the presence of model
uncertainties and disturbances.

Keywords: adaptive control; backstepping approach; tracking performance; microgyroscope

1. Introduction

As primary information sensors, microgyroscopes have a large potential for several types of
applications in navigation, control, and guidance systems. Fabrication imperfections in microgyroscopes
always generate some coupling between oscillation modes. Meanwhile, the performance of the
microgyroscope is subject to quadrature errors, time-varying parameters, and external disturbances.
Nevertheless, recent applications require sensors with improved performance. The incorporation
of advanced control systems into their existing dynamics seems to be an effective way to improve the
microgyroscope performance.

During the past decades, many researchers have spent great deal of effort in the design of
microgyroscope structures and control systems [1–17]. The conventional controller for a microgyroscope
is to force the drive mode into a known oscillatory motion and then detect the Coriolis effect coupling
along the orthogonal sense mode, which provides the information about the applied angular velocity.
However, the conventional controllers are immanently sensitive to some typical types of fabrication
imperfections, such as the cross-damping term, which produces zero-rate output. To solve these
problems, advanced control schemes such as adaptive controller [2–5], sliding mode controller [6],
compound robust controller [7], adaptive neural controller [8–10], and adaptive fuzzy controller [11–13]
have been applied to microgyroscopes. A mode-matched force-rebalance control for a microgyroscope
was investigated in [14]. Adaptive dynamic surface control for a triaxial microgyroscope with nonlinear
inputs was developed in [15]. Flatness-based adaptive fuzzy control of an electrostatically actuated
micro-electro-mechanical system (MEMS) and self-adaptive nonlinear stops for mechanical shock
protection of MEMS were discussed in [16,17], respectively.

Micromachines 2018, 9, 338; doi:10.3390/mi9070338 www.mdpi.com/journal/micromachines200
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A backstepping controller [18] that can achieve the goals of tracking and stabilization is a recursive
design procedure based on a Lyapunov framework, breaking a full system design into a sequence
of lower-order systems. Nevertheless, compared with sliding mode control, the backstepping
algorithm has two merits: the first is that it can relax the matching condition for a class of systems
which can satisfy the strict feedback form; the second is that it can refrain from cancellation of the
useful nonlinearities existing in the nonlinear system. The fundamental rule of backstepping is
to recursively design a controller and step back out of the subsystem progressively, guaranteeing
stability at each step, until reaching the final external control step. In [19,20], adaptive backstepping
controllers were deployed for an air-breathing hypersonic vehicle and a fuel cell/boost converter
system. A backstepping controller was applied to a linear 2 × 2 hyperbolic system in [21].
Adaptive intelligent control with backstepping design for dynamic systems were developed in [22–26].
Adaptive command-filtered backstepping control of robot arms with compliant actuators was
introduced in [27]. However, so far, an adaptive backstepping controller has not been deployed
to a microgyroscope. Based on our preliminary work in [28], our work will explore an adaptive
backstepping scheme with a parameter estimator for a microgyroscope. Compared with existing
works, the main contributions of the proposed backstepping approach are emphasized as:

(1) Backstepping is a nonlinear control approach based on Lyapunov stability theorem by means
of recursion process. Backstepping design is a powerful tool for dynamic systems with pure or
strict feedback forms. A major advantage of backstepping is that it has the flexibility to avoid
cancellations of useful nonlinearities and achieve regulation and tracking properties. However,
the vibratory microgyroscope is neither of these two forms. Therefore, the microgyroscope
motion equations should be transformed into a cascade-like system to be suitable for the
backstepping approach.

(2) An adaptive control strategy is deployed in the backstepping procedure to deal with parameter
uncertainties and external disturbances. The Lyapunov-based adaptive controller is obtained
to guarantee the asymptotic stability of the closed-loop system and the consistent parameter
estimates, including the external angular velocity if the persistent excitation (PE) condition is
satisfied. In addition, a robust term is incorporated in the adaptive backstepping algorithm to
suppress the lumped disturbances.

2. Microgyroscope Dynamics

A z-axis vibratory microgyroscope mainly consists of three components: the sensitive element;
electrostatic actuations and sensing mechanisms; and the rigid frame rotating along the rotation z-axis.
Figure 1 shows a schematic diagram of a microgyroscope. The motion equations of the microgyroscope
are developed from the Lagrange–Maxwell equation [1,2]:

d
dt

(
∂L
∂

.
xi

)
− ∂L

∂xi
+

∂F
∂

.
xi

= Qi, (1)

where L = EK − EP is Lagrange’s function, EK and EP are kinetic and potential energies of the sensitive
element, respectively, F is the generalized damping force, Qi are generalized forces acting on the
sensitive element, and i ranges from 1 corresponding to the number of considered degrees of freedom
(2 in our system).

The motion equations can be obtained according to (1) and coordinate transformation knowledge.
Assuming that the angular velocity is almost constant over a sufficiently long time interval,
Ωx ≈ Ωy ≈ 0, only the component of the angular velocity Ωz causes a dynamic coupling between the
x-y axes. Considering fabrication imperfections, which cause extra coupling, the motion equations are
obtained as: {

m
..
x + dxx

.
x + dxy

.
y + kxxx + kxyy = ux + dx + 2mΩz

.
y

m
..
y + dxy

.
x + dyy

.
y + kxyx + kyyy = uy + dy − 2mΩz

.
x

, (2)
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where x and y are the coordinates regarding the gyro frame existing in Cartesian coordinates; m is the
mass; dxx, dyy, kxx, kyy are called the damping and spring coefficients; dxy, kxy are called quadrature
errors, which are coupled damping and spring terms, respectively; ux, uy are called control forces;
and dx, dy represent bounded unknown disturbances (note that the lumped disturbances dx and dy

could also contain the effects of the time-varying unknown but bounded parameter uncertainties); and
2mΩz

.
y, 2mΩz

.
x are the Coriolis forces used to reconstruct the information of the unknown angular

velocity Ωz.

 

Figure 1. Schematic model of a z-axis MEMS vibratory gyroscope.

Dividing both sides of the motion Equation in (2) by reference mass m, reference length q0, and
natural resonance frequency ω2

0, we get the non-dimensional equation as:

..
x + dxx

.
x + dxy

.
y + ωx

2x + ωxyy = ux + 2Ωz
.
y + dx

..
y + dxy

.
x + dyy

.
y + ωxyx + ωy

2y = uy − 2Ωz
.
x + dy

, (3)

where
dxx

mω0
→ dxx ,

dxy

mω0
→ dxy ,

dyy

mω0
→ dyxy ,

Ωz

ω0
→ Ωz ,

√
kxx

mω02 → ωx ,

√
kyy

mω02 → ωy ,

kxy

mω02 → ωxy .

Equation (3) can be transformed into the vector form equation as:

..
q + D

.
q + Kq = u − 2Ω

.
q + d, (4)

where q =

[
x
y

]
, u =

[
ux

uy

]
, d =

[
dx

dy

]
, D =

[
dxx dxy

dxy dyy

]
, K =

[
kxx kxy

kxy kyy

]
,

Ω =

[
0 −Ωz

Ωz 0

]
. Note that D = DT, K = KT, Ω = −ΩT and the input disturbances are assumed

to be bounded by ‖d‖ ≤ ρ, where ρ is a scalar.
Considering a system with parametric uncertainties and external disturbances, the dynamics of

the microgyroscope (4) can be represented as:

..
q + (D + 2Ω + ΔD)

.
q + (K + ΔK)q = u + d, (5)

where ΔD is the unknown parameter uncertainties of D + 2Ω, and ΔK is the unknown parameter
uncertainties of K.

202



Micromachines 2018, 9, 338

Rewriting Equation (5) as
..
q + (D + 2Ω)

.
q + Kq = u + d f , (6)

where d f = d − ΔD
.
q − ΔKq, representing the matched, lumped parametric uncertainties and

external disturbances.
Despite these difficulties, an adaptive backstepping control (ABC) algorithm is deployed

to guarantee the tracking performance, asymptotic stability, and parameter estimations of the
microgyroscope system in the following section.

3. Adaptive Backstepping Control Design

Motivated by the research results in [18–22], a backstepping controller was to achieve the goals
of tracking and stabilization by a recursive design procedure. We firstly show that if the parameters
of the microgyroscope are known, the backstepping controller guarantees zero tracking error and
asymptotic stability. Then, we will utilize an adaptive backstepping scheme to deal with the case
of the unknown parameters. Figure 2 describes the block diagram of the proposed ABC approach
of a microgyroscope.

2D KqD Kq 2D Kqq q u q d
+

+

( )td

MEMS Gyroscope

Adaptive 
Law

Angular Rate 
Estimation

Reference 
Trajectory

, ,d d dq q qq qd dd,

Tracking 
Error

1e
2e

1

11

Adaptive 
Backstepping 

Controller

,q q

z

u

ˆ ˆ ˆ, ,D Kˆ ˆ ˆ, ,,

Figure 2. Block diagram of the proposed adaptive backstepping control of a microgyroscope.

As seen from Equation (3), since the coupled microgyroscope motion equation is not formulated
in “strict-feedback” form, it should to be transformed into a form which could make backstepping
design approach available. We define X1 = q, X2 =

.
q.

The dynamics in (3) can be transformed as the following cascade form:{ .
X1 = X2.

X2 = −(D + 2Ω)X2 − KX1 + u + d f
. (7)

The control objective for a z-axis microgyroscope is to track a reference oscillation trajectory qd as
closely as possible and make all the signals in the closed-loop system be uniformly bounded. For the
microgyroscope in (5), the backstepping control design can be synthesized in two steps.

Step 1: Treat X2 as a virtual control force and design a control law for it to make X1 follow the
reference trajectory.

Firstly, the tracking error is defined as e1 = q− qd = X1 − qd, where qd is the reference trajectory of
q. Assume the first and second derivatives of the reference trajectory qd are all bounded. Considering
D, K, Ω are known, we treat X2 as a control input and design a virtual controller α1 for it such that
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limt→∞q = qd(i.e., limt→∞e1(t) = 0). To make the tracking error e1 converge to zero, we study the
dynamics of e1 derived by differentiating the both sides of e1 = X1 − qd, then we obtain

.
e1 = X2 − .

qd.
Now that X2 is treated as a control input, we naturally design the following simple virtual control

law for X2 to make e1 converge to zero exponentially:

X2 = α1 ≡ −c1e1 +
.
qd, (8)

where c1 is a positive definite symmetric matrix.
With virtual control law (8), the dynamics of

.
e1 = X2 − .

qd become

.
e1 = −c1e1. (9)

Due to the positive property of c1, tracking error e1 will approach zero exponentially. Roughly
speaking, X1 rapidly approximates to qd.

Step 2: However, X2 is not the actual control input, but a state variable. We cannot operate X2

directly. So, let us move on to the second line of (5), which reveals the dynamics of X2. We design the
real control force to make X2 converge to α1.

Define e2 as an error variable that is the deviation between X2 and its virtual control law α1, that is,
e2 = X2 − α1.

We derive the dynamics of e2 as

.
e2 =

.
X2 − .

α1

= −(D + 2Ω)(e2 + α1)− K(e1 + qd) + u + d f − .
α1

= −(D + 2Ω)e2 − K(e1 + qd)− (D + 2Ω)α1 − .
α1 + u + d f

(10)

In (10), the actual control u appears. Our target is to design u such that e1, e2 converge to zero.
Select a Lyapunov function V for the whole system as:

V =
1
2

e1
Te1 +

1
2

e2
Te2. (11)

Its first time derivative is given by:

.
V = e1

T .
e1 + e2

T .
e2 = e1

T(X2 − .
qd) + e2

T .
e2

= e1
T(−c1e1 + e2) + e2

T[−(D + 2Ω)e2 − K(e1 + qd)− (D + 2Ω)α1 − .
α1 + u + d f ]

. (12)

We finally derive and design the real controller u.
.

V must satisfy
.

V ≤ 0. Some terms in (13) are
definitely negative, and we shall keep them. Some terms are positive or indefinite, and we will use the
control force to cancel them. Thus, we design the control effort as:

u = −c2e2 − e1 + (D + 2Ω)e2 + K(e1 + qd) + (D + 2Ω)α1 +
.
α1 − ρsgn(e2), (13)

where c2 is a positive, definite, and symmetric matrix. The last term −ρsgn(e2) in (15) is a robust
compensator for the parameter variations and external disturbances.

Substituting Equation (13) into Equation (12) generates

.
V = −e1

Tc1e1 − e2
Tc2e2 + e2

Td f − ρe2
Tsgn(e2) ≤ 0. (14)

Because −e1
Tc1e1 ≤ 0, −e2

Tc2e2 ≤ 0, and e2
Td f − ρe2

Tsgn(e2) ≤ ‖e2‖1‖d f ‖1 − ρ‖e2‖1 ≤ 0,
.

V coincides with zero if and only if the three terms are simultaneously equal to zero. Because of c1 and
c2 being symmetric positive definite matrices, both −e1

Tc1e1 and −e2
Tc2e2 equal to zero if and only

if e1 = 0 and e2 = 0. Therefore,
.

V = 0 contains no trajectories other than
[
eT

1 , eT
2
]T

= 0. According to
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Lasalle’s invariance principle, the origin zero is globally asymptotically stable. Then, e1, e2 → 0 as
t → ∞ .

4. Adaptive Estimator

In the following, we will develop the procedure to deal with unknown system dynamics, lumped
parametric uncertainties, and disturbances. The modified controller in (13) is

u = −c2e2 − e1 + D̂(e2 + α1) + K̂(e1 + qd) + Ω̂(2e2 + 2α1) +
.
α1 − ρsgn(e2), (15)

where D̂, K̂ and Ω̂ are the estimates of D, K and Ω, respectively. Regarding the characteristics and
performance of the proposed ABC strategy, we state the following theorem.

Theorem 1. In the presence of lumped disturbances d f , the adaptive controller (15) with the adaptive estimator
(16) applied to the microgyroscope model (3) guarantees that all the closed-loop signals are bounded and that
state tracking errors converge to zero asymptotically.

.
D̂

T
= −1

2
γD[(e2 + α1)e2

T + e2(e2 + α1)
T]

.
K̂

T
= −1

2
γK[(e1 + qd)e2

T + e2(e1 + qd)
T]

.
Ω̂

T
= γΩ[e2(e2 + α1)

T − (e2 + α1)e2
T]

(16)

where γD > 0, γK > 0, γΩ > 0.

Proof. Substituting (16) into (5) yields{ .
e1 = e2 + α1 − .

qd.
e2 = [−c2e2 − e1 + d f − ρsgn(e2)] + D̃(e2 + α1) + K̃(e1 + qd) + Ω̃(2e2 + 2α1)

, (17)

where D̃ = D̂ − D, K̃ = K̂ − K, Ω̃ = Ω̂ − Ω, represent the estimation errors.

Consider the Lyapunov function candidate as the form of (18):

V =
1
2

e1
Te1 +

1
2

e2
Te2 +

1
2

tr{γD
−1D̃D̃T}+ 1

2
tr{γK

−1K̃K̃T}+ 1
2

tr{γΩ
−1Ω̃Ω̃

T}, (18)

where tr{·} is the matrix trace operator.
Differentiating (18) generates

.
V = [−e1

Tc1e1 − e2
Tc2e2 + e2

Td f − ρe2
Tsgn(e2)]

+e2
T[D̃(e2 + α1) + K̃(e1 + qd) + Ω̃(2e2 + 2α1)]

+tr{γD
−1D̃

.
D̃

T
}+ tr{γK

−1K̃
.
K̃

T
}+ tr{γΩ

−1Ω̃
.

Ω̃
T
}

(19)

Substituting the adaptive estimator (16) into (19), and
.

D̂ =
.

D̂
T

,
.
K̂ =

.
K̂

T
,

.
Ω̂ = −

.
Ω̂

T
, we obtain

.
V = −e1

Tc1e1 − e2
Tc2e2 + e2

Td f − ρe2
Tsgn(e2) ≤ 0. (20)

Note that (20) and (14) are identical. Thus, e1 and e2 converge to zero asymptotically. The adaptive
laws that guarantee the tracking error converges to zero do not mean the parameter estimates are
consistent only if the PE condition can be satisfied. Since the reference trajectories contain two
distinct nonzero frequencies, the PE condition is satisfied, and the microgyroscope has sufficient
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persistence of excitation to permit the accurate identification of major fabrication imperfections and all
the unknown system parameters.

5. Simulation Study

The proposed ABC scheme was evaluated on a lumped z-axis microgyroscope sensor [1,2].
The physical parameters are described as:

m = 1.8 × 10−7kg, kxx = 63.955
N
m

, kyy = 95.92
N
m

, kxy = 12.776
N
m

dxx = 1.8 × 10−6 N · s
m

, dyy = 1.8 × 10−6 N · s
m

, dxy = 3.6 × 10−7 N · s
m

We chose 1 μm as the reference length q0. It is known that the usual natural frequency of
a microgyroscope is in the kHz range, so chose the ω0 as 1 kHz. Assume the unknown angular
velocity is Ωz = 10 rad/s. Non-dimensionalizing the physical parameters, we obtained the following
nondimensional parameter matrices defined in (3):

D =

[
0.01 0.002
0.002 0.01

]
, K =

[
355.3 70.99
70.99 532.9

]
, Ω =

[
0 −0.01

0.01 0

]
.

The desired trajectory should be the resonance of vibration modes. The reference trajectories were
selected as xd = cos(ω1t), yd = cos(ω2t), where ω1 = 6.17, ω2 = 5.11. Here ω1, ω2 were chosen to be
the resonance frequencies of the z-axis MEMS vibratory gyroscope. We assumed that ω1, ω2 were fixed
in the simulation period.

The lumped parametric uncertainties and external disturbances are given by d f = d −
ΔD

.
q − ΔKq. As for model uncertainties, there were ±20% parameter variations for the spring

and damping coefficients and ±20% magnitude changes in the coupling terms. Random signal
d =

[
randn(1, 1) randn(1, 1)

]
was considered as disturbance.

Let D0, K0 and Ω0 to be the nominal values of D, K and Ω, respectively. Figure 3 shows the
tracking error using a “dull” controller without any adaptation strategies by solely replacing D, K, Ω
in (15) with D0, K0, Ω0. The control parameters are c1 = c2 = 20I, where I is the unit matrix. For the
moment, there is no disturbance. It must be noted that all of the system parameters, including
the gyroscope, controller, and disturbance parameters are nondimensional herein, meaning that all
of the parameters on vertical axes in the following figures are unitless. The simulation time was
nondimensional, as were the simulation positions. Though they were nondimensional, the same class
of parameters could be compared with each other, due to the unified reference physical quantity.

From Figure 3, due to the modeling error, the “dull” controller which relied on the nominal
parameters led to a stable system, but the tracking errors were obvious. For comparison, Figure 4
depicts the tracking error using the proposed ABC approach, and Figure 5 shows the adaptation
procedure of the parameter estimates. Figure 6 plots the control forces for the microgyroscope.

Obviously different from the result depicted in Figure 3, tracking errors approached zero quickly
when using the proposed ABC scheme. Since the reference trajectories contained two different nonzero
frequencies, the PE condition was satisfied. In Figure 5, the parameter estimates converged to their
true values, including the angular velocity. Standard adaptive controllers are not always robust in the
presence of model uncertainties and external disturbances. Hence, if −ρsgn(e2) in (13) was relieved,
our proposed control would not perform that well. For example, a step signal with an amplitude of
100 was added at 20 s as an external disturbance. Figure 7 shows the tracking errors using the adaptive
controller without the robust term. Figure 8 exhibits the improvement of tracking errors using our
proposed controller with the robust term −ρsgn(e2). Comparing Figure 7 with Figure 8, the robust
term effectively suppressed the disturbances and the tracking error maintained a very small value.
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Figure 3. Tracking errors using a “dull” controller.
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Figure 4. Tracking errors using the adaptive backstepping control (ABC) approach.
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Figure 5. Adaptive parameter estimates using ABC.
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Figure 6. Control efforts for microgyroscope using ABC.
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Figure 7. Tracking errors using ABC under step disturbances without robust term.
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Figure 8. Tracking errors using ABC under step disturbances with robust term.

A well-known adaptive microgyroscope controller without the backstepping technique was
presented in [2] by Park. The performance of our proposed ABC strategy was compared with the
adaptive controller in [2]. Figures 9–11 show the dynamic response using the adaptive controller in [2]
with the same nominal gyroscope parameters under the same model uncertainties and disturbances.

The tracking errors with the adaptive controller displayed quite a large overshot at the beginning,
as did the control efforts. The settling time of tracking errors was also worse than our proposed adaptive
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backstepping controller. The advantage of our proposed controller over the adaptive controller in
the performance of parameter estimation is clear. Put simply, the proposed adaptive backstepping
controller could improve the dynamic and static performance of the microgyroscope.
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Figure 9. Tracking errors using the adaptive controller in [2].
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Figure 10. Adaptation of parameter estimates using the adaptive controller in [2].
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Figure 11. Control efforts for a microgyroscope using the adaptive controller in [2].

6. Conclusions

An adaptive control with backstepping technique for a z-axis microgyroscope was investigated
and analyzed. The dynamics model of the microgyroscope was developed and transformed to aid in the
backstepping control design. A backstepping approach and adaptive strategy were utilized to deal with
the model uncertainties, disturbances, and unknown parameters of the microgyroscope. A controller
was designed to recursively and progressively step back out of the subsystem, guaranteeing stability
at each step until reaching the final external control step. Consistent parameter estimates, asymptotic
stability, and tracking performance under the lumped disturbances were proved based on a Lyapunov
analysis. Numerical simulation examples demonstrated the validity of the proposed ABC scheme,
showing the improved performance and consistent parameter estimation.

In our study, we only emphasized the proposed adaptive backstepping control algorithm on the
microgyroscope model. In the next step, the proposed adaptive backstepping controller should be
implemented in a practical experimental system to verify its effectiveness.
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Abstract: A highly sensitive Gallium Nitride (GaN) diaphragm based micro-scale pressure sensor
with an AlGaN/GaN heterostructure field effect transistor (HFET) deflection transducer has been
designed and fabricated for high temperature applications. The performance of the pressure sensor
was studied over a pressure range of 20 kPa, which resulted in an ultra-high sensitivity of ~0.76%/kPa,
with a signal-to-noise ratio as high as 16 dB, when biased optimally in the subthreshold region. A high
gauge factor of 260 was determined from strain distribution in the sensor membrane obtained from
finite element simulations. A repeatable sensor performance was observed over multiple pressure
cycles up to a temperature of 200 ◦C.

Keywords: MEMS; high temperature pressure sensors; AlGaN/GaN circular HFETs; GaN diaphragm

1. Introduction

In harsh environments, such as in the aerospace, automotive, nuclear power and petroleum
industries, there is a great need for high temperature pressure sensors [1–3]. Silicon electrical properties
degrade with the temperatures above 150 ◦C, due to the generation of thermal carriers and high leakage
currents, which makes it less suitable for harsh environments. The corrosion resistance of silicon is also
limited at high temperatures. This moved the researcher’s interest to higher bang-gap materials like
SiC, AlN, Gallium Nitride (GaN) and so forth [4–11]. Due to their higher band gap, these materials
have excellent thermal stability at higher temperatures. Among these, AlGaN got a special interest
due to its excellent piezo-electric properties [12]. It is also chemically inert, mechanically stable and
radiation hardened, which makes it a promising device material for hostile environments. GaN layer is
highly piezo electric and AlGaN/GaN heterostructure have a spontaneous polarization at the interface,
which creates a 2DEG (two-dimensional electron gas) at the interface [13]. This 2DEG offers a great
opportunity for using AlGaN/GaN in piezo-resistive and piezo-electric transducers, since both the
2DEG density and the mobility of the 2DEG can be modulated with the strain. The sensitivity for the
applied strain for AlGaN/GaN transducers will have higher values than those of silicon, where only the
carrier mobility gets modulated with the applied strain. These characteristics of AlGaN/GaN interface
make them better suitable material for the sensing applications over silicon [7–15]. Silicon carbide
based piezo resistive pressure sensors at temperatures up to 600 ◦C have been studied, however these
devices have low output signals and low pressure sensitivity values [16–18]. Capacitive sensing
is a dominant technique in pressure sensing, however the motion of the sensor is constrained to a
small vertical and horizontal movements [19]. If the vertical displacement is large, the capacitance
are not suitable for pressure sensing. So, the interest has been shifted to diaphragm based pressure
sensors, where the sensors motion is dependent on the yield strength of the material than on the design
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constraints. The theoretical temperature limit of Gallium Nitride (GaN) can be as high as 600 ◦C and
GaN heterostructure also shown higher mobility values and high critical breakdowns [20]. The III-V
nitrides is also having a high potential for monolithic integration [21]. There have been various studies
on the AlGaN/GaN based pressure sensors for room temperature sensing applications [22,23]. In this
article, we have investigated high temperature pressure sensing behavior of AlGaN/GaN based
devices and its electrical properties with the applied pressure have been studied with the temperature.
The mechanical stress distribution across the circumference of the diaphragm with pressure will
provide the change in piezoelectric charge in GaN HFET (hetero-structure field-effect transistor) and so
thus the change in source-drain resistance. The pressure sensitivity values are significantly better than
existing technologies, which underscores the prospect of these devices for high temperature pressure
sensing applications.

2. Materials and Methods

The pressure transducers used in this study were fabricated on AlGaN/GaN epitaxial layers
on (111) silicon wafer, purchased from NTT Advanced Technology Corporation, Japan. The wafer
had a 2 nm i-GaN cap layer and 15 nm Al0.25Ga0.75N on top of 1 μm i-GaN, with a 300 nm buffer
layer separating the GaN layer from the 675–750 μm thick Si substrate. At the beginning of the
fabrication process, the top 100 nm of AlGaN/GaN layer was etched using BCl3/Cl2 plasma chemistry
to define the mesa region at the periphery of the diaphragm, followed by deposition of a Ti (20 nm)/Al
(100 nm)/Ti (45 nm)/Au (55 nm) metal stack. A rapid thermal annealing process was performed at
825 ◦C for a minute, to form ohmic contacts for the source and drain regions for the HFET. After that,
plasma enhanced chemical vapor deposition (PECVD) technique was used to deposit 100 nm thick
SiO2 to cover the open regions of the mesa, which served as the gate dielectric. This was followed
by two consecutive stages of metallization, the first one had Ni (25 nm)/Au (200 nm) stack as the
gate metal contacts and the second one had Ti (20)/Au (225 nm) stack to from the probe contacts.
Finally Bosch process was used from the bottom face of the sample to perform through wafer etching
of silicon to release the diaphragm. Figure 1a shows the schematic diagram of the pressures sensor
(Appendix A: Figure A1 represents the diagrammatic representation of the process flow the fabrication
of these pressure sensors). Figure 1b,c shows the scanning electron microscopic (SEM) images of a
diaphragm from the topside and the backside of the sample.

Figure 1. (a) Cross-sectional structure of AlGaN/GaN heterostructure field effect transistor (HFET)
pressure sensor; (b) Diaphragm based AlGaN/GaN HFET pressure sensor, with a radius of 1000 μm
diaphragm; (c) The back side of the diaphragm, where the pressure was applied; (d) the experimental
set-up for pressure sensing.
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3. Results and Discussion

The sheet resistance of the AlGaN layer and the contact resistance of the ohmic metal pads were
found out to be 316 Ω/cm2 and 19 Ω/cm2 respectively, measured using transmission line measurement
(TLM) technique. The transfer length, LT, was found to be 18 μm and contact resistivity was calculated
as ρc = (LT)2 × Rsheet = 0.57 Ω·cm2. However, due to the device contacts being of shorter length (10 μm)
than the LT, the estimated total contact resistance for both contacts is about 8.6 Ω, while the overall
channel resistance is about 2.6 Ω, which means a significant amount of voltage (~77%) is dropped at
the contacts, which needs to be accounted for in the calculations that follow.

For electrical and pressure transduction measurements, the HFET embedded diaphragms were
glued to a printed circuit board (PCB) with a small pinhole in such a way that the pinhole is aligned
with the diaphragm and the glue forms a vacuum seal. The contact pads were wire bonded and the
PCB was mounted on a high pressure fixture shown in Figure 1d, where a gas line was installed beneath
the diaphragm with high temperature O-rings for good vacuum sealing. A heater and a thermo-couple
were also placed on top of the PCB, near the transducer chip, to carry out the experiments at higher
temperatures. At first, we performed transistor measurements to calculate field effect mobility, given by

μFET =
gm × lg

q × Vds,e × Cg
(1)

where gm is the drain-source transconductance, q is the electron charge, lg is the gate length of the
channel, Cg is the gate capacitance, Vds,e is the effective voltage drop at the channel (across the
intrinsic transistor), estimated as a fraction of applied Vds from the TLM measurements. Since the
series combination of the oxide capacitance and the capacitance of the top AlGaN layers dominate
the overall capacitance, we consider this constant capacitance as Cg, without performing a full gate
capacitance-voltage (C-V) measurement.

Figure 2a shows the Ids-Vds characteristics the HFET at room temperature (RT). Here the non-linearity
observed at the low bias range can be attributed to the non-ideality of the contacts that was evident
from the relatively higher contact resistivity. The current eventually saturates or reduces at different Vds
depending on the Vgs, which is expected from a well-behaved HFET with high current driving capacity.
Figure 2b shows the variation of Ids at Vgs = 0 V as a function of temperature. As the temperature goes
up, the peak Ids goes down and so does the corresponding Vds, as the channel resistance increases as
a result of increased scattering. However, at low Vds (<1 V), the Ids-Vds curves become more linear at
higher temperatures, which can be attributed to the improved thermionic emission at the non-ideal
contacts. That is why we calculate the field effect mobility at a higher Vds (~V), as it is less sensitive to
the Schottky-like behavior at the lower Vds. Figure 2c shows the Ids-Vgs characteristics of the HFET
measured at different temperatures and at Vds = 1 V. The peak transconductance at room temperature
was ~15 mA/V, which resulted in a raw value of μFET = ~300 cm2/(V·s) and sheet carrier concentration
ns = 7.19 × 1011 cm−2 at Vgs = −2 V and 2.35 × 1011 cm−2 at Vgs = −7 V. This low mobility is likely
attributable to significant voltage drop across the drain and source contact resistances due to their
sub-optimal width (< transfer length) caused by spatial limitation. The true value of the mobility lies
between these two extreme cases. The reduction of mobility at RT is generally associated with the
enhanced defect scattering in HFET and significant carrier trapping at the 2DEG surface [24].
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Figure 2. (a) Ids-Vds characteristics of the circular AlGaN/GaN HFET at room temperature; (b) variation
of Ids at Vgs = 0 V as a function of temperature and (c) Ids-Vgs characteristics of the HFET measured at
different temperatures and at Vds = 1 V.

From Figure 2c, we observe that the threshold and turn off voltages of the HFET were reduced
with the increase of temperature. The threshold voltages of HFET at RT, 100 ◦C, 130 ◦C and 200 ◦C are
approximately −7.5 V, −5.7 V, −4.9 V and −4 V respectively. This is in good agreement with the study
by Alim et al. [25] on the variation of the threshold with the temperature, where they also noticed
that the positive shift in the Schottky barrier height along with trap-assisted phenomena shifted the
threshold voltage towards positive values as the temperature was increased. At higher temperatures,
the phonon scattering also plays a dominant role leading to the reduction in the mobility values.

Since AlGaN/GaN heterojunction has a spontaneous piezoelectric polarization at the interface,
any external strain changes the density of the mobile carriers (2DEG) at the interface. The associated
change in resistance with strain can be used as a direct measure of the strain that is being applied on
the system [26,27]. Figure 3 shows the finite element (FE) simulations using COMSOL Multiphysics
(version 4.3, COMSOL Inc., Stockholm, Sweden), which shows the (a) stress values across the
diaphragm and the (b) displacement of the diaphragm at an applied pressure of 20 kPa above
atmospheric pressure. From this computation, the maximum displacement of the diaphragm was
estimated to be ~10 μm. The maximum stress in the diaphragm was at the circumference and because of
we designed the HFETs to be at the periphery of the diaphragm to maximize the polarization-induced
change in conductivity and hence the maximum sensitivity.

Figure 4a shows the variation of source drain resistance (Rds) with 20 kPa of pressure difference
being applied to the diaphragm in regular intervals, which resulted in the Rds increasing. The pressure
was applied and released quickly using a valve to reduce mechanical transients in the measurements.
At each measurement point, the differential pressure was kept at 20 kPa for few seconds and then
was reduced back to zero (atmospheric pressure) and repeated the experiments for a number of
cycles. This was repeated for various temperatures and the results are compared in Figure 4a,
where we kept the drain source voltage at 1.5 V but varied the gate voltage to achieve the highest
sensitivity for each temperature. The signal to noise ratio is calculated for each dataset using the
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expression, SNRdB = 10 log10

( Rsignal
Rnoise

)
, where Rsignal is the average change in resistance when the strain

is applied and Rnoise is the average variation in resistance when there is no strain. The calculated
signal-to-noise ratio (SNR) is15–16 dB for these pressure sensors, for all the measured temperatures.
The rise and fall times of the response are ~200 ms and ~600 ms respectively, which includes the
mechanical transient arising from the time required for the pressure to reach the steady-state. Therefore,
actual electrical transient is negligible, which is quite extraordinary for an AlGaN/GaN HFET without
any surface passivation.

 

Figure 3. (a) Stress (N/m2) simulations results on AlGaN/GaN diaphragm using finite element method
using COMSOL (b) the displacement (cm) of the diaphragm with applied pressure (20 kPa).

Figure 4. (a) The change in drain-source resistance, with applied pressure in regular intervals, indicated
by the increased Rds. The figure shows the measurement at different temperatures, Vds is 1.5 V and
pressure difference is 20 kPa; (b) The variation of pressure sensor sensitivity with gate voltage of HFET,
at different temperature. Vds is 1.5 V and the applied differential pressure is 20 kPa.

The sensitivity of the device is calculated from the equation, S = ΔR
Ro

1
P %. Here S is defined as the

percentage change in the resistance, with respect to the pressure difference (P). Gauge factor, GF of the
device can be derived as

GF =
ΔR
R0

1
∈ =

1
∈
(

Δμn

μn
+

Δns

ns

)
(2)
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where R0 is the initial resistance and ΔR is the change in resistance with applied strain, ∈. μn and ns are
the mobility and carrier concentrations respectively. From Equation (1), we see that the gauge factor
depends on the changes in mobility and carrier concertation. In an HFET device, the gate voltage can
be tuned deplete the 2DEG to bring ns to a low level, also known as the subthreshold region, where a
small change in ns caused by the strain can significantly affect the Δns

ns
ratio and increase GF [28]. As the

temperature goes up, mobility decreases in general; but due to the imperfect contacts, the change
in conductivity as a function of temperature does not follow the same trend as mobility in low Vds,
which causes a non-monotonous change in device response measured at Vds = 1.5 V. In Figure 4a,
we see that the response magnitude and sensitivity increase from RT to 100 ◦C and then gradually
decrease through 200 ◦C. At higher temperature, μn decreases [29], as a result, overall sensitivity is
expected to decrease. However, because of our contacts being shorter than the transfer length, we have
variable contact resistance which improves with slightly higher temperature (Figure 2b) due to the
increased efficiency in thermionic emission process. This increases the injection efficiency from the
contacts into the channel, which allows the changes in Δns and ΔR to appear larger under applied
pressure as well, due to the non-linearity in the Ids-Vds curves at the low field. However, as temperature
keeps on increasing, the contact resistance is expected to reach an equilibrium at one point (LT coming
closer to the contact length) and the high temperature causes the sensitivity to drop.

Figure 4b, which shows the variation of the pressure sensitivity as a function of Vgs of the HFET
at different temperatures, is in good agreement with the aforementioned explanation. For all four
temperatures shown here, the sensitivity becomes nearly constant for Vgs < −6 V, which indicates
that a Vgs just below −6 V is the optimal gate bias. The change in ns is maximum when Vgs is
between 0 V and about −6 V, which is why the large changes in sensitivity is only observed in this
region. At zero gate bias, very low sensitivity is observed since the baseline carrier concentration ns is
very high (order of high 1012 cm−2), while the change in carrier concentration Δns due to deflection
related strain is very low. Due to this a gate control is required to reduce the 2DEG density which
will automatically increase the sensitivity (proportional to Δns/ns) [30]. This is in agreement with
an earlier study by Zimmermann et al. which also showed that the pressure response increases at
higher gate bias [31]. The sensitivity of our pressure sensors varied from 0.022%/kPa, at zero gate
voltage, to 0.5–0.76%/kPa in the subthreshold region (Vg ≈ −6 V, see discussion above) for different
temperatures, with the maximum gauge factor (GF) being ~260. The corresponding sensitivity in terms
of change in the drain voltage (assuming a constant current of ≈1 × 10−7 amp) is ~7–18 mV/kPa,
which is slightly higher than the value of 7.25–14.5 mV/kPa reported for commercial high sensitivity
pressure sensors (IMI sensors) [32]. It is important to note that the sensitivity values obtained from our
AlGaN/GaN pressure sensor are orders of magnitude higher than the sensitivity value of 0.02% change
for 50 bar reported by Boulbar et al. on AlGaN/GaN heterojunction based pressure sensors fabricated
on sapphire substrate [19]. Our results are also close to an order of magnitude better than the recently
reported sensitivity value of 0.64%/psig (= 0.09%/kPa) measured on InAlN/GaN heterostructure
based micro-pressure sensors [33].

4. Conclusions

In summary, we have demonstrated for the first time a diaphragm based AlGaN/GaN HFET
embedded circular membrane pressure sensor for high temperature pressure sensing, with ultra-high
sensitivity. Finite element simulation was utilized to determine the strain across the diaphragm and
determine the gauge factor, which was found out to be ~260 in the sub-threshold region. A very
high sensitivity of 0.76%/kPa was also measured, which is the highest reported so far for III-Nitride
based pressure sensors. The pressure sensor performance was found to be quite repeatable and was
maintained up to a temperature of 200 ◦C.

Author Contributions: Durga Gajula fabricated and characterized the sensor and also wrote the paper. Ifat Jahangir
designed the sensor. Goutam Koley advised throughout this work. All authors have read and approved the
final manuscript.
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Appendix

Figure A1. Diagrammatic representation of process flow for the fabrication of pressure sensors.
(a)–(e) Different steps of the process flow shown in order, as discussed in the text.
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Abstract: Wideband and low-loss microwave power measurements are becoming increasingly
important for microwave communication and radar systems. To achieve such a power measurement,
this paper presents the design and measurement of wideband DC-25 GHz and low-loss MEMS
thermoelectric power sensors with a floating thermal slug and a reliable back cavity. In the sensors,
the microwave power is converted to thermovoltages via heat. The collaborative design of the thermal
slug and the back cavity, i.e., two thermal flow paths, is utilized to improve the efficiency of heat
transfer and to ensure reliable applications. These sensors are required to operate up to 25 GHz.
In order to achieve low microwave losses at the bandwidth, the floating thermal slug is designed
instead of the grounded one. The effects of the floating slug on the reflection losses are analyzed by the
simulation. The fabrication of these sensors is completed by GaAs monolithic microwave integrated
circuits (MMIC) and micro-electro-mechanical systems (MEMS) technology. Measured reflection
losses are less than −25.6 dB up to 12 GHz and −18.6 dB up to 25 GHz. The design of the floating
thermal slug reduces the losses, which is equivalent to improving the sensitivity. At 10 and 25 GHz,
experiments exhibit that the sensors result in sensitivities of about 51.13 and 35.28 μV/mW for the
floating slug and 81.68 and 55.20 μV/mW for the floating slug and the cavity.

Keywords: thermoelectric power sensor; wideband; GaAs MMIC; MEMS; floating slug; back cavity;
microwave measurement

1. Introduction

With the rapid development of multi-band microwave communication and radar systems,
the wideband and low-loss power measurements become more and more important for microwave
signals. In recent years, the commonly used power measurement methods include three types: diode-,
thermistor-, and thermopile-based microwave power sensors [1,2]. The diode-based microwave power
sensors are based on employing the square law region in the nonlinear I–V curve of diodes, where the
input microwave power is proportional to the low-frequency power. Using the diode method, the peak
RF power is measured. As for the diode-based sensors, they are active components and require an
additional attenuator when measuring the high power of mW levels. The thermistor-based microwave
power sensors convert the input microwave power into heat and result in the change in resistance
of the thermistors based on Joule effect, where the thermistors are generally negative resistance
temperance coefficient. Using the thermistor method, the average RF power is measured. But, as for
the thermistor-based sensors, they need a feedback circuit of bridge balancer and are susceptible to
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the external environment. So, the two types of sensors are not suitable for broadband and low-loss
applications. The thermopile-based microwave power sensors convert the microwave power into
heat and finally into the thermovoltage, where the thermovoltage depends on the temperature at both
ends of thermocouples, regardless of the temperature profile. As for the thermopile-based sensors,
they are based on Seebeck effect and output DC voltages [3,4]. These thermoelectric power sensors
become a preferred choice due to zero dc power consumption, wide operation frequency, high power
handling, and high linearity. However, the disadvantage of the sensors is that their sensitivity is not
high. This is mainly caused by heat losses of the substrate in the conversion process of microwave
power-heat-electricity. The micro-electro-mechanical systems (MEMS) technology can reduce the heat
losses through locally etching the substrate and forming the membrane structure. Thermopile-based
MEMS microwave power sensors have been reported widely [5–8]. Following that, the effects of the
thermopile’s optimization [9], thermoelectric modeling [10–12], packaging [13,14], and temperature
and humidity reliability [15,16] on the thermopile-based power sensors are studied. The heat losses of
the substrate are reduced and the sensitivity of the sensors is increased as the substrate underneath the
thermopile is thinned. It should be noted that the power sensors with a too thin membrane will bring
challenges to the reliability and packaging. In order to choose the proper configuration and size of the
membrane, the thermopile-based MEMS power sensors with dual thermal flow paths are proposed,
where the grounded thermal slug and the cavity are included [17]. The thermal slug and the back
cavity are regarded as the dual thermal flow paths. The cavity with a thicker membrane leads to good
reliability, with acceptable sensitivity. Nevertheless, the grounded slug makes part of the two load
resistors short circuit, resulting into smaller resistance and higher reflection losses at high frequencies.
So, they only operate below 12 GHz due to the limitation of reflection losses.

In order to solve the above problem, the design of DC-25 GHz and low-loss MEMS thermoelectric
power sensors with the floating thermal slug and the reliable back cavity is proposed in this paper.
The back cavity has a robust membrane, and the robust membrane contributes to the packaging of
the thermoelectric power sensors [13]. Here, the thermal slug is designed to be floating to obtain low
microwave losses of up to 25 GHz. The microwave power sensors with the dual thermal flow paths
are optimized by the simulation. The fabrication of the power sensors is based on GaAs monolithic
microwave integrated circuits (MMIC) technology. Experiments demonstrate that these sensors can
operate at the wide frequency range, with zero DC power consumption and low reflection losses.
The design of the floating thermal slug reduces the microwave losses, which is equivalent to an
improvement in sensitivity. Furthermore, the measured performances of the sensors with the floating
slug are compared to the basic sensor and the reported sensors with the grounded slug. The main
purpose of this work is to achieve the wideband and low-loss measurement for the sensors with dual
thermal flow paths.

2. Structure and Design

Figure 1 shows the wideband and low-loss MEMS microwave power sensor with the dual thermal
flow paths. It includes a coplanar waveguide (CPW) line, two load matching resistors, a thermopile,
a floating thermal slug, a back cavity, and two pads. The CPW line is composed of a signal line and
two ground lines, and is used to transmit microwave signals. Its characteristic impedance is 50 Ω for
the following measurement, where the width of the signal line and the distance between the signal and
ground lines are designed to be 100 and 58 μm, respectively. In order to achieve the good matching
relationship, the two load resistors with the resistance of 100 Ω are in parallel connected to one end of
the CPW line. The length and the width of each resistor are 58 and 14.5 μm, respectively. The thermopile
is placed close to the load resistors, and it is composed of twelve thermocouples that are connected
in series to obtain large output thermovoltages. In the GaAs MMIC process, each thermocouple is
made of n+ GaAs and AuGeNi/Au [17]. In the design, the distance between the resistors and the
thermopile is 10 μm. When the microwave signal under test is input and transmitted to the CPW,
the load matching resistors completely absorb the microwave power and generate heat based on
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the theory of Joule heat. The generated heat causes an increase in temperature around the resistors.
So that, the temperature difference is formed at both ends of the thermopile. Finally, the resulting
temperature difference is converted to the output thermovoltages by the thermopile, based on Seebeck
effect. These power sensors do not require a dc bias during operation.

Figure 1. Schematic diagrams of the proposed micro-electro-mechanical systems (MEMS) thermoelectric
microwave power sensor with dual thermal flow paths (floating thermal slug and back cavity) in the
GaAs monolithic microwave integrated circuits (MMIC) process. (a) Top view; (b) Cross-sectional view.

Therefore, the power sensors utilize the conversion principle of microwave power-heat-electricity.
For a certain microwave power, the thermovoltage is related to the temperature difference. That is,
the sensitivity of the power sensor is determined by the efficiency of heat transfer from the resistors
to the thermopile. In order to increase the temperature at the end of the thermopile in proximity
to the resistors, two methods are adopted. The one, the floating thermal slug is placed on the load
resistors and the thermopile, and electrically isolated from the resistors and thermopile through using
a Si3N4 dielectric layer. The thermal slug is made of gold. The dielectric layer is thin (0.23 μm) and
it has little effect on heat conduction. So, the thermal slug can transfer the heat from the resistors to
the thermopile. The method is equivalent to arranging a heat conduction path above the substrate,
which increases the efficiency of the heat transfer. In this paper, the thermal slug is designed to be
in the floating state, and differed from the grounded slug in [17]. It means that the floating thermal
slug is not connected to the CPW ground line. The floating thermal slug, the Si3N4 layer and the load
resistor layer constitute a MIM capacitor, and the capacitor will cause parasitic capacitive reactance.
But, the effect of the capacitance on the resistance of the load resistors is small, to less than 5% from
the simulation. So the advantage of such design is that the floating slug almost does not affect the
resistance of the load resistors, thereby achieving good impedance matching. Thus, the floating design
of the thermal slug is ability to obtain low reflection losses at a wider frequency rang. More importantly,
it shows that more power is dissipated to generate heat, which contributes to increasing the sensitivity
of the sensors. So, the floating thermal slug can achieve the low reflection loss at the wideband and
improve the sensitivity. The other, the back cavity is etched by the MEMS technique, and the substrate
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membrane underneath the resistors and the hot end of the thermopile is formed. The thin substrate
leads to a reduction in the heat losses of the substrate. The method is equivalent to arranging another
heat conduction path in the substrate, which increases the efficiency of heat transfer. The thinner
the substrate is, the smaller the heat losses of the substrate are. However, if a too thin membrane is
etched, then the power sensors will bring challenges to the packaging and reliability. In order to ensure
the packaging and reliability, the back cavity with a robust stiffness of the membrane is fabricated,
where the substrate membrane is about 20 μm in thickness.

Based on the Seebeck effect, the output thermovoltages that are generated by the twelve
thermocouples and can be expressed as:

Vout = (α1 − α2)
i=N

∑
i=1

ΔT(i) (1)

where α1 and α2 are Seebeck coefficients of n+ GaAs and AuGeNi/Au, N is the number of the
thermocouples and equal to 7, and ΔT(i) is the temperature difference between the hot and cold ends
of the named (i) thermocouple. According to the theory of the heat transfer equation, ΔT(i) can be
written as [11]:

ΔT(x, y) =
+∞

∑
n=1

Cn(e
nπ
W x − e

nπ
W (2L−x)) sin

nπ

W
y n = 1, 2 · · ·+ ∞ (2)

where Cn is the coefficient that can be obtained, L and W are the length and width of the edge of the
power sensors, respectively. Thus, the sensitivity of the thermoelectric power sensors is represented as:

S =
Vout

Pin
(3)

where Pin is the input microwave power. Therefore, as seen in Equation (1), the output thermovoltages
are proportional to the temperature difference between the hot and cold ends of the thermopile; as seen
in Equation (2), the sensitivity of the power sensors is proportional to the thermovoltages.

In this paper, the MEMS thermoelectric power sensors with dual thermal flow paths are designed
to operate up to 25 GHz. In order to analyze the effects of the floating thermal slug on the reflection
losses, the power sensors are simulated and optimized by HFSS (High Frequency Structure Simulator).
Figure 2a shows the simulated reflection losses of the GaAs MMIC-based power sensors with different
overlapping lengths between the floating thermal slug and the load resistors. The simulated frequency
range is from DC to 25 GHz. When the overlapping lengths between the floating thermal slug and
the load resistors are 2, 10, and 14.5 μm, the corresponding percentages are 13.8%, 69.0%, and 100%,
respectively. In general, the larger the overlapping length is, the higher the reflection loss at microwave
frequencies is. This is because that the large overlapping length leads to the increase of the capacitance.
For the overlapping lengths of 2, 10, and 14.5 μm, the simulated reflection losses are less than −24.8,
−21.1, and −19.8 dB at DC-25 GHz, respectively. These results show that the proposed power sensors
exhibit the low reflection losses, which verifies the design validity of the floating thermal slug. For the
overlapping lengths of 2 and 10 μm, the optimized reflection losses are below −20 dB. Figure 2b shows
simulated reflection losses versus the overlapping lengths between the floating thermal slug and the
load resistors at the fixed frequencies of 5, 10, 20, and 25 GHz. At these frequencies, the reflection
losses increase as the overlapping lengths increase. Figure 3 shows simulated electromagnetic field
distribution of the power sensor for the overlapping length of 10 μm between the floating thermal
slug and the resistors. As can be observed, a portion of the electromagnetic field is coupled to the
thermopile through the floating thermal slug, but the amount is small. It means that there is a small
effect on the sensing output of the thermopile.
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Figure 2. Simulated reflection losses of the GaAs MMIC-based power sensors. (a) S11 versus microwave
frequency at the fixed overlapping length of 2, 10, and 14.5 μm and (b) S11 versus the overlapping
lengths at the fixed frequencies of 5, 10, 20, and 25 GHz.

Figure 3. Simulated electromagnetic field distribution of the power sensor with the overlapping length
of 10 μm between the floating thermal slug and the resistors.
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In order to show the heat transfer aspect, these power sensors are simulated by using an ANSYS
software. Figure 4 shows the simulated temperature distribution of the power sensor with the dual
thermal flow paths under the power level of 100 mW. In order to show the design validity, the basic
and improved MEMS thermoelectric power sensors are given together. Here, their common sizes are
same. The basic sensor is no thermal slug and cavity. The improved sensors D1 and D2 only have the
floating thermal slug, where the overlapping lengths between the floating slug and the resistors are 2
and 10 μm, respectively. They are called as the sensors with small and large floating thermal slugs.
The improved sensor D3 includes the floating thermal slug and the back cavity. It is called as the sensor
with the dual thermal flow paths. Figure 5 shows the temperature on the hot junctions of the several
thermocouples of the sensors A1, D1, D2, and D3 when the power is 100 mW. By comparing the three
sensors A1, D1, and D2, they show that the thermal slug can act as the heat conduction path above the
substrate and increase the efficiency of heat transfer. By comparing the four sensors, the sensor D3
with the floating thermal slug and the back cavity shows the highest temperature. Such results verify
the design validity of the dual thermal flow paths.

Figure 4. Simulated temperature distribution of the power sensor with the dual thermal flow paths
under the power level of 100 mW.

Figure 5. Temperature on hot junctions of the several thermocouples of the sensors A1, D1, D2, and D3
with respect to the location of the thermocouples in the Y direction when the power is 100 mW.
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3. Measurement and Discussion

In order to facilitate the performance comparison under the same process and experimental
conditions, the basic and improved MEMS thermoelectric microwave power sensors are given together.
These thermoelectric power sensors are fabricated using the GaAs MMIC process [17,18].

(i). The sensors start on a 3-inch GaAs wafer, and n+ GaAs is used to fabricate ohmic contact areas for
the doping concentration of 1.0 × 1018 cm−3 and one leg of the thermopile for 1.0 × 1017 cm−3.

(ii). AuGeNi/Au is sputtered and patterned to form the other leg of the thermopile by a liftoff process.
(iii). TaN (square resistance of 25 Ω/�) is sputtered and patterned as the load resistors.
(iv). Ti/Pt/Au/Ti (500/300/3500/500 Å) is evaporated and patterned to form the CPW and pads.
(v). Si3N4 (1000 Å) is deposited by PECVD (Plasma Enhanced Chemical Vapor Deposition) and etched

as the dielectric layer.
(vi). Ti/Au/Ti is evaporated as a seed layer, and Au (2 μm) is electroplated to thicken the CPW and

pads and to fabricate the floating slug.
(vii). GaAs is thinned to 100 μm in thickness, and the substrate membrane underneath the resistors

and the hot end is implemented by a via-hole etching technique.

Figure 6 shows SEM (Scanning Electron Microscope) views of three wideband and low-loss
thermopile-based microwave power sensors with the floating thermal slug and the back cavity in
GaAs MMIC.

Microwave performances of the several power sensors are measured by the calibrated network
analyzer and the probe station, and Figure 7 plots the results of the reflection losses. As for the basic
sensor and the three improved power sensors, the measured reflection losses are less than −25.69 dB
up to 12 GHz and −18.61 dB up to 25 GHz. It means that less than 0.28% (below 12 GHz) and 1.4%
(below 25 GHz) microwave power is reflected back to the input port. So, they show the good impedance
matching. For the basic sensor, the measured S11 are about −31.03, −25.33, and −22.90 dB at 10, 20,
and 25 GHz, respectively. For the sensor D1 with the overlapping length of 2 μm, the measured S11

are about −29.05, −23.22, and −20.73 dB at 10, 20, and 25 GHz, respectively. For the sensor D2 with
the overlapping length of 10 μm, the measured S11 are about −26.79, −20.96, and −18.62 dB at 10, 20,
and 25 GHz, respectively. For the sensor D3 with the floating slug and the back cavity, the measured
S11 are about −33.21, −27.41, and −24.73 dB at 10, 20, and 25 GHz, respectively. As can be observed in
the sensors D1 and D2, the floating thermal slug with the overlapping length of 10 μm causes higher
reflection losses than the slug with the overlapping length of 2 μm. However, when compared to
the sensors with the grounded thermal slug in [17], they are smaller and acceptable for microwave
applications. Such results verify the design validity of the floating thermal slug. In addition, the sensor
D3 with the dual thermal flow paths exhibits the lowest reflection losses. The experiments demonstrate
that the power sensors with the floating thermal slug can achieve low reflection losses in a wide
frequency range. As for the thermopile-based power sensors, low reflection losses mean that less
microwave power is reflected back and more power is dissipated to generate heat, which contributes
to increasing the sensitivity of the sensors.

When the microwave power is input through the CPW line, the thermovoltage is output and
measured on the pads. Figure 8 shows the measured thermovoltages as a function of the microwave power
at different frequencies for the basic and improved MEMS power sensors. In Figure 8, the thermovoltage
increases as the microwave power changes from 1 to 150 mW at the fixed frequency, where the linear
relationships between them are obtained. It means that the effects of the electrometric filed coupled
by the floating thermal slug on the thermopile and its output are small. In other words, the power
sensors can achieve a stable sensing output. Furthermore, the sequence of the thermovoltages is
the sensor A1 < D1 < D2 < D3, at a fixed power and frequency. For example, when the microwave
power is 150 mW for the sensors A1, D1, D2, and D3, the thermovoltages are about 8.26, 9.39, 10.77,
and 17.00 mV at 1 GHz, 7.49, 8.25, 8.98, and 15.34 mV at 5 GHz, 6.16, 7.05, 7.93, and 12.73 mV at 10 GHz,
5.39, 5.93, 6.51, and 11.09 mV at 15 GHz, and 4.62, 5.01, 5.43, and 9.41 mV at 20 GHz, respectively.
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Figure 6. SEM views of three wideband and low-loss MEMS thermoelectric microwave power sensors
in GaAs MMIC. (a) Sensor D1 with the overlapping length of 2 μm (small floating thermal slug);
(b) Sensor D2 with the overlapping length of 10 μm (large floating thermal slug); and, (c) Sensor D3
with the floating thermal slug and the back cavity.

Figure 7. Measured reflection losses of the basic and improved thermopile-based microwave power sensors.
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Figure 8. Measured thermovoltage as a function of the microwave power at 1, 5, 10, 15, and 20 GHz
for the basic and improved MEMS power sensors. (a) Sensor A1 with the basic structure; (b) Sensor
D1 with with the overlapping length of 2 μm; (c) Sensor D2 with the overlapping length of 10 μm;
and, (d) Sensor D3 with the floating thermal slug and the back cavity.

Figure 9 shows the average sensitivity as a function of the microwave frequency for the basic
and improved MEMS power sensors. At 1, 10, and 25 GHz, measured sensitivities are about 56.28,
39.68, and 27.36 μV/mW for the sensor A1 (basic), 63.33, 45.12, and 30.95 μV/mW for the sensor
D1 (Overlapping length of 2 μm), 72.54, 51.13, and 35.28 μV/mW for the sensor D2 (Overlapping
length of 10 μm), and 114.52, 81.68, and 55.20 μV/mW for the sensor D3 (floating slug and cavity).
As can be observed in Figure 9, the sensors D1 and D2 have better sensitivities than the sensor A1.
This shows the design validity of the floating thermal slug. Moreover, the sensitivities of the sensor D2
are higher than that of the sensor D1. It indicates that the large floating slug can better improve the heat
transfer efficiency. At last, measurements show that the sensor D3 with the dual thermal flow paths
(floating thermal slug and back cavity) produces the highest sensitivity. The results of these sensors are
consistent with the design. When compared to the basic sensor A1, the proposed sensors D1, D2 and
D3 in this paper generate improvements of 13.71%, 28.86%, and 105.85% at 10 GHz. The sensitivities
of these relevant sensors with the floating slug are higher than those of the reported sensors with the
grounded slug (e.g., 3.73% and 11.24% for the overlapping length of 2 and 10 μm (small and large
grounded slugs), and 99.19% for the grounded slug and cavity at 10 GHz in [17]). This is because
that the design of the floating slug in this paper leads to less reflection losses, which means that
more power is dissipated to generate heat. This is equivalent to improving the sensitivity of the
thermoelectric sensors.

Figure 10 shows the standard errors of the corresponding sensitivity in Figure 9. The error
bars are small, which further shows the small effects of the electrometric filed on the output of the
sensors. In other words, these sensors with the floating slug and the cavity can generate the stable
output. In Figure 10, the errors in the sensitivity of the sensor D3 are a little higher than others.
They result mainly from the air convection and the test environment. This is because all of the tests
are performed at the room temperature and atmosphere condition, instead of a vacuum environment.
For the thermopile-based sensors, a high temperature difference results in the large convective heat

230



Micromachines 2018, 9, 154

transfer, and the condition of the test environment affects the reference voltage of the multimeter
(before the RF power is applied). Fortunately, as for the sensor D3, the errors relative to the sensitivity
are small and acceptable. Table 1 shows the comparison of the MEMS thermoelectric power sensors in
the GaAs process.

Figure 9. Average sensitivity as a function of the microwave frequency for the basic and improved
MEMS power sensors.

Figure 10. Standard error of the corresponding sensitivity in Figure 9.

Table 1. Comparison of the MEMS thermoelectric power sensors in the GaAs process.

Ref.
Operation
Frequency

Reflection Loss (dB) Sensitivity (μV/mW)
Thickness of Substrate
Membrane/Reliability

Membrane
Process

[5] dc-26.5 GHz −29.4 16,400 1.5 μm/not good No standard
[11] dc-10 GHz −26@10 GHz 160@10 GHz 10 μm/general Standard
[17] 0.01–12 GHz −23.15@12 GHz 79.04@10 GHz 20 μm/good Standard

This work dc-25 GHz −32.61@12 GHz
−24.73@25 GHz

81.68@10 GHz
55.20@25 GHz 20 μm/good Standard

4. Conclusions

In this paper, the DC-25 GHz and low-loss MEMS thermoelectric power sensors with dual
thermal flow paths are proposed for the GaAs MMIC and MEMS applications. In order to improve
the sensitivity of the sensors, the collaboration usage of the floating thermal slug and the back cavity
helps to increase the efficiency of heat transfer. The design of the floating slug achieves the low
reflection of up to 25 GHz, accompanied by an equivalent improvement in sensitivity. The experiments
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demonstrate that these microwave power sensors produce low losses, wideband operation, and good
sensitivity, with the enough stiffness membrane. The design method can be applied to similar
thermopile-based devices.
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