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Jurgita Černeckienė, Tadas Ždankus, Mantas Dobravalskis and Paris Fokaides

Field Measurements and Numerical Simulation for the Definition of the Thermal Stratification
and Ventilation Performance in a Mechanically Ventilated Sports Hall
Reprinted from: Energies 2019, 12, 2243, doi:10.3390/en12122243 . . . . . . . . . . . . . . . . . . . 143

v



Sara Eriksson, Lovisa Waldenström, Max Tillberg, Magnus Österbring and
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Preface to ”Energy Performance and Indoor Climate

Analysis in Buildings”

This Special Issue is dedicated to HVAC systems, load shifting, indoor climate, and energy and

ventilation performance analyses in buildings. All of these topics are important for improving the

energy performance of new and renovated buildings within the roadmap towards low energy and

nearly zero energy buildings (NZEBs). On the background of this development, stringent NZEB

requirements have recently been established and will soon be used in all EU Member States, as well

as similar long-term zero energy building targets in Japan, the US, and other countries. To improve

energy performance and occupant comfort and wellbeing at the same time, new technical solutions

are evidently required. The research covered in this Special Issue provides evidence and examples of

how such new technical solutions have worked, in practice, in new or renovated buildings, and also

discusses potential problems and how solutions should be further developed. Energy performance

and indoor climate improvements are also a challenge for calculation and sizing methods. More

detailed approaches are needed in order to be able to design and size dedicated systems correctly,

and to be capable for accurate quantification of energy saving effects. To avoid common performance

gaps between calculated and measured performance, occupant behavior and building operation have

to be adequately addressed. This demonstrates the challenge of high performance buildings as, in

the end, comfortable buildings with good indoor climate which are easy and cheap to operate and

maintain are expected by end customers. Ventilation performance, heating and cooling, sizing, energy

predictions and optimization, load shifting, and field studies are some of the key topics of the articles

in this Special Issue, contributing to the future of high performance buildings with reliable operation.

Jarek Kurnitski, Andrea Ferrantelli, Martin Thalfeldt

Special Issue Editors
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The Impact of Air Pressure Conditions on the
Performance of Single Room Ventilation Units in
Multi-Story Buildings
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Abstract: Single room ventilation units with heat recovery is one of the ventilation solutions that
have been used in renovated residential buildings in Estonia. In multi-story buildings, especially in
a cold climate, the performance of units is affected by the stack effect and wind-induced pressure
differences between the indoor and the outdoor air. Renovation of the building envelope improves air
tightness and the impact of the pressure conditions is amplified. The aim of this study was to predict
the air pressure conditions in typical renovated multi-story apartment buildings and to analyze the
performance of room-based ventilation units. The field measurements of air pressure differences in
a renovated 5-story apartment building during the winter season were conducted and the results
were used to simulate whole-year pressure conditions with IDA-ICE software. Performance of
two types of single room ventilation units were measured in the laboratory and their suitability
as ventilation renovation solutions was assessed with simulations. The results show that one unit
stopped its operation as a heat recovery ventilator. In order to ensure satisfactory indoor climate
and heat recovery using wall mounted units the pressure difference values were determined and
proposed for correct design.

Keywords: single room ventilation unit; building pressure condition; stack effect; wind pressure;
ventilation renovation; decentralized ventilation unit

1. Introduction

In Estonia, multi-story apartment buildings constitute about 60% of the whole dwelling stock,
and the majority (75%) of the buildings were built primarily in 1961–1990 [1]. Due to the increase in the
price of energy, the energy policies of the European Union [2], the age, construction quality, and poor
thermal insulation of the buildings, as well as both morally and technically outdated, obsolete heating
and ventilation systems, there is an increasing need for retrofitting [3–7]. Part of the building stock
built before the 1990s has already been renovated but for many apartment buildings this process is yet
to start [6,8].

Typical multi-story apartment buildings have been built with natural ventilation, where fresh
outdoor air enters through leaks or openings of the windows and doors, mixes with the warm
room air, and leaves the building through shafts in the bathroom and kitchen. With retrofitting
the building envelope, in order to achieve necessary thermal insulation for reducing the energy
consumption for space heating, the air tightness of the building increases and the air flow through
cracks and leaks is reduced, which makes the air change with natural ventilation very poor and does
not provide the required air change rate [9]. Several analyses on the performance of ventilation in old
Estonian dwellings [3,4,8] show that average indoor air CO2 in occupied period is 1225 ppm which
means the air change rate is too low to ensure good indoor air quality. As concluded in previous
studies [10–16], there is a strong correlation between ventilation and health. With the renovation of

Energies 2019, 12, 2633; doi:10.3390/en12132633 www.mdpi.com/journal/energies1
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old apartment buildings, the improvement of ventilation is unavoidable in order to provide healthy
indoor environment for the occupants [17].

During the period 2010 to 2014 a total number of 663 apartment buildings were renovated using
the renovation grant scheme [18]. The main principle of this grant schemes was to improve indoor air
climate and energy efficiency of Estonian apartment buildings. There were 3 different grant levels,
but in order to qualify for the highest financial support of 35% of the renovation costs provided by
the state, the designed ventilation system was required to include heat recovery. Few solutions used
in new buildings are suited for retrofitting purposes, mainly for construction-technological reasons.
Other factors that affect the choice of suitable system are the cost of the system, the volume of construction
work, aesthetics, adjustability and the costs of maintenance and operation. The impact of ventilation on
the energy use of buildings can be between 30–60% for new and retrofitted buildings [5,8,19], thus heat
recovery from the exhaust air is inevitable. Depending on the type of the heat exchanger (HEX) used
in the air handling unit (AHU), it is possible to recover either sensible and latent heat or only sensible
heat from the exhaust air [20,21].

The need for electricity to move the air increases at higher ventilation rates, becoming in some
cases the main factor of increase in the final energy demand [22–24]. Ductless systems with room-based
air handling units tend to have the lowest construction and operation costs, and to be simplest in
design and most aesthetic [25]. The lack of ducts is a clear advantage since the most common problems
are caused by the poor installation quality of ducts and inadequate project design [4]. It is also essential
for the ventilation unit to have a low electric power consumption, suitable acoustic properties [26]
and sufficient energy saving performance, which is strongly related to outdoor climatic conditions,
the enthalpy efficiency, fan power consumption and necessary fresh air change rate [27].

One way to save energy from grid-connected electrical appliances would also be a real-time control
strategy based on Model Predictive Control for the energy scheduling [28]. Chen et al. have presented
the development of a model predictive control strategy for the hybrid ventilation solution [29]. As this
model is still a prototype, it needs more testing to analyze the detailed possibilities of Model Predictive
Control strategies.

The two most commonly used types of room-based devices used to renovate ventilation systems
of apartment buildings during the retrofits 2010–2014 are: unit with recuperative plate HEX and
centrifugal fans (Figure 1a) and unit with regenerative ceramic HEX and an axial fan (Figure 1b).
The single-fan-based unit works in cycles, switching between the supply and exhaust mode every
60–70 s. During the exhaust cycle, the heat from the warm exhaust air is accumulated in the ceramic
comb-like HEX and is then used to heat up the cold outdoor air during the supply cycle.

 
(a) 

 
(b) 

Figure 1. Types of room-based ventilation units used in the renovation of old apartment buildings:
(a) with recuperative cross-flow plate HEX and (b) with regenerative ceramic heat exchanger (HEX).

Since the ventilation units are mounted inside the exterior wall of the building, the performance
of the units is directly affected by the pressure differences between indoor and outdoor air across the
building envelope. During the ventilation renovation in 2010–2014, the natural exhaust ventilation
system was often not replaced. It means that the room-based ventilation units had to operate together
with the natural ventilation system. The pressure difference in buildings with natural ventilation
is caused mainly by the wind and the stack effect. There are numerous studies on both the stack
effect [30–34] and the wind-induced pressure [35–37] in different building types with variable height,
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geometry and location. Wind conditions depend on the location and surroundings of the building.
The stack effect depends on the height of the building and the temperature difference between indoor
and outdoor air. The temperature differences of the air cause density differences that induce buoyancy
force; the warm indoor air rises and is replaced by the colder outdoor air through the building envelope
during the heating season. Studies indicate larger air pressure difference over the building envelope in
more airtight buildings [19,38]. Shafts, staircases and other vertical openings, but also leaks through
the cracks in floors, walls and ceilings can contribute considerably to the stack effect [39].

Indoor air quality measurements in Estonian renovated apartment buildings have shown that
room-based ventilation units are not ensuring the necessary air change rate [18,40]. To secure the
success of the renovation work, it is necessary to find out the reasons why the air change rate is
below the designed values. Based on the described practical need, the main aim of this study is to
analyze the performance of room-based ventilation units in typical renovated multi-story apartment
buildings. Mikola et al. [40] have measured the air change rate in apartment buildings with room-based
ventilation units and pointed out that problem may be caused by the high indoor and outdoor pressure
difference and incorrect dimensioning of the fans. Thus, present study allows a detailed examination
of these hypotheses. The results of the study can provide an innovative overview of the performance
of the room-based ventilation units in renovated apartment buildings.

2. Methods

The performance of the exterior wall mounted single room ventilation units with regenerative and
recuperative HEX were studied. Firstly, the on-site measurements were made in a renovated five-story
apartment building. In next step, the measurements of units with regenerative HEX and recuperative
HEX were performed in laboratory conditions. The results of field and laboratory measurements were
used to compile a simulation model of the studied renovated apartment building with regenerative
ventilation units. The next step was to calibrate the simulation model according to the measured
indoor-and outdoor pressure differences, indoor temperatures, airflows, and outdoor climate data.
Then the simulations of indoor and outdoor pressure differences, fan performance curves and heat
recovery were performed. Lastly, the simulation and measurement results of room-based AHUs
were analyzed and the conclusions on the performance of room-based ventilation units in apartment
buildings were outlined. The flow chart of the main methods of the study is described in Figure 2.

Figure 2. The flow chart of the performed studies. AHU: air handling unit.

3
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2.1. Measurements

The pressure differences between the indoor and outdoor air across the exterior wall were
measured during a 3-month period of the heating season in renovated 5-story apartment building.
The fan performance and the temperature efficiency of room-based ventilation unit with regenerative
and recuperative HEX were studied in TalTech technological facility.

2.1.1. The Studied Building

The studied building was a typical precast large concrete panel 5-story apartment building located
in an urban area built in 1975 with 30 apartments, 2 staircases and a full cellar. The building is connected
on both sides with two buildings of the same type. The height of stories is 2.7 m and the height of
rooms is 2.5 m. The building is heated with water radiators by district heating. The floor plan of the
building is shown in Figure 3a and cross-section in Figure 3b.

 
(a) 

 
(b) 

Figure 3. (a) Floor plan and (b) cross-section with pressure difference measurement point locations of
the studied building.

The building was renovated in the years 2003 and 2012: the exterior walls, roof, and balconies were
insulated, the windows were replaced; and the heating system was reconstructed. The thermal
transmittances of the envelope before and after the retrofitting are presented in the Table 1.
For ventilation, wall mounted regenerative HEX ventilation units were installed in the bedrooms
and living rooms, in the bathrooms and kitchens natural exhaust ventilation was used (Figure 4).
The diameter of the ventilation shafts with round cross-sections is 140 mm and height varies between
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0.7 m and 12.6 m, depending on the story. All the units with regenerative HEX were controlled from
the control center. It means that all the units worked in same speed and in same working cycle.

Table 1. Thermal transmittances of the envelope before and after retrofitting.

Part of the Thermal Envelope
Thermal Transmittance, W/(m2·K)

Before After

External walls 1.05 0.22
Roof 0.45 0.15

Doors 2.0 1.2
Windows 2.9 1.4

 
(a) (b) 

Figure 4. Principle solution of the ventilation system with room-based units: (a) cross-section and
(b) floor plan of a typical apartment.

2.1.2. Field Measurements

Pressure differences between the indoor and outdoor air across the exterior wall were measured
during a 3-month period of the heating season (December 2013–February 2014) in 4 apartments located
on different floors. Measurements were taken at the height of 2 m from the floor level (Figure 3b).
For the outdoor pressure component, a plastic tube of 4 mm in diameter was planted through the
window seal with one end connected to the pressure transducer. Diaphragm-type pressure transducers
were used: Dwyer Magnesense MS-221 and Onset T-VER-PXU-L both with the measuring range of
−50 to +50 Pa (output 0–10 VDC) and accuracy of 1% full scale output. Readings were taken in every
1 min and an average of the readings was saved with a 10-min interval using Onset Hobo U12 and
Squirrel Q2010 data loggers. For environment measurements and data logging Hobo U12 devices
were used with the temperature measuring range of −20 to +70 ◦C with accuracy ±0.35 ◦C and relative
humidity 5% to 95% with accuracy ±2.5% of full-scale output.

2.1.3. Laboratory Measurements

In the laboratory-controlled environment, performance and efficiency of two types of room-based
ventilation units were studied. The core elements of the first unit are cross-flow plate HEX, centrifugal
fan, supply and exhaust filters, transfer ducts and outdoor hoods (see Figure 1a). The second unit
has a ceramic HEX, axial fan, mounting tube, outdoor hood, inner cover and air filter (see Figure 1b).

5
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The first device is a constant flow ventilation unit compared to the latter, which works in cycles,
switching with 70-s intervals between the supply and exhaust mode. During the exhaust cycle, heat
from the warm exhaust air is accumulated in the ceramic comb and is then used to heat up the cold
outdoor air during the supply cycle. Both devices are installed without the heating coil.

The setup of the experiment of recuperative units is shown in Figure 5a and setup of the
regenerative HEX is shown in Figure 5b. In the case of the unit with regenerative HEX, the temperature
sensor was placed in the center of the airflow behind the air distributor. To measure the room and
exhaust air temperature, another temperature sensor was placed to the top of the room 0.3 m away
from the ventilation unit. The outdoor air temperature was measured close to the fresh air grille.
The measuring cone was placed over the inner cap of the unit and the air speed was measured inside
the cone. To measure the outside pressure, the pressure sensor was installed through the window to
outside. The inside and outside pressure were both measured at a height of two meters. In case of unit
with recuperative HEX, the temperature sensors were installed on the top of the unit inside the supply
and exhaust airflow. The airflow, fresh air temperature, and pressure difference were measured in the
same way as described in case of unit with regenerative HEX.

 
(a) 

 
(b) 

Figure 5. Experimental setup with the studied room-based ventilation units: (a) with recuperative HEX
and (b) regenerative HEX.

During the experiments, the pressure difference between the indoor and outdoor air,
outdoor temperature, supply/exhaust air temperature and air speed inside the measuring cone were
measured and logged in every second. The same temperature and pressure sensors and loggers were
used as in field measurements. The measured air speed was used to calculate the volumetric air flow
through the unit. Airflow measurements were carried out using Testo 435-4 measuring instrument/data
logger with hot-wire anemometry probe (measuring range from 0 to 20 m/s, with accuracy 0.01 m/s and
+4% of reading). The pressure conditions in the test room were achieved using a central air handling
unit and by adjusting the supply/exhaust valves of the ventilation system.
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2.1.4. Temperature Efficiency of Room-Based Units

The temperature efficiency was used to quantify the effect of heat recovery of the studied ventilation
system. As the main purpose of the study is to evaluate the performance of the room-based ventilation
units, then the temperature ratio (efficiency) ηtemp is defined as [25,26]:

ηtemp =
tsup − tout

texh − tout
, (1)

where tout is the outdoor air temperature and texh is the exhaust air temperature. The time-averaged
value of the supply air temperature of ventilation units with the regenerative HEX, has to be used
which is given by [26]:

tsup =
1
τ

∫ t=τ

t=0
tsup(t)·dt (2)

where t is the time and τ is the semi-period, which means the duration of the supply or extract process.
In the case of the recuperative HEX, the process is in a steady state [26]:

tsup(t) = const. (3)

2.2. Computational Model

2.2.1. Description of Simulation Model

A model of the building was created and simulated using IDA Indoor Climate and Energy
(IDA ICE) software version 4.6 developed by Equa Simulation AB (Figure 6). Each room of the
composed building model is the separate zone. As there is common natural ventilation exhaust channel
for the bathroom and toilet, these rooms were composed as a one zone. The building model was
calibrated using the measured data from field studies. A custom climate file with hourly wind data,
outdoor temperature and relative humidity of the measurement period from the local weather station
located ~1 km from the site was used for the validation process. The orientation of the building is
presented in Figure 3a.

 
(a) 

 
(b) 

Figure 6. The studied (a) apartment building and (b) the simulation model.

For whole-year simulation, weather data from Estonian Test Reference Year (TRY) were used.
The TRY is constructed using selected months from a number of calendar years, and may be used
for many applications, such as indoor climate and energy simulations, HVAC system performance,
or simulation of active or passive solar energy systems [41]. The air tightness of the building was
defined with air leakage rate per envelope area at 50 Pa of pressure difference (q50). A value of 3.0
m3/(h·m2) was used in the calibration process, as also achievable with the renovation of building
envelope for pre-fabricated large-panel buildings [42].
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The ventilation units were inserted according to the standard renovation solution that means
1 pair-wise ventilation system, which consist of 2 separate units, was added in every living room and
bedroom. The natural exhaust ventilation system was not renovated and it continued the work as before.
To modulate the natural ventilation system, the “chimney” component was used. Chimney takes
into account the height and length of ventilation channels but also friction and minor pressure losses.
Chimney elements were added to the kitchens and toilets or bathrooms. Two chimney components
were added per each apartment. The airflows of natural exhaust systems were measured using hot
wire anemometer with a cone. During the air flow measurements, the specific indoor and outdoor
parameters were also measured and for the model calibration average values of airflow measurements
were used.

The studied ventilation unit with regenerative HEX was modelled using IDA-ICE advanced
modelling interface. The exterior wall leak module was used to calculate the differential pressure
across the building exterior wall, which was used as an input for supply and exhaust air flow control
accordingly to the laboratory measurements results. The main principles of the model are described
in Figure 7. The pressure-airflow dependencies were inserted to the linear segment controller and
connected to the respective air terminal. To model room-based units, some simplifications were made.
Firstly, the standard ventilation unit macro was used and the control signal to the HEX was removed.
The working cycle of the unit is 60 s in supply mode and after that the unit is turned off and the pairing
device is switched on for 60 s in exhaust mode. Switching the units between supply and exhaust mode
is achieved using the “gain” component. Regulating the supply and exhaust airflow was performed
according to the differential pressure variable (DPA_S) of the exterior wall in “leak” component.

Figure 7. Schematics of the studied ventilation units modelling in IDA Indoor Climate and Energy
(IDA ICE): (1) exhaust air terminal; (2) supply air terminal; (3) exterior wall leak module; (4) and (5)
linear segment controllers; (6) ventilation unit module.
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2.2.2. Air Pressure Calculations

The simulation model was calibrated according to the outdoor climate, indoor temperature,
air change rate and air tightness measurements. During the calibration, the values of measured
pressure difference were compared to the simulated data. The wind pressure distribution around
the house is composed in way the wind flow is horizontal and an atmospheric boundary layer is
neutral without vertical airflow [19]. The static wind pressure pwind (Pa) outside the building facades
is given by [19,43]:

pwind = Cp·�a·U2/2, (4)

where Cp (dimensionless) is the pressure coefficient, �a is the air density (kg/m3) and U (m/s) is the
local wind velocity.

Pressure coefficients are empirically derived parameters determined either experimentally in
a wind tunnel [44,45] or numerically using computational fluid dynamics [46,47]. In studied building
model the wind-induced pressure conditions were simulated using constant wind-pressure coefficients
defined at 45◦ intervals of a wind direction. Approximate values of wind pressure coefficients were
used on external boundaries based on the exposure of the building. The pre-coded values of the
“semi-exposed” option founded accurate enough (see Table 2).

Table 2. Facade average wind pressure coefficients used in the building simulation.

Facade Orientation
Wind Angle (◦)

0 45 90 135 180 225 270 315

Exterior wall NE 0.4 0.2 −0.6 −0.5 −0.3 −0.5 −0.6 0.2
Exterior wall SE 0.25 0.06 −0.35 −0.6 −0.5 −0.6 −0.35 0.06
Exterior wall SW 0.4 0.2 −0.6 −0.5 −0.3 −0.5 −0.6 0.2
Exterior wall NW 0.4 0.2 −0.6 −0.5 −0.3 −0.5 −0.6 0.2

Roof −0.8 −0.8 −0.8 −0.8 −0.8 −0.8 −0.8 −0.8

The local wind velocity is calculated according to the simplified method for combining weather
information with air tightness to calculate residential air infiltration (LBL method) recommended by
American Society of Heating, Refrigerating and Air-Conditioning Engineers (ASHRAE) [43]. The local
wind velocity at height h U(h) (m/s) is calculated by the equation:

U(h) = Um·k·(h/hm)a, (5)

where Um (m/s) is the measured wind speed at the weather station (at a height of 10 m), h (m) the height
from the surface of the ground, hm (m) the height of the measurement equipment and constants k and
a are the terrain coefficients. For the terrain coefficients k and a ASHRAE [43] recommended values for
suburban terrain of 0.67 and 0.25 respectively were used. The LBL method, that is used in simulation
model, has been proposed by Sherman and Grimsrud [48] and Modera et al. [49]. Modera et al. [49]
have pointed out the typical values of terrain parameters for the standard terrain classes. The IV class is
described as urban, industrial or forest areas and fitted the best with the conditions of tested apartment
building. Sherman and Grimsrud [48] have pointed out that this method can also be used when the
wind speed was not measured on-site.

The airflow Q (kg/s) through the bi-directional leakage opening is simulated in the building model
with the empirical power law equation [19]:

Q = C·ΔPn, (6)

where C (dimensionless) is a flow coefficient (related to the opening), ΔP (Pa) is the pressure difference
over the opening and n is a flow exponent which is characterizing the flow regime. The infiltration air
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flow is calculated for the facade of every zone [19]. The leakage openings in model are distributed over
the building model according to the total infiltration airflow.

3. Results

3.1. Field Measurements

The results of field measurements showed that the pressure difference across the building envelope
was negative during the entire measurement period in the first floor apartment and mostly negative
in the fifth floor apartment (see Figure 8a). The occasional peaks toward zero-pressure difference
are most likely caused by using the cooker hood, opening the windows or external doors to the
balcony or staircase, the peaks and periods toward greater difference indicate the wind-induced effect.
Pressure difference caused by wind can be dominant also for longer periods. The results indicate that
the pressure difference is mostly caused by the stack effect being strongly dependent on the outdoor
temperature in the bottom floor apartment, whereas on the top floor the dependence is weak due to the
smaller height of the shaft (see Figure 8a). The measured indoor temperature during the measurement
period in both apartments was roughly between 20 and 22 ◦C. The dependence between the indoor
and outdoor pressure and temperature is shown in Figure 8b. In the first-floor apartment the value of
linear correlation coefficient R2 is 0.7483 and in fifth floor 0.0281.

 
(a) 

 
(b) 

Figure 8. (a) The measured indoor and outdoor pressure differences in the first and fifth floor apartments,
indoor and outdoor temperature in the heating season during a one-month period; (b) The dependence
of pressure conditions on the indoor–outdoor temperature difference.

3.2. The Laboratory Measurements

Based on the results of laboratory measurements the fan performance and HEX temperature
efficiency of observed AHUs were studied. The measurement results of the performance of the unit
with ceramic HEX are shown in Figure 9a,b. In the beginning of the tests the value of underpressure
in room was −2 Pa which means that supply and extract airflows were equal. After the pressure
difference increased the extract air flow decreased and supply airflow increased at the same time.
As results indicate, the supply and extract airflows are equal only at very low pressure differences.
The greater the difference, the more the air flows differ. It can be seen that in case of 75% fan power,
with differential pressure over −20 Pa the extract airflow is close to zero and the supply airflow around
60 m3/h (Figure 9b). The supply–exhaust cycles, which are presented in Figure 9b, show quick drop of
the supply air temperature after the cycle change. During the tests, the outdoor air temperature was
close to −5 ◦C. If the supply and extract airflows are equal, the supply air temperature was about 7 ◦C
but if the pressure difference was increased from 0 Pa–20 Pa in test room, the supply air temperature at
the end of the supply working cycle was about −2 ◦C.

10
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(a) 

 
(b) 

Figure 9. The results of the laboratory measurements of performance of the room unit with regenerative
HEX at 75% fan power: (a) Pressure difference and air flows; (b) pressure difference and supply/exhaust
air temperature.

The fan performance curves were constructed for the fan speed levels of 25%, 50%, 75%, and 100%
(see Figure 10a). The fan performance curves show how the supply and extract airflows of the
ventilation units are related to the in-and outdoor pressure difference. It is also possible to present
how the pressure difference is related to the temperature efficiency of studied ventilation units
(see Figure 10b). The results indicate that if the pressure difference rises then the temperature efficiency
decreases. The same trend appears for all tested fan speeds. For example, in case the 50% speed level,
the temperature efficiency is over 0.5 if the pressure difference is smaller than 4 Pa.

 
(a) (b) 

Figure 10. (a) Measurement based fan performance curves of room-based ventilation units with ceramic
regenerative HEX; (b) measurement based temperature efficiencies of room-based ventilation units
with ceramic regenerative HEX.

The fan performance curves and temperature efficiency graphs were also constructed for the
ventilation units with recuperative HEX (see Figure 11a,b). The fan performance curves were
constructed for the fan speed levels 25%, 50%, 75%, and 100%. Compared to the ventilation units
with regenerative HEX, the units with recuperative can perform effectively in case of higher pressure
differences between indoor and outdoor air. At the same time, if the pressure difference is −20 Pa at
fan speed level 50%, the supply airflow is about 15% higher than exhaust airflow. The temperature
efficiency of ventilation units with recuperative HEX is presented in Figure 11b. Compared to units
with regenerative HEX, the temperature efficiency of studied ventilation units is significantly better at
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higher pressure difference conditions. The pressure difference influences the temperature efficiency
the most in lower fan speed levels.

 
(a) (b) 

Figure 11. (a) Measurement based fan performance curves of room-based ventilation units with
recuperative cross-flow plate HEX; (b) Measurement based temperature efficiencies of room-based
ventilation units with recuperative cross-flow plate HEX.

3.3. Simulation Results

The simulation results achieved in the validation process are in good concordance with the field
measurements (see Figure 12a), considering the fact that approximate wind pressure coefficients,
performance of natural exhaust ventilation and wind data from an off-site weather station was used.
The whole-year simulation results are presented in Figure 12b. The results show that the whole
building is under negative pressure for 63% of the year (5521 h per year). In the first-floor apartments,
the pressure difference is below −10 Pa for 22% (1927 h per year) and lower than −20 Pa for 2% of the
year (180 h per year). The pressure difference across the exterior wall during the heating season in
the 5-story building can be as high as −30 Pa on the first floor, −20 Pa on the third floor and −15 Pa
on the fifth floor. Although the performed whole-year simulations has been done according to only
one building and some simplifications have been done during the simulation process, the results
confirm the fact that room based ventilation systems in 5-story buildings have to cope with the pressure
difference which is more than −20 Pa.

 
(a) (b) 

Figure 12. (a) Dependence between measured and simulated indoor and outdoor pressure differences
on the indoor–outdoor temperature difference in the first-floor apartment. (b) The outdoor temperature
and simulated whole-year pressure difference in the top, middle and bottom floor apartments of the
5-story apartment building.

The simulations of the single room ventilation units with the regenerative ceramic HEX were
made using the same calibrated model of 5-story apartment building which was used in whole-year
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pressure difference simulations. The performance data of the fans and HEX has been taken from
the results of laboratory tests that are described in pt. 3.2. As the studied ventilation units have to
ensure the low noise level in living room and bedroom, the unit can only work in 30–50% speed level.
An example of supply temperature and airflow rates simulation results of the ventilation unit with
ceramic HEX, located in first floor, are shown as duration curves in Figure 13. During heating season,
supply air temperature is relatively close to the outdoor temperature (Figure 13a) and that supply
airflow rate is much higher than exhaust airflow rate (Figure 13b).

 
(a) (b) 

Figure 13. (a) Simulated supply air temperature and (b) airflow rates duration curves for ventilation
unit with regenerative HEX during heating period in 1st floor apartment (September–May).

4. Discussion

The field measurements show that the pressure difference between the indoor and outdoor air in
the bottom floor apartment depends heavily on the outdoor temperature, indicating the influence of
the stack effect, whereas on the top floor, due to the smaller height of the exhaust ventilation shaft,
the dependence is weak. Similar results have been also shown in other studies [50,51]. Kiviste and
Vinha [50] have studied different Finish buildings and found that in some cases there can be large
underpressure conditions (<−15 Pa) between in-and outdoor environments. Kalamees et al. [28]
showed that in most critical cases, the air pressure across the building envelope may rise up to 30 Pa
and the main reason for that is airtight building envelope with unbalanced ventilation. This study
confirms that in renovated 5-stories apartment buildings with natural exhaust ventilation, the pressure
difference across the building envelope can rise up to 20–30 Pa. Analyzing the fan performance of
room-based ventilation units with regenerative HEX, it can be concluded that the pressure differences
over the envelope were caused by the natural ventilation and density differences between the indoor
and outdoor air. The room-based ventilation units itself did not play a significant role to increase the
pressure drop across the building envelope.

During the analysis of the pressure difference measurement results and calibrating the model,
the occasional peaks toward zero-pressure difference (see Figure 8a). These peaks are most likely
caused by opening the windows or external doors to the balcony or staircase, the peaks and periods
toward greater difference indicate the wind-induced effect. As the kitchen hoods and exhaust fans were
installed in some apartments of studied building, the peaks can also be caused by these components of
mechanical ventilation. Pressure difference caused by wind can be dominant also for longer periods.
Although the wind-induced component varies in a wide range and depends on multiple variables,
its contribution to the pressure conditions can be considerable, and thus special attention needs to
be paid to buildings in wind exposed locations. Kalamees et al. [28] found that wind primarily
influence the peak air pressure values and comparing the average values, the influence of wind is small.
Despite the wind effect and other uncertainties during the pressure measuring and model compilation,
we can see that dependence between measured and simulated indoor and outdoor pressure differences
is quite strong (see Figure 12a). In the first floor the value of linear correlation coefficient of simulated
data is 0.6951 and the correlation coefficient of measured data is 0.7587. The values of correlation
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coefficients, together with the similarity in results of simulation and measurement indicates that the
calibration of the model was successful.

The laboratory measurement results of the studied room-based ventilation units show that supply
and extract airflows are equal only at very low pressure differences. The greater the gap, the more
the airflows differ. It can be seen, that the unit with plate HEX is performing considerably better,
mainly due to centrifugal fans, but also because of the constant airflows. In case of the unit with
regenerative HEX, the pressure difference is causing low-pressure axial fan to perform poorly: smaller
volumes of exhaust air to flow through the unit during exhaust cycle, lowering the heat quantity
accumulated in the HEX and leaving the outdoor air heating insufficient. The effect escalates with
lower outdoor temperatures and higher pressure differences, in which case the heat transfer in the
unit degrades and larger volumes of cold air are entering the ventilated space. It means that the
pressure difference across the building envelope is closely related to the temperature efficiency of
studied ventilation systems.

The performance of room-based ventilation units have also been monitored in previous studies.
Smith et al. have developed the ventilation units with plastic rotary HEX [25,44]. They have made
airflow measurements of the tested units using the tracer gas method. The main conclusion of this
study was that the temperature efficiency of studied unit on equal supply and exhaust airflows is about
0.83–0.84 [25]. As these tests were not performed in different indoor and outdoor pressure conditions,
it is not possible to make the conclusion, how these units would perform in apartment buildings in
cold climate region.

Based on the simulation results, the pressure difference across the exterior wall during the
heating season in a five-story building can be as high as −30 Pa on the first floor, −20 Pa on the third
floor, and −15 Pa on the fifth floor. Comparing the simulated pressure conditions and the measured
characteristics of the ventilation unit, poor performance of the unit can be expected. The simulation
results of room-based units with regenerative HEX show that during heating season, supply air
temperature is relatively close to the outdoor temperature and that supply airflow rate is much higher
than exhaust airflow rate. At the same time the unit with recuperative HEX can ensure the temperature
efficiency of the unit over 0.5 even under negative pressure as high as −25 Pa, making it possible to use
the device in first floor apartments.

Several studies have shown that room-based ventilation units in Estonian apartment buildings are
not ensuring the necessary air change rate [3,7,18]. Mikola et al. [3] point out that as these room units
generate high sound power level, people switched ventilation units to the 30% of the maximum airflow.
If tested room units with regenerative HEX work at 30% speed level and the pressure difference across
the building envelope is −8 Pa then the supply airflow is 2 times higher than the exhaust airflow
from the room. Mikola et al. [3] also measured the air change rate in apartments with regenerative
room-based units. According to the measurements results, the average air exchange rate was 0.18 h−1

and the average airflow per surface area of an apartment was 0.12 L/(s*m2). According to the indoor
climate category III, the general ventilation airflow in old apartments should be at least 0.35 L/(s*m2)
or 0.5 h−1 and airflow in living rooms and bedrooms should be at least 0.6 L/(s*m2) or 4 L/(s*person).
The indoor climate category III requirements for the air change rate were also a minimum requirement
to apply for the renovation grant. The air exchange rate met the requirements of III class in 6% of the
apartments with room-based ventilation units [3]. In rest of the apartments, the minimum requirement
of renovation grant scheme, was not ensured. It can be concluded, that the measured room-based
ventilation renovation solution in apartment buildings does not ensure the necessary air change rate.

In case of both studied room-based ventilation units, the only possible to protect the HEX from
freezing in cold climate is to reduce the supply airflow. As proven in this study, the exhaust airflow
can be very small if the air pressure difference across the building envelope is high. That is the reason
why there is high risk of ice formation in HEX, which complicates using these units in rooms with high
humidity. The freezing process of HEXs of room-based units is not analyzed in detail during this study,
so it would be worth to study this in future.
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Based on previous studies [1,8,40] in Estonian climate, the following ventilation renovation
solutions have performed better than room ventilation units:

• Apartment based supply and exhaust ventilation system with heat recovery, with unit located in
apartment, in corridor or staircase.

• Centralized supply and exhaust ventilation system with heat recovery, with unit located on roof,
pipes located in external wall or in apartment.

• Centralized exhaust ventilation system with fresh air radiators and heat pump heat recovery.

5. Conclusions

In this study, field measurements of pressure difference across the building envelope were carried
out during a three-month period of the heating season in a fully renovated five-story apartment
building. The results were used to validate the IDA-ICE whole building simulation model allowing
to simulate hourly whole-year pressure conditions and airflows. Considering the measured and
simulated pressure conditions, the performance of two different single room ventilation units was
studied: one of the units was a device with a recuperative cross-flow plate HEX and two centrifugal
fans and another with a regenerative ceramic HEX and an axial fan. The units were tested in TalTech
technological facility, where supply and exhaust temperatures and airflow rates were measured under
changing pressure conditions and different fan speeds. Fan and heat recovery efficiency curves were
created and modelled in IDA-ICE for whole-year performance assessment.

In both cases of the studied ventilation units, pressure differences generated large differences
in the supply and exhaust air flow rates. Because of the higher pressure rise, the airflow balance
difference was much smaller in case of the unit with centrifugal fans compared to the unit with
axial fan. This resulted in the smaller change in heat recovery efficiency of the recuperative HEX,
compared to the regenerative HEX case which practically lost its heat recovery because of dominating
stack effect pressure.

The simulation results show, that in cold periods, apartments in the first floor can be under negative
pressure as high as −20 Pa for longer periods of time. In ventilation system planning, values of −10 Pa
in fifth floor, −15 Pa in third floor and −20 Pa in first floor apartments can be recommended to be used
as design values for ventilation units. The simulation results of single room units with regenerative
HEX show that during heating season, supply air temperature was close to the outdoor temperature
and that supply airflow rate was much higher than exhaust airflow rate, showing that the unit operated
as air intake. Due to the differences in supply and exhaust airflows, there is a risk for freezing the heat
exchanger, which excludes using studied ventilation units in rooms with high humidity.

The laboratory measurement results confirmed, that the axial fan used in the ventilation unit was
not capable to work in typical pressure conditions occurring in multi-story building in cold periods,
in order to achieve sufficient air change rate, heat recovery and supply air temperature, with noise levels
under acceptable limits. In the case of the unit with recuperative HEX, under the same circumstances,
the temperature efficiency of the unit remained higher than 0.5 even under negative pressure as high
as−25 Pa, making it possible to use the device in first floor apartments.
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Abstract: With the third revision of the Energy Performance of Buildings Directive (EPBD) issued in
July 2018, the assessment of buildings now has to include a Smart Readiness Indicator (SRI) to consider
the fact that buildings must play an active role within the context of an intelligent energy system. In
order to support the development of the SRI, this article describes a methodology for a simplified
quantitative assessment of the load shifting potential of buildings. The aim of the methodology is
to provide a numerical, model-based approach, which allows buildings to be categorized based on
their energy storage capacity, load shifting potential and their subsequent interaction with the grid. A
key aspect is the applicability within the Energy Performance Certificate (EPC) in order to provide
an easy to use calculation, which is applied in addition to the already established energy efficiency,
building services and renewable energy assessments. The developed methodology is being applied to
theoretical use cases to validate the approach. The results show that a simplified model can provide
an adequate framework for a quantitative assessment for the Smart Readiness Indicator.

Keywords: smart buildings; smart readiness indicator; energy efficiency; energy performance of
buildings directive; energy flexibility; load shifting; demand response

1. Introduction

By 2050 the EU must reduce its greenhouse gas emissions to 80% below 1990-based levels [1].
Considering that the building sector currently contributes up to 40% to the overall emission levels,
the European Commission is recognizing that energy efficiency in buildings can add significantly
to this reduction. For 2030 a new binding energy efficiency target of 32.5% has been defined in a
political agreement between the European Commission, the European Parliament and the European
Council [2], which should subsequently trigger legislative measures and financial incentives on the
respective national levels. Energy efficiency contributes in this context to the reduction of costs for
consumers, reduction of the import dependency in Europe and redirecting investments towards smart
and sustainable infrastructure [3]. This also highlights, that higher energy efficiency must be achieved
by innovative measures without increasing the financial burden on the consumers.

Innovation plays one of the key roles to facilitate the transformation towards an energy efficient
building stock in Europe. In order to boost clean energy innovation, the EU has defined several
fundamental initiatives: The ‘Strategy on accelerating clean energy innovation’ [3], together with the
‘Accelerating clean energy in buildings’ initiative [4] define a comprehensive plan for the main policy
levers. Thus in regard to energy, the focus of the Horizon 2020 funding—the core of the research and
innovation pillar—is on the decarbonization of the EU building stock [5]. The funding schemes should
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ensure that industry and research are strongly working together towards innovative systems, products
and business models to accelerate this transformation. Another key aspect to increase efficiency in the
building sector is the legislative framework on a European level, which directly influences the national
building energy performance standards. Understanding the economic, political and social drivers in
reducing energy and greenhouse gas emission in the buildings industry are crucial in order to propose
new policies related to climate change. Studies that outline the impact of energy policies contribute
significantly to the adequate framing of future policies [6].

The related key European legislative framework documents are the Energy Efficiency Directive [7],
the Renewable Energy Directive [8] and Energy Performance of Buildings Directive (EPBD) [9]. Each
of these directives provides targets and framework conditions for the implementation into national
regulations and standards. The EPBD sets out the conditions for the national and regional building
regulations, which subsequently define the quality of the European building stock. Currently the
EPBD states that an Energy Performance Certificate (EPC), which includes an assessment of the energy
efficiency as well as the building services and renewable energy systems, has to be submitted to the
local building authorities for approval. With the latest revision of the EPBD in July 2018 [10] the
assessment now has to include a Smart Readiness Indicator (SRI) to take into account the capacity
of the building to manage and optimize itself and to interact with occupants and the grid. A study,
subsequently commissioned by the EC, consisting of an assessment methodology for the SRI has been
issued as a guiding document for the member states. The provided methodology is focusing on a wide
range of qualitative aspects in a rather complex matrix approach, covering a series of impact criteria,
domains and domain services [11]. However the approach proposed in this study is highly qualitative.
An expert judgment, with appraisals to be carried out by certified assessors, dominates the application
of the methodology. Even though this approach addresses relevant aspects related to so-called Smart
Buildings, it does not include a calculation of the actual load shifting potential or “grid friendliness” of
a building, which is one of the key objectives of the SRI. Since an assessment of the building to adapt
to user and grid cannot be solely based on a qualitative appraisal, the expert judgments should be
complemented by a quantitative and replicable assessment.

Therefore in this article we propose to support the existing SRI approach with a methodology
based on a quantitative approach to assess the load shifting potential of buildings. The aim of the
proposed methodology is to provide a numerical, model-based approach, which allows buildings to
be categorized based on their energy storage capacity, load shifting potential and their subsequent
interaction with the grid. One of the key aspects of the proposed methodology is to provide an easy to
use calculation within the EPC, which is applied in addition to the already established energy efficiency,
building services and renewable energy assessments.

In the next sections the legislative and content related framework conditions related to the EPBD
and SRI are outlined. This is followed by a description of state-of-the-art research in the context of
demand response, load shifting and smart grid in relation to buildings. A separate sub-section is
dedicated to the development of Smart Buildings. Subsequently Section 3 outlines the main principles
behind the proposed methodology, followed by the results in Section 4, where the mathematical models
are being tested on theoretical use cases in order to validate the approach. Finally, the discussion and
conclusions deliver a review of the approach and provide an outlook on how this methodology might
be implemented in the revisions of the national and regional building regulations the member states
have to undertake following the latest update of the legally binding EPBD.

2. Background

In 2002 the European Parliament has released the first version of the EPBD in order to promote
energy efficiency in buildings with the aim of fulfilling the climate targets as specified in the Kyoto
protocol [9,12]. By adhering to the guidelines set out in the EPBD the member states acknowledge
the fact, that within the EU, buildings are responsible for approximately 40% of energy consumption
and 36% of CO2 emissions [2]. Stricter guidelines, including the commitment to Nearly Zero Energy
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Buildings (NZEBs) have been added in the 2010 revision of the EPBD [13], stipulating that all new
buildings must be built to this standard as of 1st January 2021. The NZEBs characterize a significant
opportunity to provide future-proof buildings with minimal energy consumption. Other aspects
include the mandatory issuance of energy performance certificates in all advertisements and whenever
a building is sold or rented. In addition, member states had to set cost-optimal levels for minimum
energy performance requirements for new buildings and renovations and had to draw up a list of
financial measures to improve the energy efficiency in buildings [13]. In regards to aspects relating to
governments’ own building stock the member states must ensure that at least 3% of the total floor
area of buildings owned and occupied by central government are renovated, that only highly efficient
buildings are purchased by the governments and that long-term national building renovation strategies
are drawn up to be included in their National Energy Efficiency Action Plans [2]. Judging the impact
of this legislation, one can look at overall emission figures: Between 1990 and 2016, greenhouse gas
emissions in the EU have been reduced by 22% [14]. In parts, this can also be attributed to the stricter
efficiency guidelines for the European building stock.

In the third revision of the EPBD issued in July 2018 [10] further improvements have been made
in order to accelerate the reduction of greenhouse gas emissions associated with the building sector.
With the 2018 amendment, EU member states will have to establish stronger long-term renovation
strategies with sound financial components, aiming at decarbonizing the national building stock by
2050. With around 40% of Europe’s housing stock dating pre-1960 [15], renovation becomes ever more
important as climate targets are getting raised. Smart technologies will have to be promoted e.g., by
adding conditions related to control engineering and building automation systems. Other measures
include the increased support of e-mobility by adding requirements on respective infrastructure for
buildings as well as aspects on ventilation and air quality to increase the health and well-being for the
occupants [2,10]. Finally, one of the key new requirements includes a provision for the assessment
of buildings with the definition of a Smart Readiness Indicator (SRI) to give justice to the fact, that
buildings must play an active role within the context of an intelligent energy system.

2.1. Smart Readiness Indicator (SRI)

As the EPBD is providing the framework for the national building regulations, a key factor for
including additional parameters in mandatory assessments is the applicability to a national or regional
context and the usability within a formal assessment procedure. Based on the legislation, the SRI
should ideally be a combination of a simple indicator whilst at the same time factoring in a series of
highly complex aspects related to the management and interaction capability of the building with its
occupants and the grid:

“ . . . The smart readiness indicator should be used to measure the capacity of buildings to use
information and communication technologies and electronic systems to adapt the operation
of buildings to the needs of the occupants and the grid and to improve the energy efficiency
and overall performance of buildings. The smart readiness indicator should raise awareness
amongst building owners and occupants of the value behind building automation and
electronic monitoring of technical building systems and should give confidence to occupants
about the actual savings of those new enhanced-functionalities . . . ” [10]

Even though there is no general definition of the term Smart Building within the revised EPBD the
smartness of the building is defined by having the technical capability of (a) managing itself efficiently
(b) being able to interact with and respond to its occupants (c) being able to actively and passively
interact with the grid. This approach has been applied in the legislative document that the:

“ . . . methodology shall rely on three key functionalities relating to the building and its
technical building systems: (a) the ability to maintain energy performance and operation
of the building through the adaptation of energy consumption for example through use of
energy from renewable sources; (b) the ability to adapt its operation mode in response to
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the needs of the occupant while paying due attention to the availability of user-friendliness,
maintaining healthy indoor climate conditions and the ability to report on energy use; and
(c) the flexibility of a building’s overall electricity demand, including its ability to enable
participation in active and passive as well as implicit and explicit demand response, in
relation to the grid, for example through flexibility and load shifting capacities . . . ”. [10]

In order to support the member states with a definition of the SRI, a technical study has been
commissioned by the European Commission DG Energy. The aim of the study was to propose a
methodological framework for the SRI and the smart services that the indicator builds on. The study
also provided a first EU wide impact assessment of the newly developed indicator [11]. The proposed
SRI-calculation methodology builds on a single score system that classifies the building’s smart
readiness. The score is based on eight impact criteria: energy, flexibility for the grid, self-generation,
comfort, convenience, wellbeing & health, maintenance & fault prediction and information to occupants.
Each impact criterion is expressed as a percentage of the maximum score that can be achieved for
the evaluated building. Each impact criterion is in turn the weighted average of 10 domain scores,
which constitute of heating, cooling, domestic hot water, controlled ventilation, lighting, dynamic
building envelope, on site renewable energy generation, demand side management, electric vehicle
charging and monitoring and control. For each domain various functionality levels are defined, with
higher functionality levels reflecting a smarter implementation of the respective service. The overall
methodology has been tested on two use cases and is thoroughly described in the Final Report of the
study. The study concludes that the developed methodology follows the principles as outlined in the
EPBD 2018 whilst being able to be practically implemented. Even though the methodology is not
binding for the member states, it provides a template that is stated to be flexible enough to be adapted
to local framework conditions [11].

Since the above described report [11] has been finalized in August 2018 and the implementation
of the amended EPBD has not yet been included within the national laws of the member states, so
far there is no empirical data on the validity of the methodology or the usability available. However,
based on the case study assessment undertaken within the above study, one can conclude that: (a)
the appraisal heavily relies on a (potentially subjective) expert judgment, (b) the assessment needs to
be carried out within an operational building and might not be applicable for the use of the building
design and (c) the assessment can be time consuming as there are a high number of criterions and
domains that need to be covered. It is also understood, that the assessment is undertaken on site
by a qualified consultant, which inherently necessitates an accreditation and certification structure.
Whilst this is a valid way forward to address the increasing management capabilities of buildings, it is
questionable if the strong focus on building and information system technology adequately addresses
the requirement for an indicator that still should have energy and resource efficiency at its core. The
question remains as to who defines smartness and how it can be measured.

2.2. Demand Response and Load Shifting in Buildings

Buildings have been inherently energy autarkic in early settlements. With increasing energy
demand, it was advantageous to move from individual energy supply to a more centralized supply and
thus physically separate consumption and generation. For this purpose, the energy supply networks
were built, which commonly encompass large scale centralized energy generation and wide distribution
networks surpassing regional and national borders. The Liberalization of the energy market at the end
of the 20th century together with the understanding of the correlation between CO2 emissions and
climate change have resulted in a transformation process towards a less fossil fuel dependent and more
sustainable system. With the advance of renewable energy generation, the distribution grids become
ever more complex as the grids need to respond to heavily fluctuating supply. The transition of the
current centralized market towards a smart market in an intelligent smart grid has been exemplary
documented by Aichele et al. [16]. The increasing demands on this structure make it imperative to
switch from a centralized to a decentralized and interactive system. For this purpose, numerous
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concepts and methodologies have already been developed and tested, with some relevant studies as
briefly outlined below. In summary, these concepts are termed Smart Grids and Smart Markets.

Assessing the heat dynamics of buildings Madsen et al. have already proposed in 1995 to
apply building performance data and statistical methods instead of simply relying on the physical
characteristics of the building and building systems [17]. At a time when building energy modeling was
not yet an inherent part of advanced building design processes, this approach presented an alternative
route to assessing the thermal behavior of buildings. The methodology has been further improved by
applying the use of stochastic differential equations to assess heat dynamics [18] and by including a
methodology for the identification of suitable models in this context [19].

In order to actively interact with the grid, buildings are moving from consumers to producers,
which resulted in the terminology of the prosumer (producer + consumer). Using buildings to produce
energy by integrating renewable energy systems constitutes one of the key principles of our changing
energy system. Another key aspect is to use the storage capacity of buildings in order to shift loads
over time. Buildings with a high thermal mass can thus activate their thermal capacities by storing
thermal energy (adding energy for later use) or conserving thermal energy (using the previously stored
energy). Le Dreau and Heiselberg have evaluated the dynamic behavior of buildings by applying
thermal storage solutions as opposed to water or battery storage solutions. The study highlights the
importance of high efficiency buildings, as poorly insulated buildings have a short autonomy and
thus thermal capacity over a longer time constant compared to buildings with a low heating and
cooling energy demand [20]. Other storage devices in buildings can include e.g., ice storage units or
water tanks as well as batteries. Selecting the best storage type for a certain use depends on a series
of factors. Using optimization models for an appropriate selection process can determine the most
advantageous system as outlined by Xu et al. [21]. However, it is imperative to consider the current
market situation as prices for building systems can significantly vary over time. In an analysis carried
out for batteries used in the automotive industry a cost reduction averaging from over USD300/kWh
to under USD100/kWh is projected for 2020 to 2025. The automotive market can thus significantly
contribute to the wider application (and second life) of electrical batteries for the use in buildings [22].
In a study undertaken to assess the application of all electric storage systems in buildings, the results
showed that electrical batteries could successfully perform load shifting and peak-shaving in order to
take advantage of price differences of a smart market [23].

A surplus of energy generation can also be efficiently managed by using power-to-heat or
power-to-gas storage. Whilst power-to-gas is currently mainly applied in large-scale projects, it
provides a suitable technology to convert surplus electrical energy into hydrogen to be used directly
as a final energy carrier or to be converted into e.g., methane or liquid fuels [24]. Power-to-heat on
the other hand can be used directly in buildings by exploiting the entire thermal mass available for
activation. Converting surplus electrical energy in times of high electrical renewable energy generation
through wind and solar into locally stored heat constitutes one of the great potential buildings offer
for short-term demand response [25]. Whilst smart grids are mostly associated with electricity grids,
the use of smart thermal grids opens up the thermal networks for the integration of decentralized
thermal energy generation. In a study undertaken in the framework of the Austrian Climate and
Energy Fund an in depth analysis of the potential of thermal prosumers concludes that whilst the
technical capabilities are manageable, business models must still be developed in order to provide
the necessary incentives for the thermal grid operators to allow a large integration of decentralized
thermal energy integration [26]. Lund et al. also argue, that the challenge of thermal networks, the 4th
Generation District heating (4GDH), will be in the utilization of low temperature heat sources (such as
ambient and waste heat from cooling) and the interaction with zero and low energy buildings [27].

Whilst the management of the grids is focused on the optimization for the grid operator, the
building side needs to respond to the requirements of the grid whilst maintaining optimal comfort
and efficiency levels for the building. Building management systems (BMS) already contribute to
the optimization of the building and its building services systems. A BMS can control any devices
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from passive architectural elements, such as shading or opening elements to active systems such
as heating, cooling, ventilation and lighting systems. In combination with sensors that measure a
range of system parameters such as room temperature, humidity, lux levels, CO2 or any set point
temperatures to name just a few, the BMS can actively contribute to increased comfort levels and
reduction of the overall energy demand. Using the BMS with distributed energy resources (DERs) in
order to reduce energy costs and overall CO2 emissions is a way forward in managing buildings on a
system level. Optimization models, which work with different pricing and energy demand scenarios
support the understanding of how buildings can be actively integrated into the energy grids [28].
Other studies have shown that user comfort optimization and energy use reduction can be achieved by
applying Smart-Context-Awareness Management (Smart-CAM) by using smart building ontology and
context awareness mechanisms [29]. Clustering buildings in order to further increase the load shifting
potential and thus enhance the energy flexibility of whole regions is the consequential result from the
optimization of the single entity [30]. Accompanying policy measures to increase the use of building
energy management systems play a crucial role in this context [31]. Real-time optimization models
are increasingly necessary to adjust demand and supply in the smart grids. Genetic algorithms can
support the assessment of load shifting towards improving the application of buildings as distributed
thermal storage within a smart grid [32].

Within the Horizon 2020 research, there is an uptake of research and innovation projects, which
have smart buildings and associated sectors as a part of their projects plans. Based on an analysis from
2017, 42 projects with a total funding of 304.1 million Euros between 2014 and 2017 have directly or
indirectly addressed the subject of smart buildings within their research. 15 out of the 42 analyzed
projects explicitly deal with demand response, 19 each with the control of appliances and individual
buildings, 18 with the subject of full automation and 29 with user interfaces [33]. Even though this
data represents only a snapshot of projects running at that time, it nevertheless highlights that this area
is likely to progress further with the new legislation of the EPBD being transformed into national law
in the next years in the member states.

2.3. Smart Buildings

In order to give justice to the terminology of smart, one has to consider how this term has been
attributed to the field of construction over time. In the European Commission’s Strategic Energy
Technology (SET) Plan 2011 [34] smart cities were defined within their own thematic field. This has
been the first time that in addition to individual technologies (such as wind or geothermal power) a
systemic topic has been included in the SET Plan. It has thus been acknowledged, that—in addition to
the incremental improvement of individual technologies—only the added focus on the overall system
will bring a paradigm shift in the energy system and substantial changes in energy and resource
efficiency. The optimization of the overall system at the interface of urban planning, mobility, industry,
buildings and energy thus opened up a new focus.

The potential for optimization on this system level can be attributed to two main factors: (1) Based
on the UN World Urbanization Prospects [35] by the middle of 2009, the number of people living in
urban areas had surpassed the number living in rural areas. This trend is strongly continuing with
virtually all of the expected growth in the world population concentrated in the urban areas of the
less developed regions. The second factor can be attributed to the advance of (2) Information and
communication technology (ICT), which has improved exponentially over the last two decades. The
collection, storage and analysis of large quantities of data have facilitated new potentials such as the
Internet of things (IoT) and machine-to-machine (M2M) communication. In conclusion the world is
becoming more urban than rural and new systemic approaches made possible by the advance of ICT
can support cities and regions in becoming more sustainable whilst ensuring a high quality of life.

Smart Buildings have been cited along Smart Cities and Smart Grids as the new way forward
towards a transformation of our current fossil-fuel dependent energy structure into an energy and
resource efficient system. Even though the smartness of buildings has been roughly defined in the
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latest version of the EPBD as outlined in the chapters above, smart can and should encompass much
more than only interaction of the building system with the building itself, the occupants or the grid.
Looking back at the actual need for buildings, one has to acknowledge that the fundamental aim of
constructing buildings was always to provide shelter from the climate and security from potential
enemies. Thus, autochthonous architecture is characterized by the provision of a comfortable, secure
indoor environment under the given climatic conditions and with the available resources. Transferring
this fundamental approach to the present, building smart is thus building according to the local climate
by exploiting passive design measures to increase energy efficiency in an integrated design. After
exploiting passive design measures, the next step is the adequate and resource-oriented integration of
technical building systems and renewable energy systems. Only then can we optimize systems by
exploiting synergies through connection and load shifting, which opens up new potentials to increase
efficiency of bigger systemic entities such as districts or cities.

A methodology for energy-efficient and sustainable building design must consecutively focus on
a structured approach starting with energy-demand reduction (Step 1), followed by energy-efficient
equipment (Step 2), renewable energy systems (Step 3) and as a last step the system optimization and
interaction with the grid (Step 4) as outlined in Figure 1 The approach should ensure that passive
measures are always fully exploited before any active technology—and system-intense measures are
considered. The architecture plays a key role in defining the least possible energy demand. Thus
demand-side measures are optimized before distribution and supply measures are even considered,
resulting in efficient use of resources and adequate application of technical and renewable building
energy systems [36]. Whilst Step 1, 2 and 3 are accounted for in the EPCs by calculation the relevant
indicators, the last Step 4 encompassing the interaction with the grid has yet to be included in any
EPC assessment. Adding to the already existing indicators of heating and cooling energy demand
(based on Step 1) as well as the primary energy demand and CO2 emissions (consecutively resulting
from Steps 2 and 3), the SRI as outlined in the last amendment of the EPBD is in this context the key
indicator for this Step 4 and should in the future constitute a mandatory part in the EPC assessment.

 
Figure 1. General methodology: development of building-energy concepts in a 4-step approach,
adapted from authors’ graphic from [36].

An indicator for smartness can thus include a variety of aspects such as: building to high efficiency
standards, responding automatically to external conditions (e.g., weather, grid), managing building
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systems automatically and in response to the user and the grid, supplying large amounts of renewable
energy on site and feeding energy back into the grid. This can subsequently be measured by, for
example: summing up the number of responsive appliances in buildings, assessing how many technical
items can be controlled with a building management system, assessing if and how the building and its
systems support energy and grid management and assessing how many systems contribute to the
internal comfort of the occupants.

This however would constitute a rather qualitative way forward, where an assessor has to decide,
which systems contribute to what extent to the smartness of the building. An example of such a
qualitative but nonetheless thorough approach has been proposed within the study commissioned by
DG Energy [11] as a methodology for the SRI as outlined above. The question however remains, if
this type of assessment favors the increased use of smart appliances without adequately addressing
the underlying aim of the SRI, which is inherently to reduce resource and energy consumption by the
management and connection of systems. Another disadvantage of this qualitative approach lies in the
timing of the implementation of the respective systems. Whilst most energy related systems (heating,
cooling, ventilation) form an inherent part of the overall building design, additional smart systems
might not necessarily be included in the planning of the building as appliances and other gadgets are
more likely to be installed by the final user rather than the building developer.

Focusing again on this fundamental principle of resource and energy efficiency, one can
conclude that:

“ . . . A smart building is offering maximal quality of living with minimal consumption of
resources by (1) exploiting architectural passive design measures to increase energy efficiency,
by (2) joining internal and external systems and integrating renewable energy infrastructure
and by (3) optimizing load management and load shifting to increase energy efficiency on all
levels of the building, district or city . . . ”. [37]

Extracting this for the above stated question on how we can measure the smartness of a building:

“ . . . We can assess the load shifting potential of a building by calculating how much of the
thermal and electrical energy can be loaded from the grid, stored and unloaded into the grid
over a certain period of time whilst maintaining required comfort levels . . . ”. [37]

3. Methodology

Whilst there exist numerous approaches to analyze the thermal and electrical behavior of the
building as outlined in the introduction section, there is still a need to address the actual load shifting
potential of buildings by an assessment, which can be carried out as part of the SRI within the EPC. The
aim of this article is thus to provide a methodology for a simplified quantitative assessment for an SRI
with a numerical, model-based approach. Following the requirements of the current EPBD as outlined
above, the methodology covers the flexibility of interaction with a grid and thus grid-friendliness of a
building. The proposed approach focuses on this aspect only, as it can be assumed that the ability of a
building to adapt to energy performance requirements as well as the ability to respond to the needs
of the user are covered by the integration of a BMS, which in turn is a pre-requisite for the building
systems to interact with the grid. With the proposed numerical approach, buildings should be able to
be rated and subsequently categorized with a single indicator per energy type based on their energy
storage capacity, load shifting potential and subsequent interaction with the grid.

3.1. Description of the Model

A key aspect of the proposed methodology is the applicability within the scope of the EPBD and
subsequently in the EPC in order to provide an easy to use calculation, which can be carried out in
addition to the already established calculations as outlined above. Therefore, the use of input data,
which is already being applied in the current EPC as well as other data, which is easily accessible at an
early design stage, constitutes a prerequisite for the development of the methodology. Another crucial

26



Energies 2019, 12, 1955

requirement is that the calculation can be both carried out during the design phase as well as during
operation, i.e., covering both new and existing buildings.

Currently for the calculation of the EPC all relevant aspects related to the building as well as its
technical building systems need to be considered. Thus the characteristics of the building (e.g., physical
and thermal properties) and technical systems (e.g., type, efficiency), including the respective energy
sources, are already part of the assessment. As a result the overall energy demand in terms of heating,
cooling ventilation and power as well as the primary energy demand and associated CO2 emissions are
calculated. The source of the final energy as well as the grid connection is therefore already included in
the input data. At this point it is thus already clear, if the building will be connected to a grid (electrical,
thermal, gas) or if the building is independent from a grid. In order to calculate the SRI as proposed in
this article, additional characteristics related to the storage potential of the building and its systems
need to be included in a future assessment. Factors that should be considered within the model are
the physical structural storage capacity of the building (e.g., activation of thermal mass), the physical
technical storage capacity (e.g., chemical, electrical, thermal) and the potential of thermal/electrical
conversion systems (e.g., heat pumps). One of the key input parameters is also the time component
as it is highly relevant how long a certain system can obtain, store and dispatch energy. The model
foresees, that an indicator is calculated for each energy source provided via an energy network. The
calculation itself is dependent on the type of energy source, e.g., electricity, thermal (heating, cooling)
or gas. In Figure 2 the SIR calculation development is outlined to describe the input data for the
proposed SRI methodology.

 

Figure 2. Smart Readiness Indicator (SRI) calculation development.
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The input data already included in the current EPC (building, building systems) are needed for
the calculation of the current EPC (building energy demand, energy demand/source). These results
from the current EPC (energy demand/source) provide together with the additional input data for the
SRI (storage type, storage activity) the basis for the future EPC calculations. As a result, one SRI is
subsequently calculated per grid type. The most relevant grid types are considered to be electrical,
thermal and gas, however additional grid types can be added if necessary.

3.1.1. System Boundaries

The calculated smart readiness indicator (SRI) should represent the ability of a building for the
meaningful participation in smart grid concepts. For this reason, two key aspects are considered in the
first step:

• Is there a grid with appropriate energy sources available?
• To what extent is the building able to communicate with the corresponding grid?

The building is examined with regard to: (1) qualitative and (2) quantitative criteria. In the
qualitative criteria (1), a distinction is made in terms of the interaction potential and activity with the
grid: no possibility to shift energy to and from the grid, the possibility to shift the energy demand
according to the needs of the grid or the possibility to fully participate in smart grid solutions. The
possibility of interaction is in this context independent of the actual building energy demand. The
interaction is based on the usefulness for the networks, i.e., is it useful to take energy from the grid or
is it useful to give energy back to the grid. The quantitative criteria (2) of the building are defined as
independent of the used technology. For the active interaction of a building with a smart grid concept,
the temporal flexibility of a building is essential with regard to its characteristics relating to energy
consumption, energy production or both. To take this fact into account, the building is simplified and
acts as energy storage in the model (see Figure 2).

To determine the quantitative values, the building energy requirements are based on the relevant
standards per m2 or, if calculations have already been carried out, on the actual building energy demand.
Since smart-grid concepts require periods other than one year, the building energy requirement must be
adapted to the selected period. This value is used as a reference and the building storage is normalized
in this regard. To counteract any oversupply of stored energy, an upper bound was added in the model
function. Energy costs or associated costs for auxiliary energy to load or unload the storage have been
explicitly excluded from the model. Following the EPCs currently applied in the member states, the
focus lies on the energy rather than the costs aspects.

The proposed SRI does not assess the efficiency of the building nor of the technical building
systems, as this is already part of the current Energy Performance Certificate calculations. In addition,
it does not take into account the capability of the interaction of the building with the user, i.e., the
building management systems that allow the user to communicate with the respective technology
items (often referred to as “smart home technology”) as this is assumed to be covered with a BMS.

The proposed SRI provides a quantitative assessment of the interaction capabilities of the building
with the networks. It can answer the question of:

“What is the potential of the building to take energy from the grid, store it over a certain
period of time and again dispatch it back to the grid?”

Within this context the methodology does not differentiate to where the energy is stored (e.g., in
thermal mass, water storage tank or electrical battery). It only assesses the connection of the respective
grid to the building (electrical, thermal, gas) and the loading and unloading capabilities in this context.
If the energy source is not grid connected (e.g., biomass, coal or other energy source) then it is not
taken into account. The BMS is considered to be a prerequisite in order for the building systems to
interact with the relevant networks. The SRI calculation system boundaries are subsequently defined
by the energy storage types and the activity with the respective grids (See Figure 3). For example, if
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the main thermal energy source of the building is biomass, then there might not be a thermal grid
connection nor a gas connection. In this case only the electrical grid connection can be considered for
the SRI calculation. Therefore one SRI must be calculated separately for each grid connection (electrical,
thermal, gas). If only one grid connection is available, then the two others do not apply. It should be
noted that purposefully there is no distinction made between district heating, low-temperature district
heating, district cooling or other thermal grids such as anergy-networks, as it is assumed that only one
thermal grid connection per building is realized. However, within the methodology other grid types
can be added if necessary.

 
Figure 3. System boundaries of SRI calculation.

3.1.2. Description of the Indicator

To describe the ability of a building to interact with the utility grids, four different options are
distinguished, depending on the activity of the building. From these options the following possible
values are derived:

• No grid available n/a.
• No interaction with the grid; activity coefficient 0.
• Passive interaction with the grid; activity coefficient 1.
• Active interaction with the grid; activity coefficient 2.

In this context “no interaction with the grid” means that no storage or load shifting potential
is available, the building is a simple consumer. A “passive interaction with the grid” requires the
building to offer storage and/or load shifting potential to the grid. The load shifting is however only
one-directional from the grid to the building. The “active interaction with the grid” stands for an
energy flexible building that provides storage and/or load shifting capabilities and offers bi-directional
load shifting from the grid to the building as well as from the building to the grid. This building would
be able to produce as well as consume energy and consequently be a prosumer.

3.1.3. Description of the Model Functions

The basis for the selection of the function was to connect two barriers with a smooth curve.
Consequently, the following sigmoid function was chosen:

Y(x) = L +
U − L(

1 + Ce−G(x−M)
) 1

v
(1)
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With the individual coefficients of Y(x) as follows:

L Lower asymptote.
U Upper asymptote.
G Growth rate.
ν> 0 Affects the growth near the asymptote.
C Coefficient influencing Y(0).
M Move the curve to the right.

From this basic equation a normalized curve, which leads from 0 to 1 and goes through the point
(1, 0.5), has been created. Subsequently the chosen coefficients are as follows:

L = 0
U = 1
G = 6
ν = 1
C = 1
M = 1

From the selected curve the subsequent function can be derived:

Y(x) =
1(

1 + e−6(x−1)
) (2)

For the calculation of the proposed SRI the following variables are necessary:

ED Energy demand of the building per energy source for the selected time period τ.
SC Storage capacity of the respective storage in the building.
ηSC Efficiency factor of the storage capacity. (Here the efficiency for loading as well as unloading the

storage must be considered). ηSC := ηC·ηD

ηC Efficiency factor of the storage capacity for charge.
ηD Efficiency factor of the storage capacity for discharge.
ζSC Storage loss during the selected period in full storage (e.g., self-discharge, heat losses)
AC Activity coefficient for the building.

Following Equation (2) and the variables as outlined above, the following equation can be defined
as a result for the SRI:

SRI = AC·Y
( SC

ED
·ηSC·(1− ζSC)

)
=

AC(
1 + e−6(( SC

ED ·ηSC·(1−ζSC))−1)
) (3)

Based on this equation the required characteristics for the SRI methodology can be achieved. The
figures below depict the SRI curves based on the Equation (3) for the various activity coefficients.
Figure 4 shows the SRI curves with the activity coefficient 1 and Figure 5 shows the SRI curves with the
activity coefficient 2. The SRI with an activity coefficient of 0 would result in all values to be equally 0.
With an activity coefficient 1, the resulting SRI is between 0 and 1 and with an activity coefficient of 2,
the SRI falls between 0 and 2.
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Figure 4. Example for SRI with activity coefficient 1.

Figure 5. Example for SRI with activity coefficient 2.

3.2. Characteristics of the SRI Methdology

The described SRI methodology has been chosen based on a series of requirements that form an
essential part of the methodology. These requirements can be described as follows:

• There is a convergence of the SRI curve in respect to the upper and lower limit.
• The upper and lower limit can be freely selected.
• The period length τ can be freely selected: e.g., one day for a 24 h load profile or one year for a

seasonal load profile, depending on the time period; the energy demand (ED) needs to be adjusted
accordingly (e.g., for thermal loads the total heating energy demand would need to be divided by
the heating days whereas for the total warm water energy demand this would need to be divided
by 365 days if only a 24 h period is selected).

• Inclusion of system losses
• Inclusion of system efficiency
• The storage capacity is given in relation to the amount of energy, which is taken from the grid

within a defined period.
• Query for the extent of interaction between the building and the grid. The query asks, whether

the system can actively, passively or not at all interact with the grid (i.e., no grid available n/a; no
interaction with the grid; activity coefficient 0; passive interaction with the grid; activity coefficient
(1); active interaction with the grid; activity coefficient 2.
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For the load profile of the charge and discharge of any storage in the building the following model
has been assumed, which is based on the below equations:

E(t) =
∫ t

0
P(s) − PL(s)ds (4)

E(0) = E(τ) = 0 (5)

E(t1) = SC (6)

E(t2) = SC−
∫ t2

t1

PL(s)ds � (1− ζSC)·SC (7)

P(t) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
ηC·PN t ∈ ]0, t1]

0 t ∈ ] t1, t2]

−ηD·PN t ∈ ] t2, τ]

(8)

PL(t) = ζSC·SC
τ

(9)

With the individual coefficients as follows:

E(t) Energy in the storage at the time t in kWh.
P(t) Load Power in the storage at the time t in kW.
PL(t) System losses kW.
ηC Efficiency factor at charge.
ηD Efficiency factor at discharge.
ζSC Loss coefficient of the system.
PN Rated power of the grid connection of the building in kW.
SC Storage capacity in kWh.

This load profile is of particular relevance, if the building generates its own energy e.g., by means
of renewable energy. For each grid type (electrical, thermal, gas) a separate load profile must be
calculated. Figure 6 shows the graphical representation of the load profile of the charge and discharge
of any storage in the building.

If there are multiple storage system within the same energy type (e.g., two or more thermal storage
systems) then the SRI can either be depicted as a max (SRI) or as a weighted average. Therefore, the
proposal is, that for the SRI used in the EPCs, SRIs for all storage systems of one energy type are
calculated and only the maximum is considered for the certificate. To assess a combined SRI with
multiple storage systems per energy type, the following Equations (10)–(15) can be applied:

SC =
N∑

i=1

SCi (10)

ωi =
SCi
SC

(11)

ηC =
N∑

i=1

ωi·ηCi (12)

ηD =
N∑

i=1

ωi·ηDi (13)

ηSC = ηC·ηD (14)
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ζSC =
N∑

i=1

ωi·ζSCi (15)

With the individual coefficients as follows:

N Number of storage systems per energy type.
ωi Weighting factor for i

SCi Storage capacity of the respective storage i in the building.
ηCi Efficiency factor of the storage capacity for charge of storage i.
ηDi Efficiency factor of the storage capacity for discharge of storage i.
ζSCi Storage loss during the selected period in full storage of storage i.

 
Figure 6. Load profile for the assumed function of the storage charge and discharge model.

4. Application of the Methodology in Theoretical Use Cases

To assess whether the methodology can be used as a standard assessment within the EPCs, four
use cases, which are considered to be typically covering a wide range of building stock, have been
selected. The main characteristics for two residential and two office buildings have been chosen in
order to test a range of potential applications. The use cases cover existing buildings, considered to
have little interaction with the grid as well as newer buildings, which already have an active and
bi-directional interaction with the grid. In the following the uses case are explained in more detail and
subsequently the results for the SRI are presented and discussed.

4.1. Description of Use Cases

In Figure 7 the SRI use case matrix with the relevant input data for the four selected uses cases is
shown. In addition to the characteristics of the building (type, year of construction, area, number of
people) and energy related data (heating energy demand, warm water energy demand, cooling energy
demand, technical systems energy demand and power demand) the thermal and electrical storage

33



Energies 2019, 12, 1955

capacities as well as the activity coefficient with the thermal and electrical grids differ within the four
use cases. The option for technical storage gas has also been included as in the future the potential to
generate, store and unload (bio)gas might be a viable option for certain building types. The proposed
SRI methodology can thus equally cover this option. However, for the purpose of the selected use
cases gas grids have not been considered.

• Use case 1: Single family building built in 1990; the building has not yet been refurbished, the
external envelope is therefore poor compared to state of the art standards; the heating system is
based on a typical floor heating system connected to district heating; no cooling; the building is
not able to store thermal energy from the grid (activity coefficient 0 electrical; activity coefficient
0 thermal).

• Use case 2: Multi-storey residential building built in 2010; the quality of the external envelope
is better than use case 1 with a resulting heating energy demand half of that of use case 1; the
heating is equal to use case 1 with floor heating connected to district heating; no cooling; an
electrical battery has been added; the building is able to store thermal energy from the grid in a
water storage tank and to load and unload electrical energy from the grid (activity coefficient 2
electrical; activity coefficient 1 thermal;).

• Use case 3: office building built in 2010; external envelope to a high standard based on building
regulations as of 2010; heating and cooling energy is generated by ground-coupled heat pumps;
the building is connected to district heating; an electrical battery has been added; the building is
able to load and unload electrical energy from the grid (activity coefficient 2 electrical; activity
coefficient 1 thermal).

• Use case 4: office building to be built in 2020; external envelope twice as high as use case 3; the
heating and cooling is equal to use case 3; in addition the system is connected to a district heating
grid; a building integrated photovoltaic system is installed; an electrical battery has been added;
the building is able to load and unload electrical as well as thermal energy to and from the grid
(activity coefficient 2 electrical; activity coefficient 2 thermal).

USE CASE 

People People People People
No. No. No. No. 

Key data Residential  4 Residential  25 Non-Res. 400 Non-Res. 400
Description

Heating system
Warm water system
Cooling system
Power system 

Demand /m2 Demand /m2 Demand /m2 Demand /m2

[kWh/(m2a)] [kWh/(m2a)] [kWh/(m2a)] [kWh/(m2a)]
Heating energy demand 100 50 30 15
Warm water energy demand 13 13 5 5
Cooling energy demand n/a n/a 30 20
Technical systems energy demand 5 3 5 5
Power demand 30 20 20 15

Source /m2 Source /m2 Source /m2 Source /m2

[kWh/(m2a)] [kWh/(m2a)] [kWh/(m2a)] [kWh/(m2a)]
Electrical grid energy demand 35 23 25 20
Thermal grid energy demand 113 63 65 40
Gas grid energy demand n/a n/a n/a n/a
Other  (not grid connected) n/a n/a n/a n/a

Capacity Loss Capacity Loss Capacity Loss Capacity Loss 

SC [kWh]
ηSC(C) 

[%]
ηSC(D) 

[%]
ζSC [%] SC [kWh]

ηSC(C) 

[%]
ηSC(D) 

[%]
ζSC [%] SC [kWh]

ηSC(C) 

[%]
ηSC(D) 

[%]
ζSC [%] SC [kWh]

ηSC(C) 

[%]
ηSC(D) 

[%]
ζSC [%]

Storage electrical 7 93 93 0,1 80 93 93 0,1 400 93 93 0,1 700 93 93 0,1
Storage thermal 0 90 90 1 200 90 90 1 1.000 90 90 1 800 90 90 1
Storage gas n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a

Time Time Time Time
[d] [d] [d] [d]

Storage grid type electrical 1 1 1 1
Storage grid type thermal 1 1 1 1
Storage grid type gas n/a n/a n/a n/a

n/a
n/a

Efficiency

5.250
16.950

n/a
n/a

Efficiency

n/a

2

Total Demand

 [kWh/a]

n/a
750

Area 
GFA [m2]

800

Total Demand

 [kWh/a]

40.000
10.400

n/a
2.400

SRI CALCULATION INPUT MATRIX

ENERGY DEMAND / SOURCE

n/a
1

n/a

Residential / 
Non-Res.

2

 [kWh/a]

150.000
25.000

n/a
25.000

100.000
BED  

Area 
GFA [m2]

5000

Total Demand

USE CASE 1 USE CASE 2 USE CASE 3

Activity coefficient
IK [n/a, 0,1,2]

0
IK [n/a, 0,1,2]

Residential / 
Non-Res.

Residential / 
Non-Res.

Residential / 
Non-Res.

IK [n/a, 0,1,2]

USE CASE 4
Area 

GFA [m2]

5000

Total Demand

IN
PU

T 
DA

TA
 F

O
R 

SR
I

0
n/a

Activity coefficient
IK [n/a, 0,1,2]

2

Efficiency
STORAGE TYPE

STORAGE ACTIVITY

1

Efficiency

2

Activity coefficient Activity coefficient

4.500
BED  

 [kWh/a]  [kWh/a]
125.000
325.000

n/a
n/a

75.000

100.000
200.000

16.000
BED  

 [kWh/a]
18.400
50.400

n/a
n/a

Type of system Type of system

office building, 2010 future office building, 2020

Heat pump
Heat pump
Heat pump

BED  

 [kWh/a]

Grid 

Heat pump; District heating
Heat pump; District heating
Heat pump; District heating

Grid; PV 

75.000
25.000

n/a
25.000

 [kWh/a]

IN
PU

T 
DA

TA
 F

O
R 

CU
RR

EN
T 

EP
C

RE
SU

LT
S 

FR
O

M
 C

UR
RE

NT
 E

PC
 

District heating
District heating

n/a
Grid 

BUILDING

single family building; 1990 multi-storey residential building, 2010

BUILDING SYSTEMS Type of system Type of system

District heating
District heating

n/a
Grid 

BUILDING ENERGY DEMAND

Area 
GFA [m2]

150

1.950
15.000

Figure 7. SRI use case matrix showing input data for use cases 1, 2, 3 and 4.
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4.2. Results of Use Cases

The results highlight that, based on the activity coefficient, the SRI figures are in the range of 0 to 1
for activity coefficient 1 and in the range of 0 to 2 for activity coefficient 2 (Figure 8). It is evident, that a
higher SRI stands for a higher flexibility of the building to store and subsequently dispatch energy
back to the grid on demand.

• Results of use case 1: The activity coefficient for all grids is 0, thus the SRI is similarly 0 as the
building is not able to actively engage with the energy networks. The building is a simple consumer.

• Results of use case 2: Since the building can store energy from the thermal grid in a water tank
but cannot actively discharge energy back to the thermal grid, the SRI thermal is below 1 and
due to the limited storage capacity relatively low. The SRI electrical is with 1.81 high, since the
electrical battery can actively store surplus energy from the grid and dispatch it back into the
electrical network.

• Results of use case 3: The first example for the office building has similarly to use case 2 an
activity coefficient of 2 for the electrical storage and an activity coefficient of 1 for the thermal
storage system. This results in a SRI below 1 for the thermal connection and a just above 1
SRI for the electrical coefficient. The latter is due to the relatively small storage capacity of the
electrical battery.

• Results of use case 4: This use case is the only one with an activity coefficient of 2 for both
the thermal as well as the electrical connection. The resulting SRI of 2 shows that the electrical
storage is at its limit for the charge and discharge of the electrical energy. The SRI thermal is with
1.91 relatively high due to the high thermal storage capacity of the system. It can be seen that
compared to use case 3, the SRI is with a lower thermal storage capacity higher, due to the fact
that in this use case, the system can charge as well as discharge thermal energy from the grid and
is thus bi-directional.

Figure 8. SRI results showing activity coefficients and subsequent results for use cases 1, 2, 3 and 4.

5. Discussion

The outcome of the uses cases show that the calculated SRI provides a clear result in regard to the
load shifting potential of a building and its interaction with the grid. It thus delivers one single number
per grid type, which can be used to depict the potential interaction of the various energy carriers of the
building with the respective energy networks (and subsequently with other buildings). It can also be
used to assess the potential of the building to interact with the energy markets. The SRI thus provides
a quantitative assessment, highlighting that the building either does not at all interact with the grid
(SRI 0), that the building can shift its own energy demand based on the requirements of the grid and
thus take energy from the grid on demand (SRI near 1) or that the building can charge and discharge
its own energy demand and that of a similar building thus taking energy from the grid and shifting
energy back to the grid (SRI near 2).
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The methodology could similarly be applied to any other building use case, with the prerequisite
that the building has one or more active storage systems (otherwise the SRI is by default 0) and that
these storage systems can be actively managed by a BMS. If the building generates its own energy (e.g.,
by means of renewable energy) and that energy can be stored and shifted to the grid, then the energy
sources can be assessed based on the load profiles as outlined in Equations (4)–(9) and Figure 8. The
SRI always needs to be calculated per energy grid (i.e., electrical, thermal, gas). Whilst any additional
grid can be added, it is not useful to combine the SRI across the various grids, as this would not provide
a meaningful answer. The fact that one SRI is calculated per energy type is an inherent advantage,
as buildings with no connection to the grid (for example buildings with no connection to a thermal
network) are not disadvantaged (the SRI would then show not available). However, if there is a grid
available and the building is not actively engaging with the grid, then the SRI is 0.

The time period could theoretically be determined by the respective regulations, i.e., to define
if a specific storage is required for one day or one season. This could also be viewed differently for
different energy sources. Thus a specific time period could be defined for a specific energy source (e.g.,
1 day for electricity; 1 week for thermal energy and 1 year for gas) making the SRI comparable.

In order to assess the relationship of the storage capacity to the energy demand, the function could
be inversed as shown in Figure 9 and Equation (16). This could be useful for an assessment of a whole
building quarter or district as it provides the view from the system perspective of the energy provider.

SP = min

⎛⎜⎜⎜⎜⎜⎜⎝52 , max

⎛⎜⎜⎜⎜⎜⎜⎝0,−
ln
(

2
SRI − 1

)
6

+ 1

⎞⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎠ (16)

With the individual coefficients as follows:

SP Storage potential of the building (Relationship of SC/EB; dimensionless)

Figure 9. Use of the SRI to assess the load shifting potential of buildings.

Overall, there are several key advantages of providing a qualitative assessment for the SRI as
proposed in this article: One of the most important aspects is that the methodology builds on already
existing and well-established assessments and provides only an add-on, as existing quantitative
information is used to calculate the SRI (see Figure 2). The calculation can thus be included in the
existing EPC systems of the member states and planners can calculate the SRI already during the
design phase of the building in addition to other energy related indicators that already need to be
provided when applying for a building permit. The input data for the storage characteristics that
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would be required at this stage could be supplied by the technology providers. This would avoid
having potentially costly assessments, based on a series of qualitative measures, which would need to
be carried out by accredited assessors once the building is operational as currently proposed in the
template for the SRI assessments [11]. The SRI calculation as proposed in this article can be used to
serve as a planning aid for other applications e.g., to assess Smart Grid and Smart Market strategies
if the indicator is made available for whole districts or cities. Furthermore, it does not reward an
unnatural proportion of the storage capabilities of the building towards the grids. It does however
consider the efficiency of the energy transfer and the increase of the SRI is within a meaningful range
a maximum. One of the key advantages of the proposed SRI compared to a qualitative assessment
is that there is no specific state of the art in terms of technical systems required for the methodology
to be applied. This means that (a) it can be avoided that the SRI is becoming meaningless once the
technology advances and (b) that the indicator cannot be used to evaluate how many services are sold,
if certain technologies are installed or how many smart Apps are included. Thus, the SRI is limited
to the bare essentials and is not at risk of reaching the highest category only with paid services. The
proposed indicator can also be used within the framework of future research proposals, as the potential
pilot projects can be rated based on their “grid friendliness” in addition to impacts on energy efficiency
and renewable energy integration.

Even though the methodology offers a series of advantages, there are several limits, that need
to be taken into account: For one, the methodology does not consider the efficiency of the smart
grid as it only considers the interaction of the building with the network. It must also be noted, that
neither the energy efficiency of the building nor the building systems are assessed as part of the SRI,
as this is already an inherent part of the current EPCs. If the building offers storage systems for the
same type of energy within the same building, then those must be considered in a greatly simplified
manner. In addition, the methodology only considers the fact, that a BMS is available in the building
and it assumes that a user, energy and/or market-oriented function is defined within the BMS. This
subsequently means that essential information (e.g., energy use of certain systems) related to the user
is considered as standard in this model. One of the key drawbacks of the methodology is however
the fact that currently temporary storage capabilities cannot be assessed (e.g., batteries in e-mobility
systems such as cars or bikes that only serve as temporary storage for the building). This could be an
opportunity for a further development of the SRI. Another aspect that could be further developed
would be a cost assessment, which is currently not part of the proposed methodology.

6. Conclusions

The Smart Readiness Indicator (SRI) as outlined in the latest amendment of the Energy Performance
of Buildings Directive (EPBD) is considered to be a key indicator to:

“ . . . measure the capacity of buildings to use information and communication technologies
and electronic systems to adapt the operation of buildings to the needs of the occupants and
the grid and to improve the energy efficiency and overall performance of buildings . . . ”. [10]

With the European legislation coming into force in the next years, a sound methodology for
the calculation of the SRI must be developed. Whilst a template for a rather qualitative procedure
already exists [11], this article outlines a quantitative approach based on the load shifting potential and
subsequent active interaction of a building with a grid.

One of the key advantages of this approach is the usability and applicability with data that
is already being calculated as part of the EPCs, which are mandatory in the member states. The
proposed SRI does not include the efficiency of the building nor of the technical building systems, as
this is already part of the assessments currently in place. Whilst the capability of the interaction of
the building with the user as well as the capability of efficient energy management is not explicitly
addressed, these aspects are inherently covered as the active interaction of any building with the grids
necessitates the integration of a BMS. The methodology follows in logic the input data already applied
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in the current EPC and only needs additional input data related to the storage system and the potential
to interact with the respective grids. The application of the proposed methodology in a series of use
cases outlines that it can be applied to a wide variety of building types. The methodology is future
proof in a sense that it is equally applicable for current as well as for innovative technologies that are
yet to be implemented. In addition it can also be used to assess the load shifting capabilities of building
quarters or districts to support energy providers in their grid developments.

It is shown that the methodology can provide an adequate framework for a quantitative assessment
of the load shifting potential of buildings, which can be integrated into the calculations for the current
EPC. The proposed approach thus complements and supports the development and implementation
of the Smart Readiness Indicator in the Member States.

Author Contributions: Author D.Ö. contributed mainly to the conceptualization, methodology, writing of the
original draft, review and editing. Author T.M. contributed mainly to the development of the methodology, the
mathematical equations, the analysis and the writing of the original draft.

Funding: This research received no external funding.

Acknowledgments: Supported by the University of Natural Resources and Life Sciences, Vienna Open Access
Publishing Fund.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. European Commission. COM(2011) 112 Final. A Roadmap for Moving to a Competitive Low Carbon Economy in
2050; European Commission: Brussels, Belgium; Luxembourg, 2011.

2. European Commission. Policies, Information and Services, Energy/Topics/Buildings/Energy
Efficiency/Buildings. Available online: https://ec.europa.eu/energy/en/topics/energy-efficiency/buildings
(accessed on 10 March 2019).

3. European Commission. COM(2016) 763 Final. Accelerating Clean Energy Innovation; European Commission:
Brussels, Belgium; Luxembourg, 2016.

4. European Commission. COM(2016) 860 Final, Annex 1. Accelerating Clean Energy in Buildings; European
Commission: Brussels, Belgium; Luxembourg, 2016.

5. European Commission—Fact Sheet; Towards Reaching the 20% Energy Efficiency Target for 2020, and
Beyond. European Commission Press Release. 1 February 2017. Available online: http://europa.eu/rapid/
press-release_MEMO-17-162_en.htm (accessed on 10 March 2019).

6. Allouhi, A.; El Fouih, Y.; Kousksou, T.; Jamil, A.; Zeraouli, Y.; Mourad, Y. Energy consumption and efficiency
in buildings: Current status and future trends. J. Clean. Prod. 2015, 109, 118–130. [CrossRef]

7. Directive 2012/27/EU of the European Parliament and of the Council of 25 October 2012 on Energy Efficiency;
L315/1-56; Official Journal of the European Union: Brussels, Belgium, 2012.

8. Directive 2009/28/EC of the European Parliament and of the Council of 23 April 2009 on the Promotion of the Use of
Energy from Renewable Sources; L140/16-62; Official Journal of the European Union: Brussels, Belgium, 2009.

9. Directive 2002/91/EU of the European Parliament and of the Council of 16 December 2002 on the Energy Performance
of Buildings; L1/65; Official Journal of the European Union: Brussels, Belgium, 2003.

10. Directive (EU) 2018/844 of the European Parliament and of the Council of 30 May 2018 Amending Directive
2010/31/EU on the Energy Performance of Buildings Directive 2012/27/EU on Energy Efficiency; L156/75; Official
Journal of the European Union: Brussels, Belgium, 2018.

11. Verbeke, S.; Ma, Y.; Van Tichelen, P.; Bogaert, S.; Gómez Oñate, V.; Waide, P.; Bettgenhäuser, K.; Ashok, J.;
Hermelink, A.; Offermann, M.; et al. Support for Setting Up a Smart Readiness Indicator for Buildings and Related
Impact Assessment, Final Report; Study Accomplished under the Authority of the European Commission DG
Energy 2017/SEB/R/1610684; Vito NV: Mol, Belgium, 2018.

12. United Nations Climate Change. ‘Kyoto Protocol—Targets for the First Commitment Period’. Available
online: https://unfccc.int/process/the-kyoto-protocol (accessed on 5 October 2018).

13. Directive 2010/31/EU of the European Parliament and of the Council of 19 May 2010 on the Energy Performance of
Buildings (Recast); L153/13; Official Journal of the European Union: Brussels, Belgium, 2010.

38



Energies 2019, 12, 1955

14. Eurostat. ‘Greenhouse Gas Emissions Statistics—Emission Inventories’. Data from June 2018. Available
online: https://ec.europa.eu/eurostat/statistics-explained/index.php/Greenhouse_gas_emission_statistics
(accessed on 5 October 2018).

15. Atanasiu, B.; Despret, C.; Economidou, M.; Maio, J.; Nolte, I.; Rapf, O. Europe’s Buildings under the Microscope,
A Country-by-Country Review of the Energy Performance of Buildings; Buildings Performance Institute Europe
(BPIE): Bruxelles, Belgium, 2011; ISBN 9789491143014.

16. Aichele, C.; Doleski, O.D. Smart Markt, Vom Smart Grid Zum Intelligenten Energiemarkt; Springer Vieweg:
Wiesbaden, Germany, 2014. [CrossRef]

17. Madsen, H.; Holst, J. Estimation of continuous-time models for the heat dynamics of a building. Energy
Build. 1995, 22, 67–79. [CrossRef]

18. Andersen, K.K.; Madsen, H.; Hansen, L.H. Modelling the heat dynamics of a building using stochastic
differential equations. Energy Build. 2000, 31, 13–24. [CrossRef]

19. Bacher, P.; Madsen, H. Identifying suitable models for the heat dynamics of buildings. Energy Build. 2011, 43,
1511–1522. [CrossRef]

20. Le Dréau, J.; Heiselberg, P. Energy flexibility of residential buildings using short term heat storage in the
thermal mass. Energy 2016, 111, 991–1002. [CrossRef]

21. Xu, Z.B.; Guan, X.H.; Jia, Q.S.; Wu, J.; Wang, D.; Chen, S.Y. Performance Analysis and Comparison on
Energy Storage Devices for Smart Building Energy Management. IEEE Trans. Smart Grid 2012, 3, 2136–2147.
[CrossRef]

22. Berckmans, G.; Messagie, M.; Smekens, J.; Omar, N.; Vanhaverbeke, L.; Van Mierlo, J. Cost Projection of State
of the Art Lithium-Ion Batteries for Electric Vehicles up to 2030. Energies 2017, 10, 1314. [CrossRef]

23. Georgakarakos, A.D.; Mayfield, M.; Hathway, E.A. Battery Storage Systems in Smart Grid Optimised
Buildings. Energy Procedia 2018, 151, 23–30. [CrossRef]

24. Wulf, C.; Linßen, J.; Zapp, P. Review of Power-to-Gas Projects in Europe. Energy Procedia 2018, 155, 367–378.
[CrossRef]

25. Kohlhepp, P.; Hagenmeyer, V. Technical Potential of Buildings in Germany as Flexible Power-to-Heat Storage
for Smart-Grid Operation. Energy Technol. 2017, 5, 1084–1104. [CrossRef]

26. Lichtenegger, K.; Moser, A.; Muschick, D.; Reiterer, D.; Wöss, D.; Leitner, A. Einbindung von dezentralen
Einspeisern in Wärmenetze, der Prosumer am Wärmemarkt. AEE Arbeitsgemeinschaft Erneuerbare Energie
NÖ-Wien. Wien. 2018. Available online: http://www.aee-now.at/cms/fileadmin/downloads/projekte/bine2/
Publikationen/Bine2plus%20Leitfaden%20final.pdf (accessed on 10 March 2019).

27. Lund, H.; Ostergaard, P.A.; Chang, M.; Werner, S.; Svendsen, S.; Sorknaes, P.; Thorsen, J.E.; Hvelplund, F.;
Mortensen, B.O.G.; Mathiesen, B.V.; et al. The status of 4th generation district heating: Research and results.
Energy 2018, 164, 147–159. [CrossRef]

28. Pooranian, Z.; Abawajy, J.H.; Vinod, P.; Conti, M. Scheduling Distributed Energy Resource Operation and
Daily Power Consumption for a Smart Building to Optimize Economic and Environmental Parameters.
Energies 2018, 11, 1348. [CrossRef]

29. Degha, H.E.; Laallam, F.Z.; Said, B. Intelligent context-awareness system for energy efficiency in smart
building based on ontology. Sustain. Comput. Inform. Syst. 2019, 21, 212–233. [CrossRef]

30. Vigna, I.; Pernetti, R.; Pasut, W.; Lollini, R. New domain for promoting energy efficiency: Energy Flexible
Building Cluster. Sustain. Cities Soc. 2018, 38, 526–533. [CrossRef]

31. Rocha, P.; Siddiqui, A.; Stadler, M. Improving energy efficiency via smart building energy management
systems: A comparison with policy measures. Energy Build. 2015, 88, 203–213. [CrossRef]

32. Kolokotsa, D. The role of smart grids in the building sector. Energy Build. 2016, 116, 703–708. [CrossRef]
33. Moseley, P. EU Support for Innovation and Market Uptake in Smart Buildings under the Horizon 2020

Framework Programme. Buildings 2017, 7, 105. [CrossRef]
34. SETIS Strategic Energy Technologies Information System, 5th SET Plan Conference 2011. Available online:

https://setis.ec.europa.eu/set-plan-conferences/5th-set-plan-conference-2011 (accessed on 10 March 2019).
35. United Nations, Department of Economic and Social Affairs, Population Division. World Urbanization

Prospects, the 2009 Revision; ESA/P/WP/215; United Nations: New York, NY, USA, 2010.
36. Österreicher, D. A Methodology for Integrated Refurbishment Actions in School Buildings. Buildings 2018, 8,

42. [CrossRef]

39



Energies 2019, 12, 1955

37. Österreicher, D. The Role of Smart Buildings for Energy Efficiency. Smart Buildings for a Greener Europe:
Emerging Policy and Practice. Concerted Action Energy Performance of Buildings. La Valetta, Malta.
14.02.2017. Available online: https://www.epbd-ca.eu/wp-content/uploads/2017/02/2.-Doris-the-role-of-
smart-buildings_170214.pdf (accessed on 26 September 2018).

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

40



energies

Article

Modeling an Alternate Operational Ground Source
Heat Pump for Combined Space Heating and
Domestic Hot Water Power Sizing

Kaiser Ahmed 1,*, Jevgeni Fadejev 2 and Jarek Kurnitski 1,2

1 Department of Civil Engineering, Aalto University, 02150 Espoo, Finland; jarek.kurnitski@ttu.ee
2 Department of Civil Engineering and Architecture, Tallinn University of Technology, 19086 Tallinn, Estonia;

jevgeni.fadejev@ttu.ee
* Correspondence: kaiser.ahmed@aalto.fi

Received: 25 March 2019; Accepted: 27 May 2019; Published: 3 June 2019

Abstract: This study developed an alternate operational control system for ground source heat pumps
(GSHP), which was applied to determine combined space heating and domestic hot water (DHW)
power equations at design temperature. A domestic GSHP with an alternate control system was
implemented in a whole building simulation model following the heat deficiency for space heating
based on degree minute counting. A simulated GSHP system with 200 L storage tank resulted in
13%–26% power reduction compared to the calculation of the same system with existing European
standards, which required separate space heating and DHW power calculation. The periodic operation
utilized the thermal mass of the building with the same effect in the case of light and heavy-weight
building because of the very short cycle of 30 min. Room temperatures dropped during the DHW
heating cycle but kept within comfort range. The developed equations predict the total power as
a function of occupancy, peak and average DHW consumption with variations of 0%–2.2% compared
to the simulated results. DHW heating added the total power in modern low energy buildings by
21%–41% and 13%–26% at design temperatures of −15 ◦C and −26 ◦C, respectively. Internal heat
gains reduced the power so that the reduction effect compensated the effect of DHW heating in the
case of a house occupied by three people. The equations could be used for power sizing of any heat
pump types, which has alternate operation principle and hydronic heating system.

Keywords: ground source heat pump; heating power; sizing; DHW heating; space heating;
alternate operation

1. Introduction

Energy performance of buildings has been continuously improved by imposing the new energy
regulations. These reduced energy use in buildings for space conditioning, lighting, and appliances.
However, energy use for DHW heating has kept the same contribution as before, which is considered as
the most dominating one in buildings where the space heating (SH) need is low. Energy use for DHW
heating seemed unpredictable, which is mainly caused by different DHW usages at occupant and
apartment levels [1–3]. The detailed hourly DHW usages profile affects the power sizing of a heating
system; however, an accurate sizing method does not exist yet for a combined space heating and DHW
generation. In this context, the DHW hourly usages profile was used during the development of DHW
heating with a GSHP for an apartment building [4]. Various sizes of storage tanks, an operational
principle with corresponding power needs of HP, were analyzed for an apartment building, which was
occupied by 75 people. The hourly profile of DHW was represented for a large number of occupants,
which dampened the peaks of hot water usages and it cannot be used to estimate the DHW heating
need for single-family houses, because the hourly DHW profile of a smaller occupant group has more
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strong peaks in morning and evening time [5,6]. Additionally, high delivered temperatures for DHW
heating may have critical issues in a system’s sizing. A two-stage heat pump system was introduced
in Reference [7], which consisted of two HPs and two storage tanks. HPs were connected in a series
and two tanks stored thermal masses for space and DHW heating. The first HP operated between the
ground source and a low temperature storage tank, which acted like a heat storage system for space
heating. Another HP operated between a low temperature storage tank to a high temperature storage
tank, which acted like the heat storage system for DHW heating. This system found 31% of electricity
savings; however, it was not justified that how this system was economically feasible for single-family
houses [7].

Many studies have discussed the optimal sizing power of HP, i.e., how many percentages of
the load are covered by the HP. The optimal power of HP was calculated in cooperation with a heat
recovery exchanger that based on a coefficient of performance (COP), investment cost, system operation
hours, and lifetime of the system [8]. The sizing was done in order to provide the sanitary hot water
(SHW) only, not for the total heating need of both space and DHW heating. Similarly, the sizing
details of an air source heat pump (ASHP) with a gas-boiler system for dwellings were explored in
Reference [9]. This hybrid system introduced the shifting of the percentage of loads from the HP to the
gas-boiler system in order to make the system more cost-efficient without compromising the occupants’
thermal comfort level. In another context, the performance of the on-off and modulating air to water
HP were compared in Reference [10]. The sizing effects of HP on the annual energy performance were
discussed. The on-off HP with the storage system met about 95%–98% of the annual heating demand.

GSHP was found as the best possible alternative, which could supply heat for space and DHW
heating for new-detached buildings, new apartment buildings, and existing apartment buildings
that were built in the 1960s [11]. Besides, GSHP technology was reviewed in term of investment
cost for each kW of installed power, running cost, financial savings, payback period, user benefits,
community benefits and benefits to utilities, which ranked it as the most beneficial heating solution [12].
Rivoire et al. (2018) assessed the performance of GSHP in residential, hotel, and office buildings from
six European cities [13]. A dynamic energy simulation tool was used to evaluate the performance,
which also considered the effect of different envelope solutions on buildings’ energy use. The results
highlighted the annual energy demand and installation power of GSHP. The study emphasized
the introduction of an additional heating system that enabled to compensate for the peak demand
of heating need and reduced the installed power of GSHP [13]. Heating demand in a low energy
single-family house seems low, which can be covered by a GSHP system only with minimum power
that available in the market. In a similar context, the indoor thermal condition was studied in a low
energy office building where GSHP was used as the primary heating source [14]. The study examined
one-year precise monitoring data of indoor thermal conditions and found that rooms’ temperatures
were in between 20 and 23 ◦C during working hours of the heating season [14].

The control strategy affects both energy savings and sizing of heating power. An experimental
study was performed in order to validate the numerical model that included the control strategy,
aiming to account space and DHW heating demands in residential buildings [15]. Results highlighted
the effect of control sensors on overall GSHP’s ON/OFF numbers, duration of a cycle as well as assessing
the impact on an overall COP [15]. In a similar context, Dong and Lam (2014) introduced a control
system that integrated local weather conditions with a predicted occupant behavior pattern to show
the energy savings [16]. The control system reduced the heating and cooling energy use by 30.1% and
17.8%, respectively while maintaining a specified thermal comfort range [16]. Such findings showed
the importance of real demand-oriented control system modeling that could reduce the sizing power
and energy use in buildings. Similarly, Arabzadeh et al. (2018) developed a cost-optimal operation
schedule of GSHP for a Finnish detached house in cooperation with a demand response control system
that based on building heating needs and dynamics of electricity price. Results showed that the
proposed control system reduced the total heating energy cost by around 12% [17]. In the similar
context, a control strategy of water to air HP was introduced in Reference [18], which enabled the
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control of the speed of the compressor for different operational modes such as SH, space cooling (SC),
DHW heating, and simultaneous SC and DHW heating. This control system gave priority of DHW
heating over SH, which could fail to fulfil the SH demand in case of large draw-off volumes of DHW
and a longer draw-off duration. Besides, a neural predictive controller was developed in Reference [19],
which could predict the GSHP heating power. The controller operated the GSHP compressor either to
switch on and off according to the SH need [19]. However, this controller is not suitable in such a case
where GSHP is the only source of providing heat for both SH and DHW heating.

To summarize the existing studies in the literature body, it may be concluded that the power
sizing of HP at design temperature has not been discussed. In addition, there are no equations that
calculate the HP power directly, which account for both space and DHW heating. Moreover, there is
no study showing that how stable room temperatures have been provided by an alternate HP’s control
system with a priority of DHW heating, where low indoor temperatures may be expected during the
DHW heating.

Precise knowledge is required for the power estimation of GSHP compared to the gas-boiler (GB)
and district heating (DH) systems. The boiler power is not strictly limited, and most often the system
is oversized. DH system also needs more accurate sizing than the GB system due to the sizing of
the heat exchanger and water flow based pricing. However, the DH system has two separate heat
exchangers (HX) for space and DHW heating that simplifies the problem, and there is no choice of periodic
operation. EN standards estimate the heat load power for space and DHW heating separately [20,21].
Besides, the energy calculation of GSHP systems has well explained in EN standards [22]; however,
these standards cannot be applied for the power sizing of GSHP. In a similar context, Finnish building
regulations estimate the GSHP power from simultaneous space and DHW heating. However, there is
no guidance in Reference [23] regarding how to calculate the simultaneous DHW power. Therefore,
in practice, DHW power is calculated at a constant flow rate (assuming enough large DHW accumulation
tank) or even neglected, if considerably smaller than space and supply air-heating power. Moreover, it is
not well defined how sizing needs to be done in order to combine the space and DHW heating load
in low energy buildings. The absence of sufficient guidelines in current building standards, limited
knowledge of GSHP’s sizing for a single-family house, a limited system capacity of GSHP, as well as
considerable investment cost for producing of each kW of power, encourages one to find out the exact
GSHP’s sizing solutions for single-family houses. We focused on the sizing of most common domestic
GSHP, which operated in a way that it switched from one heating mode to another (SH mode, DHW
heating mode) for a given time interval. During this interval, the room temperature, as well as delivered
DHW temperature, should stay in acceptable limits [24].

The working principle of common domestic GSHPs is shown in Figure 1. The system consists
of a heat pump, heat source, heat sink, electrical module, circulation pumps, and a control system.
GSHP is connected to the brine and heating medium circuits, which takes up the heat at a certain
temperature and delivers the heat at a higher temperature. The performance of GSHP depends on
heating curve set points, the heating system in a room, control strategy, and so on. Low-temperature
radiator heating system can be used in low energy buildings and the heating curve might be higher
than 5.0 ◦C compared to the floor heating system [25].

The objective of this study was to develop the alternate control model, allowing to determine
the theoretical heating power need of a monovalent HP system at a designed outdoor temperature
as a function of space and DHW heating needs. The hourly DHW usage profiles with two visible
peaks, typical for single-family houses (Figure 2), were used for the power sizing of a GSHP. Besides,
occupancy variations from three to six people in single-family houses, effects of internal heat gains were
also considered in order to develop the sizing power equations for GSHP. Based on the determined
heating power, a heat pump can be selected so that it covers 100% of the power or less of the power,
that question was let out of the scope of this paper. The outlines of this study are the following:
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• an alternate operational control system for GSHP was implemented in the IDA indoor climate and
energy (IDA-ICE) plant model by developing a new control module, which was tested against
measured data;

• maximum power was studied at different scenarios, i.e., occupant number, internal heat gains,
building structural types, different design outdoor temperatures, DHW usage variations, variations
of DHW usage peaks;

• equations that calculated the GSHP power at outdoor design temperature were developed
and tested;

• the accuracy of equations was tested to calculate the GSHP’s power for old buildings (followed
the Finnish 1976 building regulations), building in different climate regions, variations of DHW
usages, and so on. These could show the suitability of the control system as well as the total
power estimation of GSHP for buildings in central European countries and buildings that may
require major renovations.

Figure 1. Typical domestic ground source heat pump (GSHP) with an alternate operation principle [26].

 
(a) (b) 

Figure 2. Proposed profiles of five groups for the month of November (a) weekday, (b) total day
(all days that include weekdays and weekends).
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The findings of this study were expressed as the power equations at design temperature, allowing
to determine 100% of the total heating for space and DHW heating for a single-family house. These
equations can be applied for any types of HP power sizing, which has an alternative operational
principle and hydronic heating system.

2. Method

2.1. Space Heating Load

Heat losses from a building can be calculated from Equation (1). Heat transfer coefficients of
building components (such as façade, roof, floor, glaze), ventilation rate, air change rate, thermal
bridges, and infiltration rate were estimated according to the Finnish building code [27].

Φspace = ΦT + ΦI + ΦV (1)

qv, =
q50 Aenv

3600 x
(2)

where, Φspace, heating power for space (W), ΦT, sum of transmission heat losses through building
envelope (external wall, ground, roof, windows, doors, thermal bridges, etc.) (W), ΦI, heat losses
caused by infiltration (W), ΦV, heat losses caused by ventilation (W), qv, infiltration rate ( m3

s ), q50,

air leakage rate of building envelope ( m3

h.m2 ), Aenv, envelope area (m2), x, factor that based on the building
height. The values for single, double, 3–4 storied, 5 or more were 35, 24, 20, and 15, respectively [27].

The same approach was used to estimate the heat load for a heated space in FprEN12831-1 [20].

ΦHL,i = ΦT,i + ΦV,i + Φhu,i (3)

where, ΦHL,i, design heat losses of the heated space of i (W), ΦT,i, sum of transmission heat losses through
building envelope of i (external wall, ground, roof, windows, doors, thermal bridges, infiltration, etc.)
(W), ΦV,i, design heat losses caused by ventilation of i (W), Φhu,i, additional heating up power for the
heated space of i (W).

We used dynamic simulation in order to determine the power need for space heating, which also
accounted for the infiltration rate, as shown in Equation (2). According to the Finnish building code,
the design outdoor temperature and indoor heating set points were −26 ◦C and 21 ◦C, respectively [23].
Besides, we considered the outdoor design temperature of −15 ◦C (for Strasbourg) could show the
suitability of GSHP’s power sizing equations. In addition, no solar heat gain was used for computational
analysis. Furthermore, occupancy rate, unit load for lighting and appliance, usages profiles for single-family
houses were summarized from References [28,29].

2.2. DHW Heating Load

We used the daily average DHW use of 43 L/person/day for Finnish residential buildings [30].
This average DHW use per day was multiplied with monthly consumption factor [30], which further
distributed according to the hourly factors during 24 h of each a day [5], as shown in Figure 2. As GSHP’s
power was sized for a single-family house, the occupant number was varied from three to six. Thus,
the obtained daily DHW use for a single-family house was calculated by using the following equation:

VT,d = n FmVd (4)

where, VT,d, total DHW use by a single-family house ( L
day ), n, number of occupant (dimensionless), Fm,

monthly DHW usage factor (dimensionless), Vd, DHW use by each occupant ( L
person.day ).

The VT,d was distributed in hourly basis according to the DHW hourly profile of three people [5].
Besides, the three people’s DHW Weekday profile was used, because of having higher peaks compared
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to the three people weekend profile and three people total profile (all days that include weekdays and
weekends) [5].

In addition to the dynamic simulation, the sizing power for a DHW heating was done according to the
FprEN 12831-3:2016 standard [21]. The sizing steps for a DHW system are well defined in Reference [21],
including the storage losses and DHW loading factor, compared to the Finnish standard [23]. According to
the EN standard, power needs curve for DHW (needs curve) and power supply from the system (supply
curve) was used. The need curve was determined by measuring the volume flow rate based on the load
profile. Besides, temperatures of hot and cold water were considered. In order to develop the supply
curve, available heat source and corresponding data such as storage thermal losses, distribution losses,
power, and, system efficiency were also considered.

Φe f f = ΦN

[
1− TSto,m (t) − Tc

Tch,HG (t) − Tc

]
−Φw, Sto −Φw, dis (5)

Φe f f = ρw CwVD
(
TW, draw − Tc

)
(6)

TSto,m (t) = TSto,m,t0 +
(
Tch,HG − TSto,m,t0

)
(1− e− t

τ ) (7)

τ =
mSto cw

UHE AHE
∗ 0.06 (8)

where, Φe f f , effective power of water heating system (kW), ΦN, nominal power of heat generator
(kW), TSto,m (t), mean water temperature in storage tank at time t (◦C), Tc, cold water temperature (◦C),
Tch,HG (t), supply temperature from heat generators at time t (◦C), Φw, Sto, heat losses from storage

at time t (kW), Φw, dis, distribution heat losses (kW), ρw, water density ( kg
l ), Cw, water heat capacity

( kJ
kgK ), VD, design flow rate ( l

s ), TW, draw, temperature of water withdrawn (◦C), TSto,m,t0, mean water
temperature of the storage tank at the time reheating is switched on (◦C), τ, time constant of storage
tank during loading (min), t, time (min), mSto, water mass in the storage volume (kg), cw, heat capacity
of water in the storage volume ( kJ

kgK ), UHE, thermal transmittance of the heat exchanger ( W
m2K ), AHE,

effective surface of the heat exchanger (m2).

2.3. Simulation Model

The IDA indoor climate and energy (IDA-ICE, version 4.7.1) simulation tool was used for
computational analysis. The model was developed in an IDA-ICE advanced level interface, where users
could connect system components, connection editing, output data logging, and so on. The model was
developed in the early stage building optimization (ESBO) plant model, which is available in the tools
library. IDA-ICE are well-established energy simulation tools, and many studies have been validated the
reliability, performance, and accuracy compared to the field data [4,31–34].

The reference single-family house with a heated net floor area of 171.1 m2 was used, as shown in
Figure 3. It was assumed that the building model could use as a typical representative single-family
house in Finland. Building input parameters were selected according to two building regulations, i.e.,
modern low energy (passive) building, old building regulation of 1976. The effects of heavyweight
and lightweight construction concepts on indoor thermal condition were also discussed. The detailed
building information is given in Table 1.

The external wall (from inside to outside) of a lightweight building consisted of gypsum board,
air gap and EPS insulation. The heavyweight building used LECA block additionally. The external
wall followed the old building regulation of 1976 and used the concrete wall instead of an LECA
block. Roof structure (from inside to outside) consisted of gypsum board, air gap, and EPS insulation,
wooden frame, and metal sheet. Similarly, the floor structure kept the same configuration (from inside
to outside) for all cases, i.e., parquet, concrete, and EPS insulation. For the internal floor, a wooden floor
slab was used in lightweight building cases whereas hollow concrete slab was used in heavyweight
building cases. The internal floor of an old building followed the old building regulation of 1976 that
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used concrete floor. For the low energy building case, the model considered a balanced ventilation
system with a heat recovery unit, Table 1. Thus, supply air was heated by recovered heat from
the heat exchanger and heating coil. A low-temperature underfloor heating system (35/28 ◦C) with
a PI controller was considered. The design power for underfloor heating system was 35 W/m2 at
a maximum temperature drop of 7 ◦C. The pipe located at 0.035 m below from the floor surface top
and heat transfer coefficient was 30 W/m2K.

Figure 3. (a) Building model and views of (b) Front, (c) Rear, (d) Left, (e) Right.

For building model according to old building regulation of 1976, there was no air-handling unit.
The model was equipped with a mechanical exhaust ventilation system only. The heating need was
provided by a radiator system (55/45 ◦C) with a PI controller. A detailed radiator model (available in the
IDA-ICE library) was considered, and total heat generation was calculated by using the following equation:

Pr = KLdTnr (9)

where, Pr, heat flux from water (W), nr, coefficient of power law, which depends on the radiator
height and width ( W

m◦C ), dT, difference between the mean surface temperature of radiator and the air
temperature, L, radiator length (m), K, radiator constant (dimensionless).

A stratified tank model with a capacity of 200 L was used. The tank model had five different
layers, and it was highly insulated. This model also considered the storage heat losses and distribution
heat losses.
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Table 1. A detailed description of input data for a reference building model.

Low Energy Building Regulation Old Building Regulation of 1976

External wall Area—156.5 m2

U value 0.1 × W
m2K [35] 0.4 × W

m2K

Roof Area—83.05 m2

U value 0.06 × W
m2K [35] 0.35 × W

m2K

Ground floor Area—88.25 m2

U value 0.06 × W
m2K [35] 0.4 × W

m2K

Window Area—33.22 m2

U value 0.6 × W
m2K [35] 2.1 × W

m2K
G value 0.46 0.46

Frame to glaze ratio 0.1

Leakage rate, q50 1.0 × m3

h m2

Thermal bridge
Ext. wall to internal slab, 0.0574 W/K/(m joint) [36] 0.0689 W/K/(m joint)
Ext. wall to ext. wall, 0.0336 W/K/(m joint) [36] 0.0403 W/K/(m joint)
Ext. window parameter, 0.02395 W/K/(m joint) [36] 0.0287 W/K/(m joint)
External door perimeter 0.0 W/K/(m perimeter) [36] 0 W/K/(m perimeter)
Roof to ext. wall, 0.0519 W/K/(m joint) [36] 0.0623 W/K/(m joint)
Ext. slab to ext. walls 0.0515 W/K/(m joint) [36] 0.0618 W/K/(m joint)

Ventilation rate 62 × l
s

Fan power 1.5 × kW
m3

s

, always on [35]

Temperature ratio (Heat recovery
efficiency) 85%, always on [35] -

Supply air temperature 1 17 ◦C -

Minimum exhaust temperature 3 0 ◦C
Heating set point 21 ◦C

Occupancy rate 2 42 × m2

person [28]. Usages profile [28], 118.3 × W
person [29]

Lighting 8 × W
m2 [28], Usages profile [28]

Appliance 2.4 × W
m2 [28], Usages profile [28]

1 Supply air temperature after the heating coil was set to 17 ◦C. Fan induced the air temperature of 1 ◦C. 2 Occupancy
rate was distributed according to occupant number (i.e., 3, 4, 5, and 6) in 171.1 m2. 3 Limits the heat exchanger
capacity to 45% at a design temperature of −26 ◦C.

3. Results and Discussion

3.1. GSHP and Control System Model

An existing GSHP alternate control strategy was followed, enabling to supply the heat either for
space or DHW heating. In order to illustrate the operation principle of such type of HP, the measured data
of GSHP during 24 h at one cold day are shown in Figure 4. This is an example, how the modeled control
principle works in reality. Heat energy for space heating was supplied according to the heating curve.
The corresponding deficits of heat were counted as degree minutes (DM) value. Similar to the degree day
(DD) method, the DM value is a cumulative number of the difference between actual flow temperature
(Ta) and setpoint temperature of flow (Ts) for given elapsed times in minutes. The default DM value
with a couple of degree temperatures (as a dead band) were assigned in the control system setting. If the
estimated DM value was fallen beyond the default value (in this case, −60 ◦C·min), the system would
start immediately. In some extreme cases, if GSHP failed to supply sufficient heat, an electrical top-up
heater switched on according to the default steps and fulfilled the need at the demand side. In this case,
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the top-up heater switched on in six steps based on the DM value. For instance, top up heater operated
for step 1 (1 kW, −180 <DM < −120), step 2 (2 kW, −240 <DM < −180), step 3 (3 kW, −300 <DM < −240),
step 4 (4 kW, −360 < DM < −300), step 5 (5 kW, −420 < DM < −360), and step 6 (6 kW, DM < −420).

 

Figure 4. An example of measured GSHP operation: supply temperature, return temperature, outdoor
temperature, electric top-up heater power and degree minutes of heat deficit.

The red line represents the supply water of temperatures for space and DHW heating. When
GSHP ran in space heating mode, the supply water temperatures were in between 40 and 45 ◦C.
Besides, if GSHP ran in a DHW heating mode, the supply water temperatures were higher than 45 ◦C
(peak shown in Figure 4). In some periods the top-up electric heater switched on in a couple of steps in
order to compensate the heat deficit. GSHP was in heating offmode if the DM value was higher than
zero (heating off in Figure 4).

In this study, a monovalent ON/OFF brine to water GSHP (driven by electricity) was used to
produce heat energy for space and DHW heating. The developed control system switched the heat
generator either to DHW or to space heating (SH) mode, and it was forced to run the GSHP at the
maximum load capacity during the operation period.

The GSHP control system accounted for the deficit of heat for space and DHW on a priority basis.
The time interval was implemented in the plant model. The time interval means the maximum time to
operate in one heating (space heating or DHW) mode if demand existed and after that time the HP
pump was switched to another mode. The time interval was a user-defined value such as 15 min,
20 min, 30 min, etc.

The supply of heat was regulated according to the heating curve, and the set point temperature
of delivered DHW. The control system calculated the deficits of heat as the DM value. Based on
the DM value and delivered water temperature of DHW, the HP compressor was in ON/OFF mode.
The differences were counted as DM value for each minute if Ta ≤ Ts and the cumulative number was
obtained for a given elapsed minutes. The following equation was used to calculate the DM value:

DM =

tn∑
i=1

(Ta − Ts) tn (10)

where, DM, degree minutes (◦C·min), Ts, heating curve setpoint temperature (◦C), Ta, flow temperature
at actual condition (◦C), tn, elapsed time (minutes).

The schematic diagram of the model is shown in Figure 5. For modeling of the periodic HP
operation, two HPs were used in the model instead of one HP in reality. The model was designed in
such a way that only one HP operated at a time or both HPs were switched off. The supervising control
system was placed between the two HPs, which decided the active state of one HP among two HPs
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and ensured only one HP operation at the same time. One HP and one storage tank were operated for
the space heating facility. Similarly, another HP and another storage tank were operated for DHW
heating. The properties of both HPs’ and storage tanks were similar. The control system generated
signals based on the heat deficits of space or DHW heating and then switched to SH mode, or DHW
mode or OFF mode. In SH mode, only one HP for space heating was in operation, and another HP
for DHW heating was switched off. Similarly, only one HP for DHW heating was in operation in
DHW mode, and another HP for space heating was switched off. If there was no heat demand for
space and DHW heating, both HPs were switched-off. Heating of each mode could be possible for
a given time interval, which was a user-defined parameter. It could be possible to choose either 15 min,
20 min, 30 min interval and so on based on the demand side. This study considered the maximum time
interval of 30 min after that HP switched to another mode. The control system follows the following
steps, which is also illustrated in Figure 6.

• Step 1: DHW mode—started with DHW heating mode (DHW heating priority) for a maximum
of 30 min. If continuous heating was required for DHW, the DHW mode would continue for
a maximum period of 30 min. However, if no was heating required for DHW after some time
interval, for instance, 15 min or 20 min of DHW heating period, the mode switched to SH mode
(step 2) or OFF mode (step 3).

• Step 2: Space heating (SH) mode—continued for the next 30 min and afterwards retained back to
step 1 if heat was required for DHW heating. If there were no heat demands for DHW heating but
space heating, the SH mode would continue for the next 30 min period. If there were no heat
demands for space and DHW, then it switched to OFF mode.

• Step 3: OFF mode—referred to as the state of GSHP where there was no heat demand for space
and DHW heating that could allow the GSHP switched off.

It was a continuous process, which could able to provide heat for space and DHW heating.
The best thing about this control system is that it is also suitable for extreme cases. For instance, at night
time when the outdoor temperatures were very low, and the house had a less DHW consumption,
the control system operated the GSHP at SH mode. It was able to continue at SH mode (because there
were constant heat demands for SH and no heat demand for DHW), it would keep a stable indoor
thermal condition. Similarly, at morning (for instance 7:00–8:00 h) when the peak demand of DHW
was high, the control system operated the GSHP at both modes with a maximum interval of 30 min for
each mode. It could keep the DHW supply temperature at an acceptable level.

 
Figure 5. Schematic diagram of modeled typical domestic GSHP with an alternate operation.
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Figure 6. Operation of the control system in a flowchart.

This schematic diagram of a model as shown in Figure 5 was implemented in IDA-ICE (Figure 7).
The condenser side of GSHP was connected to the stratified tank to meet the heating demand side.
No additional top-up heater was needed, and the heating curve was controlled according to the
outdoor air temperature. GSHP also met the performance maps of manufacturer specific product.
GSHP operated with maximum power whenever the temperature at demand side dropped below
the heating setpoint temperature. The operation process was continued until it reached the desired
setpoint temperature. Moreover, the model implemented in IDA-ICE, with two GSHPs and two storage
tanks are shown in Figure 7. Besides, the detailed of heat pump’s control system is shown in Figure 8.
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(a) 

 
(b) 

Figure 8. (a) Heat pump degree minute control system, (b) deliver control signal to the heat pump.

3.2. Operation Principle of the Control System

This section shows the operation of a control system according to the DM value. The control
system recorded the delivered water temperature for space and DHW heating. If the delivered water
temperature for space heating was less than the given set point temperature, the control system counted
it as a heat demand signal for SH. Similarly, if DHW delivered temperature was less than 55 ◦C than
the control system identified it as heat demand signal for DHW heating. Afterwards, the DM value
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was compared to the default setting value (user-defined DM value). The default setting value was
considered as −60 ◦C·min (could be chosen between 0 to −120 ◦C·min). The GSHP compressor was
in ON status and accelerated the heating production if the DM value was below than −60 ◦C·min.
It also kept a similar status until the DM value reached zero. When DM was higher than zero,
the GSHP compressor was switched off (OFF mode). During the on status, it worked according to the
mentioned steps.

The dynamic simulation was performed during the heating season, i.e., 1st of December to 28th
of February, 2018 and the results of indoor temperature, DHW outlet temperature, GSHP control
signal, DHW signal, and heating signal for four people occupied a single-family house during 24 h are
reported in Figure 9.

  
(a) (b) 

  
(c) (d)

Figure 9. (a) Indoor temperature and domestic hot water (DHW) supply temperature, (b) GSHP control
and degree minute (DM) value (c) only DHW signal, (d) only heating signal for a single-family house
occupied by four people.

The control system determined the operational state of GSHP, i.e., ON, or OFF. The GSHP was in
ON status for all hours in a day except 18:57 h (DM was 5.0 ◦C·min) to 19:39 h (DM was −42.8 ◦C·min),
as shown in Figure 9b. During OFF mode, the DM was between 5.0 and −42.8 ◦C·min. However,
the OFF mode happened at different times in different days because of the dynamic process. The indoor
temperatures were higher than 21 ◦C for Zone 1 (Ground floor), and Zone 2 (First floor) and DHW
outlet temperatures were not below than 51 ◦C (Figure 9a). Total heat deficits were estimated as the
DM value, which was limited to −60 ◦C·min in this case. The GSHP started if DM was ≤−60 ◦C·min
and it ran in DHW heating mode. GSHP ran in DHW heating mode for a maximum of 30 min, and
alternatively, it switched to SH mode, if heating needs exist for SH.

The duration of DHW heating was short (9:33 to 9:48 h) due to the fulfilment of demand, as shown
in Figure 9c. However, GSHP ran with SH mode for a minimum of 30 min duration, and it remained
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the same state if there would no heating demand for DHW, and continuous heating demand for space
heating (Figure 9d). Besides, if the GSHP ran with SH mode and there was a continuous withdrawal of
DHW from the tank, i.e., 7:06 to 7:27 h (Figure 9a); apparently the DHW outlet temperature was below
the setpoint temperature. In this case, the DHW mode would not start immediately. It would start
only after SH mode (minimum duration of SH mode was 30 min).

Energy use for DHW varied due to the different DHW usages volume, which mainly depended on
the occupants’ number and hourly DHW profile. Heat demand for DHW heating had significant effects
on system sizing compared to the constant space heating need. Indoor thermal condition, DHW outlet
temperature, and GSHP operational signal for six people occupied single-family house are reported
in Figure 10. The indoor temperatures were in the acceptable limit of Category II, according to EN
15251 [24]. During peak hours of DHW use, the outlet temperatures fell nearly 45 ◦C, which might be
considered as the worst cases. These scenarios only happened if six people used the DHW at the same
time in a single-family house.

  
(a) (b) 

Figure 10. (a) Indoor temperature and DHW supply temperature, (b) GSHP control and DM value
signal for a single-family house occupied by six.

3.3. GSHP Power Comparison

The total GSHP powers for a single-family house with different occupant groups were obtained
by hand calculation and simulation approach, as shown in Figure 11. The hand calculation approach
considered the steady state condition of DHW use with a uniform DHW profile and a three people
DHW profile, following the Finnish building code [27]. Besides, the effects of storage tank were not
accounted for. Daily DHW use was distributed equally into 24 h of a day and power of DHW heating
was calculated for any hour (uniform 0 L). In the three people DHW profiles, the daily average DHW
use was distributed according to the hourly usages factor, Figure 2. The maximum DHW usage
volume was found at 8:00, which was used to calculate the maximum power required for DHW heating
(EN 0 L). According to the Finnish building code [23], the heating power is the sum of simultaneous
space heating, supply air heating, and DHW powers. Uniform 0 L case might not offer a realistic
solution for single-family houses due to neglecting the hourly DHW consumption peaks. In addition,
DHW and space heating powers were summed according to EN 0 L case, which led to overestimated
GSHP power.

In the simulation approach, developed in this study, storage tank effects and DHW profile were
considered. This Simulated 200 L case was compared with EN 200 L calculated according to the
standard. In these both cases, a storage tank of 200 L was added. The Simulated 200 L case resulted in
a 14%–44% power reduction compared to EN 0 L and EN 200 L cases, and the powers were 4%–14%
higher compared to the non-realistic uniform 0 L case.

The hourly profile of DHW was not suitable for the‘EN 0 L’ case because peaks of DHW usage
require a storage tank, which can compensate for the required thermal mass at the minute level.

55



Energies 2019, 12, 2120

For ‘uniform 0 L’, DHW usages were distributed evenly, and no peaks occurred. These two cases
demonstrated the manual calculation method in order to show how Finnish and EN regulations
estimated the power at static condition. For all realistic cases, a ‘simulated 200 L’ water tank was used
as shown in Figure 5.

 
(a) (b) 

Figure 11. GSHP powers for design outdoor temperature of (a) −26 ◦C and (b) −15 ◦C.

3.4. Effect of Internal Heat Gains

The Finnish building code does not take into account the internal heat gains in order to estimate the
design heat load [23]. However, EN standards account for the internal heat gain as optional heat load to
estimate the design heat load [21]. DHW use and internal heat gains tend to appear simultaneously
in a single-family house. Effect of internal heat gains was studied because it has a significant impact
on system sizing, especially in low energy buildings. Moreover, solar heat gains were not accounted
for system sizing due to the absence of solar heat during the night. The GSHP’s control system also
performed while accounting internal heat gains. The indoor temperature, DHW outlet temperature,
DHW signal, and space heating signal for four and six people’s occupied single-family house while
considering internal heat gains are reported in Figure 12. Indoor temperatures for both zones (ground
and first floor) were found in the acceptable limit (Category II of EN15251 standard) during the simulated
period. The DHW outlet temperatures fell below the setpoint temperature at peak consumption hours,
which was recovered when the GSHP ran with DHW heating mode (Figure 12a,c). Besides, GSHP ran
with full power either for DHW heating mode or for SH mode (Figure 12b,d). The reduced HP sizing
power with considering internal heat gains was calculated from Equation (12), Section 3.8.
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(a) (b) 

 
(c) (d) 

Figure 12. Internal gains are considered (a) Indoor temperature and DHW supply temperature for
a single-family house occupied by four people, (b) heating and DHW signals for a single-family house
occupied by four people, (c) indoor temperature and DHW supply temperature for a single-family house
occupied by six people, (d) heating and DHW signals a single-family house occupied by six people.

3.5. Operational Performance of Control System at Different Scenarios

This section shows the suitability of this control system while sizing the heating power for old
buildings (building parameters followed the old building regulation of 1976) or renovated buildings.
The space heating need was higher compared to the low energy buildings and internal heat gains from
occupant, lighting, and appliance did not seem so significant as low energy buildings. Heat losses
from old buildings were quite fast so that the long duration heating mode could fail to serve the
demand side. Duration of heating mode changed from 30 min to 15 min in order to keep the room
temperature in an acceptable limit. According to the EN 15251 standard, the acceptable limit of indoor
temperature must not be less than 18 ◦C (Category III) for old buildings [24]. GSHP operated with SH
mode due to continuous space heating demand signals during the GSHP operation period. High GSHP
power reduced the DHW heating mode duration, which allowed switching back to SH mode. Indoor
temperature, DHW outlet temperature, DHW signal, and heating signal for houses occupied by four
and six people are shown in Figure 13.

The effects of heating the mode duration on indoor temperature and DHW outlet temperature are
reported in Figure 14. Effects were observed for those buildings, which required higher space and
DHW heating. However, fewer effects were found in low energy buildings and building that occupied
with a small group of occupants.
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(a) (b) 

 
(c) (d) 

Figure 13. Building parameters followed the old building regulation of 1976 (a) indoor temperature
and DHW supply temperature for an old single-family house occupied by four people, (b) heating
and DHW signals for an old single-family house occupied by four people, (c) indoor temperature and
DHW supply temperature an old single-family house occupied by six people, (d) heating and DHW
signals for an old single-family house occupied by six people.

 
(a) (b) 

Figure 14. Effect of heating mode duration on (a) indoor temperature and (b) DHW outlet temperature
for an old single-family house occupied by six people.

3.6. Simulation with Design Outdoor Temperature of −15 ◦C

Simulations were repeated for another design temperature of −15 ◦C in order to validate the GSHP
power equations in Section 3.8. In order to keep the same comparison platform, 30 min heating mode
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duration and internal gains also considered. Indoor temperature and DHW outlet temperature for
four and six people’s occupied single-family house are shown in Figure 15. DHW outlet temperatures
seemed critical compared to the indoor temperature. The GSHP power was low at a design temperature
of −15 ◦C compared to the extreme Finnish case, i.e., −26 ◦C (Section 3.8). This low GSHP power
resulted in the lower DHW outlet temperatures. This problem could overlook by picking the short
heating mode duration, i.e., 20 min instead of 30 min.

  
(a) (b) 

  
(c) (d) 

Figure 15. Indoor temperature and DHW outlet temperature for (a) a single-family house occupied by
4 people, (b) a single-family house occupied by six people, and indoor temperature and DHW supply
temperature when internal gains were considered for (c) a single-family house occupied by 4 people,
(d) a single-family house occupied by six people.

3.7. Thermal Mass and Heating System Effects

The effects of thermal mass and different space heating systems on indoor air temperature
were evaluated in modern low energy passive building. Simulation with the LW, HW, radiator,
and underfloor heating allowed us to analyze the effect of thermal mass and indoor heating solutions.
The effects of the thermal mass were not significant, and are reported in Figure 16. No significant
difference in indoor temperature was found due to the structural differences, i.e., HW, LW (Figure 16a,b).
In addition, radiator heating was simulated, and results showed no significant difference in indoor air
temperature between underfloor heating and radiant floor heating (Figure 16). The difference likely
could not be seen because the HP periodic operation interval was so small (30 min) so that only the
first centimeters of the structure were active. Active thermal masses were very limited because of the
30 min interval of heating.
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(a) (b) 

 
(c) (d) 

Figure 16. Indoor temperature at (a) the ground floor with floor heating, (b) the first floor with floor
heating, (c) the ground floor with radiator heating, and (d) the first floor with radiator heating.

3.8. Equations for GSHP Power

The simulated results were used to set up the heating power equations. The simulated GSHP
powers were obtained for different occupant groups, alongside with internal heat gains, building that
were built according to new and old building regulations of 1976, and at different design temperatures.
Simulated power refers to the dynamic simulation results. The empirical equations for GSHP power
estimation were developed based on simulated results, which were tested for different scenarios.
Total design power of GSHP can be estimated with Equation (11) for the case of without internal heat
gains. However, internal heat gains cut-off a good percentage of space heating demand, which may be
taken into account for the system’s power sizing in low energy buildings, Equation (12). The simulated
and predicted GSHP powers are shown in Figure 17.

P = ∅+ nC (11)

P = ∅+ nC− 1.05 (A LC Lu + A AC Au + n OT Ou) (12)

where, P, GSHP power (kW), ∅, total heat losses from building (kW), C, constant (C = 0.21 for case
of 3 people DHW usage profile, where daily consumption rate of 47 L

person.day ), n, number of people

in house (n = 3, 4, 5, 6), A, floor area (m2), Lu, usages rate of lighting (dimensionless), LC, unit load
for lighting ( W

m2 ), Au, usages rate of appliances (dimensionless), AC, unit load for appliances ( W
m2 ), Ou,

usages rate of occupancy (dimensionless), OT, body heat loss ( W
person ).
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(a) (b) 

Figure 17. Simulated and predicted GSHP powers (a) for space and DHW heating without consideration
of internal gains, (b) for space and DHW heating with consideration of internal gains. (OT (−26 ◦C)
Sim. refers to simulated results with an outdoor temperature of −26 ◦C, OT (−26 ◦C) Pre. refers to
predicted results with an outdoor temperature of −26 ◦C, Reg. (1976) Sim. refers to simulated results
for a building that built according to old building regulations of 1976).

The predicted GSHP powers, obtained from empirical Equations (11) and (12), showed a good
agreement with the simulated results. The predicted results varied 0%–2.2% compared to the simulated
values for both cases (Figure 17a,b). The required GSHP power, with internal heat gains, reduced
the total heating powers by 3%–19%. Higher effect of internal heat gains was found in new modern
buildings compared to old buildings. Besides, the effects were more visible for buildings in Strasbourg
(design temperature of −15 ◦C) compared to the Finnish buildings (design temperature of −26 ◦C).
In the case of a house occupied by three people, the internal heat gain effect (the reduction of 0.63 kW)
exactly compensated for the effect of the DHW (an increase of 0.62 kW). Furthermore, DHW heating
power accounted for 21%–41% of the total heating power in the modern building with a design
temperature of −15 ◦C and 13%–26% with a design temperature of −26 ◦C. The contributions of DHW
heating in the old building were only in between 3% and 9%.

The performance of equations was tested for cases of different daily, and peak DHW, uses.
The GSHP power for different daily DHW use and hourly peaks can be calculated by using Equations (13)
and (14), respectively.

C1

Q1
=

C2

Q2
(13)

C1

P1
=

C2

P2
(14)

where, Q1, DHW usage for given reference case ( L
person.day ), C1, constant for given reference case

(dimensionless), Q2, new DHW’s usage rate ( L
person.day ), C2, constant (dimensionless) (constant obtained

for case of new DHW’s usage rate or new DHW’s peak demand), P1, peak demand for given reference
case ( L

person.hour ), P2, new DHW’s peak demand ( L
person.hour ).

With this GSHP control system, C1 was equivalent to 0.21 for a case of three people DHW
profiles, where reference case had a daily usage rate of 47 L/person/day [30] and a peak demand of
4.77 L/person/h [5]. The obtained value of C2 was used in Equations (11) and (12) in order to estimate
the GSHP power. This study obtained the GSHP powers for daily usage rates of 40, 47, 55 L/person
and for daily peaks of 4.77, 8.91 L/person/hour, as shown in Figure 18.

The predicted GSHP powers had shown a good agreement with the simulated results. For the
case of different daily consumptions, the variation was found to be 0%–2% compared to the simulated
results. Besides, the developed equations predicted the GSHP powers more precise for the case of
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different usage peaks. The impact of internal heat gains is well visible in Figure 18. The cutoff powers
of GSHP were estimated at 11%–14% for cases with considering the internal heat gains.

 
(a) (b) 

Figure 18. Simulated and predicted heat pump powers (a) for different DHW usage rate (L/person/day)
(b) for different DHW usage peaks based on different DHW hourly profiles (C1 case refers without
considering internal heat gains, C2 case refers with considering internal heat gains).

4. Conclusions

This study developed an alternate operational control system for GSHP, which was applied to
determine the total space and DHW heating power equations at design temperature for single-family
houses. Data obtained from previous studies such as a daily average of DHW use, hourly DHW profile,
occupancy profile, appliances profiles, lighting profiles were used in the whole building simulation
model. The performance of the developed control model was tested against measured data. Reference
building properties, different DHW usage rates and design temperatures of−26 ◦C and−15 ◦C were used
in order to size the total design power of GSHP for modern and old single-family houses. The following
conclusions can be drawn:

• The alternate operational principle of GSHP was implemented in IDA-ICE whole building
simulation model. The GSHP’s control system was modeled with DHW priority switching
from SH to DHW heating mode based on demand-side signals and a given duration of the
heating period.

• The control of heat deficiency was modeled based on DM accounting. The default DM value
(Section 3.1) and heating mode duration were user-defined, which enabled us to fit the GSHP
operation for new and old buildings in different climates.

• Simulated GSHP system with a 200 L storage tank resulted in a 13%–26% power reduction
compared to the calculation of the same system with EN standards, which required separate space
heating and DHW power calculation.

• The periodic operation utilized the thermal mass of the building, and the sensitivity analyses with
light and heavyweight buildings revealed the same effect because of the very short heating cycle
of 30 min. With room a temperature setpoint of 21 ◦C, room temperatures only slightly decreased,
so that indoor thermal comfort of Category II in a modern house and Category III in an old house
were achieved. Besides, the DHW outlet temperature was in an acceptable limit.

• The contribution of DHW heating formed 2%1–41% of total heating power in a modern building
with a design temperature of −15 ◦C and 13%–26% with a design temperature of −26 ◦C.

• Internal heat gains reduced the GSHP powers by 3%–19% when taken into account in the simulation.
In the case of a house occupied by three people, the internal heat gain effect (the reduction of
0.63 kW) exactly compensated for the effect of the DHW (an increase of 0.62 kW). It brings
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a question, should the effect of internal heat gains be taken into account for heat pump sizing in
low energy buildings?

• The total heating power equation was obtained in the form of the space heating power at a design
temperature plus 0.21 kW of the DHW heating power per person. The equation was tested in
modern and old single-family houses with design temperatures of −15 ◦C and −26 ◦C where
the deviations remained between 0%–2.2%. It was demonstrated that the equations could be
easily modified for different DHW daily usages or peak usages. For that purpose, other equations
were provided.
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Abbreviation

A Floor area: m2

AC Unit load for appliances, W
m2

Aenv Envelope area, m2

AHE Effective surface area of the heat exchanger, m2

Au Usages rate of appliances, dimensionless
C Constant, dimensionless
Cw Water heat capacity, kJ

kgK
C1 Constant for given reference case, dimensionless
C2 Constant, dimensionless
DM degree minutes, ◦C·min

dT
Difference between the mean surface temperature of a radiator and the room’s air
temperature, ◦C

Fm Monthly DHW consumption factor, dimensionless
K Radiator constant, dimensionless
L Radiator length, m
LC Unit load for lighting, W

m2

Lu Usages rate of lighting, dimensionless
mSto Water mass in the storage volume, kg
n Number of occupants, dimensionless
nr Power law coefficient, which depends on the radiator type and width, W

m·◦C
Ou Usages rate of occupancy, dimensionless
OT Body heat losses, W

person
P GSHP’s power, kW
Pr Heat flux from the water, W
P1 Peak demand for a given reference case, L

person. hour

P2 New DHW peak demand, L
person. hour

Q1 DHW consumption for a given reference case, L
person. day

Q2 New DHW consumption rate, L
person. day

qv Infiltration rate, m3

s
q50 Air leakage rate of building’s envelope, m3

h.m2

t Time, minutes
tn Elapsed time, minutes
Ta Actual flow temperature, ◦C
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Tc Cold water temperature, ◦C
Tch,HG (t) Supply temperature from a heat generator at time t, ◦C
Ts Flow temperature’s set point, ◦C
TSto,m (t) Mean water temperature in a storage tank at time t, ◦C
TSto,m,t0 Mean water temperature of the storage tank at the time the reheating is switched on, ◦C
TW, draw Water withdrawn temperature, ◦C
U Thermal transmittance, W

m2K
UHE Thermal transmittance of the heat exchanger, W

m2K
VD Design flow rate, l

s
Vd DHW consumption by each occupant, L

person. day

VT,d Total DHW consumption by a single-family house, L
day

x Factor that based on the building height, dimensionless
∅ Total heat losses from the building, kW
Φe f f Effective power for water heating, kW
ΦHL,i Design heat losses of the heated space of i, W
Φhu,i Additional heating up power for the heated space of i, W
ΦI Heat losses caused by infiltration, W
ΦN Nominal power for a heat generator, kW
Φspace Space heating power, W
ΦT Sum of transmission heat losses through building’s envelope, W
ΦT,i Sum of design transmission heat losses through building’s envelope of i, W
ΦV Heat losses caused by ventilation, W
ΦV,i Design heat losses caused by ventilation of i, W
Φw, dis Distribution heat losses, kW
Φw, Sto Heat losses from a storage tank at time t, kW
ρw Water density, kg

l
τ Time constant of storage tank during the loading period, minute
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Abstract: Building energy performance modeling is essential for energy planning, management, and
efficiency. This paper presents a space heating model suitable for auto-generating baseline models
of existing multifamily buildings. Required data and parameter input are kept within such a level
of detail that baseline models can be auto-generated from, and calibrated by, publicly accessible
data sources. The proposed modeling framework consists of a thermal network, a typical hydronic
radiator heating system, a simulation procedure, and data handling procedures. The thermal network
is a lumped and simplified version of the ISO 52016-1:2017 standard. The data handling consists of
procedures to acquire and make use of satellite-based solar radiation data, meteorological reanalysis
data (air temperature, ground temperature, wind, albedo, and thermal radiation), and pre-processing
procedures of boundary conditions to account for impact from shading objects, window blinds, wind-
and stack-driven air leakage, and variable exterior surface heat transfer coefficients. The proposed
model was compared with simulations conducted with the detailed building energy simulation
software IDA ICE. The results show that the proposed model is able to accurately reproduce hourly
energy use for space heating, indoor temperature, and operative temperature patterns obtained
from the IDA ICE simulations. Thus, the proposed model can be expected to be able to model
space heating, provided by hydronic heating systems, of existing buildings to a similar degree of
confidence as established simulation software. Compared to IDA ICE, the developed model required
one-thousandth of computation time for a full-year simulation of building model consisting of a single
thermal zone. The fast computation time enables the use of the developed model for computation
time sensitive applications, such as Monte-Carlo-based calibration methods.

Keywords: energy performance modeling; gray box; satellite-based solar radiation data; meteorological
reanalysis data; ISO 52016-1

1. Introduction

Building energy performance modeling is essential for energy planning, management, and
efficiency. To improve energy efficiency of building stocks, knowledge on how each building is
currently performing is needed, often referred to as baselines. These baselines can for example be
used to compare and rank building performance, estimate energy and cost saving potential of energy
efficiency measures, and detect faults when systems are malfunctioning. Energy use of a building
depends on aspects such as physical and thermal properties, climate, control and operational schemes,
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occupants’ presence, and behavior. Information regarding these aspects is often uncertain and scattered,
sometimes missing altogether, and establishing the energy performance of buildings can therefore be a
tedious task [1,2].

Building energy modeling is often categorized into two major approaches: law-driven (forward)
and data-driven (inverse) [1,3]. Law-driven models apply a given set of physical laws that govern the
system. Conversely, data-driven models use system behavior as a predictor for system performance.
An advantage of data-driven models is that they generally require less input, while law-driven
models can offer more flexibility regarding the fine adjustment of a building’s subsystems and
components [1]. Examples of building energy simulation software that utilize a law-driven approach
include EnergyPlus [4] and IDA ICE (https://www.equa.se/en/ida-ice). These types of software
calculate building energy consumption based on detailed building and environmental information
such as climate, operation schedules, building geometrics, and the shading/sheltering impact of the
surroundings [1,2]. Examples of using law-driven simulation software for parameter identification can
be found in Kang and Krarti [5], Tian et al. [6]. Data-driven modeling approaches have gained much
research attention in recent years. The review article by Amasyali and El-Gohary [7] identified more
than 50 articles using data-driven approaches. Weaknesses with data-driven approaches are that these
may not perform well outside their training range and that statistical models yield limited knowledge
of under-laying aspects that govern energy use. The main weaknesses of law-driven approaches are
that they require detailed input and tend to model how the building is designed to operate and not
how it actually operates.

Gray-box modeling combines law-driven and data-driven approaches, thereby leveraging the
advantages and minimizing the disadvantages of both approaches, see for example Amasyali and
El-Gohary [7], Bacher and Madsen [8], Boodi et al. [9]. In gray-box models, internal parameter and
equations are physically interpretable and thus provide knowledge about the modeled building.
Gray-box models are calibrated to better match a building’s actual operation performance, but can also
provide physically reasonable results outside the training data range. The authors in Boodi et al. [9]
recognized a need for more research efforts regarding model structures for gray box models for
residential buildings.

The ISO 52016-1:2017 [10] standard, which replaces the older ISO 13790:2008 [11] standard,
presents a set of calculation methods for a building energy needs and internal air temperatures.
The hourly method described in the standard proposes a system of linear equations that model heat
transfer through opaque and transparent components of the envelope and air exchange between
the internal and external environments. The calculation result is hourly internal air and component
temperatures and heating and cooling loads. Each construction component (e.g., roof, windows, and
walls) is modeled as serially connected RC (resistance and capacitance) thermal networks. Compared
to the old ISO 13790:2008 [11] standard, the new hourly method is a much closer representation of
algorithms used in whole building simulation software, such as IDA ICE or EnergyPlus. The simplistic
hourly method of the now deprecated ISO 13790:2008 [11] has been employed and explored in several
scientific works, for example [12–15]. To the best of our knowledge, there has not yet been any scientific
works employing the newer ISO 52016-1:2017 [10] standard.

Law-driven approaches require detailed input regarding the physical properties of the building.
Most existing buildings were built before the era of modern BIM (building information modeling)
and thus lack such information in digitized form. However, 3D shape representation of existing
building can be achieved through the use of aerial images or LiDAR (light detection and ranging) or
a combination of both [16]. Such 3D shape representations allow for the determination of buildings’
footprint, height, orientation, and surface areas. The Swedish Land Survey (Lantmäteriet) has collected
LiDAR data for almost all of Sweden [17]. Parameters describing buildings’ thermal properties and
technical system are, however, usually not readily accessible in a digitized format. Gray-box modeling
approaches have proven successful for estimating such uncertain or unknown parameters [7–9].
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Energy meter readings of high resolution are required for gray-box modeling approaches.
In Sweden, since 2015, energy bills have been required to be based on actual energy consumption [18].
Therefore, most Swedish district heating system operators have automatic meter reading systems
installed that gather hourly or sub-hourly readings to centralized databases. Most Swedish cities have
extensive district heating networks, and district heating operators have an approximately 90% share
of the heating market for multifamily buildings [19]. Approximately 94% of Swedish multifamily
buildings have hydronic heating systems, and approximately 94% of these have thermostatic control
valves installed [20].

From a Swedish multifamily building portfolio owner’s perspective (as energy strategist at
Eskilstuna Kommunfastighet AB and corresponding author responsible for the energy performance
of a 7000 apartment portfolio), it would be beneficial to have an energy performance model of
each building—a model revealing both current and potential energy performance of the building.
Such a model needs to be law-driven and detailed enough so that its parameters reveal meaningful
and actionable information. However, the model also needs to be simple enough, so that basic
models of existing buildings can be auto-generated from readily available data sources. It also needs
to have a structure that allows calibration with actual meter readings, to ensure it represents the
actual performance of the building and not only the intended/designed performance. A practical
model fulfilling the above-mentioned requirements is currently missing: detailed simulation software
(e.g., IDA ICE or EnergyPlus) requires too detailed input to be readily auto-generated and are too
slow and complex to be readily calibrated, while the data-driven and gray-box models proposed in
the literature are not detailed enough and too far from physics to reveal meaningful interpretable
information. This paper presents a space heating model aiming at filling the identified gap.

Methodology and Outline

The ISO 52016-1:2017 [10] standard employs an RC network to calculate hourly internal air
temperatures, hourly heating and cooling loads, and space heating/cooling needs by summing the
loads over certain time periods (e.g., monthly). This article presents the development of a thermal
RC network that is based on the ISO 52016-1:2017 standard. However, our implementation is further
simplified by lumping building elements by type and decreasing the number of temperature nodes
in opaque building elements. Since the ISO 52016-1:2017 omits the conditions of use, the standard
calculates the minimum energy need when assuming perfect temperature control and no system
losses. To enable the calculation of actual energy use for space heating, comparable to metered values,
a typical Swedish hydronic radiator heating system model [21,22] was implemented. Moreover, the
following boundary condition procedures are proposed: a procedure to acquire satellite-based solar
radiation data and conversion to a suitable format; a procedure to obtain and utilize meteorological
reanalysis data (air temperature, ground temperature, wind, and thermal radiation and surroundings);
procedures to account for impact from shading objects, window blinds, and wind- and stack-driven
air infiltration, and variable exterior surface heat transfer coefficients. The developed model (including
the RC network, heating system, and pre-processing steps) is from here on called ISO14N, where “ISO”
denotes that it is based on the ISO 52016-1:2017 [10] standard and “14N” denotes the 14 temperature
nodes (and 14 system equations). Figure 1 shows an overview of the proposed ISO14N modeling
framework: from data input to pre-processing the boundary conditions data and constructing the RC
network and to the simulation procedure.
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Figure 1. Process from data input (a) to pre-processing (b) and to the simulation procedure (c).

As a validation, the simulation results were compared with results obtained with the well
established and validated (https://www.equa.se/en/ida-ice/validation-certifications) simulation
software IDA ICE. The main motivation behind using IDA ICE instead of the verification case provided
by the ISO 52016-1:2017 [10] was that it also enabled testing the procedures that are not derived from
the standard. Although the proposed RC network is generic, the use of a continuously operating
hydronic radiator heating system and a constant air flow ventilation system limits the application
of the proposed model to mainly multifamily buildings in Nordic climates. Therefore, the work is
delimited to energy use for space heating for continuously heated multifamily buildings. Domestic hot
water use, internal heat gains, and variable air flow ventilation are left for further work. Parallel work
developing the calibration procedure, beyond the scope of this article, has been conducted and has
influenced the design choices. The construction of the linear equation system of the RC network, the
heating system, and the simulation procedure was implemented using the probabilistic programming
language Stan [23], which parses to C++ code before compiling. The pre-processing procedures and the
data input handling were implemented in the R statistical language based package dplyr [24]. Code
can be requested from the corresponding author. The ISO 52010:2017 [25] standard (solar irradiance
at an arbitrarily tilted and oriented surface) calculation procedure was implemented in C++ and
published as an open source R-package (https://github.com/lukas-rokka/solarCalcISO52010).

The main features of the proposed ISO14N model are introduced in Section 2, while the
pre-processing of the boundary conditions data is presented in Section 3. Section 4 describes the
required data input and used data sources. Sections 5.1–5.6, 5.8, and 5.9 compare simulation results of
the developed ISO14N model with results obtained with the IDA ICE. Section 5.7 show results from
the proposed shading reduction. Details on constructing the linear equation system of the RC network
are given in Appendix A.

2. The ISO14N Space Heating Model

In this paper, a one-zone model representation for the whole building is illustrated. Figure 2
displays the proposed one-zone RC network. All external walls ew are modeled as a lumped 3-node
element, all window glazing gl are modeled as a lumped 2-node element, and the external roof r f
and the ground floor g f are modeled with 3-node elements. The remaining internal mass im (internal
walls, intermediate floors, and adiabatic external walls) are represented with a 2-node element. Thus,
the thermal network consists of 14 unknown temperature nodes (including the internal air node θint).
The thermal model can be represented as a system of linear equations:

A × X = b (1)
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where A is a 14× 14 square matrix holding system coefficients, X is the state vector holding the 14 node
temperatures, and b is a vector holding determined terms (node temperatures from the previous time
step and known boundary condition values). Appendix A shows the details of the model matrices.
For every time step t, the system of equations needs to be solved to compute the new states:

Xt = A/bt = A−1 × bt. (2)

Matrix inversion is computationally intensive. However, if matrix A only consists of constants,
this computation step is only required once before the iterative simulation procedure. Vector b holds
terms that can be treated as pre-processed data input (e.g., solar irradiance) and terms that need
to be calculated at each simulation step due to dependence on the state of the node temperatures
(e.g., thermal storage in nodes). Figure 1c shows the simulation procedure in pseudo code.

Figure 2. An RC network representation of the proposed ISO14N model.

2.1. Geometrical and Thermal Properties

In this paper, the calculation is conducted normalized to per square meter floor (a deviation from
the standard). One benefit is that geometrical data can be given as ratios (r) between the total interior
surface area of each building element type and the total floor area (unit ms/mfl). These ratios can be
seen as weighting factors describing how large an impact one type of building element has on the
average thermal balance of the whole building. It is straightforward to estimate these ratios from
readily available building data:
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rr f = rg f = 1/Nf l

rew = P · Hf l · Nf l/A f l − rgl

rim = (2 − 2/Nf l) + 1.5

(3)

where Nf l is the number of floors of the building, A f l is the total floor area of the building, P is the
building perimeter, and Hf l is the average internal floor height. The term (2 − 2/Nf l) in rim calculates
the surface area of internal floors and ceilings per total floor area and will result in a value between 0
and 2, depending on the number of floors. The additional 1.5 constant represents the internal walls,
and it is based on the old ISO 13790:2008 [11] standard (where total interior surface area per total floor
area is given as 4.5). The glazing-to-floor area ratio rgl is a property that is often regulated in standards
and building codes, typically ranging between 0.1 and 0.2 for Swedish multi-family buildings.

Weighted surface heat transfer coefficients for each building element type are as follows: el =
[r f , ew, gl, im, g f ], which are abbreviations of [roof, external walls, glazing, internal mass, ground floor]:

Hse;r f ;t = rr f · (hce;r f ;t + (1 − Fsky;hor) · 4.14), Hci;r f = rr f · 0.7, Hri;r f = rr f · 5.13

Hse;ew;t = rew(·hse;ew;t + (1 − Fsky;ver) · 4.14), Hci;ew = rew · 2.5, Hri;ew = rew · 5.13

Hse;gl;t = rgl · (hse;gl;t + (1 − Fsky;ver) · 4.14), Hci;gl = rgl · 2.5, Hri;gl = rgl · 5.13

Hci;im = rim · 2.5, Hri;im = rim · 5.13

Hse;g f = rg f · hgr;vi, Hci;g f = rg f · 5.0, Hri;g f = rg f · 5.13

(4)

where Hse;el;t [W/(K · m2
fl)] represents normalized variable heat transfer coefficients (convective

+ radiative) between the exterior surface of the elements and external air at time step t, hce;el;t
[W/(K · m2

s)] represents exterior surface convective heat transfer coefficients at time step t (see
Section 3.1), Fsky;hor and Fsky;ver are the sky view factors for horizontal and vertical elements respectively,
hre is the surface exterior radiative heat transfer coefficient, hgr;vi is the heat transfer coefficient towards
a virtual ground layer (see Equation (8)), Hci;el represents weighted convective heat transfer coefficients
between the interior surface side of the elements and the internal air node, and Hri;el represents
weighted radiative heat transfer coefficients of interior surface nodes. The constants are taken from ISO
52016-1:2017 [10] (Table 25) and describe conventional convective and radiative surface heat transfer
coefficients for interior or exterior surfaces oriented upwards, horizontally, or downward.

In ISO 52016-1:2017 [10], opaque building elements (walls, roof, etc.) are by default described
as 5-node and window glazing as 2-node elements. The distribution of the thermal resistances are
slightly weighted towards the center of the building elements, while heat capacity nodes are weighted
depending on chosen class (mass concentrated externally, internally, inside, or equally). In this paper,
3-node elements are used for opaque elements; therefore, there is less flexibility in distributing the
thermal properties over the elements. The thermal resistance is equally distributed:

H1;r f = H2;r f = 2/Rr f , H1;gl = 1/Rgl

H1;ew = H2;ew = 2/Rew, H1;im = 1/Rim
(5)

where the floor area normalized thermal resistance R [m2
fl · ◦C/W] is calculated as

Rel = 1/(rel · Uel)− 1/(Hci;el + Hri;el)− 1/Hse;el (6)

where Uel [W/(◦C ·m2
s)] is the thermal transmittance of building element el. The heat capacity of 3-node

building elements roof r f and external walls ew is distributed according to Table 1. The table is based on
the ISO 52016-1:2017 [10] but altered to suit 3-node elements. Table B.14 of ISO 52016-1:2017 [10] specifies
κm values according to five classes (from very light to very heavy, 14–70 Wh/(◦C ·m2

s)). The simulation
procedure is conducted with normalized values, which are acquired by multiplying with surface ratios:
Cel = rel · κm;el.
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Table 1. Node heat capacity distribution for the the 3-node building elements roof r f and external
walls ew. Class I: concentrated on interior side; Class E: concentrated on exterior side; Class IE: divided
on interior and exterior side; Class D: equally distributed; Class M: inside/centered.

Node Class I Class E Class IE Class D Class M

1 0.10 0.50 0.40 0.33 0.10
2 0.40 0.40 0.20 0.33 0.80
3 0.50 0.10 0.40 0.33 0.10

The internal mass im building element is configured for 24 h thermal admittance cycles:

H1;im = 1/1.0, κ1;im = 0.85 · κm;im, κ2;im = 0.15 · κm;im. (7)

The ground floor element needs to account for effects of the ground, and its thermal resistance
and heat capacity are distributed as follows:

H2;g f = 2/Rg f , H1;g f = 1/(Rg f /2 + Rgr), Hse;g f = rgr · hgr;vi

κ3;g f = κm;g f /2, κ2;g f = κm;g f /2, κ1;g f = κgr
(8)

where Rgr and κgr represent the thermal resistance and heat capacity of a 0.5 m thick soil layer
(0.25 m2

s · K/W and 280 Wh/(K · m2
s) are used as default values), Rg f is the thermal resistance of the

ground floor including the effects of the ground, and hgr;vi is the thermal transmittance of a virtual
ground layer. Rg f and hgr;vi are calculated according to ISO 13370:2017 [26].

2.2. Hydronic Heating System

Heat dissipation from, in Sweden typically, a hydronic heating system with radiator panels, at
time step t, can be approximated with the following non-linear equation [21,22]:

φhyd;t = Hhyd · (θhyd;lmtd;t)
nhyd · utrv;t (9)

where Hhyd is the per floor square meter normalized radiator constant, nhyd is the radiator exponent
(this depends on the design and type, but a value of 1.3 is commonly used for typical Swedish radiator
panels [21,22]), utrv;t is the control signal from the local thermostatic radiator valve(s) (TRV), and
θhyd;lmtd;t is the logarithmic mean temperature difference between the radiator and the internal air
temperature, which is calculated as

θhyd;lmtd;t =
θhyd;sup;t − θhyd;ret;t

ln
(

θhyd;sup;t − θint;t−1

)
− ln

(
θhyd;ret;t − θint;t−1

) (10)

where θhyd;sup;t and θhyd;ret;t are the supply/return temperatures to/from the radiators, θint;t−1 is the
internal air temperature from the previous time step (internal air temperature is unknown at time step t
until the linear equations system has been solved). The supply temperature θhyd;sup is usually centrally
controlled. For Swedish multifamily buildings, θhyd;sup is usually controlled by linear interpolation
from a look-up table. Such a look-up table consists of value pairs specifying supply temperature
set-points θhyd;sup;set at certain external air temperature θe. an example.

For a hydronic heating system without local TRVs, the following empirical equation was derived
to estimate the return temperature:

θhyd;ret;t = θhyd;sup;t − b · (θhyd;sup;t − θint;t−1)
a

a = nhyd − Δθhyd;d/200, b =
Δθhyd;d

(θhyd;sup;d − θint;set)a

(11)
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where Δθhyd;d is the temperature drop between supply and return temperatures at design power
output, θhyd;sup;d is the supply temperature at design power output, and θint;set is the internal air
set-point. Equation (11) was derived empirically and chosen to suit common Swedish radiator
configurations. Validation is provided as Supplementary Materials. The TRV(s) are modeled as
proportional controllers (P-controllers):

utrv;t = 0.5 · utrv;t−1 + 0.5 · max(0, min(1, (θint;set − θint;t−1)/θtrv;pb)) (12)

where θint;set is the set-point for desired indoor temperature, θtrv;pb is the proportional band of the
TRV (typically ranging between 0.5–2.0 ◦C). Taking the average of current step and previous time step
dampens oscillations in the control signal.

2.3. Ventilation

Heat transfer due to active ventilation is modeled as

φve;t = κρa · Qve;t · (1 − ηve) · (θint;t−1 − θe;t) (13)

where κρa is the heat capacity of air per volume 1.21 W · s/(l · K), Qve;t is the specific air flow rate
[l/(s · m2

fl)], ηve is the temperature transfer efficiency of the heat recovery unit, θint;t−1 is the internal air
temperature from the previous time step t, and θe;t is the external air temperature at current time step t.

2.4. Infiltration

Infiltration is driven by pressure differences across the building envelope caused by unbalanced
mechanical ventilation, wind, and air temperature difference between internal and external air (known
as the stack or buoyancy effect). One of the most established single zone models for estimating air
infiltration rates is the Alberta air infiltration model (AIM-2), originally presented by Walker and
Wilson [27] and referred to as the “enhanced model” in the ASHRAE Handbook—Fundamentals [3].
The AIM-2 model was developed for dwellings and has proven to be fairly accurate at estimating air
infiltration rates for dwellings [28]. Hayati et al. [29] successfully used and evaluated the AIM-2 model
for Swedish churches, modeled as large single zone models. The proposed thermal model of this
paper is implemented as a single zone model, but this single zone is a representation of the average of
a whole building (that could be a height of several floors). Thus, the AIM-2 model is implemented
with modifications as to make the model more suitable for multi-floor buildings. Compared to earlier
representations [3,27–29], equations are presented such that parameters are separated from parts that
can be treated as pre-calculable data input. Thermal power losses due to infiltration are calculated as

φin f ;t = Cin f · Q∗
in f ;t · κρa · (θint;t−1 − θe;t) (14)

where Cin f [l/(s · Pan · m2
fl)] is the infiltration coefficient (often referred to as the flow coefficient), n

is the flow exponent, κρa is the heat capacity of air per volume [1.21 Ws/(l · ◦C)], and Q∗
in f is the

potential specific air flow rate [Pan] due to air infiltration. Q∗
in f is pre-calculated (see Section 3.2),

the flow exponent n is treated as a constant (n = 0.73 [30]), while Cin f needs to be provided as an
input parameter.

2.5. Radiant Heat Gains Exterior Surfaces

Net radiant heat gains on exterior surfaces due to thermal radiation exchange with the sky dome
and absorption of solar irradiance are expressed as
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φre;r f ;t = rr f · (αsol · Itot;hor;sh;t − φsky;r f ;t)

φre;ew;t = rew · (αsol · Itot;ver;sh;t − φsky;ew;t)

φre;gl;t = rgl · (−φsky;gl;t)

(15)

where r is the weighting ratio of the element, αsol is the solar absorption coefficient of the exterior
surface (0.5 is used as default), Itot is the calculated total hemispherical solar irradiance (see Section 3.3),
φsky is the extra thermal radiation to the sky, subscript ver denotes vertical surfaces, subscript hor
denotes horizontal surfaces, and subscript sh denotes shading. Thermal radiation exchange with
the surrounding environment is accounted for in Section 3.1. The extra thermal radiation to the sky
variable follows the definition used in [10] (positive values denote heat loss; negative values denote
heat gains). However, an alternative calculation procedure is proposed so that it can be derived from
climate model data sources:

φsky;el;t = Fsky;el · εel · (σ · (θ1;el;t−1 + 273.15)4 − φstrd) (16)

where Fsky;el is the sky view factor for element el (0.5 used for vertical elements external walls and
glazing and 1.0 used for the horizontal roof element), ε is the emissivity of the surfaces (0.9 used as
default), θ1;el is the exterior surface temperature of the element el, σ is the Stefan–Boltzmann constant
(5.67× 10−8 W/(m2 · K4)), 273.15 is the Kelvin to Celsius conversion constant, and φstrd is the “surface
thermal radiation downwards” variable retrieved from the climate reanalysis dataset ERA5 (see
Section 4.2).

2.6. Radiant Heat Gains Interior Surfaces

Interior surfaces are subjected to solar and thermal radiation, expressed as

φri;el;t = fel · ( fr;sol · φsol;gl;t + fr;int · φint;t + fr;hyd · φhyd;t) (17)

where fel is the surface area fraction of the element el, and fr is the fraction of radiative heat ( fr = 1− fc).
Default convective fractions from the ISO 52016-1:2017 [10] standard: fc;sol = 0.1, fc;int = 0.4, and
fc;hyd = 0.4. The surface area fractions fel are simply calculated by dividing the ratio (r) of each
building element with the sum of all ratios of the five building element types.

2.7. Operative Temperature

The ISO 52016-1:2017 [10] calculates operative temperature as follows:

θop;t = 0.5 · (θint;t + θint;r;mn;t) (18)

where θint;r;mn is the mean radiant temperature, calculated as the area weighted mean of interior
surface temperatures of all building elements. However, Equation (18) omits the impact of radiative
heating from the hydronic heating system. With radiator panels of the known surface area and surface
temperatures, their contribution to the operative temperature can be area-weighted in the same manner
as interior walls. An equation that does not require such detailed knowledge of the heating system
is proposed:

θop;t = 0.5 · (θint;t + θint;r;mn;t + Chyd;r;mn · fr;hyd · φhyd;t) (19)

where Chyd;r;mn is a weighting and conversion coefficient expressing the impact of the radiative heating
part of the hydronic heating system on the operative temperature. The unit of the Chyd;r;mn parameter
is the same as that of a floor area normalized thermal resistance, m2

fl · ◦C/W.
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3. Pre-Processing of Boundary Conditions Data

3.1. Convective Heat Transfer Coefficients for Weather-Exposed Exterior Surfaces

The ISO 52016-1:2017 [10] standard provides constant conventional surface heat transfer coefficients
for exterior surfaces (hce). However, hce varies strongly depending on weather conditions [31,32].
Here, we implement the correlation equations by Liu et al. [32], derived by computational fluid
dynamic calculations. Compared to earlier works [31], Liu et al. [32] accounts for wind sheltering
effects, and separate correlations factors are provided for vertical walls and the roof. Additionally,
our implementation accounts for surface roughness by adopting parts of the DOE-2 convection
model [4] method.

hce;r f ;t = hc;n + R f ;r f ·
(√

h2
c;n + h2

c; f ;hor;t − hc;n

)
hce;ew;t = hc;n + R f ;ew ·

(√
h2

c;n + h2
c; f ;ver;t − hc;n

)
hce;gl;t =

√
h2

c;n + h2
c; f ;ver;t

(20)

where hc;n is the natural convective heat transfer coefficient, hc; f is the forced (wind effects) convective
heat transfer coefficient, and R f is the surface roughness multiplier. The surface roughness multiplier
is set as smooth R f ;r f = 1.11 for the roof and as medium rough R f ;ew = 1.52 for external walls [4].
The authors in Liu et al. [32] calculated the natural convective heat transfer coefficient as depending
on temperature difference between external air and the exterior surface of the building element:
hc;n;t = 1.52 · Δθ0.36

t W/(K · m2
s). Here we assume a constant temperature difference of Δθ = 5 ◦C,

which results in a constant hc;n = 2.7 W/(K · m2
s). Assuming hc;n as a constant allows treating

Equation (20) as pre-calculable data input. Wind has the strongest impact on the exterior surface
convective heat transfer, and the forced heat transfer coefficients are calculated as

hc; f ;ver;t = Fww · (3.39 − 5.03 · λp) · U0.94
loc;ver + (1 − Fww) · (1.15 + 0.82 · λp) · U0.94

loc;ver

hc; f ;hor;t = (3.57 + 1.72 · λp) · U0.84
loc;hor

(21)

where Fww is the fraction of windward-oriented exterior surfaces, λp is the plan area density, and
Uloc is the local wind speed. Fww is assumed as a constant of 0.5 but could also be calculated as a
variable depending on wind orientation using an approach similar to that taken for solar irradiance
in Equation (29). The plan area density λp represents the projected built area viewed from above to
the total area in consideration [32]. Conceptually it relates to the wind sheltering factor used for the
wind infiltration calculation (see Equation (26)), and here we present them in the same table, Table 2,
and categorize the λp values used in [32] into the sheltering classes defined in Table 5, Chapter 16
ASHRAE [3]. The local wind speeds are calculated according to Equation (22), where the height H is
set as the building height for horizontal surfaces and half the building height for vertical surfaces.

Uloc = U10m · 1.59 ·
(

Hloc
δ

)α

(22)

where U10m is the meteorological wind speed at 10 m height, the constant 1.59 describes the terrain
conditions of the meteorological wind speed measurement site, Hloc is the height above ground for local
wind calculation point, and δ and α are atmospheric boundary layer coefficients for different terrain
categories, provided, e.g., in Table 1 of Chapter 24 of the ASHRAE Handbook—Fundamentals [3]
(δ = 370 and α = 0.22 for urban and suburban terrain).
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Table 2. Plan area densities λp [32], wind sheltering factors λw [3], and solar shielding factors λsol for
five shelter classes: ranging from (1) no shelter to (5) a highly dense urban area (neighboring buildings
closer than one building height).

Shelter Class 1 2 3 4 5

λp 0.00 0.04 0.11 0.25 0.44
λw 1.00 0.90 0.70 0.50 0.30
λsol 3.00 2.50 1.90 1.30 0.70

3.2. Infiltration Potential

Potential air infiltration from wind-driven and stack-effect-driven infiltration is not additive,
which in the AIM-2 [3] is modeled with the following superposition formula:

Q∗
in f ;t =

(
(Q∗

s;t)
1
n + (Q∗

w;t)
1
n − 0.33 · (Q∗

s;t · Q∗
w;t)

1
2n

)n
(23)

where the flow exponent n is treated as a constant (n = 0.73 [30]), and Q∗
s and Q∗

w are the contributions
of the stack and the wind effects. Compared to the original formula [3,27], Equation (23) is modified
such that Q∗ = Q/Cin f [Pan]. The contribution due to stack effect is calculated as

Q∗
s;t = Cs ·

(
ρa · g0 · H∗ · |θint;set − θe;t|

θint;set + 273.15

)n

(24)

where Cs [(Pa/K)n] is the stack coefficient, ρa [kg/m3] is the density of air, g0 [m/s2] is the acceleration
of gravity, H∗ [m] is the modified building’s ceiling height, θint;set is the internal temperature set point,
and θe;t is the external air temperature at time step t. The set point temperature is used instead of the
actual internal air temperature so that Equation (24) can be treated as a pre-calculable data variable.
The AIM-2 model was originally designed as a single zone model for residential building with up
to three floor levels, assuming free air contact between the floor levels. Using the model as such for
high rise buildings would probably overestimate the stack effect. Thus, a modified building height
parameter H∗ is introduced:

H∗ =
{

Nf l · 0.5 · Hf l if Nf l < 3

Nf l · 0.5 · Hf l/3 if Nf l ≥ 3
(25)

where Nf l is the number of floor levels, and 0.5 · Hf l is half the average floor height. The rationale
behind dividing by 3 for non-dwelling buildings with three or more floor levels is that the stack effect
of such buildings will be a mix of the per zone/floor level height-induced stack effect and the whole
building stack stack effect due to elevator shafts and stairways. The contribution due to wind effect is
calculated as

Q∗
w;t = Cw ·

(
ρa · (λw · Uloc)

2

2

)n

(26)

where the Cw [(Pa · s2/m2)n] is the wind coefficient, λw is the wind sheltering factor given in Table 2,
and Uloc is the local wind speed at the building’s uppermost eaves height calculated with Equation (22).

In the AIM-2 air infiltration model [27], the stack and wind coefficients (Cs and Cw) can be
calculated as functions of leakage distribution, occurrence of flue, and the type of foundation
(crawlspace, basement, or slab-on-grade) [27]. Assuming evenly distributed leakage, no flue, and
slab-on-grade foundation, Cs = 0.25[(Pa/K)n] and Cw = 0.22[(Pa · s2/m2)n]. The infiltration
coefficient Cin f is given in liters instead of cubic meters and normalized to square meter floor.
Otherwise, it is the same coefficient as described in [3,27]. Thus, it can be derived from building
air leakage databases or from measurements (such as blower door pressurization tests).
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3.3. Solar Heat Gains

Solar heat gains transmitted through windows glazing (gl) are calculated as

φsol;gl;t = rgl · ggl · gbl · Itot;ver;sh;t (27)

where Itot;ver;sh;t [W/m2
s] is the (by surface orientation) weighted hemispherical solar irradiance on

vertical surfaces including shading effects, gbl is the total solar energy transmittance of the window
blinds (see Section 3.5), ggl is the total solar energy transmittance of the glazing, and rgl is the
glazing-to-floor ratio. Itot;ver;sh;t is calculated as

Itot;ver;sh;t = Idi f ;ver;t + Idir;ver;t · Fsh;ver;t (28)

where Idi f ;ver;t and Idir;ver;t are the total diffuse (inclusive ground reflectance and exclusive circum-solar)
and the total direct (inclusive circum-solar) irradiance received on one square meter of weighted vertical
surface area at time step t, and Fsh;ver;t is a shading factor (see Section 3.4). Building elements are lumped
according to their type, so solar irradiance variables also need to be allocated and weighted accordingly:

Idi f ;ver;t =
nγ

∑
k=1

Fγk · Idi f ;ver;γk ;t Idir;ver;t =
nγ

∑
k=1

Fγk · Idir;ver;γk ;t (29)

where Idir;ver;γk ;t is the total direct solar irradiance at a vertical surface with azimuth γ and time step t,
Fγk is the surface area fraction of external walls at azimuth γk, and nγ is the total number of surfaces
of different azimuths to loop through. The same procedure is used for Idi f ;ver;t. For example, solar
irradiance for the cardinally oriented cube would be calculated using Fγ = [0.25, 0.25, 0.25, 0.25] and
γ = [0◦, 90◦,−90◦, 180◦].

The solar irradiance absorbed by the roof needs its own variable. The calculation procedure is
the same as that for the vertical surfaces. However, there is no need for area weighting as the roof is
assumed to be representable with one horizontal surface:

Itot;hor;sh;t = Idi f ;hor;t + Idir;hor;t · Fsh;hor;t. (30)

The solar irradiance at an arbitrarily tilted and oriented surface is calculated accordingly to the ISO
52010:2017 [25] standard. The calculation procedure was implemented in C++/R and validated
against the accompanying test data of the the standard. The code with validation/unit tests
is published under a public domain license and is located at the first author’s GitHub code
repository (https://github.com/lukas-rokka/solarCalcISO52010).

3.4. Shading Reduction Factor

Distant obstacles (hills, trees, buildings etc) and obstacles on or nearby the building (balconies,
rebates etc.) block parts of the solar radiation reaching a buildings surface. For best accuracy, these are
calculated according to the actual surroundings of the building site. However, one of the goals with
this work was to make reasonable estimates without actual information of the surroundings. Therefore,
the shading factors are calculated based on assumptions about what the surroundings of a typical
Swedish urban multifamily building typically look like. The resulting estimation can be expected to be
more accurate on average than if shading were not accounted for at all. The shading reducing factor
for the vertical envelope is calculated as

Fsh;ver;t = (αsol;t > 0) · (Fsh;obst;t + Fsh;ovh;t − 1) (31)
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where Fsh;obst is the shading from obstacles, and Fsh;ovh is the shading from overhangs on the buildings.
The shading factor for infinite length overhangs is calculated as described by Method 2 in Annex F
of ISO 52016-1:2017 [10]:

Fsh;ovh;t = 1 − max(0, min(1, (Dovh · tan(αsol;t)− Lovh)/Hgl)) (32)

where Dovh is the depth of the overhang, αsol is the solar altitude, Lovh is the vertical distance between
the glazing and the overhang, and Hgl is the height of the window glazing. Many buildings have
balconies; to account for this to at least some extent, the following values were used Dovh = 2 m,
Lovh = 1 m, and Hgl = 6 m. Setting Hgl = 6 m is approximately the same as having overhangs above
every 4th window of a more typical window glazing height of 1.5 m.

The shading reduction factor calculation for distant obstacles is calculated as a mix of two
semitransparent obstacles:

Fsh;obst;t = 1−min(Hb, max(0, Hobst;1 − λsol · Lobst;1 · tan(αsol;t)))/Hb+

min(Hb, max(0, Hobst;2 − λsol · Lobst;2 · tan(αsol;t)))/Hb
(33)

where Lobst is the distance between the shading obstacle and the shaded object, Hobst is the height
of the obstacle, Hb is the height of the shaded building, and λsol is a shading factor set based on the
categorization of the surroundings of the building (see Table 2). Obstacle 1 models nearby objects such
as trees, and its parameters are set as Lobst;1 = 15 m and Hobst;1 = 20 m. Obstacle 2 models shading
from other buildings, and its parameters are set as a function of the building height Lobst;2 = Hb and
Hobst;2 = 1.3 · Hb. Shading at the roof level is calculated as

Fsh;hor;t = min(3, Hb − Hobst;1)/3 · 0.5 + 0.5. (34)

3.5. Window Blinds

Window blinds exist in most Swedish residential buildings. However, there is no comprehensive
consensus about the way people operate blinds or the motivating factors that influence their
decisions [33]. A Swedish survey by Sandberg and Engvall [34] showed a clear correlation between
exposure to solar radiation and to both the occurrence and position of window blinds. The g-value of
the window blinds at time interval t is calculated as

gbl;t = 1 + (gbl;max − 1) · ubl;t (35)

where gbl;max is a parameter describing the g-value of the blinds when at maximum blocking capacity,
and ubl;t is the control signal to the blinds. If the window blinds were automatically operated, the ubl;t
could for example be modeled as an on/off signal depending on solar radiation and a threshold value.
The following function attempts to deterministically estimate the control signal of occupant operated
window blinds:

ubl;t = max(0.3, min(0.7, Itot;wma;t/200))

Itot;wma;t =
23 h

∑
k=0 h

(
24 − k

300
· Itot;t−k

) (36)

where the max and min functions limit the control signal between 30 and 70%, and Itot;wma;t is a
weighted moving average of solar radiation exposure from the last 24 h. The motivation behind using
weighted moving average was to model the position of the blinds as depending both on the current
(active control) and recent (reactive control) solar radiation exposure. The use of a 24 h moving average
will also result in a seasonal effect, as there are more hours with no solar radiation in winter than in
the summer (modeling occupants as slightly more aware of the positions of the blinds in the summer
season seems to be based on a reasonable assumption). The motivation behind limiting the control
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signal between the somewhat arbitrary 30 and 70% was that it can be expected that some blinds are
also drawn in a situation of no solar exposure, that it is unlikely that all windows have blinds, and/or
that these are in full position in a situation of high solar exposure.

4. Data Input

Sections 4.1 and 4.2 describe the environmental data sources proposed for the ISO14N modeling
framework. For the comparison study, environmental data for Norrköping, Sweden (58.575◦ N,
16.15◦ E) and the year 2016 was used. Section 4.3 describes the example model building as implemented
in IDA ICE and ISO14N.

4.1. Solar Irradiance

Direct normal and diffuse horizontal irradiance data were acquired from CAMS [35] (http://www.
soda-pro.com/web-services/radiation/cams-radiation-service). This satellite-based solar irradiance
data are available at a horizontal resolution of 5 km and 15 min time steps from 2004 until the present
time, and covers Europe, Africa, and the Middle East.

4.2. Meteorological Reanalysis Data

Table 3 shows which variables were acquired from the reanalysis climate dataset ERA5 of the
Copernicus Climate Change Service. ERA5 data are available at a global horizontal resolution of 31 km
and hourly time steps [36] (https://cds.climate.copernicus.eu/cdsapp). Reanalysis uses numerical
weather prediction schemes to assimilate historical observational data.

Table 3. Environmental variables derived from ERA5. The ISO14N column shows variable names as
they are used in this paper, while the ERA5 column shows the variables sourced from ERA5 according
to the notation convention of ERA5.

Description ISO14N ERA5 Transformation

External air temperature at 2 m θe 2t Kelvin to centigrade
Ground temperature at 1.0–2.89 m θgr stl4 Kelvin to centigrade
Wind speed at 10 m U10m 10u, 10v U10m =

√
10u2 + 10v2

Ground albedo αgr ssr, ssrd αgr = 1 − ssr/ssrd
Surface thermal radiation downwards φstrd strd Joule to Watt-hours

Apparent sky temperature was compared with results from IDA ICE but was not otherwise used
in the ISO14N modeling framework. It is calculated as

θsky;t = (φstrd/σ)0.25 − 273.15. (37)

4.3. Example Building Model Data Input

This section describes the example building model used for comparison. Section 4.3.2 describes
the example building model as constructed in IDA ICE. Section 4.3.1 describes the parameter input
needed to construct the same building model in ISO14N format. The IDA ICE model was originally [37]
based on an aerated concrete, four-floor high, multifamily building, typical for the early Swedish
million homes programme era of the 1960s and 1970s. The material properties of walls, windows,
and the roof were kept according to the original model, but the shape was simplified to a 20 × 10 m2

rectangular, one-floor-high building. The simpler shape was chosen so that thermal zoning would not
impact the results and to facilitate logging node temperatures in IDA ICE.

4.3.1. ISO14N

No shading was accounted for. Window blinds were assumed fully drawn. The supply
temperature look-up table of Table 4 was used. Used parameter inputs are given in Table 5.
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Table 4. Supply temperature look-up table, used for both IDA ICE and ISO14N models.

θe [◦C] −20 0 12 18

θhyd;sup;set [◦C] 60 43 28 18

Table 5. Parameter input values used for the ISO14N model simulation.

Parameter Description Value(s) Unit

Nf l Number of floors 1 -
Hf l Floor height 2.6 m
P Building perimeter 60 m
A f l Floor area 2.6 m2

fl
γ Azimuth angles for the external walls [0, 90, −90, 180] ◦
Fγ Surface area fraction for the external walls [0.17, 0.33, 0.33, 0.17] -
rgl Glazing to floor ratio 0.15 -
ggl Solar transmittance of the glazing 0.76 -
gbl Solar transmittance of the window blinds 0.53 -
Ur f Thermal transmittance of the roof 0.20 W/(◦C · m2

s )

Uew Thermal transmittance of the external walls 0.72 W/(◦C · m2
s )

Ugl Thermal transmittance of the glazing 2.9 W/(◦C · m2
s )

Ug f Thermal transmittance of the ground floor 0.23 W/(◦C · m2
s )

κm;r f Areal heat capacity of the external walls 56 Wh/(◦C · m2
s )

κm;ew Areal heat capacity of the external walls 15 Wh/(◦C · m2
s )

κm;g f Areal heat capacity of the external walls 56 Wh/(◦C · m2
s )

Qve Specific air flow rate of the ventilation system 0.35 l/(s · m2
fl)

ηve Efficiency of the ventilation heat recovery 0.0 -
Cin f Normalized infiltration coefficient 0.0 l/(s · Pan · m2

fl)

Hhyd Radiator constant, normalized per floor area 0.66 W/(◦C · m2
fl)

θint;set Internal air set-point temperature 21.0 ◦C
Htb Heat transfer due to thermal bridges 0.0 W/(◦C · m2

fl)
φint Internal heat gains 3.0 W/(m2

fl)
Δt Calculations interval 0.5

4.3.2. IDA ICE

The model was constructed using IDA ICE version 4.8. The modeled building is a simple
20 × 10 m2 rectangular, one-floor-high building, with the long sides oriented in an east–west direction
and a window-to-floor ratio of 0.15. The following constructions were used (layers from outside
to inside):

• Roof: 0.20 m insulation + 0.15 m concrete, U-value of 0.20 W/(m2
s · K);

• External walls: 0.20 m aerated concrete, U-value of 0.72 W/(m2
s · K);

• Glazing: 2-pane, U-value of 2.9 W/(m2
s · K), g-value of 0.76;

• Ground floor: 0.1 m virtual ground layer + 0.5 m soil + 0.1 m insulation + 0.1 m concrete, U-value
of 0.22 W/(m2

s · K)(0.33 if not including the ground);
• Internal walls: 150 m2 of 0.15 m thick aerated concrete;
• Furniture: 130 m2 of 0.01 m thick default furniture material.

The heating system was modeled using the IDA ICE Water Radiator model (CeWatHet) with
a nominal heat output of 50 W/m2

fl (at a supply temperature of 60 ◦C and a return at 40 ◦C), and
the geometry of the radiator was set so that approximately half of the heat output was convective.
The thermostatic control was modeled with a P-controller with a proportional band of 2 ◦C, a time
constant of 20 min, and the set-point set to 21 ◦C. Table 4 shows the used look-up table for supply
temperatures to the radiators. Ventilation was set to a constant 0.35 l/(s · m2

fl) exhaust flow. Window
blinds g-value was set to 0.53 and always fully drawn, internal heat gain was set to a constant of
3 W/m2

fl, and thermal bridges were set to zero. Infiltration was nominally set to zero; however, for the
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case of studying the air infiltration (Section 5.4), the building envelope airtightness was set to 1 ACH
at a 50 Pa pressure difference, and the surface pressure coefficient was semi-exposed.

5. Results

The developed ISO14N model and its procedures were validated by comparing it with simulations
conducted with the detailed building energy simulation software IDA ICE.

5.1. Full-Year Simulation Comparison with IDA ICE

In this section, simulation results from the developed ISO14N model are compared with results
from an IDA ICE simulation. As seen in Figure 3, the ISO14N is capable of reproducing results of the
detailed IDA ICE model (see Appendix B for comparisons on monthly and daily scales). The first half
of January 2016 had two successive cold spells. During this period, the models show larger deviations,
suggesting that they differ in thermal capacity behavior in the lower frequencies. A perfectly sized
heating system would result in internal air temperature close to the set-point during the heating
season. The heating system was on purpose undersized to cause more deviations from the set-point
temperature, which makes differences in dynamical behavior more apparent. Table 6 shows the root
mean square deviation (RMSD) [38] and the coefficient of variation (CV) of the RMSD [38], calculated
on hourly, daily, and monthly averages. As can be seen from the table, the ISO14N is able to replicate
simulation results of IDA ICE on an hourly basis, which is much more sensitive to dynamics than daily
or monthly averages.
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Figure 3. Hourly output variable comparison with IDA ICE. Diagram panels in column (a) shows
a winter sample period, column (b) shows a spring sample period. Diagram panel rows compare
following variables: energy use for space heating (φhyd), internal air temperature (θint), solar heat gains
through glazing (φsol;gl), and external air temperature (θe).
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Table 6. Root mean square deviation (RMSD) for hourly, daily, and monthly averages on energy use
(φhyd) and internal air (θint) and operative temperatures (θop) variables. For φhyd, CV(RMSD) is shown
within parenthesis.

Variable Hourly Daily Monthly

φhyd, W/m2
fl 0.94 (2.6%) 0.74 (2.0%) 0.68 (1.8%)

θint, ◦C 0.30 0.26 0.17
θop, ◦C 0.34 0.28 0.19

5.2. Node Temperature Profiles of External Wall Elements

For the developed ISO14N model, the external walls are represented by one element with three
temperature nodes, while the IDA ICE model has four external wall elements (one in each cardinal
direction) with five temperatures nodes each. For better comparability, the external wall temperatures
of the IDA ICE model is averaged by node position. As seen in Figure 4, the node temperature profiles
of the two models behave quite differently, which is mostly due to the different number of nodes and
different approaches to distribute thermal properties between the nodes. Still, the estimated internal
air temperatures match well.
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Figure 4. Comparison with IDA ICE on node temperatures for external walls. Diagram panels in
column (a) shows a winter sample period, column; (b) shows a spring sample period. Diagram panel
rows, from uppermost to lowermost: internal air nodes; interior surface nodes; inside nodes (one for
ISO14N and three for IDA ICE); exterior surface nodes; and external air temperature.

5.3. Operative Temperature

Operative temperature was calculated in two different ways and compared with output from IDA
ICE. “ISO14N alt. 1” in Figure 5 was calculated according to Equation (18), while “ISO14N alt. 2” was
calculated using Equation (19) with the weighting/conversion factor Chyd;r;mn (expressing the impact of
the hydronic heating system) set to Chyd;r;mn = 0.02. As seen in Figure 5, the operative temperature of
“ISO14N alt. 1” deviates from the operative temperature acquired from IDA ICE, especially during cold
weather, which was expected as IDA ICE weights in the surface temperatures of the radiator panels in
the calculation of operative temperatures. Using Equation (19) and setting Chyd;r;mn = 0.02 results in a
closer match. The Chyd;r;mn parameter could be derived from typical radiator panel configurations, but
here it has been chosen by empirically matching it to the results of IDA ICE.
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From Figure 5, it can be observed that IDA ICE appears to be more responsive to higher
frequencies. This can partly be explained by the fact that IDA ICE splits the building elements
into more nodes and uses surface nodes without mass. The other part of the explanation is that IDA
ICE uses a fully dynamic simulation procedure (dynamic state transitions and variable heat transfer
coefficients), while ISO14N linearizes the state transitions and uses constants for the interior surface
heat transfer coefficients.
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Figure 5. Comparison with IDA ICE on operative temperatures for two sample periods. The bottom
row shows operative temperatures (θop) and the upper row shows the temperature difference between
internal air temperature and operative temperatures (θint − θop).

5.4. Air Infiltration

The air infiltration implementation described in Section 2.4 (with shelter class set to 3 and the flow
coefficient set to Cin f = 0.08l/(s · Pan · m2

fl) is here compared with output from IDA ICE. As seen in
Figure 6, the implemented infiltration model produces similar results as the single-zone, one-floor-high,
IDA ICE building model.
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Figure 6. Comparison with IDA ICE on air infiltration. The solid blue line shows an infiltration level
from IDA ICE, a gray-dotted line shows an infiltration level from the ISO14N model, and the dashed
red line shows the meteorological wind speed (scale on right-hand y-axis).

5.5. Sky Temperature and Thermal Radiation to the Sky

Apparent sky temperature was calculated from the ERA5 variable “surface thermal radiation
downwards” using Equation (37) and compared to output from IDA ICE. In IDA ICE, the apparent
sky temperature was empirically derived from dry and dew point temperatures and cloud cover using
the Walton–Clark–Allen model [39]. As seen in Figure 7, the proposed apparent sky temperature
calculation differs substantially from that of IDA ICE, resulting in an hourly RMSD of 5.5 ◦C. Using the
defaults suggested in the ISO 52016-1:2017 [10] standard, the extra thermal radiation to the sky variable
φsky results in a constant of 45 W/m2

s ; deriving φsky from the “surface thermal radiation downwards”
variable of ERA5 (as proposed in Section 2.5), this constant varies between −15 and 295 W/m2

s , with
an average of 61 W/m2

s for the used climate file.
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Figure 7. Comparison with IDA ICE on apparent sky temperatures for two sample periods. Solid blue
line shows results from IDA ICE, gray dotted line shows from the ISO14N model.

5.6. Exterior Surface Convective Heat Transfer Coefficients

Exterior surface convective heat transfer coefficients calculated according to Section 3.1 are
presented and compared with IDA ICE. IDA ICE refers to Clarke [40] for its calculation procedure, a
method that accounts for wind direction but does not distinguish between building element type. As
seen in Figure 8, our Liu et al. [32]-based method results in the roof element being more sensitive to
wind speed than other elements. The lower values for the glazing element, compared to the external
walls, is explained by its surface roughness multiplier being set to smooth. IDA ICE’s method shows
much less sensitivity to wind speed. For IDA ICE, the effect of wind direction is removed by showing
smoothed lines of the average of the four external walls.
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Figure 8. Exterior surface convective heat transfer coefficients calculated for two sheltering classes.

5.7. Shading Reduction Factor

Results of the proposed simplified shading calculation procedure (see Section 3.4) based on
classification of the surrounding environment are presented. Table 7 shows the impact on annual solar
irradiance received on vertical surfaces. The climate file described in Section 4 was used. The results
can be compared to study conducted by Romero Rodríguez et al. [41], which showed an average of
35% reduction on solar irradiance for facades in the urban parts of Ludwigsburg. This part of the
proposed modeling framework would benefit from further development, for example by employing
aerial LiDAR data to model shading from the surrounding environment more accurately, see for
example Lingfors et al. [17].

Table 7. Annual reduction of total solar irradiance on vertical surfaces, per sheltering class and building height.

Shading Class 1 1 2 2 3 3 4 4 5 5

Building height, m 18 6 18 6 18 6 18 6 18 6
Annual solar reduction, % 6 9 11 17 19 28 29 40 38 49
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5.8. Window Blinds

Calculating the impact from window blinds according to Section 3.5, with the window blinds
maximum g-value set to gbl;max = 0.4, results in a 30% reduction of annual solar heat gains through
window glazing. According to Van Den Wymelenberg [33], there is no comprehensive consensus about
how to model occupant-operated window blinds. Nonetheless, the proposed procedure is anticipated
to model the impact from window blinds more accurately than for example using a constant value.
IDA ICE uses an on/off controller, which controls the window blinds position as a function of the
outside solar radiation level (100 W/m2 default set-point). This control scheme resulted in a 31%
reduction of annual solar heat gains for the studied building and the climate file.

5.9. Computation Benchmark

This section show computation timings from conducted speed tests with the proposed ISO14N
model, variants of it, and IDA ICE. The proposed ISO14N model pre-inversed its matrix A (the RC
network) before the actual simulation run. For comparison, timing comparisons for model variants,
where the matrix A of the RC network was inverted at each time-step, were also conducted. To
compare speed in relation to a full ISO 52016-1:2017 implementation, an emulation was constructed
and denoted “ISO41N” (due to its 41 temperature nodes). Table 8 shows the results. The largest speed
gain was achieved from the matrix pre-inversion. Matrix inversion is computationally intensive and
has a computation cost relationship of O(n2). The use of a pre-inverted matrix A breaks the O(n2)
computational cost relationship and results in an approximately linear relationship between the RC
network size and computation time. For the pre-inverted cases, it can be seen that the proposed
simplification compared to a full ISO 52016-1:2017 implementation results in an approximately
three-fold speed gain. The computation time difference between IDA ICE and the ISO14N is
approximately 900 times (or an order of 1 magnitude).

Table 8. Computation benchmark, timing in milliseconds.

Model (Variant) Computation Time, ms

ISO14N (matrix pre-inverted) 19
ISO41N (matrix pre-inverted) 56
ISO14N (matrix inversion each time-step) 83
ISO41N (matrix inversion each time-step) 755
IDA ICE 18,000

The benchmark was conducted on a standard laptop computer with an Intel Core i7-7500U
processor using one thread. All models were simulated using one year of climate, plus 14 days for the
adaptation period. IDA ICE simulation was performed within the user interface, using initial default
settings and all variable logging turned off; timing was conducted manually with a stopwatch. Various
types of the ISO14N model used a calculation interval of 0.5 h (18,384 calculation time-steps in total),
and logged and returned energy use and internal air temperature.

6. Discussion

It has been shown that the proposed ISO14N model was able to reproduce the hourly energy
use pattern obtained with the detailed building energy simulation software IDA ICE. The use of a
hydronic radiator heating system limits the application to mainly multifamily buildings in Nordic
climates. However, the proposed RC network itself is generic and could probably replace a full ISO
52016-1:2017 implementation in other applications, such as generic energy need calculations or as a
basis for energy use calculation for cooling.

In the development of the proposed ISO14N model, effort was made to achieve fast simulation
times without a significant loss of accuracy. The optimization for computational efficiency is motivated
by that calibration approaches typically use algorithmic differentiation which requires the model to
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be simulated several times (10k or more for Monte Carlo simulation approaches). Speed gains were
achieved by moving parts of the calculation load to the pre-processing, i.e., model nodal reduction,
and by a simulation procedure that uses pre-inverted matrices for the RC network. The proposed
simplification of the RC network consists of lumping building elements by type and decreasing the
number of temperature nodes in opaque building elements (see Figure 2), resulting in a system of
14 temperature nodes. The largest speed gain was achieved from pre-inverting the matrix A of the RC
network, breaking the O(n2) cost relationship and resulting in an approximately linear relationship
between the RC network size and computation time. Pre-inversion requires the use of a constant matrix
A element values, which results in a less flexible modeling structure. A constant A matrix, in turn,
requires the use of node temperatures from the earlier time step for certain calculations (e.g., for the
heating system control), which can result in time-shifts and numerical instabilities. However, our
results show that the proposed ISO14N model achieves stable results without noticeable time-shifts.

During the development stage, a five-temperature node version (not included in this paper) was
also tested and showed only limited performance gains compared to the proposed three-node version.
Using five nodes adds flexibility and is likely to better model thermal admittance and more complex
building structures such as sandwich walls (Akander [42]). However, for the intended use case of
auto-generation of baseline models in large building stocks, it is anticipated that detailed information
about construction will seldom be available in digital form. In the case of access to more detailed
information, the proposed thermal network can be extended by adding more temperature nodes
and/or by dividing the modeled building into more thermal zones.

Procedures to acquire and make use of satellite-based solar radiation data were presented,
see Section 3.3. Solar radiation has a large impact on the thermal balance of buildings, and
thermostatic radiators valves are often specifically used to avoid overheating due to solar heat gains.
Thus, being able to model solar heat gains on an hourly basis (both directly through glazing and
transmitted through opaque building elements) is anticipated to facilitate parameter estimation with
hybrid/gray-box calibration methods. Reanalysis climate model data from ERA5 (see Section 4.2)
was utilized. Conventional climate variables wind and air temperature were used as well as the
more unconventional variables of ground temperature, ground albedo, and surface thermal radiation
downward. Some of the benefits of using reanalysis data sources such as ERA5 are that the data are
homogeneous and harmonized, covering the entire world, there is no need to deal with missing data,
there is access to variables that are seldom measured locally, and the data are readily and publicly
accessible. The temporal and spatial resolution of ERA5 is relatively rough, and in some cases it
might be better to use local measurements (e.g., air temperature is readily measured locally at the
building site).

7. Conclusions

A space heating model suitable for auto-generating baseline models of existing multifamily
buildings has been proposed. As demonstrated in the result section, the proposed ISO14N model
was able to reproduce the hourly energy use of space heating, indoor temperature, and operative
temperature patterns obtained from the detailed building energy simulation software IDA ICE.
Thus, the proposed model can be expected to model existing multifamily buildings, where space
heating is provided by hydronic heating systems, to a similar degree of confidence as established
simulation software.

The conducted computation timing showed that the proposed ISO14N was in the approximately
900 times faster than the detailed IDA ICE simulation. The largest speed gain was achieved from
pre-inverting the matrix A of the RC network, resulting in an approximately linear cost relationship
between the RC network size and computation time. Despite the use of constant pre-inverted
A matrix, the proposed ISO14N model can achieve stable results without noticeable time-shifts.
The achieved fast computation time enables using time-sensitive applications, such as Monte Carlo
based calibration methods.
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Solar heat gains have large impact on the thermal balance of buildings, and hydronic heating
system often use thermostatic radiators valves to avoid overheating due to solar heat gains. Thus, it is
necessary to model actual solar heat gains. We have presented procedures for converting sub-hourly
satellite-based solar irradiation data to solar heat gains, while considering effects from building
orientation, shading, and window blinds.

Future work will be conducted on calibrating the proposed model with actual energy meter
readings, to ensure it represents the actual performance of the building and not only intended/designed
performance. Hourly meter readings from district heating substations usually do not distinguish
between domestic hot water and space heating. Thus, energy use for the occupant dependent domestic
hot water needs to be modeled to be able to apply the proposed model on real buildings. Also, internal
heat gains should be either measured (domestic electricity is always measured but not always readily
available) or modeled to account for its occupant behavior dependent variations. The solar heat
gain calculation could also be improved by employing aerial LiDAR data to model shading from the
surrounding environment more accurately.
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Abbreviations

The following symbols are used in this manuscript:

αsol solar absorption [-] or solar altitude [◦]
η efficiency [-]
γ azimuth angle [◦]
Δt time interval [h]
κ areal heat capacity [Wh/(◦C · m2

s )]
κρa heat capacity of air per volume [Ws/(l · ◦C)]
φ normalized thermal power [W/m2

fl]
ρa density of air [kg/m3]
σ Stefan-Boltzmann constant, 5.67e-8 [W/(m2 · K4)]
θ centigrade temperature [◦C]
A, X, b square matrix of system coefficients, vector of unknown node temperatures, vector of known terms
C coefficient [-] or normalized heat capacity [Wh/(◦C · m2

fl)]D Data
D, H, L distance, height, length [m]
F, f factor/fraction [-]
H normalized heat transfer coefficient [W/(◦C · m2

fl)]
H∗ modified building’s ceiling height [m]
I solar or thermal radiation [W/m2

s ]
Q specific air flow rate [l/(s · m2

fl)]
Q∗ potential specific air flow rate [Pan/m2

fl]
R normalized thermal resistance [m2

fl · ◦C/W]
U thermal transmittance [W/(◦C · m2

s )]
Uloc, U10m local wind speed [m/s], meteorological wind speed at 10 m height [m/s]
g total solar energy transmittance [-]
h surface coefficient of heat transfer [W/(◦C · m2

s )]
n exponent

88



Energies 2019, 12, 485

r ratio [-]
u control signal [-]

The following subscripts are used in this manuscript:

b building
bl (window) blinds
bou boundary
c, ci convective, convective interior surface
d design (nominal)
di f , dir diffuse, direct
e external (as in outdoor)
el (building) element
env environment
ew external walls
g f ground floor
gl glazing (windows, doors etc)
gr ground
hor horizontal
hyd hydronic heating system
im internal mass (internal walls, intermediate floors and adiabatic external walls)
in f infiltration (uncontrolled air leakage)
int internal (as in indoor)
lmtd radiator logarithmic mean temperature difference
m mass related conductance or capacitance
max maximum
obst, ovh obstacle, overhang
pb proportional band
r, ri radiative, radiative interior surface
ret return
r f roof
s stack
se, si surface exterior, surface interior
set set-point
sh shading or sheltering
sky sky temperature or sky thermal radiation
sol solar radiation/heat gain
strd surface thermal radiation downwards
sup supply
sys system
t time index
tb thermal bridges
tot total
trv thermostatic radiator valve(s)
ve ventilation
ver vertical
vi virtual ground layer
w wind
wma weighted moving average
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Appendix A. Construct of the Linear Equations System

A =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

A1 −H1;r f 0 0 0 0 0 0 0 0 0 0 0 0

−H1;r f A2 −H2;r f 0 0 0 0 0 0 0 0 0 0 0

0 −H2;r f A3 0 0 − few · Hri;r f 0 − fgl · Hri;r f 0 − fim · Hri;r f 0 0 − fg f · Hri;r f −Hci;r f

0 0 0 A4 −H1;ew 0 0 0 0 0 0 0 0 0

0 0 0 −H1;ew A5 −H2;ew 0 0 0 0 0 0 0 0

0 0 − fr f · Hri;ew 0 −H2;ew A6 0 − fgl · Hri;ew 0 − few · Hri;ew 0 0 − fg f · Hri;ew −Hci;ew

0 0 0 0 0 0 A7 −H1;gl 0 0 0 0 0 0

0 0 − fr f · Hri;gl 0 0 − few · Hri;gl −H1;gl A8 0 − fim · Hri;gl 0 0 − fg f · Hri;gl −Hci;gl

0 0 0 0 0 0 0 0 A9 −H1;im 0 0 0 0

0 0 − fr f · Hri;im 0 0 − few · Hri;im 0 − fgl · Hri;im −H1;im A10 0 0 − fg f · Hri;im −Hci;im

0 0 0 0 0 0 0 0 0 0 A11 −H1;g f 0 0

0 0 0 0 0 0 0 0 0 0 −H1;g f A12 −H2;g f 0

0 0 − fr f · Hri;g f 0 0 − few · Hri;g f 0 − fgl · Hri;g f 0 − fim · Hri;g f 0 −H2;g f A13 −Hci;g f

0 0 −Hci;r f 0 0 −Hci;ew 0 −Hci;gl 0 −Hci;im 0 0 −Hci;g f A14

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

bT =
[
b1, · · · , b14

]
, XT =

[
θ1;r f θ2;r f θ3;r f θ1;ew θ2;ew θ3;ew θ1;gl θ2;gl θ1;im θ2;im θ1;g f θ2;g f θ3;g f θint

]

where the A1, · · · , A14 elements of matrix A and the b1, · · · , b14 elements of matrix b are detailed in
Tables A1 and A2 respectively.

Table A1. Elements A1, · · · , A14 of matrix A. el refers to the five building element types.

el Exterior Surface Nodes Inside Nodes Interior Surface Nodes

r f A1 =
C1;r f
Δt + H1;r f + Hse;r f ;t A2 =

C2;r f
Δt + H2;r f + H1;r f A3 =

C3;r f
Δt + Hci;r f + (1 − fr f ) · Hri;r f + H2;r f

ew A4 = C1;ew
Δt + H1;ew + Hse;ew;t A5 = C2;ew

Δt + H2;ew + H1;ew A6 = C3;ew
Δt + Hci;ew + (1 − few) · Hri;ew + H2;ew

gl A7 = H1;gl + Hse;gl;t A8 = Hci;gl + (1 − fgl) · Hri;gl + H1;gl

im A9 =
C1;im

Δt + H1;im A10 =
C2;im

Δt + Hci;im + (1 − fim) · Hri;im + H1;im

g f A11 =
C1;g f

Δt + Hse;g f + H1;g f A12 =
C2;g f

Δt + H2;g f + H1;g f A13 =
C3;g f

Δt + Hci;g f + (1 − fg f ) · Hri;g f + H2;g f

Internal air node:
A14 = Cint

Δt + Hci;r f + Hci;ew + Hci;gl + Hci;im + Hci;g f + Htb

Table A2. Elements b1, · · · , b14 of matrix b. el refers to the five building element types.

el Exterior Surface Nodes Inside Nodes Interior Surface Nodes

r f b1 =
C1;r f
Δt · θ1;r f ;t−1 + Hse;r f ;t · θe;t + φre;r f ;t b2 =

C2;r f
Δt · θ2;r f ;t−1 b3 =

C3;r f
Δt · θ3;r f ;t−1 + φri;r f ;t

ew b4 = C1;ew
Δt · θ1;ew;t−1 + Hse;ew;t · θe;t + φre;ew;t b5 = C2;ew

Δt · θ2;ew;t−1 b6 = C3;ew
Δt · θ3;ew;t−1 + φri;ew;t

gl b7 = Hse;gl;t · θe;t + φre;gl;t b8 = φri;gl;t

im b9 =
C1;im

Δt · θ1;im;t−1 b10 =
C2;im

Δt · θ2;im;t−1 + φri;im;t

g f b11 =
C1;g f

Δt · θ1;g f ;t−1 + Hse;g f · θgr;t b12 =
C2;g f

Δt · θ2;g f ;t−1 b13 =
C3;g f

Δt · θ3;g f ;t−1 + φri;g f ;t

Internal air node:
b14 = Cint

Δt · θint;t−1 + Htb · θe;t − φve;t − φin f ;t + fc;int · φint;t + fc;sol · φsol;t + fc;hyd · φhyd;t
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Appendix B. Full-Year Comparison

Table A3. Energy use for space heating as monthly sums and deviations between the models.

Month IDA ICE, kWh/m2
fl ISO14N, kWh/m2

fl Deviation, kWh/m2
fl Deviation, %

1 24.8 23.9 0.9 3.6%
2 17.9 17.2 0.7 4.1%
3 15.4 14.7 0.7 4.5%
4 10.0 9.3 0.7 6.9%
5 3.0 2.9 0.1 4.3%
6 0.1 0.1 0.0 -
7 0.0 0.0 0.0 -
8 0.3 0.4 -0.1 -
9 1.5 1.5 0.0 0.8%
10 10.7 10.4 0.3 3.0%
11 16.7 16.2 0.5 3.1%
12 17.8 17.2 0.5 2.9%

Sum 118.3 114.0 4.4 3.7%
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Figure A1. Full-year comparison with IDA ICE, using daily average values: energy use for space
heating, (φhyd), internal air temperature (θint), solar heat gains through glazing (φsol;gl) and external air
temperature (θe).
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Abstract: A vital requirement for all-air ventilation systems are their functionality to operate both
in cooling and heating mode. This article experimentally investigates two newly designed air
distribution systems, corner impinging jet (CIJV) and hybrid displacement ventilation (HDV) in
comparison against a mixing type air distribution system. These three different systems are examined
and compared to one another to evaluate their performance based on local thermal comfort and
ventilation effectiveness when operating in heating mode. The evaluated test room is an office
environment with two workstations. One of the office walls, which has three windows, faces a cold
climate chamber. The results show that CIJV and HDV perform similar to a mixing ventilation in
terms of ventilation effectiveness close to the workstations. As for local thermal comfort evaluation,
the results show a small advantage for CIJV in the occupied zone. Comparing C2-CIJV to C2-CMV
the average draught rate (DR) in the occupied zone is 0.3% for C2-CIJV and 5.3% for C2-CMV with
the highest difference reaching as high as 10% at the height of 1.7 m. The results indicate that these
systems can perform as well as mixing ventilation when used in offices that require moderate heating.
The results also show that downdraught from the windows greatly impacts on the overall airflow
and temperature pattern in the room.

Keywords: corner impinging jet; corner mixing ventilation; hybrid displacement device; heating mode;
thermal comfort; air exchange effectiveness; local air change effectiveness; draught rate,; downdraught

1. Introduction

Ventilation is one of the core systems that has a large impact on thermal comfort and indoor
air quality (IAQ) in buildings. The design and implementation of air distribution systems require
careful consideration, not only in terms of providing a good indoor environment, but also to be energy
efficient. On top of these requirements the ventilation system needs to operate adequately both during
cold and warm seasons.

One common air distribution system is called mixing ventilation (MV). This system is characterized
by supplying air at high velocity into the room with the intended purpose of mixing the fresh supply
air with the room air. This type of ventilation supply inlet is usually located high, close to the ceiling in
the unoccupied area of the room. MV also creates a highly uniform vertical temperature field [1,2]
which can result in slightly lower ventilation effectiveness when compared to other systems, e.g.,
impinging jet ventilation (IJV) and displacement ventilation (DV) [3–5].

DV and IJV are usually categorized as stratified ventilation systems when utilized in cooling
mode [6–8]. The air from a DV supply device enters the room at a relatively low speed and at low
height close to the floor when used for cooling. When entering the room, the fresh air will fall to the
floor and continue flowing outward until it encounters a heat source. It will then start to heat up and
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start rising due to buoyancy effects, moving upwards to the upper parts of the room [9,10]. IJV works
similarly in that respect but it uses impinging air jet with relatively high velocity and momentum
which is discharged downwards close to a wall section at a distance from the floor area. IJV has been
classified by several researchers as a hybrid system [10–12] in that it combines the positive effects of
both MV and DV to overcome the shortcomings of the DV system, e.g., the limitation in covering the
entire floor area due to the low momentum. Another downside of DV is the difficulty of utilizing the
system during cold season when heating is required [6–8].

Most of the research around these ventilation systems has been conducted for cooling mode in a
hot climate [13–15]. However, it is interesting to evaluate the IJV system when heating is required
in a cold climate. Very few studies have been done to examine the ventilation performance of the
IJV system when it operates in heating mode. Some researchers have stated that IJV can be used for
heating due to its high momentum [9,16].

In a numerical study done by Ye et al. [17] they compared MV and IJV in order to evaluate the
energy performance when used for heating in a large space with a high ceiling. Their results showed
that IJV required less energy than MV for heating fresh air and re-circulating the return air. However,
the fan power required more energy than MV. Adding these energy demands, the total heating energy
usage for IJV was lower than that for MV. They concluded that the heating load index could be reduced
by around 9–25 W/m2 when the outdoor air temperature was in the range of −5 to 12 ◦C. Another
study [18] also concluded that IJV is more energy efficient than MV in heating mode. This study was
carried out in a climate chamber 3.0 (L) x 3.6 (W) x 2.6 (H) m which was placed in a laboratory space.
It is worth mentioning that this study also included intermittent opening of a door that caused cold
outside air to invade the heating space. One interesting observation in these two studies [17,18] was
that MV created greater thermal stratification than IJV, which is the opposite of when these systems are
used in cooling mode [11,19].

There have not been many studies conducted to evaluate typical ventilation systems for heating
mode. Some of these studies have been focused on building optimization and control system which
also included the control of the air handling unit [20–22]. Others have evaluated specific supply
devices, such as stratum ventilation used for heating [23] or a low-temperature all-air heating system
in an office cubicle that was equipped with an active supply device on the ceiling [24].

Due to the novelty of this research and to the authors’ best knowledge there has not been any
experimental research carried out to evaluate multiple IJV devices places in the corners of an office
room for heating mode.

In a recent study Ameen et al. [19] evaluated and compared three different ventilation systems,
corner impinging jet ventilation (CIJV), corner mixing ventilation (CMV) and DV. They evaluated heat
removal effectiveness, local thermal comfort and indoor air quality in a mock-up medium-sized office
room. The office contained two workstations, each with one mannequin and one piece of equipment.
Nine different cases were examined with varying supply rates and heat sources. The results from this
research showed that overall CIJV performed slightly better than the other two ventilation systems
and there was a possibility of reducing the total energy usage. However, this research was conducted
for summer cases, i.e., the systems were only evaluated for cooling mode.

The overall objective of this study is to continue the research done by Ameen et al. [19] and
evaluate the same three types of air distribution systems for heating mode, i.e., winter conditions. The
supply device for the DV evaluated in that study was a modified version that provided slightly higher
supply velocity compared to traditional DV systems. This DV system is called hybrid displacement
ventilation (HDV) in this study. These three different systems will be examined and compared to one
another to evaluate their performance based on local thermal comfort and ventilation effectiveness in
order to make an overall evaluation of their usability for both cooling and heating.
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2. Theory and Mathematical Models

This section provides a brief overview and explanation of the key definitions of indoor climate
indices which are used in this study. Since this study is a continuation of the experimental work done
by Ameen et al. [19], a more in-depth explanation of these definitions can be found in that article.

According to ISO 7730 [25], draught rate (DR) describes the discomfort a person experiences
due to unwanted cooling of the human body. This index is a function of air temperature, air velocity
and turbulent intensity and predicts the percentage of dissatisfied due to draft. Another index, the
percentage dissatisfied (PD), is related to the local discomfort due to high vertical air temperature
between head and ankle. In this study the temperature difference, ΔT0.1–1.1 is used which is between
ankle level (0.1 m) and neck level for a seated person (1.1 m).

Temperature effectiveness (εT′) [24] is an index that can be used to evaluate how effective space
heating is in a space or location for heating mode. This is defined by

εT′ =
(Ti − To)(

Ti − T0.1,0.6,1.1
) , (1)

where Ti is the supply air temperature, T0.1,0.6,1.1 is the arithmetic mean air temperature of the heights
0.1, 0.6 and 1.1 m and To is the outlet air temperature. If εT′ > 1, this indicates that the temperature
in the occupied zone is higher than the outlet. If εT′ < 1, this indicates that the temperature in the
occupied zone is lower than the outlet which means lower utilization of the heat from the ventilation
system to the occupied zone. For a perfect mixing ventilation system εT′ = 1. This index is different
from the one used in the cooling mode article [19] in that it can be used for heating mode.

The evaluation of ventilation effectiveness can be done in several ways. Two commonly used
indexes related to IAQ are air exchange effectiveness (AEE) and air change effectiveness (ACE) [26–28].
The guidelines in ASHRAE Standard 129-1997 [26] require measuring ACE in 25% of the workstations
or measuring a minimum of ten locations throughout the evaluated space. Another way to calculate
AEE is to make measurements at the exhaust location. These indexes have been utilized by many
researchers for evaluating indoor environments using different tracer gas techniques [29–31].

Inlet Archimedes number (Ari) [32,33] is a measure of the relative importance of buoyant and
inertia forces. Ari is important in building airflows because it combines two important ventilation
design parameters, supply air velocity and room temperature difference.

3. Experimental Set-Up

This study was conducted in a room 7.2 (L) × 4.1 (W) × 2.67 (H) m. The room resembled a
medium-sized open-plan office space with three interior walls and one exterior wall. A climate chamber
was built up in connection to the exterior wall of the test room as shown in Figure 1. For an in-depth
description of the office wall materials, design setup, supply device dimensions, measuring equipment,
etc. see [19].
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Figure 1. Layout of the office room and climate chamber. Three supply devices are illustrated for
hybrid displacement ventilation (HDV, A), corner impinging jet ventilation (CIJV, B) and corner mixing
ventilation (CMV, C).

Six cases were studied which are listed in Table 1. The primary supply air was maintained between
25.1–25.2 ◦C for C1 cases and 24.8 ◦C for C2 cases. It is important to mention that the comparisons
were done in a non-dimensional form for all cases.

Table 1. Case conditions for different ventilation systems.

Case
Ventilation

System
Supply Flow

Rate [L/s]
Occupant

[W]
Equipment

[W]
Inlet Temp.

[◦C]
uin [m/s] Ari × 10−4

C1-HDV HDV 2 × 15 2 × 100 2 × 75 25.2 0.50 −317
C1-CIJV CIJV 2 × 15 2 × 100 2 × 75 25.2 1.13 −49
C1-CMV CMV 2 × 15 2 × 100 2 × 75 25.1 2.98 −5
C2-HDV HDV 2 × 20 2 × 100 2 × 75 24.8 0.67 −140
C2-CIJV CIJV 2 × 20 2 × 100 2 × 75 24.8 1.51 −19
C2-CMV CMV 2 × 20 2 × 100 2 × 75 24.8 3.98 −2

The wall facing the climate chamber contained three windows. The size of each window was
1.61 m × 0.91 m with a frame to glass ratio of 31.7%. Single pane windows were used with a total
U-value of 4.6 W/m2 ◦C. The surface temperatures of the windows were maintained at 10.1 ± 0.3 ◦C
during the measurement periods. The location of the room was inside a large laboratory hall with
a steady temperature condition of 22.3 ± 0.3 ◦C during the measurement periods. The heat transfer
between the cold climate chamber and the office room was measured by several heat flux sensors of
the type HFP01 made by Hukseflux. A total of three heat flux sensors were used. One was placed on
the external wall 130.5 cm above the floor level and 47.2 cm from the west wall. Another sensor was
placed in the dead center of the window located closest to the west wall. The last sensor was placed on
the westside lower frame corner of the same window. The uncertainty of the heat flux sensor is ±3%.
The total heat transfer from the office to the climate chamber and the surrounding surface is presented
in Table 2. The climate chamber was maintained at −6.2 ± 0.3 ◦C during measurement periods. Two
cooling units were used, one on each side of the climate chamber to provide an even cooling of the air
inside the chamber. The heat loss through the rest of the office surfaces, excluding the external wall,
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amounted to −0.2 ± 0.1 W/m2. The measurement positions and a top view layout of the experimental
set-up are shown in Figure 2.

Table 2. Energy balance overview of the office room.

Case Internal H. Generation 1 [W] Ventilation 2 [W] External Wall 3 [W]

C1-HDV 389 49.9 −417.2
C1-CIJV 389 52.7 −411.3
C1-CMV 389 54.2 −426.7
C2- HDV 389 48.5 −419.2
C2-CIJV 389 48.6 −424.5
C2-CMV 389 58.6 −411.3

1 The internal heat was generated from the mannequins (2 × 100 W), two pieces of equipment (2 × 75 W) and
from measuring equipment (39 W). 2 The ventilation effect was calculated from the flow rate and the temperature
difference between the inlet and outlet. 3 This also includes the windows.

 
Figure 2. Measurement positions and schematic top view layout of office room and the climate chamber.

4. Results and Discussion

4.1. Flow Pattern and Thermal Conditions

The results of the air temperature for all the cases are shown in Figure 3. In position P1 (Figure 3a)
and P2 (Figure 3b) which are close to the inlets, CMV together with C2-CIJV shows the lowest vertical
temperature gradient. One possible reason for this is that the center velocities of the HDV system
bypass the measurement probes in those positions. HDV shows the highest temperature gradient
compared to CMV or CIJV. One important difference between these three systems is that HDV is
designed to deliver the airstream perpendicular to the supply device surface, see Figures 1 and 2,
compared to the other two systems where the flow is spread out in all directions when reaching the
floor surface.
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(a) Air temperature profiles at P1 (b) Air temperature profiles at P2 

(c) Air temperature profiles at P3 (d) Air temperature profiles at P4 

(e) Air temperature profiles at P5 (f) Air temperature profiles at P6 

Figure 3. Air temperature profiles at position P1 (a), P2 (b), P3 (c), P4 (d), P5 (e) and P6 (f) for all cases.

In position P5 (Figure 3e) which is in the center of the office, the graph shows that the HDV cases
have slightly higher temperatures and higher temperature gradient compared to the other systems.
Another observation that can be seen is that the CMV cases have a lower temperature and temperature
gradient at this position compared to the other ventilation systems. As suggested previously, the
possible reason for this is the high level of entrainment created by this type of air distribution system.

Position P3 (Figure 3c) and P4 (Figure 3d) show a high temperature stratification. These locations
are heavily affected by the external wall and the cold windows. The main driving force behind the
airflows in this region is probably the downdraught flow from the cold windows, which is also shown
in other studies [34–36]. It is also worth noting that P3 has a slightly lower temperature in the lower
part of the room compared to P4. The reason for this is that P3 is adjacent to two windows compared
to position P4 which is only close to one window, as can be seen in Figure 2.
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The velocity profiles at P1 (Figure 4a) and P2 (Figure 4b) showed that the highest velocities were
measured at 0.1 m above the floor level for C2-CMV, C1-CMV and C2-CIJV. In contrast, HDV has very
low velocity compared to the other two ventilation systems at that height. A probable explanation is
that the centerline of the HDV airstream bypasses the P1 and P2 measuring poles. The CMV cases have
the highest velocities of all, reaching as high as 0.5 m/s for C2-CMV. This is explained by the special
configuration of the CMV inlets. By being placed high up in the corner of the room and having a high
supply velocity, the inlet air jets create a high level of entrainment. This results in an airstream with
higher momentum and higher boundary layer thickness compared to the other systems, which was
also evident in the cooling mode study [19].

In position P5 (Figure 4e), CIJV shows slightly lower velocity in the upper part of the room
compared to the other systems. This also results in lower ACEp value for position P5 (T2) compared to
the other systems as seen in Table 4.

The velocities in P3 (Figure 4c) and P4 (Figure 4d) show a stagnation of the air movement. One
probable explanation for this is that the cold air movement is below 0.1 m in the direction towards the
occupied zone and warm air above 1.7 m in the opposite direction towards the ventilation outlet and
the wall facing the climate chamber [37].

The draught levels at P1 (Figure 5a) and P2 (Figure 5b) show a strong connection to the velocity
profiles as expected. Due to high velocities at P1 and P2 the draught levels are higher in this part of the
room for CIJV and CMV.

P5 (Figure 5e) shows acceptable DR levels for all cases, with CIJV showing excellent levels for
both C1 and C2. When comparing C2-CIJV to C2-CMV the results show that the average DR rate at P5
is 0.3% for C2-CIJV and 5.3% for C2-CMV with the highest difference reaching as high as 10% at the
height of 1.7 m.

In position P3 (Figure 5c) and P4 (Figure 5d) the DR is at acceptable levels for all cases. However,
there is a high possibility of cold air coming from the cold side of the office as suggested previously.

Another way to illustrate the correlation between high velocities and high draught rates can be
seen in Figure 6. Figure 6a shows the maximum draught rate (DRmax) based on all the points in each
location at P1–P2, P5 and P3–P4. Figure 6b shows the maximum velocity (Umax) at the same locations.
The strong connection between the high velocities and the high DR is shown in the graph. Another
interesting observation is that in P3–P4 the differences between the different ventilation systems in
terms of (ΔTmax) are almost nonexistent. One probable reason for this is that in this part of the room
the cold wall and windows are having major impact on the flow and temperature pattern. Since the
setting of the outside cold temperature is the same for all cases, the impact should be equal for cases
with the same flow rate and inlet temperature, i.e., C1 and C2.

Table 3 shows that PD in all cases are within category A classification.

Table 3. Local discomfort (PD) due to high vertical air temperature between head and ankle.

Case Position C1-HDV C1-CIJV C1-CMV C2-HDV C2-CIJV C2-CMV

PD

P1 0.8% 0.7% 0.4% 0.9% 0.4% 0.3%
P2 0.8% 0.7% 0.3% 0.8% 0.4% 0.3%
P3 1.2% 1.3% 1.2% 1.2% 1.4% 1.3%
P4 1.0% 1.2% 1.0% 1.0% 1.2% 0.9%
P5 0.8% 0.8% 0.6% 0.8% 0.7% 0.6%
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(a) Velocity profiles at P1 (b) Velocity profiles at P2

 
(c) Velocity profiles at P3 (d) Air temperature profiles at P4 

(e) Air temperature profiles at P5 (f) Air temperature profiles at P6 

Figure 4. Velocity profiles at position P1 (a), P2 (b), P3 (c), P4 (d), P5 (e) and P6 (f) for all cases.
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(a) Draught levels at P1 (b) Draught levels at P2

(c) Draught levels at P3 (d) Draught levels at P4 

(e) Draught levels at P5 (f) Draught levels at P6 

Figure 5. Draught levels at position P1 (a), P2 (b), P3 (c), P4 (d), P5 (e) and P6 (f) for all cases.

102



Energies 2019, 12, 1835

Figure 6. Maximum draught rate (a), maximum velocity (b) and maximum temperature difference (c)
in positions P1–P2, P5 and P3–P4.

4.2. Ventilation Effectiveness

The ACEp values presented in Table 4 show that C2-CMV has the most uniform ACEp when
compared to the other systems due to the high entrainment it creates when entering the room. However,
all the cases show similar ACEp. This indicates that the air is equally “fresh” at breathing level in all
the measuring locations, corresponding to an IAQ that equals to a fully mixed condition.

Table 4. Air change effectiveness (ACE), local and average, and air exchange effectiveness (AEE) for
all cases.

Case Position C1-HDV C1-CIJV C1-CMV C2-HDV C2-CIJV C2-CMV

ACEp

T1 1.05 1.02 1.03 1.04 1.01 1.03
T2 1.09 1.05 1.07 1.09 1.06 1.07

T3 1 1.05 1.06 1.01 1.02 0.98 1.02
T4 1.01 1.06 1.06 1.03 1.00 1.00
T5 1.15 1.14 1.13 1.19 1.12 1.08

ACEavg
2 1.07 1.07 1.06 1.07 1.03 1.04

AEE 0.51 0.51 0.52 0.51 0.49 0.51
1 The location was in the occupied zone close to the mannequin, as also shown in Figure 2. 2 ACEavg is the average
ACE value for the measuring points T1–T5.

At position T3 located close to the mannequin the best performance is achieved by C1-CIJV and
C1-HDV, although by a very small margin. Not surprisingly at T5, which is close to the inlets, the
highest values of ACEp are obtained. Overall, the ventilation systems all perform very similar, at
breathing level, to a MV with values close to 1. This is different when compared to the previous study
in which HDV and CIJV operated in cooling mode [19].

The AEE values are close to each other in all cases. The reason for this is that AEE takes into
account the mean age of air for the entire room. This means that a case can have high ACEp values in
some zones, but lower values in others.

Table 5 shows the average εT′ of the heights 0.1, 0.6 and 1.1m for all studied cases. These results
suggest that the studied ventilation systems produce similar results in heating mode when evaluating
the ventilation effectiveness in the occupied zone.
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Table 5. Average εT in locations P1–P7 for all cases.

Case Position C1-HDV C1-CIJV C1-CMV C2-HDV C2-CIJV C2-CMV

εT
1

P1 0.66 0.70 0.87 0.61 0.70 0.93
P2 0.66 0.69 0.84 0.59 0.67 0.88
P3 0.53 0.53 0.56 0.46 0.44 0.52
P4 0.58 0.58 0.60 0.50 0.49 0.58
P5 0.69 0.69 0.67 0.61 0.58 0.63

εT
2 P6 1.07 1.24 1.15 1.13 1.11 1.24

P7 0.93 1.01 1.00 0.95 0.95 1.04
1 calculated by using the arithmetic mean air temperature of the heights 0.1, 0.6, and 1.1 m. 2 calculated by using the
arithmetic mean air temperature of the height 1.1 m only.

To summarize the results, HDV and CIJV provide similar ventilation effectiveness to CMV. As for
local thermal comfort evaluation, the results show a small advantage for CIJV in the occupied zone. It
is worth mentioning that the flow pattern of the downdraught from the windows has a major impact
on the overall airflow pattern in the room. Hence, further studies are recommended in order to fully
evaluate the effects of downdraught on the performance of these air distribution systems operating in
heating mode.

5. Conclusions

These are the most significant conclusion:

• CIJV and HDV perform similar to a mixing ventilation in terms of ventilation effectiveness close
to the workstations.

• CIJV performs slightly better that the other systems regarding local thermal comfort close to
the workstations

This indicates that these systems can perform as good as MV when used in offices that requires
moderate heating. This also provides the possibility of using CIJV and HDV both for heating and
cooling. It is important to note that this study was based only on one-room geometry and one
configuration of workstation placement in the room. Further studies have to be conducted in order to
evaluate corner impinging jet ventilation and hybrid displacement ventilation in more details and also
to evaluate different location for the workstations, different heating demands, different locations for
the supply inlets, different supply temperatures, etc.
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Nomenclature

ACE air change effectiveness [-]
ACEavg average spatial air change effectiveness in a region [-]
ACEp local air change effectiveness [-]
AEE air exchange effectiveness [-]
Ari inlet Archimedes number [-]
CIJV corner impinging jet ventilation
CMV corner mixing ventilation
DR draught rate [%]
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DRmax maximum draught rate between 0.1 m and 1.7 m above floor level [%]
DV displacement ventilation
HDV hybrid displacement ventilation
IAQ indoor air quality
IJV impinging jet ventilation
MV mixing ventilation
PD percentage dissatisfied due to vertical air temperature difference [%]
T0.1,0.6,1.1 arithmetic mean air temperature based on the values at height 0.1, 0.6 and 1.1 m [◦C]
Ti mean supply air temperature [◦C]
To mean outlet air temperature [◦C]
ΔT0.1−1.1 vertical air temperature gradient between 0.1 m and 1.1 m above floor level [◦C]
ΔTmax maximum air temperature gradient between 0.1 m and 1.7 m above floor level [◦C]
uin nominal inlet air velocity [m/s]
Umax maximum air velocity between 0.1 m and 1.7 m above floor level [m/s]
W power [kg·m2·s−3]
εT′ temperature effectiveness [–]
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Abstract: The performance of a newly designed corner impinging jet air distribution method with an
equilateral triangle cross section was evaluated experimentally and compared to that of two more
traditional methods (mixing and displacement ventilation). At nine evenly chosen positions with
four standard vertical points, air velocity, turbulence intensity, temperature, and tracer gas decay
measurements were conducted for all systems. The results show that the new method behaves as a
displacement ventilation system, with high air change effectiveness and stratified flow pattern and
temperature field. Both local air change effectiveness and air exchange effectiveness of the corner
impinging jet showed high quality and promising results, which is a good indicator of ventilation
effectiveness. The results also indicate that there is a possibility to slightly lower the airflow rates for
the new air distribution system, while still meeting the requirements for thermal comfort and indoor
air quality, thereby reducing fan energy usage. The draught rate was also lower for corner impinging
jet compared to the other tested air distribution methods. The findings of this research show that the
corner impinging jet method can be used for office ventilation.

Keywords: corner impinging jet; mixing ventilation; displacement ventilation; tracer gas; air
exchange effectiveness; local air change effectiveness; draught rate

1. Introduction

As humans spend more time indoors than outdoors, the importance of having a good indoor
environment becomes crucial when designing or renovating buildings. Whether we are at home, at the
office, or at school, a good indoor climate is important for several reasons, such as having fresh air,
maintaining a high work performance [1] and a good cognitive function [2], and complying with
state and local regulations. One of the most important systems for controlling the indoor climate is
the ventilation system. This is also one of the components in a building that requires a lot of energy,
which is also an important issue to address, since buildings accounted for roughly 22% of total world
energy use in 2016 [3]. There are several types of air distribution systems that work in different ways.
Some of these have been researched extensively, while others are still in the evaluation stage.

One of these systems is called displacement ventilation (DV). Ventilation based on this type of
device enters the room at a relatively low speed and at low height, close to the floor. When used
for cooling the space, the inlet air will fall to the floor level and continue flowing out in the space
until it encounters heat sources. It will then start to heat up and rise as a result of buoyancy effects,
moving to the upper part of the space, where it will usually exit from an extraction point located
close to the ceiling. There has been a lot of research on this type of ventilation. In the early 2000s,
a research group examined whether the indoor air quality (IAQ) in the breathing zone was better than
the average IAQ in the occupied zone, and the results showed that there was a 35–50% improvement
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in the breathing zone due to the buoyancy effect around the mannequin body [4]. In a more recent
publication, four different ventilation systems were compared in terms of ventilation efficiency, thermal
comfort and energy-saving potential by using numerical simulations. The four systems compared
were DV, mixing ventilation (MV), wall confluent jets ventilation (WCJ), and impinging jet ventilation
(IJV). The comparison was done for an office environment. The results showed that DV was better than
the other air delivery systems in all areas except when evaluating the vertical temperature gradient
between ankle and neck levels for a standing person [5]. Other research groups have also concluded
that DV is more suitable for cooling by exhibiting higher ventilation and energy effectiveness. It also
creates a temperature stratification which facilitates the concentration of pollutants in the lower strata
of the occupied space [6–8].

Another type of air distribution system is IJV, which has been the subject of much research [9–13].
However, very few studies have examined multiple inlet devices based on IJV. In an early
study, Karimipanah and Awbi [14] compared IJV to wall displacement ventilation in a laboratory
classroom. They tested several key parameters such as ventilation efficiency, local mean age of air,
and other characteristic parameters both experimentally and by numerical simulations. One of the
conclusions of their research was that the IJV system showed a slight improvement in mean age of
air and velocity distributions due to a better balance between buoyancy and momentum forces.
Similarly, Koufi et al. [15] also reached the conclusion that IJV has higher ventilation effectiveness.
They conducted a numerical simulation by comparing two types of MV, DV and IJV, investigated
under isothermal conditions.

In another study, numerical simulations were carried out to evaluate IJV, MV, and DV. One of
the results of that study showed that IJV has an advantage over DV in that it can also be used for
heating in winter time; also, IJV was found to distribute air more efficiently to the occupied zone when
compared to a top–top-configured MV [16].

IJV has been classified by some researchers as a hybrid system [5,17,18] in that it combines the
positive effects of both MV and DV to overcome the shortcomings of the DV system, for example the
limitation in covering the entire floor area due to low velocity.

An interesting placement of an IJV device is in the corners of a room. In this study, this configuration
is called corner impinging jet ventilation (CIJV). One aspect of CIJV is the possibility of having
a non-intrusive supply device, i.e., the device can almost be hidden in the corner of the room.
This property increases the value of this device compared to others that are installed in the middle of a
wall section. To the authors’ best of knowledge, there has not been any experimental research carried
out to evaluate multiple IJV devices placed in the corners of an office room.

It is also important to consider some shortcomings of this type of system. The region in front
of the jet impact area must be cleared from any furniture or objects for proper operation, and the
possibility of stratification discomfort and draft might occur near the supply device [19].

Finally, the most common ventilation system used in buildings today is MV. This system can be
installed in various configurations. This type of ventilation has been researched extensively. In one
study [20], an experimental investigation was conducted comparing MV to confluent jet ventilation
and a floor-mounted underfloor air distribution system. This investigation was conducted in a
medium-sized open-plan office which included six workstations. The study focused on the thermal
comfort performance of these systems, and the conclusion reached was that MV had some shortcomings
in terms of higher draught in the occupied zone and lower heat removal capacity compared to the
other systems. Similar investigative comparisons between MV and other types of ventilation system
to evaluate thermal comfort and/or ventilation effectiveness have been made by many research
groups [6,21–28].

This article focuses on the experimental evaluation of the potential benefits of a newly designed
impinging jet ventilation system located in the corners of an office-type environment. The CIJV
system was compared to two other separate systems based on DV and MV, to evaluate heat removal
effectiveness, local thermal comfort, and indoor air quality in the occupants’ breathing zone. The DV
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supply device used in this study was designed for relatively high momentum compared to traditional
DV devices. The supply devices for MV were located high in the room corners, providing a type of
ventilation hereby called corner mixing ventilation (CMV).

2. Theory and Mathematical Models

This section provides an overview and explanation of the key definitions of indoor climate indices
which are used in this study. According to ISO 7730 [29], the draught rate (DR) describes the discomfort
a person experiences due to unwanted cooling of the human body. This index is a function of air
temperature, air velocity, and turbulent intensity, and predicts the percentage of dissatisfaction due to
draft. This is estimated by

DR =
(
3.14 + 0.37·ua·Ip

)
(34 − Ta)(ua − 0.05)0.62

For ua < 0.05 m/s use ua = 0.05 m/s
For DR > 100% use DR = 100%,

(1)

where ua is the mean air velocity, Ip is the local turbulence intensity, and Ta is the local temperature.
Another index, the percentage dissatisfied (PD), is related to the local discomfort due to a high

vertical air temperature difference between head and ankle. In this study, the temperature difference,
ΔT0.1–1.1 between the ankle level (0.1 m) and the neck level for a seated person (1.1 m) was used.
According to ISO 7730, PD is estimated by

PD =
100(%)

1 + exp(5.76 − 0.856·ΔT0.1−1.1)
. (2)

In ISO 7730, the local thermal comfort is categorized into three levels (A, B, and C) for office
environments. Table 1 shows the criteria for each category.

Table 1. Local thermal comfort category based on ISO 7730. DR: draught rate PD: percentage dissatisfied.

Category DR Maximum Mean Air Speed (m/s) PD

Summer Winter

A <10% 0.12 0.10 <3%
B <20% 0.19 0.16 <5%
C <30% 0.24 0.21 <10%

Temperature effectiveness (εT) [30–33] is a parameter that can be used to evaluate the effectiveness
of heat removal and is defined by

εT =
(To − Ti)(

T0.1, 0.6,1.1 − Ti
) , (3)

where T0.1,0.6,1.1 is the arithmetic mean air temperature of the heights 0.1, 0.6, and 1.1 m, To is the outlet
air temperature, and Ti is the supply air temperature.

The evaluation of ventilation effectiveness can be done in multiple ways. Two commonly used
indices related to IAQ are air exchange effectiveness (AEE) and air change effectiveness (ACE) [34–36].
The guidelines in ASHRAE Standard 129-1997 [34] require measuring ACE in 25% of the workstations
or measuring a minimum of 10 locations throughout the evaluated space. Another way to calculate
AEE is to make measurements at the exhaust location. These indices have been utilized by many
researchers for evaluating indoor environments using different tracer gas techniques [21,22,37–44].

The definition of local mean age of air is the average time it takes for fresh air to travel from an
inlet to any place in the room [40,45,46]. The air at the examined place is a mixture of components of
the air present in the room for different lengths of time. The supply air should be distributed in such a
way that the occupants are “flushed” with fresh air at the breathing level. The local mean age of air,
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τp, at a specific point is calculated from sampled tracer gas concentration histories. By utilizing the
step-down tracer method, the local mean age of air is obtained by

τp =
1

Cp(0)

∞∫
0

Cp(t)dt , (4)

where the start of the decay corresponds to a time of zero with initial concentration Cp(0), and Cp(t) is
the tracer gas concentration at time t.

The mean age of air for the entire space, 〈τ〉, is calculated by

〈τ〉 =
∫ ∞

0 tC0(t)dt∫ ∞
0 C0(t)dt

. (5)

AEE is calculated by

AEE =
τn

2〈τ〉 , (6)

where τn is the nominal time constant defined as the reciprocal of the nominal air exchange rate.
〈τ〉 represents the mean age of air at the ventilation outlet obtained from tracer gas

measurements [45]. τn is calculated by

τn =
V
qv

, (7)

where V is the volume of the room, and qv is the ventilation flow rate.
ACE relates to local air change effectiveness (ACEp) or average spatial air change effectiveness

in a region (ACEavg) within the breathing level against the nominal time constant of the ventilation
system. They are defined by

ACEp =
τn

τp
(8)

and
ACEavg =

τn

τavg
. (9)

Here, τp is the local age of air in a considered point, and τavg is the arithmetic average age of air
for several points. A reference case (ACE = 1.0) is used, which is correspond to perfect air mixing.

The inlet Archimedes number (Ari) [47,48] is a measure of the relative importance of buoyant and
inertia forces. Ari is important in building airflows because it combines two important ventilation
design parameters, i.e., supply air velocity and room temperature difference. Ari is defined by

Ari = g· (Tr − Ti)

Tr
·
√

Ae

(uin)
2 , (10)

where g is the gravitational acceleration, Tr [K] is the mean air temperature in the center of the room at
1.7 m above floor level, Ti [K] is the mean supply air temperature, Ae is the inlet supply opening area,
and uin is the nominal inlet air velocity.

3. Experimental Set-Up

The study was carried out in a medium-sized mock-up of an open-plan office room, 7.2 (L) × 4.1 (W)
× 2.67 (H) m. The room resembled a medium-sized open office space with three interior walls and one
exterior wall. The room was divided into two sections that were occupied by two workstations, each
containing a desk, a chair, and a seated thermal mannequin, as can be seen in Figure 1. The composition
of the side walls from the inside to the outside were as follows: 15 mm wood sheet, 35 mm air gap,
15 mm wood sheet, 190 mm insulation, and 5 mm wood sheet. The floor and the main ceiling were
insulated by a 150 mm-thick layer of mineral wool and covered by a layer of plastic sheet to reduce
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air infiltration. The suspended ceiling consisted of 60 cm × 60 cm fiberglass tiles and was located
31 cm below the main ceiling. The location of the room was inside a large laboratory hall with a steady
temperature of 24.6 ◦C ± 0.9 ◦C during the measurement periods. The supply inlets were installed in
the corners of the south wall. The main air inlet was in the middle of the wall section, and air was
delivered to each device through well-insulated (20 mm mineral wool) ventilation tubes. The first
supply devices (A) were installed in the lower section of the corners. The height location of these
devices was similar to those used by many other researchers [4,8,14,17,49,50]. These devices represent
DV. The second set of supply devices (B) represents CIJV. The shape of the outlet was an equilateral
triangle, and the air entered the room at the height of 80 cm above the floor level. The last supply
devices (C) were suspended 15 cm from the ceiling. These devices represent CMV, and the air entered
the room from an inlet which had a circular shape and a diameter of 80 mm. In addition to the two
mannequins, two heat sources were also placed on the side of the tables. There was only one outlet,
which was located on the ceiling close to the north wall. A climate chamber was built up in connection
to the north wall of the test room where three windows were located. For velocity and temperature
measurements, 27 low-velocity omnidirectional thermistor anemometers were used. The thermistor
and the logger system, CTA88, were designed and calibrated for velocities between 0.0 and 1.0 m/s.
The turbulence intensity was calculated by the following equation

Ip =
urms

U
·100(%) , (11)

where urms is the root mean square of the turbulent velocity fluctuations, and U is the mean velocity.
Measurements were performed at seven locations in the room. For position P1 through P4, the heights
used were 0.1, 0.6, 1.1, and 1.7 m. For P5, 0.1, 0.3, 0.6, 0.8, 1.1, 1.4, and 1.7 m were used, and for P-6
and P-7, only 1.1 and 1.7 m were used. The sampling interval for all measurements was set to 600 s.
The velocity was measured with an accuracy of ±0.05 m/s excluding the directional error with the
response time of 0.2 s to 90% of a step change. The uncertainty of temperature measurements was
±0.2 ◦C with the response time of 12 s to 90% of value in still air. The temperatures of the supply
inlets, exhaust, and surrounding laboratory were measured by using T-type (copper–constantan)
thermocouples connected to an Agilent 34970A data logger and a computer. In order to confirm that
the accuracy of the thermocouples and logger were in the expected range, all measuring devices were
calibrated before and after the measurements.

 

Figure 1. Layout of the test chamber. Three supply devices are illustrated for displacement ventilation
(DV, A), corner impinging jet ventilation (CIJV, B), and corner mixing ventilation (CMV, C).
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Nine cases were studied which are listed in Table 2. The primary supply air temperature was
maintained around 17.6 ◦C except for case C1-CMV which was 0.3 ◦C lower. It is important to mention
that the comparisons were done in a non-dimensional form for all cases. The mannequins used in
the experiments had the same surface area as a human, and each produced 100 W of heat in a sitting
position. They were made of galvanized tube 0.32 m in diameter and covered with fabric to emit the
same level of radiation as a normal person. Two black painted metal cylinders containing a halogen
lamp generated 75 W of heat each when used in the experiments. There was also heat generation from
the measuring equipment that amounted to 39 W. The nominal inlet air velocity and inlet Archimedes
number were calculated on the basis of Ae for each supply device and case. The Ae for DV, CIJV, and
CMV were 299, 133, and 50 cm2, respectively.

Table 2. Case conditions for different ventilation systems.

Case
Ventilation

System
Supply Flow

Rate [L/s]
Occupant

[W]
Equipment

[W]
Inlet Temp.

[◦C]
uin [m/s] Ari × 10−4

C1-DV DV 2 × 20 2 × 100 - 17.6 0.67 649
C1-CIJV CIJV 2 × 20 2 × 100 - 17.6 1.51 91
C1-CMV CMV 2 × 20 2 × 100 - 17.3 3.98 8
C2-DV DV 2 × 20 2 × 100 2 × 75 17.6 0.67 787

C2-CIJV CIJV 2 × 20 2 × 100 2 × 75 17.6 1.51 104
C2-CMV CMV 2 × 20 2 × 100 2 × 75 17.6 3.98 9
C3-DV DV 2 × 30 2 × 100 2 × 75 17.6 1.00 317

C3-CIJV CIJV 2 × 30 2 × 100 2 × 75 17.6 2.26 39
C3-CMV CMV 2 × 30 2 × 100 2 × 75 17.6 5.97 3

The measurement positions and other components of the experimental set-up are shown in
Figure 2. Sulfur hexafluoride (SF6) was used as the tracer gas in this study. The measurements were
performed at six locations in the room, at a height of 1.1 m. These were labeled T1 up to T5. The sixth
location was at the outlet. During the experiments, the test room was exposed to about 350 ppm of SF6.
Gas chromatography (GC) was used to measure the concentration of the gas in air samples. In each
tracer gas test, air samples were collected via a pump connected to the GC and analyzed from five
fixed locations in the room and one in the outlet. The measurements were repeated three times to
ensure the validity of the results. The average deviation between the three measurements ranged
between 1 to 3%. The uncertainty of measurements of mean age of air was ±2.5%, but, when including
airflow variation, pressure balancing, air leakage, etc., this value might increase. The uncertainty of
ACE in this study was estimated to be in compliance with Appendix E of ASHRAE Standard 129 [34].

 

Figure 2. Measurement positions and schematic top-view layout of the office room.
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The final estimated uncertainty of measured values of ACE was around 7% which was based on
the negligible air leakage and the measuring accuracy of the equipment. This result is close to those
reported by some other laboratory studies [42–45].

4. Results and Discussion

4.1. Flow Pattern and Thermal Conditions

The results of the dimensionless air temperature (DAT) for all the cases are shown in Figure 3.
DAT is defined as a dimensionless value to compare the vertical air temperature profile between
different cases and is defined as

DAT =
Ta − Ti
To − Ti

. (12)

 
(a) DAT profiles at P1 (b) DAT profiles at P2 

 
(c) DAT profiles at P3 (d) DAT profiles at P4 

 
(e) DAT profiles at P5 (f) DAT profiles at P6 

Figure 3. Dimensionless vertical air temperature (DAT) profiles at positions P1 (a), P2 (b), P3 (c), P4
(d), P5 (e), and P6 (f) for all cases.

In position P1 (Figure 3a) and P2 (Figure 3b), which were close to the inlets, C2-DV showed the
largest vertical temperate gradient, followed by C2-CIJV. The cases that showed the lowest gradient
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were C1-CMV and C3-CMV. The air in C2-CIJV entered the room closely attached to the wall before
hitting the floor area in the corner of the room. It then moved and spread out as a layer over the
floor area.

The air entrainment for C2-DV and C2-CIJV streams was lower compared to that for C2-CMV.
Another observation is that the temperature profiles of C2-DV and C2-CIJV were very similar. When
comparing C1 to C2 for DV and CIJV, the extra added heat in C2 generated more stratification.
The results of P1 and P2 also showed a good level of symmetry.

In position P5 (Figure 3e), which was in the center of the office, the DAT values decreased
compared to P1 and P2 because this area was located further away from the inlets, and the mannequins
were in close proximity to this location. Although the stratification levels decreased for DV and CIJV,
they were still larger than for CMV.

Positions P3 (Figure 3c) and P4 (Figure 3d) showed a similar pattern as P1 and P2 but with slightly
lower gradients. The reason for this is that the temperature of the airstream along the floor increased
with the distance from the supply devices.

The thermal stratification enhancement created by DV and CIJV are in agreement with other
research results [5,10,51–54]. P6 (Figure 3f) location was above the table and was similar to P7.

The velocity profiles at P1 (Figure 4a) and P2 (Figure 4b) showed that the highest velocities were
measured at 0.1 m above the floor level in all cases. The CMV cases showed the highest velocities,
reaching 0.7 m/s for C3-CMV. This is explained by the special configuration of the CMV inlets. By being
placed high up in the corner of the room and having a high supply velocity, the inlet air jets had a
high level of entrainment. This created an airstream with higher momentum and higher boundary
layer thickness compared to the other systems. In comparison, the airstreams for DV and CIJV had a
thinner boundary layer when reaching P1 and P2. One can assume that the locations of the maximum
air velocities were below 0.1 m for these systems.

 
(a) Velocity profiles at P1 (b) Velocity profiles at P2 

 
(c) Velocity profiles at P3 (d) Velocity profiles at P4 

Figure 4. Cont.
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(e) Velocity profiles at P5 (f) Velocity profiles at P6 

Figure 4. Velocity profiles at positions P1 (a), P2 (b), P3 (c), P4 (d), P5 (e), and P6 (f) for all cases.

In position P5 (Figure 4e), the velocities decreased in all cases compared to P1 and P2, except
for C3-DV. One possible explanation for this is that the two airstreams merged at some point before
reaching P5, with a combined momentum from both streams. It is also worth mentioning that P1 and
P2 were not in the direct centerline of the airstreams and were not recording the center velocities of
these streams.

The draught levels at P1 (Figure 5a) and P2 (Figure 5b) showed a strong connection to the velocity
profiles. Because of the high velocities at P1 and P2, the draught levels were higher than normal in this
part of the room. According to the ISO 7730 classifications, none of the cases was able to obtain category
A. In one case, C3-CMV, it did not even pass the lowest category C. Continuing to P5 (Figure 5e),
the DR decreased considerably, except for C3-DV and C3-CMV. The DR for all other cases was below
10% (category A). High levels of DR for MV compared to IJV have been shown in a previous study as
well [5].

 
(a) Draught levels at P1 (b) Draught levels at P2 

 
(c) Draught levels at P3 (d) Draught levels at P4 

Figure 5. Cont.
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(e) Draught levels at P5 (f) Draught levels at P6 

Figure 5. Draught levels at position P1 (a), P2 (b), P3 (c), P4 (d), P5 (e), and P6 (f) for all cases.

In position P3 (Figure 5c) and P4 (Figure 5d), the DR were at acceptable levels, except for C3-DV,
for which it was slightly above 10% at 0.1 m.

Another way to illustrate the correlation between high velocities and high draught rates can
be seen in Figure 6. Figure 6a shows the maximum draught rate (DRmax) based on all the points in
each location at P1–P2, P5, and P3–P4. Figure 6b shows the maximum velocity (Umax) at the same
locations, and Figure 6c shows the maximum temperature difference (ΔTmax). In the case of C3-CMV,
it can be observed that ΔTmax did not change between P5 and P3–P4 locations, but DRmax decreased
considerably. This indicates a strong dependency of draught on velocity rates. Table 3 shows that PD
was within category A classification for all cases.

 
Figure 6. (a) Maximum draught rate, (b) maximum velocity, and (c) maximum temperature difference
in positions P1–P2, P5, and P3–P4.

Table 3. Local discomfort (PD) due to high vertical air temperature difference between head and ankle.

Case Position C1-DV C1-CIJV C1-CMV C2-DV C2-CIJV C2-CMV C3-DV C3-CIJV C3-CMV

PD P1 1.2% 1.1% 0.6% 1.9% 1.3% 0.5% 1.0% 0.7% 0.5%
P2 1.2% 1.0% 0.5% 1.7% 1.2% 0.6% 1.1% 0.7% 0.5%
P3 0.7% 0.5% 0.3% 0.9% 0.7% 0.4% 0.6% 0.4% 0.3%
P4 0.6% 0.4% 0.4% 0.8% 0.6% 0.4% 0.7% 0.4% 0.4%
P5 0.8% 0.7% 0.3% 1.3% 1.0% 0.3% 1.2% 0.5% 0.3%
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4.2. Ventilation Effectiveness

The ACEp values presented in Table 4 show that CMV had the most uniform ACEp compared to
the other systems. This indicated that the air was equally “fresh” in all the measuring locations and
was well mixed. At position T3 located close to the mannequin, the best performance was achieved
by DV, followed closely by CIJV. In DV and CIJV, the air was distributed as a layer over the floor
area. The thickness and velocity of the layer was dependent on the shape and configuration of the
supply device, and, as mentioned previously, the supply air in DV had a narrow and straightforward
trajectory when entering the room, while, in CIJV, it spread out evenly across the floor when the air jet
from the inlet hit the floor surface, as shown in previous studies [5,11].

Table 4. Air change effectiveness (ACE), local and average, and air exchange effectiveness (AEE) for
all cases.

Case Position C1-DV C1-CIJV C1-CMV C2-DV C2-CIJV C2-CMV C3-DV C3-CIJV C3-CMV

ACEp

T1 1.64 1.47 1.05 1.15 1.39 1.13 1.34 1.13 1.03
T2 1.41 1.46 1.08 1.09 1.25 1.15 1.25 1.21 1.06

T3 1 1.61 1.55 1.07 1.50 1.37 1.14 1.30 1.17 1.04
T4 1.47 1.54 1.03 1.32 1.38 1.11 1.32 1.14 1.01
T5 1.33 1.38 1.06 1.04 1.17 1.13 1.21 1.26 1.03

ACEavg
2 1.48 1.47 1.06 1.20 1.31 1.13 1.28 1.18 1.03

AEE 0.58 0.61 0.52 0.56 0.54 0.55 0.55 0.53 0.50
1 The location was in the occupied zone close to the mannequin, as also shown in Figure 2. 2 ACEavg is the average
ACE value for the measuring points T1–T5.

The AEE values were close to each other in all cases. The reason for this is that AEE takes into
account the mean age of air for the entire room. This means that it is possible to have high ACEp values
in some zones, but lower values in others. C1-DV and C1-CIJV had the highest ACEavg, which were
the average ACEp values for T1–T5. Higher ACEavg also led to slightly higher AEE values, as seen in
Table 4.

Table 5 shows that εT was lower for the CMV cases compared to the other systems at P1–P5.
DV and CIJV performed best in the occupied zone (P5), excluding P6–P7. This result followed the same
pattern as ACEp results, when comparing the three systems. Close to the heat sources, for example,
the mannequins, DV and CIJV outperformed CMV in terms of both ACE and εT .

Table 5. Average εT in locations P1–P7 for all cases.

Case Position C1-DV C1-CIJV C1-CMV C2-DV C2-CIJV C2-CMV C3-DV C3-CIJV C3-CMV

εT
1

P1 1.25 1.24 1.08 1.30 1.30 1.14 1.31 1.31 1.00
P2 1.26 1.24 1.08 1.32 1.31 1.15 1.34 1.32 1.01
P3 1.22 1.2 1.09 1.27 1.25 1.15 1.37 1.29 1.02
P4 1.21 1.18 1.08 1.26 1.23 1.14 1.36 1.28 1.01
P5 1.15 1.13 1.08 1.20 1.17 1.14 1.27 1.24 1.01

εT
2 P6 0.97 0.99 0.95 1.01 1.01 1.02 1.07 1.07 0.87

P7 1.00 1.04 1.01 1.05 1.06 1.08 1.12 1.14 0.92
1 calculated by using the arithmetic mean air temperature of the heights 0.1, 0.6, and 1.1 m. 2 calculated by using the
arithmetic mean air temperature of the height 1.1 m only.

To summarize the results, we found that DV and CIJV provided better heat removal efficiency and
fresher air in the occupied areas of the room compared to CMV. However, DV had some shortcomings
when evaluating the draught rates which were highly dependent on the velocity rates.

CMV behaved very similar to a regular mixing system, with low temperature stratification and
even levels of ACE and εT in the evaluated locations, compared to the other systems.

117



Energies 2019, 12, 1354

5. Conclusions

The findings show that the corner impinging jet air distribution system behaves very similar
to the DV system and performs slightly better considering the draught rate. This study also shows
that CIJV is a viable option when choosing an air distribution system for a medium-sized office room.
The draught rates for this system were within the required levels in ISO 7730 for the occupied zone.
Since CIJV obtained high values for both ACE and εT , there is a possibility to slightly lower the supply
rates in order to reduce fan energy usage, while still meeting the requirements for thermal comfort and
IAQ. Although DV performed similar to CIJV, the special design of the supply inlets for this system
resulted in an increase of DR in the occupied zone. It is important to note that this study was based
only on one-room geometry and one configuration of workstation placement in the room. Typical
DV systems are not designed for heating mode, which is believed to be a shortcoming of the system
because of the dominance of thermal forces to momentum forces. In contrast, the impinging jet system,
with its higher momentum, overcomes this shortcoming. Further studies have to be conducted in
order to evaluate the corner impinging jet when the outside temperature is lower than the inside
one (heating mode), with different room geometries, and with different set-ups of the workstations.
Finally, the promising results and the simplicity of installation and design make corner impinging jet
ventilation an interesting research topic for the scientific community.
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Nomenclature

ACE air change effectiveness [-]
ACEavg average spatial air change effectiveness in a region [-]
ACEp local air change effectiveness [-]
AEE air exchange effectiveness [-]
Ari inlet Archimedes number [-]
CIJV corner impinging jet ventilation
CMV corner mixing ventilation
DAT dimensionless vertical air temperature [-]
DR draught rate [%]
DRmax maximum draught rate between 0.1 m and 1.7 m above floor level [%]
DV displacement ventilation
IAQ indoor air quality
IJV impinging jet ventilation
MV mixing ventilation
PD percentage dissatisfied due to vertical air temperature difference [%]
WCJ wall confluent jets ventilation
Ae inlet supply opening area [m2]
Cp local tracer gas concentration [ppm]
Co tracer gas concentration at outlet [ppm]
Ip local turbulent intensity [-]
g gravitational acceleration [m/s2]
qv ventilation flow rate [m3/s]
urms the root mean square of turbulent velocity fluctuations [m/s]
t time [s]
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T0.1,0.6,1.1 arithmetic mean air temperature based on the values at the heights of 0.1, 0.6, and 1.1 m [◦C]
Ta local air temperature [◦C]
Ti mean supply air temperature [◦C], [K]
To mean outlet air temperature [◦C]
Tr mean air temperature in the center of the room at 1.7 m above floor level [◦C], [K]
ΔT0.1−1.1 vertical air temperature gradient between 0.1 m and 1.1 m above floor level [◦C]
ΔTmax maximum air temperature gradient between 0.1 m and 1.7 m above floor level [◦C]
ua local air velocity [m/s]
uin nominal inlet air velocity [m/s]
U mean air velocity [m/s]
Umax maximum air velocity between 0.1 m and 1.7 m above floor level [m/s]
V volume [m3]
εT temperature effectiveness [-]
〈τ〉 room mean age of air [s]
τn nominal time constant [s]
τavg arithmetic average age of air [s]
τp local mean age of air [s]
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Abstract: Energy saving is one of the most important research directions in the building sector.
Personalized ventilation systems are energy conscious solutions providing fresh air for the occupants.
As a side effect, cooling energy can be saved due to higher convective heat removal. Using the
data gathered from previous experiments performed with the developed personalized ventilation
system, a ±1.408 ◦C accurate simulation model was created in ANSYS 19.2 Academic version in
order to determine the temperature distribution on the face. In this paper, the method and the
first results are presented. It was clearly demonstrated by measurements and simulations that the
personalized ventilation equipment used has a considerable effect on the skin temperature of the face.
The developed model can be used to analyze the skin temperature on the faces of people using
the novel, personalized ventilation equipment. This way the time spent on examination can be
reduced considerably.

Keywords: air jet; personalized ventilation; skin temperature; CFD; thermal analysis

1. Introduction

Buildings are responsible for about 40% of the total energy consumption in the European Union.
The situation is similar in the United States and other countries. This is the reason why energy saving
in the building sector has been getting more and more important in the last decades. The share of
heating and cooling energy demand depends on the local climate conditions. However, it can be stated
that in summer periods, the number of heat waves and the temperature amplitude is increasing [1].
In European countries the energy performance directive encourages member states to only build
nearly zero-energy buildings in the future [2,3]. In countries where heating represents 60–70% of the
total energy use of a building, severe requirements were adopted regarding thermal performance of
the building envelope in order to reduce heat losses. New insulation materials are tested in order to
meet the requirements with lower thicknesses [4–6]. However, in such buildings small heat loads can
lead to high indoor temperatures. To optimize the facade solutions, including window properties,
external wall insulation, window-to-wall ratio, and external shading, simulations and cost optimization
calculations were performed even in cold climates [7]. In case of free-running office or educational
buildings with large glazed areas, extreme high indoor temperatures may appear [8,9]. In case of
new buildings, the improved air tightness of the envelope may lead to the increase of carbon dioxide
concentration and humidity of the indoor air [10]. Complex studies have to be performed in order
to choose the appropriate ventilation strategy [11]. Advanced personalized ventilation (PV) systems
may be an energy conscious solution to assure proper air quality and thermal comfort in buildings.
According to Melikov, the focus must be shifted from total volume air distribution to advanced air
distribution based on the following principles [12]:
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• remove/reduce the air pollution and generated heat (when not needed) locally;
• provide clean air, also heating and cooling, where, when, and as much as needed;
• make active control of the air distribution possible;
• involve each occupant in creating his/her own preferred microenvironment.

Schiavon et al. found that the energy consumption of PV is 51% lower compared to mixing
ventilation [13]. Having lower air flow will lead to lower energy consumption for cooling. Pan et al.
proved that energy savings up to 45% can be obtained by comparing a partition-type fan coil unit with
a central air conditioning system [14].

PV has the advantage that each occupant is authorized to optimize and control the temperature,
flow rate (local air velocity), and direction of the locally supplied air flow [15]. Zhang et al.
demonstrated that the local discomfort caused by stratification of the air temperature can be reduced
by PV’s and the stratification can be higher [16]. It was shown that by applying 0.8 m s−1 air velocity
around the head, the acceptable stratification goes up to 6 ◦C if the air temperature around the head is
26.8 ◦C. In the face skin, the number of thermo-receptors is high in comparison to other body segments.
According to Lynette Jones, there are more cold spots than warm spots, the density of spots varies
across the body, and the time to respond to a cold stimulus is significantly shorter than to a warm
stimulus [17]. This is the reason why PV systems may improve thermal sensation of occupants in
warm indoor environments. Another advantage of these systems is that PV can help to improve
work performance. Maula et al. performed a study in order to analyze the effect of a temperature
of 29 ◦C on performance in tasks involving different cognitive demands. They aimed to assess the
effect on perceived performance, subjective workload, thermal comfort, perceived working conditions,
cognitive fatigue, and somatic symptoms, in a laboratory with a realistic office environment [18].
They made a comparison to a temperature of 23 ◦C. It was shown that performance was negatively
affected by slightly warmer temperatures in the N-back working memory task. The effect of a cooling
jet on performance and comfort in a warm office environment (29.5 ◦C air temperature) was analyzed
by Maula et al. and it was demonstrated that the jet improved the speed of response in a working
memory task with increasing exposure time [19].

Because of elevated air velocities around the head and chest of the occupants, draft may appear
and can lead to discomfort. Griefahn et al. studied the significance of air velocity and turbulence
intensity on responses to horizontal drafts in a constant air temperature of 23 ◦C [20]. They found
that draft-induced general annoyance and draft-induced local annoyance, as stated for the neck and
for the forearm, increased with air velocity and/or with turbulence intensity. The decrease in skin
temperature, however, was only related to air velocity but not to turbulence intensity. However, draft
sensation is related to general thermal sensation [21]. Moreover, with special air terminal devices,
better thermal comfort sensation is obtained and draft might be avoided [22,23].

Most PV systems have one air terminal device [24–28]. Conceicao et al. presented the results
of their study on comfort level in desks equipped with two personalized ventilation systems [29].
In the experimental tests the mean air velocity and the turbulence intensity in the upper air terminal
device were 3.5 m s−1 and 9.7%, while in the lower air terminal device they were 2.6 m s−1 and
15.2%. The mean air temperature in the air terminal devices was around 28 ◦C, while the mean radiant
temperature in the occupation area, the mean air temperature far from the occupation area, and the
internal mean air relative humidity were, 28 ◦C, 28 ◦C and 50% respectively. They found that The
Predicted Percentage of Dissatisfied people reduce from 27.77% (without personalized ventilation) to
16.1% (with personalized ventilation).

The aim of our research was to develop a simulation model in order to analyze the skin
temperature distribution on the face of a sitting person at the desk, where the air is introduced
around the head alternatively from different directions. Based on previous measurements carried out,
the model was created in ANSYS environment.
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2. ALTAIR PV System

At the University of Debrecen, Department of Building Services and Building Engineering an
advanced personalized ventilation system (ALTAIR) was developed [30,31]. The novelty of ALTAIR
PV system is providing the air flow jet around the head of the occupants alternatively from different
directions (left-front-right). ALTAIR operates like a hand-held fan, the time steps of changing the air
flow direction and the air flow velocity can be chosen by the user (Figure 1).

 

Figure 1. ALTAIR PV system.

In the Indoor Environment Quality laboratory of the University of Debrecen, numerous
measurements were carried out testing the ALTAIR equipment under elevated operative temperatures
and asymmetric radiations [32–34].

It was clearly demonstrated that the reduction of the skin temperature on the face was minimum
0.5 K or higher depending on the indoor temperature, which varied continuously during the operation
of ALTAIR to avoid adaptation. In Figure 2, the temperature distribution on the face was presented
when the air jet was blown on the right side of the face, respectively when the air jet was not blown
on the right side of the face. The air temperature and the mean radiant temperature in the room
were 28 ◦C.

Figure 2. Skin temperature on the right side of the face (left) 32.7 ◦C average temperature along the
line without air jet; (right) 31.4 ◦C average temperature along the line with air jet).

The variation of the skin temperature on the face over 30 min can be observed in Figure 3 in
a closed space with 28 ◦C operative temperature (data were gathered every 10 s). The ALTAIR PV
system was in operation with 20 m3 h−1 air jet and the direction was varied (in this case) every
20 s (left-front-right-front-left-front-right-...). The air jet temperature was equal to the temperature of
indoor air.

One of the biggest challenges of the PV systems is to avoid draft. Even though draft might be
favorable from a thermal comfort point of view in warm environments, in most cases occupants claim
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discomfort perceiving the draft. Having a database of skin temperatures in different environmental
conditions created the basis for a numerical model in order to determine the distribution of the face
skin temperatures in different environments. In the following chapters the methodology and first
results are presented.

Figure 3. Face skin temperature variation.

3. Methods

3.1. Geometry and Mesh

The numerical model was made in ANSYS 19.2 Academic version. Our first step was to define
the flow domain where the analysis was carried out. The geometry was a digital copy of the Indoor
Environment Quality Laboratory of the University of Debrecen, where the measurements were taken
with the ALTAIR [34]. In this 2.5 m wide, 3.65 m long, 2.55 m high room (Figure 4), the ALTAIR can be
found. The PV system was situated in front of a 900 mm × 630 mm large glazed surface.

Figure 4. Room geometry.

At the ALTAIR a hypothetical person was seated whose head was defined, although the rest of
the body was not modelled. This head was a royalty free 3D model of a male head (Figure 5). It can
be seen from Figures 4 and 5 that a simplified geometry was created to reduce the complexity of the
geometric model. The tolerance was less then ±2 mm of the 3D model.

The mesh was generated in such a density that the distance of the nodes did not affect the
resulting values. For this reason, several mesh independency examinations were made when the cases
converged. In the final mesh, element sizes of 20 mm and 2 mm were applied around the desk and
around the head respectively.
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Figure 5. Face geometry.

3.2. Physics Model

The physics model was created in ANSYS Fluent 19.2, where two independent airflows,
thermodynamic changes and diffuse solar radiation were modelled. Due to the complex ventilation
systems and fine geometries, robust and turbulent flows were produced. It gave us a reason to use k-ε
model. With this model it was possible to take the kinetic energy change and the turbulence dissipation
into account.

The examined face was placed in the room (Figure 4) where the wall was cooled from the left (blue
surface) and heated (red surface) from the right. By the cooling, an average cold surface temperature
(TSC) and by the heating, an average warm surface temperature (TSW) was achieved. In front of the
face there was a window from which diffuse solar radiation Isolar = 20 W m−2 was emitted in to the
room. The surface of the face had a 70 W m−2 heat load, while the rest of the surfaces in the room
had 0 W m−2 heat losses. 0.98 [35] was chosen to be the absorption coefficient of the skin and 0.9 was
chosen for the rest of the surfaces according to the MSZ EN ISO 6946:2017 Hungarian Standard [36].

Two ventilation systems were placed in the examined room. One supplied VAF = 50 m3 h−1

fresh air with a temperature of TAF and a personalized ventilation system (ALTAIR) that circulated
VAV [m3 h−1] air in the room with a temperature of TAV.

The minimum and the maximum values of the previously mentioned parameters are presented
in Table 1.

Table 1. Input parameters.

Parameters TSC TSW TAF TAV VAV

Units [◦C] [◦C] [◦C] [◦C] [m3 h−1]
Validation case 17.5 31.1 24 24 20

Minimum value 16 30 22 22 0
Maximum value 20 36 26 26 40

We wanted to create an accurate model that can be considered to be valid. To validate the model,
we have chosen an important parameter that was not given as an input parameter. In the validation
process we examined how closely we could approach this value. It was known from a previous
research paper [34] that the average face temperature (AFT) was 32 ◦C for male participants and this
parameter was chosen as the validation parameter. For validation 1.6 ◦C (5% of 32 ◦C) accuracy was
chosen because the complexity of the model could cause such a degree of deviation. When the mesh
and the physical model were considered to be validated, combinations of the minimum and maximum
parameter values were made to examine the sensitivity of the AFT.
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3.3. Radiation Model

During the simulation, radiation had to be modelled due to the diffuse solar radiation and heat
radiation from the warm surfaces. For the solar radiation simulation three parameters had to be defined.
Direction, direct and diffuse irradiation, and the transmissivity factor of the semi-opaque surface from
where the radiation was excepted [37]. In the examined case the window had a transmissivity factor of
1 and there was no direct solar radiation. For radiation modelling, the Monte Carlo and the surface to
surface method was examined.

The Monte Carlo is a probability-based model. The basis of this model is that it calculates
the discrete particle (photons) energy that is randomly emitted from the surface. To achieve good
convergence with the measured data, the number of cases should be increased, however the large
number of photons requires large computational power [37,38]. To reduce the processing power this
method was not preferred. When the model was examined, several hotspots were generated on the face
due to the amount of the simulated photons being low. By increasing the number of the photons the
peak temperatures were lowered but the temperature distribution was not considered to be adequate.
This model was not used for the final presented cases.

The surface to surface (S2S) model ignores the movement of the photons and it calculates radiation
between two surfaces. These surfaces are Lambert-surfaces that are defined by the absorption factor.
With this factor absorption, emission, and scattering of the radiation can be modelled. When the
absorption coefficients were defined, the view factors were also calculated for all surfaces. This method
showed smooth distribution without considerable peaks. Because of the fact that only diffuse radiation
and smooth temperature distribution occurred, the S2S radiation model was used for the validated
and also for the following cases.

4. Results

The ALTAIR changed the direction of the flow in every 20 s during the operation. Consequently,
the validation had to be done for the average values of three cases, when the air flow came from
the left, the right, and the front of the face. The AFT in Celsius and in Kelvin and the calculated
errors can be seen in Table 2. The average error from the three directions was 4.4%, this value was
mostly increased by the frontal flow. In the further cases similar phenomena occurred during the
analysis. This 4.4% error means that with the presented simulation model we could predict the AFT
with ±1.408 ◦C accuracy under the circumstances that the freedom of the model allows. It has to be
mentioned that in all three cases the calculated AFT values were lower than the validation value.

Table 2. Average face temperature values for validation.

Parameters [K] Error [◦C] Error

left 303.92 0.40% 30.78 3.81%
front 302.69 0.80% 29.55 7.66%
right 304.59 0.18% 31.45 1.72%

validation [35] 305.14 - 32 -
average 303.73 0.46% 30.59 4.40%

The AFT distribution is shown in Figure 6. This figure was made to depicting that when the face
was blown from the left side, it caused a considerable cooling for this side of the face, while large
hotspots appeared on the right side that was protected from the flow.

The flow around the head created by ALTAIR can be seen on Figure 7. The streamlines are not
appearing on the other side of the head. Due to this phenomenon, the thermal surface resistance of that
side increases for a short period of time which can lead to temperature rise. Since the three directions
are constantly alternating, the shown temperature raise easily dissipates.
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Figure 6. Face surface temperature distribution, blown from left.

Figure 7. Streamlines around the head.

The histogram of the face temperatures (Figure 8) shows that the lowest temperatures appeared
when the flow was initiated from the front, while the highest temperatures were achieved when the
flow was formed from the cold (left) side of the room. The phenomenon that increased the surface
resistance helped the already warm (right) side of the face to be heated by the warm wall. The lowest
temperature occurred when the flow of ALTAIR touched the face from the warm side (right).

 
Figure 8. Histogram of the surface temperatures from the face.

Results from the Cases

56 cases were made using the validated model by changing the temperature values and the
direction of the flow of ALTAIR, and the AFT of all cases is presented in Table 3. The cases are sorted
into four categories when the ALTAIR was turned off (series 1), when the ALTAIR blew from the left
position (series 2), the front position (series 3) and the right position (series 4) as shown in Figure 9.
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Table 3. Average face temperature values.

TSC TSW TAV TAF Series 1 Series 2 Series 3 Series 4 Average

[◦C] [◦C] [◦C] [◦C] [◦C] [◦C] [◦C] [◦C] [◦C]
16 30 22 22 33.69 27.59 25.99 27.45 27.01
20 30 22 22 35.05 28.45 26.83 28.34 27.88
16 36 22 22 36.21 29.63 27.31 28.78 28.57
20 36 22 22 37.55 30.49 28.14 29.67 29.43
16 30 22 26

-

28.00 26.49 28.19 27.56
20 30 22 26 28.86 27.33 29.08 28.42
16 36 22 26 30.04 27.80 29.52 29.12
20 36 22 26 30.89 28.64 30.40 29.98
16 30 26 22 28.95 27.91 28.89 28.58
20 30 26 22 29.80 28.67 29.77 29.41
16 36 26 22 30.96 29.11 30.21 30.09
20 36 26 22 31.81 29.91 31.08 30.93
16 30 26 26 34.39 29.34 28.35 29.61 29.10
20 30 26 26 35.75 30.20 29.11 30.49 29.93
16 36 26 26 36.90 31.36 29.57 30.93 30.62
20 36 26 26 38.24 32.21 30.39 31.80 31.47

Figure 9. Sketch of the measurement setup.

The box chart (Figure 10) reveals that without the produced ventilation from the ALTAIR the
mean temperature would raise up by an average of 6.72 ◦C. In all the examined series the maximum
AFT differences were 4.48 ± 0.09 ◦C while the average standard error was ±1.04 ◦C. This means that by
changing the wall and air temperatures the value deviations were roughly the same, although the mean
temperatures were different. Series 2 had the highest mean temperatures, while series 3 had the lowest.
It can also be observed that when the flow was attacking from the side, the temperature values had a
slight deviation compared to each other, although data from series 2 displays warmer temperatures.
Considerable (in average 1.5 ◦C) AFT changes occurred when the warm surface temperature and the
ventilation temperature were alternated, in the rest of the cases the deviation was less than ±1 ◦C.

Figure 10. AFT values.
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5. Conclusions

Personalized ventilation systems may improve the thermal comfort and the indoor air quality in
closed spaces with elevated indoor temperatures. However, draft has to be avoided otherwise users
will experience discomfort. The skin temperature on the face is an important parameter which gives
useful information about thermal comfort sensation. In this paper, skin temperatures were calculated
with a ±1.408 ◦C accuracy in ANSYS 19.2 Academic version. In the simulation two independent
airflows, surface to surface radiation and various surface temperatures, were modelled with ANSYS
Fluent in 56 different cases. It was shown that flow from the personal ventilation system has a
considerable effect on the average face temperature. The average flow temperature of the personalized
ventilation has a strong connection to the average face temperature. We predicted that the lowest
average face temperature occurs when the flow originates from the front of the face.
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Nomenclature

AFT average face skin temperature [◦C]
ε emission coefficient [-]
Isolar solar radiation [W m−2]
TAF fresh air temperature [◦C]
TAV ventilated air temperature [◦C]
TSC average cold surface temperature [◦C]
TSW average warm surface temperature [◦C]
VAV ventilated air volume flow [m3 h−1]
VAF fresh air volume flow [m3 h−1]
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Abstract: The introduction of cool outdoor air can help in reducing the energy consumption for
cooling during summer. Ventilative cooling potentials (VCPs) have been defined in various ways in
the literature to represent potential cooling hours in specified outdoor temperature ranges. However,
the energy-saving potential of ventilative cooling can differ between buildings in the same climatic
zone depending on the buildings’ thermal characteristics and system operations. In this study,
new VCPs are introduced with an index of temperature shift based on adaptive thermal comfort.
This index can be determined based on the balance temperature difference of the buildings, which
is defined as the heat gain in the building divided by the thermal transmission and air exchange
characteristics of the building envelope under quasi-steady state conditions. The proposed method
was also compared with those reported in the literature, including a computer-based VCP tool. It
is the objective of the present study to investigate the correlation between VCPs and actual energy
savings via ventilative cooling. Simulations were conducted in an office building for a four-month
period during summer to calculate the energy saved via ventilative cooling in comparison with
that achieved with a mechanical cooling system. Eight cities representing four different climatic
conditions were considered: tropical, dry, temperate, and continental. Our results revealed a strong
correlation between the energy savings and the proposed VCPs in the case of a proper temperature
shift estimation in all climatic zones. The computerized VCP tool also exhibited good correlation
with the calculated energy savings and with the VCPs proposed herein.

Keywords: energy; building; ventilation; cooling; outdoor air

1. Introduction

Research on exploiting the climatic cooling potential is progressively increasing toward achieving
buildings with low energy consumption. In most modern buildings, the highest amount of energy is
consumed for cooling purposes. Ventilative cooling in which natural or mechanical ventilation is used
when adequate outdoor air is available is a way to reduce the operation of mechanical cooling [1]. Thus,
it is necessary to quantify the potential of ventilative cooling in a specific climate with a standard index.

Several indices for quantifying the climatic cooling potential have been introduced in accordance
with the energy saving [2,3]. Yao [4] assessed an index of the natural ventilation cooling potential
(NVCP) for an office building—the ratio of the number of hours within the comfort zone to the total
occupied hours. Building characteristics, ventilation type, and internal heat load must be defined
in advance to match the natural ventilation with the expected occupancy thermal comfort. Without
including the building model, Causone [5] proposed an index of the climatic potential for natural
ventilation (CPNV). The index is based on the number of hours that natural ventilation agreed with
the temperature and humidity constraints. The defined acceptable supply air conditions were within
the lower and upper temperature limits of 10 ◦C and 3.5 ◦C higher than the adaptive thermal comfort
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temperature, respectively, and the humidity level was within 30% and 70% relative humidity (RH).
However, the wide acceptable temperature range in CPNV may create overcapacity in the design of
ventilation systems or cause occupant dissatisfaction. A climatic cooling potential (CCP) has been
introduced by Campanico [6,7] as a climatic index in the unit of kWh. The index represents the climatic
condition for passive cooling systems depending on the airflow rate, the comfort set point, and various
building characteristics. In the Annex 62 project, experts from 13 countries developed a VCP tool to
assess the VCPs considering the building characteristics, loads, and ventilation systems [8].

However, research on assessing the actual energy savings based on VCPs is yet to be conducted.
This study investigates the correlation between various VCP models and actual energy savings. Energy
simulations were conducted to calculate the energy savings of a model office building in four climates
during the daytime of summer.

2. Methodology

2.1. Balance Temperature Difference

The balance temperature difference (BTD) is defined as the indoor–outdoor equilibrium
temperature difference when the total heat gain of an indoor space equals the heat losses through the
building as formulated in Equation (1). The heat losses comprise heat transmission through envelopes
and heat infiltration due to ventilation air exchange.

ÛAbldgΔTbal + ρCpQΔTbal = WIHG, (1)

where ÛAbldg is the overall heat transmission factor through the building envelope; Q is the ventilation
rate; WIHG is the indoor heat generation rate; and ρ and Cp are the density and specific heat of air,
respectively. The BTD expresses the overall thermal characteristics of a building with a single parameter
and can be calculated by rearranging and simplifying Equation (1) into Equation (2):

ΔTbal =
WIHG

ÛAbldg + ρCpQ
=

1
ÛAbldg
WIHG

+
ρCpQ
WIHG

=
1

1
ΔTbal,U

+ 1
ΔTbal,Q

. (2)

The overall BTD is half of the harmonic mean of the BTD caused by wall transmission
and that caused by air exchange. The BTD caused by transmission (Equation (3)) indicates the
temperature difference when there is no infiltration and/or ventilation, whereas the BTD by air
exchange (Equation (4)) is the temperature difference when there is no heat transmission through the
building envelopes.

ΔTbal,U =
WIHG

ÛAbldg
, Q ≈ 0 (3)

ΔTbal,Q =
WIHG
ρCpQ

, U ≈ 0 (4)

For a given internal heat generation, well-insulated but leaky buildings have high ΔTbal,U but low
ΔTbal,Q, whereas poorly insulated but air-tight buildings have low ΔTbal,U but high ΔTbal,Q. The BTD
distribution in a parametric zone of ΔTbal,U and ΔTbal,Q is shown in Figure 1.
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Figure 1. Balance temperature difference dependence on a building’s thermal characteristics.

2.2. Definition of VCPs

The VCP term used to evaluate climatic data is defined as the number of potential ventilative
cooling hours divided by the total hours, although the potential cooling hours has varied in the
literature depending on the application. The VCP can be formulated as follows:

VCP =
1
H

d f

∑
d=di

h f

∑
h=hi

hvc, (5)

where H is the total observed hours; hvc is the number of hours when ventilative cooling is possible;
d and h are the standard time parameters for day and hour, respectively; and the subscripts i and f
denote the initial and final time variables for day and hour, respectively. Although this definition
is widely accepted in the community, the resulting value widely varies depending on the varying
temperature ranges and durations of the VCP model used.

To standardize and better represent the energy-saving potential, new VCPs are proposed based
on the thermal comfort zone shifted by the amount of BTD representing the thermal characteristics
of a building. Two VCPs, that is, VCP1 and VCP2, were calculated and compared with the CPNV
proposed by Causone [5] and the VCP tool developed by IEA Annex 62 [9]. VCP1 was defined as
the number of hours in the comfort zone shifted to a lower temperature by ΔTbal; both the lower and
upper limits were shifted. To calculate VCP2, the lower limit of the comfort zone (Tlc) was shifted to a
lower temperature by ΔTbal and the upper limit (Tuc) was shifted by half of ΔTbal, as shown in Figure 2.
The figure shows an example of hourly climate data for one year in Seoul on a psychrometric chart.
The number of data points in the zone represents the VCP2 during the period of interest.

The thermal comfort zones for VCP1 and VCP2 were determined according to the adaptive
thermal comfort model of ASHRAE standard 55 [10] for a naturally ventilated building, as originally
proposed by de Dear and Brager [11]. Occupant acceptability was set to 80% with a ±3.5 ◦C band gap,
as shown in Equation (6), where Ta,out represents the mean outdoor air temperature. Occupants were
assumed to adapt their clothing to the thermal conditions and be sedentary, with a metabolic rate of
1.0~1.3.

Tcom f = 0.31Ta,out + 17.8. (6)

Two other climate cooling approaches were investigated for comparative purposes. The first
approach is the CPNV defined as the region above a lower limit of 10 ◦C and below an upper limit
of Tuc, which counts the number of hours of thermal comfort in the region for a naturally ventilated
building. The temperature comfort range is the same as given in Equation (6), but the humidity
constraints by Causone [5] are not considered.
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Figure 2. Shift zone for ventilative cooling potential (VCP2) and adaptive thermal comfort zone along
with hourly climatic data shown on a psychrometric chart.

The second approach is the VCP tool of which the evaluation criteria is based on user inputs,
including building thermal model and climatic data on an hourly basis. Summer hours are categorized
into four modes, which is related to indoor, outdoor, and set temperature, as well as cooling rate
by ventilation. Only “mode 2”, in which the outdoor temperature can meet the indoor comfort
with increased ventilation rate, was evaluated in the VCP tool herein. Thus, out of the output
datasets provided by the tool, only some of datasets were selected in the range compatible with the
other approaches. The VCP tool refers to the adaptive thermal comfort model in the EN 1521:2007
standard [11] with a ±3 ◦C band gap, which is expressed as follows:

Tcom f = 0.33Trm + 18.8, (7)

where Trm is the outdoor running mean temperature. Evaluation was conducted within office hours
(08:00~16:00). An illustration of the comfort zone and four climate evaluation approaches are shown in
Figure 3.

Figure 3. Ventilative cooling potential (VCP) evaluation methods based on temperature ranges.
CPNV—climatic potential for natural ventilation.
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2.3. Climates

The Köppen climate classification [12] specifies five main climate groups: tropical, dry, temperate,
continental, and polar. The fifth group, polar, is not considered herein because ventilative cooling is
not quite necessary. Thus, eight cities were analyzed to include two of each of the four main climate
groups studied. A list of the cities considered herein and their climates are summarized in Table 1. The
table also lists the average summertime outdoor temperature and wind speed.

Table 1. Climate data for the eight cities analyzed (data source: Energyplus [13]).

Climate Zone City Location
Average Outdoor Temperature (◦C) Average Wind Speed (m/s)

Jun Jul Aug Sep Jun Jul Aug Sep

Tropical
(Megathermal)

Jakarta
(Indonesia)

6.13 S,
106.75 E 29.0 29.0 29.4 29.6 4.51 4.76 5.11 4.89

Mumbai
(India)

18.9 N
72.82 E 29.0 27.8 27.2 27.6 2.74 3.26 3.23 2.08

Dry (Arid)

Madrid
(Spain)

40.45 N,
3.55 W 23.2 27.0 20.6 25.5 2.73 3.26 3.61 3.46

Alice
(Australia)

23.8 S
133.88 E 11.5 12.0 13.1 20.4 2.62 1.39 1.66 3.52

Temperate
(Mesothermal)

Los Angles
(USA)

33.93 N,
118.4 W 24.7 20.1 21.9 21.6 4.54 5.00 5.10 4.49

Yunnan
(China)

22.78 N
100.97 E 22.5 22.0 21.8 21.2 1.04 0.76 0.76 0.66

Continental
(Microthermal)

Seoul,
(Korea)

37.57 N,
126.97 E 23.2 26.2 27.0 22.3 2.46 2.60 2.25 2.17

Prague
(Czech)

50.1 N
14.28 E 15.6 17.3 17.6 13.3 4.03 3.07 3.40 3.80

2.4. Building and Energy Simulation Model

A medium-sized, three-story, 4982 m2 office building [14] with a 5 m long central atrium and
3 m ceilings was used for simulation, as shown in Figure 4. The total load produced by occupants,
lights, and equipment was 31.24 W/m2 and lasted from 08.00 to 16.00. The glazed and open areas
represented 33% and 11%, respectively, of the wall per floor area ratio. The building was located in a
rural area with low buildings and faced 90◦ to the north.

Zone 1

Zone 2

Zone 3Zone 6

Zone 5

Zone 4

Zone 
7

 

Figure 4. Building model for validation.

Two cooling schemes were separately run to perform the energy-saving analysis. The first
operated as the control in which an air conditioner with a COP of 3.0 was used to meet all cooling
requirements. In the second, a mechanical fan cooled the indoor space using outdoor air at a constant
flow rate of 14 m3/s when the internal temperature was between 22 ◦C and Tuc. If the indoor
temperature rose above Tuc, the fan was replaced with air conditioning. The energy consumption and
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indoor conditions were calculated using the CoolVent software package [15] from June to September
on an hourly basis. ΔTbal was manually calculated by considering the energy balance between the
internal heat gain and the building heat transfer. The UA value of the building was estimated to be
3600 W/K (ΔTbal,U = 43 ◦C), and the ρCpQ value was 16,800 W/K (ΔTbal,Q = 9 ◦C). In practice, users
can use the maximum fan capacity to define the air exchange rate for balance temperature difference
calculation. The natural infiltration has not been taken into account because the rates are not controlled
and can be neglected compared with the mechanical ventilation rates for cooling purposes. Solar
radiation was not included in the calculation for simplification, but it can be included as a part of the
indoor heat generation rate in Equation (1). It is a matter of how to model complicated solar heat gains
varying considerably depending on various parameters into a single parameter. In this paper, ΔTbal
was thus calculated to be approximately 7 ◦C without considering solar gains. A ventilation rate of
2.81 L/s·m2 was employed in the VCP tool.

3. Results

The ventilative cooling potentials, VCP1 and VCP2, for the four representative climates in various
temperature shifts are plotted in Figure 5, where ΔT is used as an index of temperature shift. The
lower and upper limits were both shifted by ΔT in the calculation of VCP1. For VCP2, the upper limit
was only shifted by half of ΔT.

 
(a) VCP1 (b) VCP2 

Figure 5. Variations of VCP1 and VCP2 with respect to ΔT in various cities.

Both VCPs exhibited similar patterns according to the temperature shift, as shown in Figure 5a,b.
In the tropical climate, both VCPs began at a moderate level and decreased rapidly with increasing
ΔT; the greater the BTD, the lesser the cooling benefits. Thus, buildings with large ΔT in tropical
climates cannot extract the advantage of outdoor cooling. However, in the dry climate, both VCPs
began at a low value and slowly increased with increasing ΔT. In the temperate climate group, the
VCP values remained high over a wide range of ΔT, reaching over 80% when ΔT was between 1 ◦C
and 7 ◦C. The two cities of the continental climate group presented opposite trends. Seoul began with a
moderate VCP and decreased slightly with increasing ΔT, whereas Prague began with a low VCP and
increased with increasing ΔT. This was likely caused by their heat levels (third classification scheme in
Köppen climate); Seoul is classified as having a “hot summer”, and Prague is classified as having a
“cold summer”. Because each city shows its own characteristics of VCP variations according to ΔT, a
VCP lookup table can be generated with an index of the temperature shift in all cities so that users can
easily determine the cooling potential according to their ΔTbal building design plan [16].

Seoul has an extreme temperature variation between summer and winter. Furthermore, the
summer period has a wide temperature distribution, as shown in Figure 6. In the early and late
summer months (June and September), VCP2 experienced only slight changes with increasing ΔT
and remained above 60%; this pattern is similar to that observed in the dry climate. Meanwhile, in
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July and August, the months experiencing high summer, both proposed VCPs sharply decreased with
increasing ΔT, indicating that similar to tropical climates, outdoor cooling cannot be reliably used for
buildings with large balance temperature differences.

0%

20%
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T(oC)
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Figure 6. Monthly breakdown of the VCP2 profile in Seoul.

The weekly values of VCP1, VCP2, and energy savings in Seoul at ΔT = 7 ◦C are plotted in
Figure 7a from June to September. The VCP patterns agreed with the calculated energy savings and
were high in the early and late summer months and relatively low during the high summer months,
as is typical for hot-summer continental climates. In comparison with VCP1, the magnitude of VCP2

was much closer to the energy savings. Additionally, VCP2 had a stronger correlation with the energy
savings, as shown in Figure 7b.

 
Figure 7. Summary of VCPs and energy savings in Seoul: (a) weekly VCPs and energy savings and
(b) correlation between VCPs and energy savings.

Correlations between the calculated energy savings for the eight cities during the 17 weeks of
summer with each climate evaluation method are presented in Figure 8. VCP2 was found to have the
highest correlation with energy savings for the given building model. In VCP2, outdoor air can be
partially used for ventilative cooling as the temperature difference is not sufficiently large to completely
cover the cooling load. Assuming that the outdoor temperature is equally distributed in the selected
region statistically, as much as half of ΔTbal can be added to the shifted zone for the VCP calculation.
No significant correlation was found between energy savings and VCP1. Unlike VCP2, the narrower
selection of outdoor temperatures may have omitted the outdoor cooling potential.
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Figure 8. Correlations between VCPs and energy savings: (a) VCP1, (b) VCP2, (c) climatic potential for
natural ventilation (CPNV), and (d) VCP tool.

Similarly, a weak correlation was found between CPNV and energy saving, possibly because
of the wide boundary conditions of the CPNV evaluation design. CPNV does not account for the
building characteristics or ventilation systems and relies only on weather, unlike the VCP tool, which
includes these characteristics. Thus, a moderate correlation was found between energy savings and
the VCP tool, indicating that the number of hours for which the ventilation rate should be increased
correlated with the energy saved because of ventilation.

A summary of the correlation between the proposed VCPs and the energy savings at various
temperature shifts ΔT is presented in Figure 9. Although the building simulation was performed with
a known ΔT value of the building, it will be useful to how the ventilation strategy (i.e., energy reduced
as a result of ventilation) behaves at various ΔT. The correlation between VCP2 and ΔT gradually
increased with increasing ΔT until ΔT reached 6 ◦C; a slight change in the correlation was observed
afterward. It is important to accurately evaluate the BTD. Even though the BTD is not evaluated
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precisely plus minus a few degrees, the correlation between VCP2 and energy savings remains nearly
constant, with an R-squared value of over 85%.
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Figure 9. Correlation of VCP1 and VCP2 with energy savings at various ΔT.

4. Conclusions

The two methods proposed herein for evaluating the ventilative cooling potential were assessed
in eight cities across four climate zones: tropical, dry, temperate, and continental. Both methods
classified the outdoor temperature on an hourly basis based on the temperature shift of the comfort
zone. The temperature shift was determined based on a single parameter—the balance temperature
difference between the indoor and outdoor temperature—which varies in terms of the envelope design
and ventilation operation of the building analyzed. The two representative cities of each climate group
exhibited a similar pattern of VCPs according to the temperature shifts.

The VCP distributions with respect to the temperature shift show unique patterns depending on
climatic groups. VCPs stay nearly constant over a wide range of temperature shifts in a Mediterranean
climate. In a tropical climate, small temperature shifts are preferred for taking full advantage of
ventilative cooling. A similar conclusion can be drawn for a continental climate, but annual energy
consumption should be addressed, including heat loss in winter. Ventilative cooling is best applicable
to a dry semi-arid climate where daily temperature fluctuations are large.

The proposed VCPs were validated by performing an energy simulation on a building to
determine the potential for mechanical cooling reduction. The amount of energy saved using outdoor
ventilation was found to be in good correlation with the proposed VCPs, particularly VCP2. The
proposed VCPs can be used in early building design stages to predict the amount of energy savings
by ventilative cooling without the use of a computer-based tool. A look-up table can be provided for
various cities with an index of temperature shifts, so that design engineers can optimize the balance
temperature difference of the building they design.
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Abstract: Sports halls must meet strict requirements for energy and indoor air quality (IAQ); therefore,
there is a great challenge in the design of the heating, ventilation, and air conditioning (HVAC)
systems of such buildings. IAQ in sports halls may be affected by thermal stratification, pollutants
from different sources, the maintenance of building, and the HVAC system of the building, as well
as by the activities performed inside the building. The aim of this study is to investigate thermal
stratification conditions in accordance with the performance of the HVAC systems in the basketball
training hall of Žalgirio Arena, Kaunas in Lithuania. Field measurements including temperature,
relative humidity, and CO2 concentration were implemented between January and February in 2017.
The temperature and relative humidity were measured at different heights (0.1, 1.7, 2.5, 3.9, 5.4,
and 6.9 m) and at five different locations in the arena. Experimental results show that mixing the
ventilation application together with air heating results in higher temperatures in the occupied zone
than in the case of air heating without ventilation. Computational fluid dynamics (CFD) simulations
revealed that using the same heating output as for warm air heating and underfloor heating, combined
with mechanical mixing or displacement ventilation, ensures higher temperatures in the occupied
zone, creating a potential for energy saving. An increase of air temperature was noticed from 3.9 m
upwards. Since CO2 concentration near the ceiling was permissible, the study concluded that it is
possible to recycle the air from the mentioned zone and use it again by mixing with the air of lower
layers, thus saving energy for air heating.

Keywords: indoor air quality; stratification; basketball hall; CFD; field measurement

1. Introduction

Large, open indoor spaces are found in shopping malls, arenas, sports halls, theatres, factory
workshops, railway stations, airports, etc. This type of building is usually mechanically ventilated to
ensure appropriate indoor air quality (IAQ) conditions. IAQ is influenced by several factors, including
thermal stratification, pollutants from different sources, the building’s maintenance, the ventilation
type, and the activities performed inside the building. Large spaces must meet requirements for
energy and IAQ; therefore, the design of heating, ventilation, and air conditioning (HVAC) systems
in such buildings constitutes a major challenge. Poorly designed mechanical ventilation in large
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Energies 2019, 12, 2243

spaces may result to insufficient IAQ and energy losses [1]. Mainstream research about the thermal
conditions of large indoor spaces focuses on IAQ and health problems, as well as on HVAC systems
and energy efficiency.

The parameters that affect the indoor thermal conditions in sports halls are well documented in the
literature [2]. Andrade et al. [3] present a review of 1281 scientific studies in 18 countries related to IAQ of
environments used for physical activities. The analysis of scientific papers considered studies published
from 1975 [4] onwards. Most of the articles discuss health, respiratory problems, and pollutants
in environments used for physical exercise and sport activities. Physical activities implemented in
polluted indoor spaces set people at health risk, as the air is inhaled through the mouth, and not through
the nose, remaining in this manner unfiltered [4]. Branis et al. [5] deals with the indoor–outdoor
relationship and the potentially negative effect on the health of schoolchildren, aged 11–15 years, when
exercising in naturally ventilated sports halls of elementary schools. The concentration of indoor
particulate matter of aerodynamic diameter less than 2.5 μm (PM 2.5) was an indicator of potentially
negative health risks. In that study, it was revealed that the amount of particulate matter in the
respiratory tract during inhalation might be five times higher during intensive exercise compared
with the steady conditions. The results of measured PM 2.5 concentration showed that concentrations
exceeded World Health Organization (WHO) recommendations on 50% of measure days indoors and
48.6% of measured days outdoors. The concentration of indoor particles was found to depend on the
season, the location of the school, and the amount of people in the sports hall.

Several studies have been performed to evaluate the IAQ and ventilation effectiveness when
different ventilation types are installed in large indoor spaces. Although mixing ventilation dominates in
large indoor spaces, in the literature studies considering alternative ventilation solutions are also found,
including natural and mechanical ventilation [1,6–8], displacement ventilation [8,9], and changing of
the position of extract fans [10,11]. The use of mechanical ventilation with the contributions of different
heat-gain sources [12] are also reported in the literature.

Some studies were implemented in large space buildings with glass facades, where high intensity
solar radiation must also be considered [13]. Studies employing new methods for assessing ventilation
in large spaces, aiming to measure the local age of the air by tracer gas step-down or the decay
method inside a control volume, were also implemented [1]. In most cases, field measurements
were implemented. Computational fluid dynamics (CFD) methods are usually employed to further
expand the investigated cases; however, in some cases studies are based merely on computational
analysis [14,15]. Indoor thermal conditions indicators, such as the predicted mean vote (PMV) and the
predicted percentage of dissatisfaction (PPD), introduced by Fanger in 1970 [16] and adopted by ISO
Standard 7730:1994 [17], were also extracted in some cases [8,14].

Stathopoulou et al. [6] conducted their research in two large sports halls. The investigated halls
had different ventilation types (natural and mechanical). Also, one hall was surrounded by heavy traffic.
The temperature levels in the sports hall with the mechanical ventilation system were not stratified,
and stratification was not intense. Although pollution stratification was observed in both halls, this
phenomenon was more intense in the naturally ventilated hall. Air stratification results from the
influence of buoyancy and the stack effect [18]. Rajagopalan and Elkadi [11] present a study, based on
CFD simulation, which aims to test the thermal and ventilation performance of a sports hall within an
aquatic center, located in Australia. Seven different scenarios were investigated, which were based on
the different positioning of extract fans and the incorporation of natural ventilation. The results showed
that the lower the position of the exhaust fans, the better the comfort at the occupants’ level. Also,
the scenario with the exhaust fans located on the roof was the most undesirable. Similar conclusions
were also determined for natural ventilation. Rajagopalan and Luther [7] present the results of a
study performed in a naturally ventilated (sometimes assisted with exhaust fans) sports hall, using
field measurements and CFD simulations. The results showed that for those periods that the hall
was occupied, the CO2 concentration in the hall was below 800 ppm, which is an indication of good
ventilation and IAQ. According to Kamar et al. [8], installing exhaust fans with a 1 m diameter, at the
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height of 6 m from the floor, has the potential to reduce the PMV index by 75–95% and the PPD index
by 87–91%. Another important aspect that significantly affects the indoor thermal conditions of sport
halls concerns air recirculation. The analysis of energy efficiency measures in the study of Nord et
al. [19] shows that air recirculation has the greatest effect on total energy use in sports halls, and that
air recirculation could give an energy savings of 27% when 50% of the indoor air is recirculated.
Even though the use of the PMV and the PPD index is regularly found in studies concerning the
thermal comfort of sports halls, the outcome of the study of Revel and Arnesano [20] demonstrates
that these indicators cannot be applied in sports halls. The same team investigated the problem of
indoor temperature distributions in large sport spaces and its impact on energy efficiency and thermal
comfort [21].

Another recent trend in the scientific literature of sports halls energy assessment concerns the
indoor air conditions of passive buildings. In the study of Kisilewicz and Dudzińska [22], under high
ambient air temperature and switched-off ventilation, acute overheating was observed. Due to the
widespread implementation of the nearly-zero-energy building concept, often-observed overheating is
expected to become an important issue concerning the indoor thermal conditions of sports halls. In that
study, it was also determined that indoor thermal condition measurements are affected by window
location and solar radiation geometry. In the field of passive buildings, innovative air-supported
membrane structures have also been recently employed in low-energy sports halls to investigate their
physical and thermal behavior. In the study of Suo et al. [23], it was proven that such double-layered
envelopes allow savings of 11–18% of the heating energy compared to single-layer. Moreover, in that
study further energy-saving strategies are proposed and quantified, considering low-emissivity
coatings, reduction of cracks’ areas, and modifying indoor air set points.

The literature review reveals that although there is a significant number of previous studies
concerning the assessment of the IAQ conditions in sports halls, a comprehensive assessment concerning
the optimal HVAC configurations for achieving ideal IAQ is missing. The definition and choice of
HVAC systems in sports halls in the scientific literature is not based on a specific rationale and is
rather arbitrary. This aspect is particularly important, in view of the European challenge of 2021 to
achieve nearly-zero-energy buildings, including commercial buildings and sports halls. The necessity
of studies that will focus on a comparative assessment between different HVAC technologies and their
performance for sports halls is obvious. To this end, the aim of this study is to investigate IAQ conditions
in accordance with thermal stratification and the performance of the HVAC systems in the basketball
training hall of Žalgirio Arena, Kaunas in Lithuania, with the use of field measurements (temperature
and CO2), and to test different ventilation scenarios with the application of CFD simulations.

2. Methodology

For this investigation, the following methods were used:

• Field measurements for the measurement of the temperature, relative humidity, and the
CO2 concentration;

• CFD simulations for the calculation of the temperature distribution in the training hall.

In this section, a short description of the adopted methods is presented.

2.1. Žalgirio Arena Basketball Training Hall

Žalgirio Arena is one of the biggest multifunctional arenas in the Baltic region, located on Nemunas
Island in the centre of the city of Kaunas in Lithuania. Different events, including basketball games,
volleyball games, handball games, and ice-skating competitions, as well as theatrical events and
expos are organized on a regular basis in Žalgirio Arena. The building also hosts offices, sport clubs,
restaurants, an amphitheater, and a training hall. The total area of the building is 39,684.2 m2, of which
the arena’s area is 2841.72 m2 and the heated area is 28,297.75 m2. There are up to 20,000 seats for
concerts, and up to 15,708 seats for basketball games.
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The basketball training hall (Figure 1) has dimensions of 20.8 × 33.9 × 8.4 m. The floor area of
the training hall is 705 m2, and the volume of the hall is 5923 m3. The training hall has a 1.5 m width
balcony along the longer side of the hall. The distance between the balcony and the floor is 4.5 m.
The walls and the ceiling of the hall are made of concrete. The training hall is illuminated by florescent,
hanging light fixtures. The temperature of the lighting fixtures during the time of measurements was
around 72 ◦C. The training hall has two exposed and two internal walls. During the measurement
campaign, the temperature of the exposed walls and floors was 18 ◦C, and the temperature of the
interior walls and the ceiling was 21 ◦C. The arena construction started in 2008. At that period,
in Lithuania, according to the valid regulations, the heat transfer coefficients for walls, floors in contact
with soil, roofs, and windows were 0.25, 0.30, 0.20, and 1.60 W/(m2·K) respectively.

The training hall is ventilated by a mechanical ventilation system. Air is supplied by eight swirl
diffusers of 0.4 m diameter located at 6.6 m height. Diffusers ensure mixing ventilation airflow patterns.
For air extraction, six duct grills are used, with dimensions of 0.225 m × 1.025 m and located at 6.2 m
height. The air change rate in the training hall was 1.1 h−1. The flow rate for both the air supply and
the extracted air was 6600 m3/h. The training hall is equipped with two air heaters that have axial flow
fans and water-based heating coils. Each heater has a heating capacity of 10.25 kW.

 

Figure 1. Basketball training hall view.

2.2. Field Measurements

The field measurements were performed between January and February 2017. The parameters
measured were the air temperature, relative humidity (RH), and CO2 concentration. The layout of the
heating and ventilation equipment, as well as the measurement equipment, are presented in Figure 2.
The temperature and the relative humidity were measured on five stands (S1–S5) at six heights (0.1,
1.7, 2.5, 3.9, 5.4, and 6.9 m) above the floor. The measurements were conducted for the conditions
described in Table 1.

Table 1. Conditions under which the field measurements of indoor temperature were conducted.

Symbol Condition

B_T1 Before basketball training, without operating ventilation systems or people
B_T2 Before basketball training, with operating ventilation systems, without people

T During basketball training, with operating ventilation systems and people (at heights above 5.4 m)
A_T1 After basketball training, with operating ventilation systems, without people
A_T2 After basketball training, without operating ventilation systems or people

For temperature and relative humidity measurement, HOBO MX1101 data loggers (±0.2 ◦C, ±2%
RH accuracy) were used. CO2 concentration was measured at four locations: in the occupied zone at a
height of 1.7 m (S6 and S8), in the ceiling zone at a height of 7.1 m (S7), in the main extract air duct (E),
and in the main supply air duct (S). For measurements of CO2 concentrations, IAQ-CALC 7545 IAQ
meters (TSI, United States), with an accuracy of ±3% were used. The temperature of the surfaces was
measured with a thermal camera (Type Fluke Tir1). The air velocity was measured in the occupied
zone at a height of 1.7 m. The temperature and the relative humidity were recorded at 5 min intervals,
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and the CO2 concentration at 1 min intervals. During the period of field measurements, according
to the local weather station, the average outside temperature in Kaunas city varied between −7 and
+4 ◦C. The lowest average temperature varied between −11 and −17 ◦C.

Figure 2. Heating and ventilation equipment, as well as measurement equipment locations in the
training hall (S1–S8: locations of stands; E, S: locations of CO2 m).

2.3. Numerical Method

The commercial CFD tool FloVENT (Mentor Graphics, United States) was chosen to visualise and
calculate the temperature distribution in the training hall. FloVENT is a tool used to investigate the
airflow, contamination, and heat performance of both individual thermal zones and whole buildings.
In this study, the k-ε turbulence model (LVEL k-ε) was employed. The k-ε turbulence model shows
good performance in predicting the behavior of indoor airflows, temperatures, and contaminant
distribution in buildings [24]. To achieve steady-state simulation results, the double-precision solver
of FloVENT was applied. Flovent’s function of “kE model stratification” was employed to include
buoyancy generation terms. Contaminants were not modelled in CFD calculations, as the idea of CFD
simulations were to visualise and calculate the temperature distribution in the training hall. CFD
simulations were performed for the conditions before basketball training, with operating heating and
ventilation systems, and without people.

The basketball training hall of the Žalgirio Arena was replicated in a three-dimensional CFD
model (Figure 3). All boundary and initial conditions replicate parameters measured during field
measurements. The temperature for all the exposed walls and the floor of the training hall was set
to 18 ◦C. For the internal walls and the ceiling, the temperature was set to 21 ◦C. Swirl diffusers and
fixed flow openings were used to create the supply and extract air terminals (diffusers and grilles),
respectively. Supply airflow was set to 825 m3/h for each swirl diffuser, for the case of mixing ventilation.
Displacement ventilation diffusers were modelled as fixed-flow air supply openings with a 0.7 free
area ratio, and supply airflow was set to 2200 m3/h. Supply air temperature, in cases with mechanical
mixing ventilation, was set at 18 ◦C, and at 19 ◦C in cases with mechanical displacement ventilation.
In all cases, the air exhaust grilles were designed with the 0.5 free area ratio, and exhaust airflow was
set at 1100 m3/h for each grille. These airflows ensured an air change rate of 1.1 h−1. A solid cuboid
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with a thermal attribute of 30 W/m2 was used to simulate underfloor heating. Solid cuboids were also
used to simulate the lighting fixtures, with a thermal attribute of 72 ◦C.

  

(a) (b) 

Figure 3. Example of training hall geometry in a computational fluid dynamics (CFD) model (isometric
view (a) and plan (b) of the case with warm air heating and mechanical mixing ventilation). The “+”
indicates the location of the monitor points.

A variable Cartesian grid was used to divide the geometry into regions. The density of the grid
was increased close to the air supply terminals, the heated floor, and the exposed walls. As grid quality
in CFD simulations is an important factor that affects the results, a grid sensitivity analysis was also
performed, concluding that a 100,000-cell grid would be appropriate for this study. Refining the grid
further gives negligible changes in results and complicates the calculation.

Three cases with different heating and ventilation systems were studied:

• The AH+MMV case, in which the simulation was in accordance with the field measurements.
Mechanical mixing ventilation combined with warm air heating was presumed.

• The UFH+MMV case, which considered mechanical mixing ventilation combined with
underfloor heating.

• The UNF+MDV case, which represented mechanical displacement ventilation combined with
underfloor heating.

SPSS 23 (IBM Corp., Armonk, NY, USA) and Excel 365 (Microsoft Corp., Albuquerque, NM, USA)
packages were used for post-processing of the numerical results. Data was tested for distribution using
the Shapiro–Wilk test. Nonparametric Kruskal-Wallis (for multiple samples) and Mann–Whitney (for
two unpaired groups) tests were also used to test the hypothesis of the difference in means, setting a
5% level of significance.

3. Results and Discussion

3.1. Field Results

3.1.1. Indoor Temperature

In Figure 4, the indoor temperature measured at different conditions for the same location is
presented. Figure 5 presents the indoor temperature measurements at the same height for different
conditions. The indoor temperature measurements before the beginning of the basketball training,
with operating ventilation systems and without people in the hall (scenario B_T2), was statistically
analyzed. A significant difference in the spatial distribution of the indoor temperature in the basketball
training hall, considering all measurement stands at the same height at once, was observed (p < 0.05).
This data is presented in Table 2. The paired data from the stands also revealed statistically significant
differences in most, except for stands 2 and 3 at a height of 1.7 m and 5.4 m, respectively, as well as
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for stands 3 and 4 at heights of 0.1, 1.7, and 5.4 m, respectively. Similarly, a significant difference in
the overall stratification distribution of the indoor temperature (p < 0.05) as measured in each stand
was revealed. The p-value represents the maximal probability that, when the null hypothesis is true,
the statistical summary would be greater than or equal to the actual observed results. In Table 3, the
Kruskal-Wallis test statistics for stratification distribution are presented. Pairwise, in each stand the
temperature differed significantly between heights of 0.1 and 1.7 m (all stands), 1.7 and 2.5 m (except
stands 2 and 5), 2.5 and 3.9 m (except stands 1, 2 and 5), 3.9 and 5.4 m (all stands), and 5.4 and 6.9 m
(all stands).

Table 2. Kruskal-Wallis test statistics for spatial distribution.

Measurement Points

S1 S2 S3 S4 S5

Kruskal-Wallis H 256.616 193.943 130.158 211.743 239.548

df 5 5 5 5 5

Asymp. Sig. (p-values) p < 0.01 p < 0.01 p < 0.01 p < 0.01 p < 0.01

Table 3. Kruskal-Wallis test statistics for stratification distribution.

Measurement Height

0.1 1.7 2.5 3.9 5.4 6.9

Kruskal-Wallis H 104.044 86.204 54.542 82.484 133.129 204.204

df 4 4 4 4 4 4

Asymp. Sig. (p-values) p < 0.01 p < 0.01 p < 0.01 p < 0.01 p < 0.01 p < 0.01

3.1.2. Relative Humidity and CO2 Concentration

There was no significant difference in the measured relative humidity (RH). The average RH
values ranged between a minimum value of 23.4% and a maximum value of 25.5%. The range of the
measured CO2 concentrations in the extract air was found between 372–868 ppm, in the supply air
from 365–457 ppm, in the occupied zone from 386–951 ppm, and in the ceiling zone from 417–629 ppm.
The measured CO2 values are lower than 1000 ppm. Therefore, the indoor air quality is assigned to
medium air quality class (IDA2) in accordance with the EN 13779 standard [25].

3.2. Numerical Results

The vertical indoor temperature gradient was also numerically calculated with a CFD simulation,
and the results were compared with the measured values. Figure 6 presents the vertical temperature
gradient for the following cases:

(a) air heating combined with mechanical mixing ventilation from field measurements;
(b) air heating combined with mechanical mixing ventilation from CFD predictions;
(c) underfloor heating combined with mechanical mixing ventilation from CFD predictions;
(d) underfloor heating combined with mechanical displacement ventilation from CFD predictions.

149



Energies 2019, 12, 2243

 
 

 
 

 

F
ig

u
re

4
.

In
do

or
te

m
pe

ra
tu

re
m

ea
su

re
d

at
di
ff

er
en

tc
on

di
ti

on
s

fo
r

th
e

sa
m

e
lo

ca
ti

on
.

150



Energies 2019, 12, 2243

 
 

 

 

F
ig

u
re

5
.

In
do

or
te

m
pe

ra
tu

re
m

ea
su

re
d

at
di
ff

er
en

tc
on

di
ti

on
s

fo
r

th
e

sa
m

e
he

ig
ht

.

151



Energies 2019, 12, 2243

 
 

(a
) 

(b
) 

 

 

(c
) 

(d
) 

F
ig

u
re

6
.

N
um

er
ic

al
ca

lc
ul

at
io

n
of

th
e

ve
rt

ic
al

te
m

pe
ra

tu
re

gr
ad

ie
nt

fo
r

th
e

ca
se

w
it

h
w

ar
m

ai
r

he
at

in
g

co
m

bi
ne

d
w

it
h

m
ec

ha
ni

ca
lm

ix
in

g
ve

nt
ila

ti
on

fr
om

fie
ld

m
ea

su
re

m
en

ts
(a

),
w

ar
m

ai
r

he
at

in
g

co
m

bi
ne

d
w

ith
m

ec
ha

ni
ca

lm
ix

in
g

ve
nt

ila
tio

n
fr

om
C

FD
pr

ed
ic

tio
ns

(b
),

un
de

rfl
oo

r
he

at
in

g
co

m
bi

ne
d

w
ith

m
ec

ha
ni

ca
lm

ix
in

g
ve

nt
ila

ti
on

fr
om

C
FD

pr
ed

ic
ti

on
s

(c
),

an
d

un
de

rfl
oo

r
he

at
in

g
co

m
bi

ne
d

w
it

h
m

ec
ha

ni
ca

ld
is

pl
ac

em
en

tv
en

ti
la

ti
on

fr
om

C
FD

pr
ed

ic
ti

on
s

(d
).

152



Energies 2019, 12, 2243

According to the field measurements, the vertical gradient of the case with air heating combined
with mechanical mixing ventilation was measured to be 0.26 ◦C/m. The vertical temperature gradient,
according to the CFD simulation, was calculated to be 0.16 ◦C/m, being in a good agreement with
the measured value of 0.27 ◦C. In Figure 6, the vertical temperature gradients calculated for other
HVAC configurations are presented. The vertical temperature gradient for the case with underfloor
heating and mechanical mixing ventilation was calculated at 0.11 ◦C/m, and at 0.12 ◦C/m for the case
with underfloor heating combined with mechanical displacement ventilation. As can be seen from
the graphs presented in Figure 6, the temperature at the height of 1.7 m was calculated to be 22 ◦C
with air heating combined with mechanical mixing ventilation. In the case of underfloor heating
and mechanical mixing or displacement ventilation, the temperature at the same height was 23 ◦C.
Lower temperatures in occupied zones is common in rooms heated by warm air heating systems.
This difference shows that a lower heating load could be needed in cases with underfloor floor heating.

Figure 7 presents the vertical temperature distribution in the training hall for all analysed cases.
CFD predictions show that more intense temperature stratification occurs in cases when air heating
or displacement ventilation is used. Underfloor heating and the mixing ventilation pattern ensure
an even distribution of the temperature in the hall. In the case of displacement ventilation, higher
temperatures occur in the higher parts of the hall. The analysis of the results of the temperature
measurement at the basketball training hall showed a slight change of the indoor temperature in the
layer from the floor to a height of 3.9 m. An increase of the indoor temperature was observed in the
zone from 3.9 m to the ceiling. In this layer, measurements were provided at heights equal to 5.4 m
and 6.9 m. These indoor thermal conditions are in line with the Lithuanian norm requirement to keep
indoor temperature between 15 ◦C and 25 ◦C.

Since CO2 concentration near the ceiling is permissible, it is possible to recycle the air from this
zone and reuse it, thus saving energy for air heating. Another important criterion of the optimal
heating and ventilation performance is the exploitation energy cost. Indoor temperature measurements
at a height of 6.9 m show that temperature stratification indicates energy saving potential for high
premises that could be combined with the option of periodic heating application, as the sport halls
have quite uneven workload.

The installation of additional engineering equipment, such as destratification fans, can be analyzed
for sports halls in order to achieve the most energy-effective solutions for such a type of premises.
More intensive temperature stratification in the analyzed cases between 5.4 and 6.9 m height might be
caused by the artificial lighting, since the analyzed hall has no natural lightning and all the experiments
were performed with the lights switched on.

Despite high expectations for indoor air quality for professional athletes, soft floor surfaces are
important, to avoid physical trauma. Soft floor surfaces can be achieved by keeping the surface warm,
which avoids moisture condensation and ensures faster sweat evaporation. Fast sweat evaporation is
especially relevant during the intensive workouts of basketball games, cases when the area employment
is relatively dense. Additional analysis of relative humidity distribution and air movement speed at
nearly ground level (0.1 m) would allow us to predict and evaluate the best heating and ventilation
systems case for the sports hall.
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4. Conclusions

In this study, the indoor thermal conditions in terms of thermal stratification in the basketball
training hall of Žalgirio Arena, Kaunas in Lithuania, was assessed with the use of field measurements
and numerical simulation. The main conclusions of this study can be summarized as follows:

• Lithuanian normal requirements to keep indoor temperatures between 15 ◦C and 25 ◦C are met in
the analyzed sports hall space for heights up to 5.4 m, using an air heating and mechanical mixing
ventilation combination.

• CO2 concentration was measured at a maximum value of 951 ppm in the occupied zone, indicating
that the combination of the air heating and the mechanical mixing ventilation ensures high indoor
air quality, with an air change rate of 1.1 h−1.

• The experimental results show that the mixing ventilation application, together with air heating,
allows higher temperatures in the occupied zone than in the case of air heating without ventilation.

• CFD simulations revealed that using the same heating output for air heating, underfloor heating
combined with mechanical mixing, or displacement ventilation ensures higher temperatures in
the occupied zone, creating the potential for energy savings.

• The numerical analysis also showed that the highest temperature in the 0.1 m level to avoid
a slippery floor surface could be reached with an underfloor heating and mechanical mixing
ventilation combination case.

The findings of this study support the necessity for the integration of numerical assessment
methods into the design stage of large spaces and public buildings. This practice would assist in
the optimal choice of HVAC equipment for large halls, as well as other design aspects, such as the
optimal position or operational conditions of the equipment. In view of the pan-European target for
nearly-zero-energy buildings, the findings of this study emphasize the gaps and limitations of the
energy performance of sports halls. Future work on this subject should include the investigation of
additional HVAC systems, as well as the measurement and simulation of more properties of sports
halls, including air pollutants, radiant temperature, and air velocities. The hypothesis that the comfort
indicators of the Fanger system may not apply in sports halls should also be further investigated in a
future work.
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Abstract: Point Daylight Factor (DFP) has been used for daylighting design in Sweden for more than
40 years. Progressive densification of urban environments, in combination with stricter regulations on
energy performance and indoor environmental quality of buildings, creates complex daylight design
challenges that cannot be adequately solved with DFP. To support a development of the current
and future daylight indicators in the Swedish context, the authors have developed a comprehensive
methodology for the evaluation of daylight levels in existing buildings. The methodology comprises
sample buildings of various use and their digital replicas in 3D, detailed numerical simulations
and correlations of diverse DF metrics in existing buildings, a field investigation on residents’
satisfaction with available daylight levels in their homes, and a comparison between the numerical
and experimental data. The study was deliberately limited to the evaluation of DF metrics for
their intuitive understanding and easy evaluation in real design projects. The sample buildings
represent typical architectural styles and building technologies between 1887 and 2013 in Gothenburg
and include eight residential buildings, two office buildings, two schools, two student apartment
buildings, and two hospitals. Although the simulated DFP is 1.4% on average, i.e., above the required
1%, large variations have been found between the studied 1200 rooms. The empirical data generally
support the findings from the numerical simulations, but also bring unique insights in the residences’
preferences for rooms with good daylight. The most remarkable result is related to kitchens, typically
the spaces with the lowest DF values, based on simulations, while the residents wish them to be the
spaces with the most daylight. Finally, the work introduces a new DF metric, denoted DFW, which
allows daylighting design in early stages when only limited data on the building shape and windows’
arrangement are available.

Keywords: daylight; existing buildings; daylight factor; daylight simulations; daylight survey

1. Introduction

Point Daylight Factor (DFP) is an official criterion for daylighting design of buildings in Sweden.
It was introduced after the 1970’s energy crisis to secure a minimum daylight quantity in indoor
environments and, thereby, to counterbalance stricter regulations on limited energy use for space
heating [1]. The minimum requirement for DFP has been set to 1% at a specified point in an indoor
space where people stay for a longer time and where the nature of their activities requires access to
daylight. Despite its known limitations, such as the inability to describe temporal variations and
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perceived quality of daylight in a space, where the latter according to [2–4] is composed of both physical
metrics and psychological criteria, its simple definition and resource-efficient evaluation during the
building design have determined its decades long presence in the Swedish building regulations [5].

DFP may be pragmatic, but it is also a rather rigid design criterion, which creates various indecisive
situations during a building’s design. As pointed by national experts in daylighting design [6], the 1%
target is challenging to achieve in buildings located in densified urban areas, in situations where
architectural appearance and functional aspects of a building are differently valued in the building’s
design, or in indoor spaces of irregular shapes. Sweden experiences a positive internal migration of
population to larger cities [7], which, in combination with high prices of municipal land and a need for
better techno-economic utilization of the existing infrastructure, leads to an increased densification
of urban areas [8]. Placement of new buildings among the existing ones, rather than in the outskirts
of a city, decreases the amount of available daylight in these areas over time. Similar outcomes
are noticeable after buildings’ refurbishment projects, when the addition of new floors on tops of
the existing buildings is needed to balance the costs of the refurbishment. Furthermore, trends in
architecture that favor vertical window shapes, deep volumes, and less reflective interior finishes are
more likely to create larger contrasts and uneven daylight distribution indoors [9], which are difficult
to describe by DFP. Moreover, DFP is subjective to different interpretations in rooms with irregular,
e.g., polygon-type layouts [10]. Finally, the current DFP requirement, or any other daylight metrics, is
literally not achievable in northern parts of the country during the several-months-long periods of
total darkness at high geographical latitudes. These everyday design challenges have encouraged
national experts in daylighting design to review the current and future development needs for daylight
indicators in the Swedish context [6,11].

Since the late 1990s, climate-based modelling software has provided fairly accurate predictions of
daylight distribution in interiors by taking into account realistic sun and sky conditions [12]. This has
allowed various spatial and temporal averaging of daylight availability in a space and definitions of
new daylight criteria such as daylight coefficient (DC), useful daylight illuminance, etc. [13–17]. Prior
to choosing one or another refined daylight indicator, at least the following two practical aspects need
to be carefully considered: Resources needed for the implementation of new criteria in real projects and
satisfaction of end-users (residents) with the available daylight levels in existing buildings. The former
is of a large importance in the early design stages, when the building geometry and fenestration are
reconfigured many times before a satisfactory architectural solution is found. If energy and daylighting
design of the building cannot follow the other design activities due to, e.g., time-consuming simulations,
the targeted energy and daylight performances will be coarsely estimated, and any mistakes made
thereby will be difficult to correct during the detailed building design. As for the daylight levels in
existing buildings, a common sense would say the more the better. At the same time, the most densified
urban areas in Sweden, like in many other parts of the world, are the most attractive for habitation and
work despite a generally low availability of daylight. This indicates that residents adapt to a range
of daylight metrics instead of just a single value, as it is commonly defined in building regulations
and certification systems. This paper aims to clarify these practical aspects based on the results of a
comprehensive study conducted by [10].

1.1. Daylighting Indicators and Calculation Techniques in Use

Along with introducing DFP in the Swedish building regulations, daylight protractors were
recommended for the quantification of DFP. The manual reading of daylight components and
correction factors for various design situations was shown to be time-consuming, i.e., expensive in
respect to the projects’ costs and, thus, not used by practitioners in a desired extent [6]. To simplify
the daylighting design, the so called ‘AF method’ was introduced in 1988, with ‘AF’ referring to the
window-to-floor ratio [18].

Aglazing ≥ f·Afloor, (1)

158



Energies 2019, 12, 2200

where Aglazing and Afloor are the window and the floor area in [m2], respectively, and f is a constant to
be chosen with respect to obstructions in front of the window. To reach a DFP of about 1% in a room,
the values for f should be chosen between 0.075 to 1.5, for low to high obstruction angles.

Since the AF method was introduced, only small adjustments in the daylight design were made.
Both DFP and AF are still in use, with the difference being that DFP is considered a more precise criterion
whose value should be quantified by means of validated software such, as Daylight visualizer [19]
and Radiance [20], while AF is adequate for simpler design situations [18]. For example, the Swedish
environmental certification method Miljöbyggnad (Green building) provides target values for both DFP

and AF for the basic grade, ‘bronze’, which indicates a compliance with ruling building regulations,
as well as for the medium grade, ‘silver’, while only DFP is accepted for the highest grade, ‘gold’ [21].
The Nordic Swan Ecolabel aims at stringent environmental and functional qualities and thus approves
only DFP [22].

Sweden has systematically worked on the regulatory policies on energy use in buildings over
the past decades, which has resulted in low energy use in buildings despite the cold climate [23].
Similar positive outcomes on indoor environmental quality can be expected from the stricter national
regulations and standards related to daylighting design. However, new demands will be challenged
by budget constraints in a design process. With the prevailing performance-based design, i.e., the lack
of formative standards on how the buildings’ energy design should be conducted, one can expect
that stricter regulations on daylighting design will, sooner or later, trigger the invention of simplified
design indicators and calculation methods.

1.2. Daylight Availability in Existing Buildings

Despite affordable daylight simulation tools and a satisfactory accuracy between the simulated
and measured daylight levels in buildings [24], comprehensive studies on actual daylight levels in
existing buildings are rare. Most of the available studies are performed on representative models
of rooms or buildings, e.g., [25–29]. In that sense, the study done by [30], who considered DFP in
several apartments of an existing residential building in Hong Kong, was rather unique. To the
best of the authors’ knowledge, comparable results for Sweden were produced for the first time
by [10], who calculated different daylight metrics in 16 sample buildings of various purposes in the
city of Gothenburg. By using different techniques, including the AF method and detailed numerical
simulations in Radiance, both point and area averaged DF (mean and median) were quantified in
about 1200 rooms in the sample buildings. Furthermore, a qualitative assessment of the daylight
availability was obtained from interviews with tenants in selected sample buildings. Moreover, a new
DF metric, DFW, has been proposed for daylighting design in the early stages. The numerical approach
of [10] was adopted by [31], who quantified the same daylight metrics, i.e., the point and area averaged
DF, in the 54 sample buildings of the city of Stockholm, expanding the pool of numerical results for
Sweden. For supporting future studies on daylight availability in existing buildings by using DF
metrics, this paper introduces the methodology of [10] in a full extent, including both simplified and
detailed numerical calculations, questionnaires and results from the field survey, and suggestions on
how DFW can be used in early stages. To the best of the authors’ knowledge, the only example of DF
metrics like DFW can be found in the work by [32] which is one of the follow-up studies of [10].

1.3. The Layout of the Paper

This paper presents two types of results, as follows: The calculated, i.e., theoretically possible
indoor illuminance levels in Swedish buildings, and a qualitative assessment of the resident’s satisfaction
with the available indoor illuminance in selected sample buildings. Section 2 presents the overall
research methodology and starts with a rationale behind the sample buildings, including a brief
description of their morphology and technical characteristics. Thereafter, the procedure of constructing
CAD replicas of the sample buildings is introduced together with the calculation settings. A definition
of the used DF metrics, reference calculation points with examples of situations where intentional
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adjustments of the reference points were made is presented in the continuation. Finally, an in-house
questionnaire that was used in the field studies is presented at the very end of Section 2. Results of
numerical simulations of DFp in the sample buildings are enclosed in Section 3. Correlations between
various point and area averaged DF metrics are presented and discussed in Section 4. At the very end
of Section 4, a correlation between the calculated DFp levels and those from the field study is shown.
Conclusions from the entire work are shown in Section 5.

2. Research Methodology

To get good insight into the available amounts of daylight in buildings, it was decided the study
would be performed on existing buildings and by using DF metrics that were known to daylight
designers in Sweden. Since all authors of this work are from Gothenburg, the sample buildings were
selected in the same city for purely practical reasons, namely a good insight in daylight challenges
in the city and an easy access to the buildings’ documentation from the city administration and
private archives.

A substantial part of the work was spent on creating computer aided drawings (CAD) of the
sample buildings and their surroundings, in three-dimensions (3D). Generally, floor plans were created
in AutoCAD (2014), while 3D drawings were done in Rhinoceros 5. The latter was chosen strategically
for its compatibility with the daylight simulation software Daysim, which was used for outdoor
daylight simulations, and Radiance, for indoor daylight distributions. Daysim and Radiance are
accessed through Diva and used in conjunction with the Grasshopper plugin [33]. The buildings
surrounding the sample buildings were reconstructed as simpler 3D objects by using a digital 3D map
of the city [34].

Since the aim of this study was to get an insight in theoretically possible indoor illuminance in
the sample buildings, rather than to quantify the actual indoor illuminance, no specific validation of
the calculated results was performed. The daylight simulations used in this work are well-known
and widely used for daylight design investigations, and for which a variety of validation results exist.
Based on the results from the reported validation studies, such as [13,25,33,35–37] it was concluded that
the accuracy of Diva is sufficient for the complexity of the daylighting design investigations enclosed
in the study.

Definitions and a practical assessment of the used DF metrics for various daylight situations in the
studied buildings is presented by means of illustrative examples. The survey on residents’ satisfaction
with the daylight availability in their homes was limited to three residential buildings due to a short
time frame (about three months). The average response rate was 67%, which was found satisfactory
for making comparisons with the results of numerical studies.

2.1. Sample Buildings and Their CAD Replicas

Given that this numerical study was the first of its kind in Sweden, the sample buildings
were selected in a close cooperation with local daylight experts to assure a good representation of
daylighting design challenges. The available buildings’ documentation and the limited time for the
study, six months in total, also influenced the choice of buildings. In total, sixteen existing multistore
buildings were included in the study, wherein eight were residential, while the remaining types
included student apartments, offices, schools, and hospitals, each represented by two samples.

When selecting the buildings, their primary use and age were considered together, as a compound
criterion reflecting the buildings’ architectural and technical standards, as well as their location in the
city. It should be noted that Gothenburg is a medium size city (the second largest in the country) with
about 600,000 inhabitants and a rather fragmented urban fabric. Although all studied buildings are in
the city area (see Figure 1), those grouped at the south bank of the river (ID 1, 3, 2, 10, 12, and 16) are in
the oldest, somewhat more densified area than the other buildings. Further details about the sample
buildings are summarized in Table 1 and complementary street photos can be found in Section 4.

160



Energies 2019, 12, 2200

 

Figure 1. Location of the studied buildings in Gothenburg. The cadastral numbers are shown next to
the ID.

Table 1. Main characteristics of the studied buildings. Year = year of construction. Use: R-residential,
S-school, O-office, H-hospital, SA-student apartment (micro apartment). Only the floors with the same
layout were used, in accordance with the main use of the building.

ID Characteristics Year Use
Total Number

of Floors

Number of
Evaluated

Floors

Number of
Evaluated

Rooms

1 Elongated apartment block 1972 R 6 4 36
2 Tower block 1960 R 12 8 200
3 Townhouse with a courtyard 1887 R 4 4 42
4 Governor’s house with a courtyard 1897 R 4 3 140
5 Governor’s house with a courtyard 1923 R 3 3 37
6 L-shaped apartment block 1928 R 6 5 70
7 Compact tower block 2013 R 11 4 68
8 Compact tower block 1960 R 10 4 100
9 Compact block 2004 SA 5 3 97
10 Townhouse with two street sides 1863 O 5 4 47
11 Low-rise, elongated 1962 S 2 2 14
12 L-shaped compact block 2006 SA 13 5 230
13 Low-rise compact block 1966 H 4 4 38
14 Low-rise, indented top floor 2006 O 3 3 36
15 U-shaped, low-rise with a school yard 2001 S 2 2 30
16 Block with a tower on one side 1927 H 4 3 52

Total 1237

Typical features of the buildings built around the turn of the 20th century (IDs 3, 4, 5, 6, 10 and, 16
in Table 1.) are brick masonry, deep floor plans, low window-to-floor ratios, and sides facing courtyards.
The buildings built between the years 1960 and 1972 (IDs 1, 2, 8, 11, and 13) are typically high-rise or
elongated tower blocks of pre-fabricated concrete elements, with shallow floor plans and rather large
windows, often arraigned in serials. Finally, the new buildings built after the year 2000 (IDs 7, 12, 14,
and 15) are of higher energy standards compared to the other sample buildings, which is reflected in
deeper window niches due to thick thermal insulation in walls. Other features of the modern buildings
include energy windows, with U-values around 1 W/m2K, and deep and open floor plans.

To optimize the drawing process, only floors with the same layout were considered, following the
main purpose of a building. Floors excluded from the study were those with storage or rentable spaces,
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i.e., of another purpose than the main use of a building in question. In total, more than 1200 spaces
were evaluated.

As mentioned earlier, the quality of available blueprints was also an influential criterion, when
selecting the sample buildings, in order to enable the creation of precise CAD drawings of the buildings’
interiors and exteriors for the daylight simulations. The blueprints were mostly obtained as scanned
floor plans and sections from the City Planning Authority of Gothenburg. If several blueprints from
different periods were available for a building, the newest ones were used for its CAD replica. Older
blueprints were consulted in cases where some information was missing in the newer blueprints.
The process of creating CAD drawings of the studied buildings is depicted in Figure 2. Two-dimensional
floorplans were drawn in AutoCAD 2014, using the available blueprints as templates. These were then
imported to Rhinoceros 5 to create three dimensional drawings by adding sections and facades.

 

 
 

(a) (b) (c) (d) 

Figure 2. Creating CAD replicas of a building: (a) the original (scanned) blueprint of a floor plan;
(b) the same floor plan redrawn in AutoCAD; (c) a 3D model of the building in Rhino, reconstructed
from the floor plans; and (d) a photo of the actual building (ID 2).

2.2. Optical Properties of Surfaces

Since the aim of the study was to show the access to daylight in the existing buildings, rather than
the exact levels of daylight, two major simplifications were made in the simulations. The first relates to
the optical properties of interior and exterior surfaces. The light transmission of glass is assumed to be
0.70 since the window glass currently used in Swedish housing is normally between 0.65 and 0.75 [11].
Reflectance of specific interior and exterior surfaces was decided in consultations with the daylight
designers [6], as presented in Table 2, and used as set of constants throughout the daylight simulations.
This simplification was found necessary for both practical and methodological reasons. At the time
of the study, exact data about the optical properties of the surfaces were not available. By assigning
different yet assumed optical properties, the calculated DF metrics would be systematically biased from
the presented results, but the relative difference between the studied rooms would remain the same.
Another advantage of using the same optical properties was in reducing the number of possible causes
for differences between the studied rooms. An exception was made for balcony railings, since their
optical properties vary greatly with their opacity. For completely opaque balcony railings, a reflectance
of 0.3 was assumed, i.e., the same as for external facades. For semi-transparent and transparent
balcony railings, the reflectance and transmittance were assumed in the range 0.3 to 0.7. The second
simplification refers to the interior geometrical objects, such as furniture. These were neglected in the
simulations for the sake of simplicity.
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Table 2. Reflectance of different objects as used in this study. Reproduced with permission from [6].

Object Reflectance Object Reflectance

Outside ground 0.2 Window frame 0.8
External façades 0.3 Side of window 0.5

Surrounding buildings and objects 0.2 Balcony 0.3
Floor 0.3 Balcony bottom 0.7
Walls 0.7 Water 0.5

Ceiling 0.8 Roof 0.3

2.3. Calculation of Indoor and Outdoor Illuminance

When quantifying DF metrics, the illuminance from the overcast sky reaching a surface or a point
on a building was calculated by the sky view factor (SVF) and sky exposure factor (SEF), respectively.
For all sample buildings, SEF and SVF were calculated in Grasshopper by considering the buildings’
surroundings (neighboring buildings, streets, ground, and sky), and by using the same calculation
points and grids as used for the definition of area-averaged DFs. As mentioned earlier, the shape of
surrounding buildings was based on a 3D digital map of the city [34] and introduced in Grasshopper as
three-dimensional CAD-drawings (see ‘Surroundings’ in Figure 3). Based on the analysis in Section 2.6,
SVF and SEF produced similar results.

 

Figure 3. Calculation of the sky view factor in Grasshopper.

For the grid-based simulations of indoor illuminance in Radiance, the following five settings
were used: The number of ambient bounces (-ab 7), the ambient divisions (-ad 2048), the ambient
super-samples (-as 512), the ambient resolution (-ar 256), and the accuracy (-aa 0.1). These settings were
found in an iterative manner, by optimizing results’ convergence in relation to the simulation time.
It is worth noting that all calculation points and grids were defined in two-dimensional models in
AutoCAD to simplify the creation of computational grids in the three-dimensional models in Radiance.

2.4. Control Points for DFP in Complex Rooms

Based on the instructions in standard [38], the control point for DFP calculations should be placed
at half of the room depth, one meter from the darkest inner wall and 0.85 m above the floor. While
this rule is easily applied on rectangular, single-purpose rooms, it requires certain interpretations for
rooms with complex layouts or in multi-purpose rooms. During this work, these challenges were
encountered numerous times and examples on how these were solved are provided below.
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A rectangular multi-purpose room, composed of a kitchen and a dining room, is shown in Figure 4.
By following the instructions factually, the control point for this room should be placed between these
two partitions where it would not have any practical value. Instead, a fictitious wall was added
between the kitchen and the dining room in the daylight simulations. The two new control points
were defined in accordance with the standard, each better describing the areas where people would
stay for an extended time.

 
(a) (b) 

Figure 4. Separation of an open floor plan into two entities: (a) The original plan with a kitchen
and a dining room (within the dashed line) and (b) a wall added between these two rooms for
DFP calculations.

Single-purpose rooms of polygonal shape typically have an unclear definition of room depth,
as shown in Figure 5a, or a clear direction of the room depth but variable depths, as in Figure 5b. In these
and similar cases, DFP was evaluated at an average room depth, calculated from the viable options.

 
(a) (b) 

Figure 5. Rooms with varying room depths in: (a) Different directions and (b) one direction.

In multi-purpose rooms with a polygonal layout, typically found in new buildings where a kitchen
and a living room are combined into one open space, as shown in Figure 6, DFP was calculated at
several control points (marked in red circles), all fulfilling the requirement presented in the standard.
The point with the lowest DFP value was then chosen as the final control point (red dots).
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Figure 6. Examples of combined kitchens and living rooms that result in complex floor layouts.
Acceptable positions for the evaluation of single-point DF are indicated with circles. Positions with the
lowest calculated single-point DF are shown by dots.

2.5. Control Surfaces and Grids for Area-Averaged DF

Due to the uncertainties in finding a control point for the evaluation of DFP in complex rooms,
described above, complementary calculations of area-averaged DF-values were conducted for all the
studied rooms. The two following types of control surfaces were used, as shown in Figure 7: A whole
horizontal section at 0.85 m from the floor and a horizontal area at the same height, but retracted 0.5 m
from each wall. The rationale behind the retracted control surface was to focus on the area wherein
people would spend longer times.

 

(a) (b) (c) (d) 

Figure 7. Control points and control surfaces for DF calculations in a room: (a) The control point
for DFP; (b), and the retracted and (c) whole control surface for DFA and DFM. (d) A drawing of a
floor plan in AutoCAD with the control points (white circles) and the retracted and the whole control
surfaces, enclosed by the red and yellow rectangles, respectively.

When calculating the indoor illuminance, calculation points in each control surface were placed in
a uniform rectangular grid, at 0.3 m distance. From the grid-point values, the mean DFA and median
DFM were calculated. For each room, four area-averaged DF values, namely DFA and DFM for both
the full and the retracted control surface, and one DFP were found.

2.6. New Daylight Metrics: DFW

Traditionally, DF metrics are calculated for buildings’ interiors. However, in early stage designs,
only a rough building shape and window arrangements are known, but not the floor layouts. To avoid
conflicting situations between the energy and daylight performance of a building, which are typically
revealed during the detailed design stage, i.e., after the architectural design is finalized, a new daylight
design criterion was introduced, reading as follows:

DFW =
Area averaged outdoor illuminance in front of a window

Outdoor illuminance (unobstructed)
× 100 [%]. (2)
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This definition is based on a hypothesis that it is possible to establish a unique and predictive
correlation between DFW and DFP for a room. To calculate the area-averaged illuminance in front of
a window, a control surface was defined at 0.05 m distance from the vertical plane on the exterior
side of the window. As in the case of area-averaged DF inside a room, calculation points were placed
in a rectangular grid at 0.3 m distance. An example of the calculation grid is shown in Figure 8.
The correlation of DFW and DFP is evaluated in Section 3, by using the residential buildings as case
studies. From the obtained correlations, the usefulness of DFW is evaluated.

 

Figure 8. Calculation grids outside the windows in Rhinoceros.

When calculating DFW, it is of large importance that the outdoor illuminance is correctly modelled.
For that purpose, the illuminance from the overcast sky reaching a surface or a point on a building was
calculated by the sky view factor (SVF) and the sky exposure factor (SEF), and compared to DFW from
Equation (2). The result of this comparison is presented in Figure 9 for buildings with ID 1, 2, and 3.
The values are organized in ascending order, after DFW. As it can be seen, these three methods give
nearly the same values. The somewhat larger difference between DFW and the other two metrics for
the lower percentages on the y-axis can be explained by external reflections from the surroundings,
which are only considered when calculating DFW. In the higher range, all three indicators almost
coincide since there are nearly no external reflections.

Figure 9. Daylight factor, sky view factor, and sky exposure factor measured outside the windows.
The values are organized after the size of the daylight factor.
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2.7. Field Surveys

To gain a better understanding of the calculation results, a survey for the residents of three
residential buildings of substantially different age and design was distributed, with IDs 2 (tower block
from 1960), 6 (L-shaped apartment block from 1928), and 7 (compact tower from 2013). More details
about the buildings can be found in Table 1 and Figure 1.

The survey was composed of nine questions focusing on the residents’ satisfaction with the
amount of available daylight in specific rooms. Answers were collected as grades and then compiled
and compared to the simulated results, as shown in Section 4.4. Answers were received from 45 out of
67 apartments, corresponding to an average response rate of 67% (see Table 3).

Table 3. Number of distributed and collected surveys for the selected residential buildings.

ID
Number of Distributed

Surveys
Number of Collected

Surveys
Response Rate

2 36 24 67%
6 15 8 53%
7 16 13 81%

All 67 45 67%

The questions were asked in Swedish and their provisional translations to English read as follows:

Q1. How do you perceive the access to daylight in the following rooms?
Q2. Would you prefer more or less daylight in these following rooms?
Q3. Which room type do you think is the most important room to have the greatest access to daylight?
Q4. Do you normally use electrical lighting daytime in the following rooms?
Q5. Do you have access to direct sunlight in the following rooms?
Q6. Do you often use curtains, blinds or other sun shadings in the following rooms?
Q7. In case of using a sun shading, why is it used?
Q8. Do you consider the view out to be interesting in the following rooms? (Quantity)
Q9. Do you consider the view out to be enough in the following rooms? (Quality)

Except for questions Q3 and Q7, all other questions were to be answered with a scaled answer
and for a specific room, to allow comparisons with the simulated daylight factors in the room.

3. Results: Simulated DFP in the Sample Buildings

A selection of the most indicative results and data analysis is presented hereafter. As DF is
commonly calculated at a single point in Sweden, the calculated single-point DF values are firstly
presented and grouped per the building use. Comparisons between the single-point and area-averaged
DF values is shown in the next section.

3.1. Residential Buildings (IDs 1–8)

The distribution of the calculated single-point DFP in all considered rooms in the residential
buildings with the IDs 1–8 is shown in Figure 10. The current threshold value on 1% is shown by the
vertical dashed line. Only the habitable rooms, i.e., bedrooms, kitchens, living rooms, and dining rooms
in the residential buildings, were simulated. The results indicate a significant difference between the
buildings, but also within the same building. The most striking are the results for building number 3,
without a single room fulfilling the current requirement on DFP. This is a direct consequence of large
room depths and ceiling heights in comparison to the position and size of the windows. Narrow
buildings, such as IDs 2, 4, and 8, have a significant percentage of rooms fulfilling the current daylight
requirement. However, none of the buildings meet the requirement in all the studied rooms, not even
in the newest building from 2013 (ID 7).
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Figure 10. Distribution of DFp in all the simulated rooms in the residential buildings.

The percentage of the studied rooms with a DFP greater than 1% and the average DFP for each
studied building is shown in Table 4. The total averages are also included, showing that the requirement
is fulfilled in 71% of the studied rooms at the average DFP of 1.67%. However, given that the number
of rooms varies largely between the buildings (see Table 1), these simple averages can be biased in
favor of the buildings with larger number of rooms. This is confirmed by the weighted averages in
Figure 11, which show that 56% of rooms fulfil the requirement of 1% and that weighted average DFP

is about 1.4%.
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Table 4. The percentage of rooms with the single-point DF greater than 1% in the residential buildings.

Building ID Percentage of All Rooms with a DF > 1% Average DF for a Building

1 61% 1.47%
2 96% 2.50%
3 0% 0.31%
4 83% 1.45%
5 41% 1.01%
6 21% 0.74%
7 74% 1.65%
8 80% 1.85%

Average for all rooms/buildings 71% 1.67%

Figure 11. Distribution of the weighted single-points DF in the residential buildings.

The DFP results have been further split per room type and are shown in Figure 12. Since the
studied rooms have different names in the original drawings, they have been grouped into four main
types, namely bedroom, living room, kitchen, and dining room, as presented in Table 5. Based on the
calculations, kitchen is the room type that has the least amount of daylight in general. A reasonable
explanation for this can be found in the kitchen placement, which is often further inside the building,
sometimes behind other rooms. There are few results for the dining rooms, mainly because there were
very few distinct rooms of this type in the analysis.

Table 5. Shows all the different room types studied, divided into the four main categories.

Bedroom Living Room Kitchen Dining Room

Bedroom Living room Kitchen Dining room
Small room Family room Divided kitchen Divided dining

Living room/Bedroom Divided kitchenette
Living room/Kitchen Living room/Kitchen
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Figure 12. Distribution of DFp per room type.

3.2. Non-Residential Buildings (ID 9 to ID 16)

The distribution of DFp in the non-residential buildings is shown in Figure 13. It is worth noting
that the requirement for DFp in student apartment buildings (ID 9 and ID12) is basically the same
as in residential buildings, except in rooms intended for cooking, where it is enough to have access
to indirect daylight. Regardless, the kitchenettes were also included in this study for comparisons.
The dark grey bars represent kitchenettes and the light grey ones are for oher rooms, such as bedrooms,
living rooms, and combined rooms (bedroom and living room). Based on the results, DFp in the
bedrooms, living rooms, and combined rooms is mostly above the requirement. All kitchenettes, on the
other hand, have DFp below 0.75% because they are typically placed furher into the building, behind
other rooms.

170



Energies 2019, 12, 2200

S
T

U
D

E
N

T
 A

P
A

R
T

M
E

N
T

S
 

O
FF

IC
E

S
 

S
C

H
O

O
LS

 
H

O
S

P
IT

A
LS

 

Figure 13. Distribution of DFp in the student non-residential buildings. For the student apartment
buildings, the kitchenettes are marked in dark grey and all other rooms in light grey.

Moving on to the office buildings with IDs 10 and 14, the results indicate that the most of the
rooms have a rather high DFp. An explanation for this can be found in the small size of the cell-type
offices and, particularly, their small depth in comparison to the size of the windows. In both schools
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(ID 11 and ID 15), merely the classrooms have been studied. In building 11, the daylight factor is
around 2% while, in building 15, the daylight factor is a bit lower in general, around 1%. Finally,
the majority of studied rooms in the hospitals (ID 13 and ID 16), i.e., examination rooms, patient rooms,
and offices, have a daylight factor within a range. In contrast to the student apartment buildings,
offices, and hospitals, none of the rooms in the schools have a daylight factor above 2.5%. A reasonable
explanation for this is that the depths of the classrooms are generally greater, in comparison to other
room types, and, therefore, the point where the daylight factor is measured is placed further into
the buildings.

4. Results – Correlation Between Different DF Metrics

4.1. Correlation Between DFP, DFA and DFM

The area-averaged DFs from Section 2.4, i.e., DFA and DFM are alternative metrics for describing
the daylight availability in rooms. Therefore, the correlations between the single-point DFs for the
residential buildings, from Section 3, and their area-averaged equivalents are shown in Figure 14.
The latter comprise the following four values: An average or a median value, over a whole or a
retracted horizontal area. Only the rooms (more than 95%, approximately) where the position of a
control-point for DFP could be clearly defined were included in the comparisons.

Figure 14. Comparison between the point-value DFP (horizontal axis) and area-averaged DFs
(DFA = DFaverage, DFM = DFmedian, vertical axis), for both full and retracted control surfaces.

As it can be seen, there is almost a 1:1 correlation between the DFP and DFM for both control
surfaces, while DFA is about 30–40% larger than DFP. This is because the smaller (retracted) control
surface affects DFA and DFM differently; DFM generally increases while DFA decreases. This trend
can be explained by the example in Figure 15, which shows a DF distribution in a simple rectangular
room with a window. When retracting the control surface by 0.5 m from each wall, a greater part of the
values below the median value is removed. Consequently, the median value for the retracted control
surface increases.
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(a) (b) (c) 

 

Figure 15. Impact of the size of a control area on the results of ordinary mean and median DF:
(a) the control area covers the whole horizontal section; (b) the control area is retracted 0.5 m from the
inner walls; (c) the difference between (a) and (b). The green zone represents the area in the room were
the daylight factor is above the median value, while the red zone represents the area in the room were
the daylight factor is below the median value.

One needs to look at DF values at each point in the grid to understand the effects of the control
surface retraction on the DF-averages. This has been done for four different room types, as shown in
Figure 16. Each graph in the figure shows the calculated grid-points DFs in ascending order. The points
with the highest DFs, placed closest to the windows, are basically truncated when the control surface is
reduced. This applies also to the points with the lowest DFs, which are furthest from the windows.
In the rooms with non-linear distributions of DFs, the truncation of the highest DF-values has a greater
impact on the average DF (i.e., it decreases) then in the rooms with a linear distribution of DFs.

Figure 16. Grid-point values of DF arraigned in ascending order, for four different room types.
The corresponding average and median values for the same control surfaces are also included.
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4.2. Correlation Between DFp and AF

As presented in the introductory section, the AF method is a simpler and, thus, widely used
method for the daylight design of buildings. To evaluate its reliability, the AF method was applied to
the studied buildings and the results were compared to the single-point DF calculations presented in
Section 3. It is worth noting that the AF method only indicates a probability that the DF in a room will
be greater than 1%, rather than the actual amount of daylight indoors.

Based on the instructions in [38], the AF method can be applied to simpler room geometries and
shading situations, which, in this study, stands for about 61% of the studied rooms. Among those,
in 78% of cases there was an agreement between the calculated single-point DF and the assessment by
the AF-method; 70% with good daylight (both DF ≥1% and the requirement in equation 2 fulfilled) and
8% with poor daylight. In the remaining 22%, there was a disagreement between these two methods as
presented in Table 6.

Table 6. Comparison between the results from the AF-method and single-point DF calculations.

Results for AF Results for DFp
Percentage of the
Studied Rooms

Agreement between
the Methods

Aglazing ≥ f·Afloor DFp ≥ 1% 70% Yes
Aglazing < f·Afloor DFp < 1% 8% Yes
Aglazing ≥ f·Afloor DFp < 1% 12% No
Aglazing < f·Afloor DFp ≥ 1% 10% No

The main reason for this disagreement can be found in the limitations of the AF method. The AF
method works only in two dimensions, i.e., in a vertical section, without considering lateral objects
and situations, as shown in Figure 17. In addition, rooms with windows with different directions and
heights, or rooms placed behind other rooms, are basically not possible to evaluate using this method.

 
Figure 17. Three situations for which the AF-method gives the same results (by anticipating the same
obstruction angle in front of the window), while the DFp method gives the different results.

4.3. Correlation Between Daylight Factors Indoors and DFW

The available daylight in front of windows, described by Equation (3), DFW, was calculated
for the residential buildings with IDs 2, 3, and 6, with the largest, medium, and lowest DFp metrics
indoors, respectively (see Figure 10). Examples of DFW for selected windows are shown in Figure 18.
As expected, DFW reaches much higher values than DF inside the rooms. The range of calculated
values was between 7% and 46%.
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Figure 18. Examples of different daylight factors outside selected windows in buildings 2, 3, and 6.

Amounts of daylight inside a room and in front of windows are strongly correlated to the floor
and window size. When multiplying DFW and the area of windows, the resulting value (in %·m2)
can be interpreted as an indication of the available daylight entering a room. A similar result can be
obtained when DFP and the area-averaged DFs are multiplied with the full floor area in the room.
The corresponding products are compared in Figure 19. Based on the results of the regression analyses,
the following relations can be established:

DFP·Afloor ≈ 0.22·DFW·Awindow,

DFM·Afloor ≈ 0.24·DFW·Awindow,

DFA·Afloor ≈ 0.35·DFW·Awindow.

(3)

Although the established relations are rough, with the coefficient of determination about 0.8, they
are also indicative and could be of use as guiding values in the early design stages, in the Swedish
design context.

Figure 19. Correlation between the simulated amount of daylight outside the windows (DFW multiplied
by the window area) and indoors. The latter is given, for three DF indicators, each multiplied by the
floor area.

4.4. Correlation Between DFP and Results of the Field Survey

As mentioned in Section 2.7, answers on all questions but Q3 and Q7 were in form of grades,
to allow comparisons with the simulated daylight factors in the room. An example of such a comparison
can be found in Figure 20, which shows the DFP (in ascending order) for all 124 evaluated rooms,
together with the scaled answers from question Q1. These were further correlated by a polynomial
trend line, included in the figure as a dashed line to indicate a general trend of the answers.
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Figure 20. Simulated single-point DF and the scaled answers to question Q1 from the residents.
The dashed line is a fitted polynomial to the answers from residents.

The same procedure was used to process and compare the results on questions Q2, Q4–Q6,
and Q8–Q9 with the calculated DF, as shown in Figure 21. As can be seen in the figure, there is a
general agreement between the perceived access to daylight (Q1) and the calculated DF; people give
higher grades to the rooms with higher DF. A similar but stronger correlation can be found between
the perceived access to direct sunlight (Q5) and the DF, which can be explained in two ways, as follows:
People may find the access to daylight better in sunlit rooms because the rooms get brighter at these
moments, or because the sunlit rooms are truly exposed to more daylight due to fewer shading objects
in the surroundings.

Figure 21. Trendlines (dashed lines) based on the scaled answers from the survey, compared to the
calculated single-point DF for all 124 rooms.
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Answers to question Q2 reveal how content the residents had been when assessing the access of
daylight in their apartments. Most of respondents, i.e., 79%, were pleased with the current daylight
levels, while 17% and 4% would like to have more and less daylight, respectively. These results are
also in agreement with the answers to Q1.

Question Q3 showed in which rooms the residents would like to have the most daylight.
Four different room types were considered (kitchen, living room, bedroom, and dining room) and the
residents ranked them 1–4, where 1 was the most important room. The average grades for each room
type, in Figure 22, show that the kitchen was ranked as the most important room to have access to a lot
of daylight, while the bedroom as the least important one. These results are very interesting because
they are in a direct contradiction with the findings from Figure 12, i.e., the kitchens normally have the
least access to daylight (the lowest single-point DF), much lower than the bedrooms (the majority with
a DF larger than 1%). The results from the surveys alone are not enough to make reliable conclusions
about how the residents perceive the daylight in their homes. They can, however, indicate what people
desire, in general.

Figure 22. The residents’ priorities regarding the most important room to have much access to daylight.

5. Conclusions

To evaluate daylight levels in existing buildings in the Swedish context and, thereby, to support
an ongoing review of the current and future daylight indicators in Sweden, comprehensive numerical
simulations of various DF metrics in more than 1200 rooms of 16 sample buildings were conducted.
The study was deliberately limited to the evaluation of DF metrics for their intuitive understanding
and easy evaluation in real projects. The sample buildings represent typical architectural styles and
building technologies, from between 1887 and 2013, in Gothenburg and include eight residential
buildings, two office buildings, two schools, two student apartment buildings, and two hospitals.
Although the simulated point daylight factor DFP is found to be 1.4% on average, which is above the
required 1%, large variations were found between the studied rooms.

For overcoming various indecisive situations when evaluating DFP, alternative DF metrics were
introduced, i.e., the mean DFA and median DFM, both averaged over the same horizontal surface in a
room, by considering either the full surface or the retracted area (by 0.5 m from all walls). Based on
regression analyses, almost 1:1 correlation was found between DFP and DFM, while DFA gave typically
30–40% larger amounts of daylight in the rooms, compared to DFP. It was shown that this difference is
a consequence of a non-linear distribution of the daylight over the control surface, for which DFM is
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more suitable. In addition, results for DFP in selected sample buildings were compared to the ones
obtained by the AF method, which is another broadly used daylight design method in Sweden. This
comparison basically confirmed the known limitations of the AF method, i.e., that the AF method is
suitable only for simpler daylight design tasks.

The field investigation, aimed at revealing the residents’ satisfaction with available daylight levels
in selected sample buildings by means of an in-house questionnaire, brought some further and unique
insights in daylight design challenges. It was found that the empirical data generally supported the
findings from the numerical simulations of DFP. This is particularly valid for kitchens, the spaces with
the lowest DFP values, based on simulations. While the empirical data confirm that kitchens are the
spaces with the lowest amounts of daylights, they also indicate that the residents would like kitchens
to be the spaces with the most daylight.

A new DF metric, denoted DFW, allowing for daylighting design in early stages, when only limited
data on the building shape and windows arrangement are available, is introduced and evaluated.
The latter was done through a regression analysis with the results based on the calculated DFP, DFA,
and DFM values. Rough, but rather indicative, correlations were found between DFW and other
DF metrics, indicating that the former could be of use in the early design stages in the Swedish
design context.

It is worth noticing that the findings may look different for different sample buildings and urban
constellations, as was shown in [31], who used the methodology developed by the authors of this work.
Yet, the developed methodology is general and can be applied for further studies. The combination of
numerical and field studies is particularly important for spaces where lower DF levels are identified
by simulations. In this regard, the future work should focus on field studies of perceived daylight
levels in schools, since these were shown to be generally lower than in the other non-residential
buildings studied.
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Abstract: Presently, the advancements in the electric system, smart meters, and implementation
of renewable energy sources (RES) have yielded extensive changes to the current power grid.
This technological innovation in the power grid enhances the generation of electricity to meet
the demands of industrial, commercial and residential sectors. However, the industrial sectors are
the focus of power grid and its demand-side management (DSM) activities. Neglecting other sectors
in the DSM activities can deteriorate the total performance of the power grid. Hence, the notion
of DSM and demand response by way of the residential sector makes the smart grid preferable
to the current power grid. In this circumstance, this paper proposes a home energy management
system (HEMS) that considered the residential sector in DSM activities and the integration of RES
and energy storage system (ESS). The proposed HEMS reduces the electricity cost through scheduling
of household appliances and ESS in response to the time-of-use (ToU) and critical peak price (CPP) of
the electricity market. The proposed HEMS is implemented using the Earliglow based algorithm.
For comparative analysis, the simulation results of the proposed method are compared with other
methods: Jaya algorithm, enhanced differential evolution and strawberry algorithm. The simulation
results of Earliglow based optimization method show that the integration of RES and ESS can
provide electricity cost savings up to 62.80% and 20.89% for CPP and ToU. In addition, electricity cost
reduction up to 43.25% and 13.83% under the CPP and ToU market prices, respectively.

Keywords: Jaya algorithm; smart grid; optimal energy management; demand response; demand side
management

1. Introduction

Presently, the aging power grid infrastructure is now gradually improving due to the emerging
technological innovations. This improvement witnessed by the recent innovations does not only
revive the interest of researchers and socio-economic development. However, it has a great benefit
to the society at large. Despite this improvement, the majority of power generation relied on the
conventional electric power distribution network. This network is very complicated and cannot
meet the demands of the 21st century [1]. More so, this intricate network is influenced by the
following factors. Firstly, the growing population, global climatic change, equipment malfunction and
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exponential demands for electricity. Lastly, the electric storage problems, strength of the generating
plants, one-way communication, resilience problem and the shortage of fossil fuel. To address the
above limitations, the concept of smart grid (SG) is adopted to include the renewable energy sources
(RES) [2]. The advent of SG is not only beneficial to all those involved in the electric power industry.
However, it has numerous stakeholders.

To actualize the capabilities of SG, the demand side management (DSM) is included in the existing
SG, since it provides alteration in the consumer demand for electricity. This can be achieved through
several methods like financial incentives and behavioral change via education. Generally, the aim of
DSM is to motivate consumers to reduce their electricity consumption during peak hours as well as in
critical periods. DSM uses demand response (DR) which plays a significant role in the operation of the
power grid by shifting the electricity usage during the peak period in response to the market prices.
This also involves other forms of financial incentives as well as balancing supply and demand.

To efficiently implement the DSM strategies, home energy management system (HEMS) is used
to minimize the generation cost of electricity by shifting certain household loads to off-peak hours.
This can be done by optimally adjusting the energy obtained from the power grid. HEMS involves
scheduling of certain household loads that have high priority as they are important for meeting
the consumer’s satisfaction. Thus, the request of such loads has to be met instantly and the
energy minimization potency of such loads is not easily rescheduled. However, such loads can be
combined with RES and energy storage system (ESS) for which peak hour consumption is minimized.
Nevertheless, some loads can be rescheduled to the period of low consumption. Scheduling periods
are determined by the consumers’ choice settings. In this paper, we describe such household loads
as shiftable appliances. On the contrary, some household loads have controllable patterns. Hence,
the electricity cost can be minimized based on the electricity consumption profile of such loads.

Reliable operations of HEMS require coordination among the ESS and loads which can be
achieved through different optimization techniques. These techniques are of two types. The traditional
techniques require the exact rules for changing one solution into another. It is fundamentally
deterministic in nature and has shown tremendous achievement in the field of science and
engineering. Examples of these optimization techniques are dynamic programming, generalized
reduced gradient method, nonlinear and linear programming, and quadratic and geometric
programming [3–6]. Other optimization techniques are meta-heuristic with an inherent probabilistic
transformation rules [7–10].

The commonly used heuristic optimization algorithms can be evolutionary or iterative
based methods. However, as the number of optimization variables increases, the computational
complexities increase as well, especially with iterative methods. On the contrary, it is not with
the case of evolutionary methods. However, evolutionary methods are faced with local optimum
problem. Examples of heuristic algorithms are either swarm intelligence-based, biological-inspired,
nature-inspired, population-based or musical-inspired phenomena. These heuristic optimization
algorithms are stochastic with common controlling parameters like generation size, elite size,
and population size while others have algorithmic specific control parameters [11]. The best possible
adjustment of these algorithmic specific control parameters is the essential factor that can influence
algorithm’s performance. This adjustment avoids high computational complexity and prevents
yielding a local optimum solution.

Several pricing schemes are now introduced by utility to calculate the electricity tariffs of different
periods of the day. This is done to reshape the consumer consumption patterns. Some electricity tariffs
are computed on an hourly or day-ahead basis, whereas a day is divided into periods such as off-peak,
mid peaks and on-peak hours, and the electricity tariff is calculated for such periods. During critical
events or hours, consumers are charged with peak rate that is higher than any other rate.

This paper is the extension of work in [12] which includes shared RES and ESS to supply energy to
multiple residential households. For the load scheduling, an Earliglow based optimization algorithm is
proposed to shift loads within the time-of-use (ToU) and critical peak pricing (CPP) scheduling horizon

182



Energies 2018, 11, 3155

for 24 h. The Earliglow algorithm has both flavors of the existing techniques, Jaya and strawberry
algorithm (SBA). The proposed algorithm reduces the number of iterations created by SBA since
SBA duplicates every computational individual at each iteration as well as local and global search
problem. Furthermore, the proposed algorithm ensures that the solution moves towards the ideal
solution by circumventing the worse solution. The proposed algorithm becomes efficient, if the best
optimal solution is obtained. In addition, a battery is considered for energy storage and it gets charged
only if the energy produced by the RES is greater than the load demands. Otherwise, the battery will
be discharging. The state of charge (SOC) of the battery depends on the history of battery and the
differences between the power generated by RES and the load demands.

This paper is organized as follows: Section 2 presents the related work. Afterwards, Section 3
includes the problem statement and the system model description. In Section 4, the proposed model is
given in detail. Next, simulation results and discussions, and the feasible region (FR) is discussed in
Section 5. Finally, Section 6 concludes the work with future work.

2. Related Work

The implementation of heuristic optimization algorithm has been proposed in order to derive
solutions within a reasonable amount of execution time. Because of its ability to handle complex
problems of nonlinear nature, extra decision variables can be included without increasing the execution
time. However, considering the stated pros, there is the need for dynamic and deterministic algorithms
to provide an accurate optimal solution to home energy management (HEM) scheduling problems.

Maytham et al. [3] propose a real optimal controller for HEMS using new binary backtracking
search algorithm (BBSA). The proposed controller reduces the energy consumption and electricity cost,
and ensures energy savings at peak hours for weekdays and weekends. The proposed algorithm is
compared with binary particle swarm optimization (BPSO) to ascertain the accuracy of their proposed
controller in the HEMS. Within household surroundings, smart meters coordinate with both real time
and appliances scheduling via HEMS. Abdul et al. [4] propose an autonomous energy management
system, which is formulated by the mixed integer linear programming (MILP) and the Dijkstra
algorithm for reducing the electricity cost of the real time load. An efficient solution is obtained with
lower complexity via the proposed HEMS without disturbing the operation of non shiftable appliances.

Energy monitoring plays a vital role in energy management. As such, it is required to monitor
the energy consumption of household devices before commencing on the technical measures to
reduce energy consumption. Abubakar et al. [5] demonstrate energy management via intrusive
load monitoring (ILM) and non-intrusive load monitoring (NILM). The proposed techniques reduce
electricity cost, provide cost savings and minimize the greenhouse emission. Addressing the challenges
involving high dimensional optimization problems for iterative HEM, Hepeng et al. [6] propose an
approximate dynamic programming (ADP). It is used as the mechanism for energy management of
vehicle-to home (V2home) and vehicle-to grid (V2grid). Due to the large number of DR capable devices,
the proposed method is useful for minimizing the energy cost and providing peak load shifting for the
iterative HEM.

Currently, DSM schemes have been proposed for residential, commercial and industrial sectors.
These schemes are useful in reducing the energy profile of consumers in the grid area network. In this
respect, work in [9] implements a hybrid genetic wind-driven optimization (GWD) technique for
scheduling the residential household loads. The GWD technique is able to shift the load in a real-time
pricing (RTP) environment between on-peak and off-peak hours. In addition, it reduces electricity cost
and the consumer’s comfort is protected. In order to show a higher search efficiency and dynamic
capability to achieve an optimal solution, Hafiz et al. [13] present an efficient HEMS (EHEMS) based
on a genetic harmony search algorithm (GHSA). This proposed method reduces the electricity cost,
peak-to-average ratio (PAR) and maximizes the consumer comfort via the real time electricity pricing
(RTEP) and CPP.
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In [14], HEMS is proposed to allow individual smart household device interaction with data
collecting module in the form of Internet of Things (IoT). This motivates consumers to locally
monitor and control devices, and online costing generation through a mobile web mobile application.
This module can be extended to work for a multi-home with distributed energy resources. The central
module is decomposed into a two-level optimization problem that corresponds to the local HEM at the
first level and a global HEM at the second level. As such, a distributed two-level HEMS algorithm is
proposed in [15] to reduce the aggregate electrical cost of a few households. Moreover, it coordinates
the operations of ESS, and electric power of the neighboring household while the consumer’s choice
comfort level remains sustained.

HEM enables consumers to engage in a DR program (DRP) in an active manner. Conversely,
some methods are faced with the challenge of uncertainties with respect to consumer behavior as
well the RES. As a consequence, a stochastic model for HEMS while considering the limited size of
renewable energy generation is proposed in [16]. This model optimizes the consumer’s electricity
cost of several DRPs and occupant satisfaction is acquired via a response fatigue index. DRP was
achieved via HEM, which helps consumers achieve electricity price savings and also minimizes peak
load demand for the power grid. To further achieve these benefits, an evolutionary algorithm-based
optimization models like the genetic algorithm (GA), Cuckoo, and the BPSO search are proposed for
the intelligent management of load scheduling for residential users [17]. These models decrease the
electricity cost with intense peaks.

Nikolaos et al. [18] propose HEMS for optimal day-ahead controllable appliance scheduling,
with a distributed generation and ESS is integrated into a dynamic pricing environment. The proposed
HEMS minimizes electricity cost that is required to meet the load demands of the consumers. However,
the consumer load demand continues to increase due to the growing population, buildings and
industries. As such, the utility cannot withstand the consumer’s consumption requirement. Therefore,
the utility must resolve load balancing and threshold problem. As a consequence, the authors have
proposed a multi-objective evolutionary algorithm [19] to address the load balancing and threshold
problem. The proposed solution minimizes the cost of energy usage as well as the waiting time for
appliances’ execution. Obviously, consumers are concerned about the safety of appliance operations;
thus, safety risk of appliances is influenced by the increased in continuous operation, since consumers
have no control over it. In this way, consumers are charged based upon appliance continuous
operations. To reduce the electricity cost, a Pareto-optimal front is proposed to provide scheduling
decisions based on the relationship between two multi-objectives: the electricity cost and operational
delay. The proposed approach is compared to the weight and constraint approaches, and the simulation
results show that electricity cost is reduced and operational delay is enhanced [20].

Javaid et al. [21] propose four heuristic optimization methods for HEMS: bacterial foraging
optimization algorithm (BFOA), GA, BPSO, wind driven optimization (WDO) and a hybrid
(genetic BPSO). The proposed algorithms reduce the electricity cost and PAR under the RTP market
prices. The consumer’s real-time demand and energy consumption are unpredictable, and manually
operated appliances (MOA) are also difficult to schedule day-ahead shiftable appliances.

The MOA is the classes of appliances that are manually controlled by real-time demands of
consumers. Yuefang et al. [22] propose an optimization approach formulated as a MOA scheduling
problem under the RTP and inclining block rate (IBR) market prices. The proposed approach reduces
electricity costs as compared to MOA approach without certainty. Li et al. [23] propose a fuzzy logic
controller for dynamic adjustment of the quality of experience threshold to optimize users’ comfort.
In addition, peak load and electricity bill are minimized. A multi-objective DR optimization model
is proposed in [24] to minimize customers’ convenience level as well as the electricity cost using the
non-dominated sorted genetic algorithm (NSGA-II). Oprea et al. [25] propose informatics solution that
optimizes daily operational appliances, minimizes consumption peak and reduces stress on the main
grid using the artificial neural network (ANN). Table 1 presents the summary of the related work with
respect to techniques, achievements, pricing schemes and limitations.
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Table 1. Summary of related work.

Technique(s) Achievement(s) Pricing Schemes Limitation(s)

BBSA [3]
Reduces the energy consumption,
electricity cost and achieves energy
savings for week days and weekend

RTP Consumer comfort and RES
are not considered

MILP, Dijkstra [4]
Minimizes the total cost, trades the
computational complexity for lower
performance

ToU Inconsideration of consumer
comfort, PAR and RES

ILM, NILM [5]
Reduces the electricity cost, provides
cost saving and minimizes the
greenhouse gas emission

- Ignored consumer comfort
and RES

ADP [6]

Considered V2home and V2grid for
energy management, provides cost
reduction, peak load shifting and ESS is
also considered using electric vehicle
battery

RTP Inconsideration of consumer
comfort

GWD [9] Minimizes electricity cost and protects
user comfort - Energy consumption and

PAR are ignored

GHSA [13] Minimizes electricity cost, PAR and
maximizes the consumer comfort RTEP and CPP Inconsideration of RES

IoT [14] Motivates users to locally monitor and
control devices -

Ignored load scheduling,
consumer comfort and
electricity cost reduction

MILP [15]

Minimizes the total electricity cost of
multiple households with distributed
energy resources while maintaining the
consumer’s thermal comfort level

ToU Inconsideration of PAR

Stochastic model [16] Considers limited size of RES to
minimize electricity cost ToU and CPP Computational complexity

GA, Cuckoo and
BPSO [17]

Reduces electricity cost, PAR and
provides energy saving using RES ToU Inconsideration of power

loss

MILP [18] Incorporates a distributed generation,
ESS and minimizes the electricity cost Day-ahead RTP Computational complexity

Multi-objective
evolutionary
algorithm [19]

Addresses load balancing and threshold
problem; reduces electricity cost as well
the waiting time

ToU Inconsideration of RES

Pareto-optimal
front [20]

Electricity cost is reduced and
operational delay is enhanced Day-ahead RTP Ignored user comfort and

RES

BFOA, GA, BPSO, WDO
and hybrid (genetic
BPSO) [21]

Reduces electricity cost and PAR RTP Ignored consumer comfort
and RES

MOA [22] Reduces electricity cost RTP-IBR Inconsideration of RES, ESS
and consumer comfort

Fuzzy controller [23] Optimal users’ comfort, peak load and
electricity bill minimization Dynamic price Required high

computational time

NSGA-II [24] Ensures customers’ convenience and
electricity cost minimization RTP Inconsideration of RES

Informatics solution and
ANN [25]

Performs consumption forecast, reduces
peak consumption, optimizes daily
appliances’ operation and lessen main
grid burden

ToU Inconsideration of RES

This paper provides the following contributions:

1. Similar schemes used in [26] focus on the supplier side, which minimize the daily fuel cost,
production cost and maximizes the sales revenue for grid-connected micro-grid; meanwhile,
this paper expands the work carried out in [12] by incorporating the RES using ToU and CPP to
schedule household appliances.
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2. A model is proposed to provide scheduling of appliances within the smallest execution time via
the Earliglow optimization algorithm. In addition, it provides a platform that enables a shared
RES and ESS.

3. Including RES as well as ESS encourages the generation of on-site power which further alleviate
the electricity cost and PAR with a minimal user waiting time, simultaneously.

4. The proposed model elaborates the individual appliances’ energy consumption behavior, which
provides hourly appliances scheduling and operations.

3. Problem Statement

In order to move ahead, we should be desperate for a new power grid, which is built from a
bottom up approach to address the increase of computerized and digital household appliances with
technological dependence. This can automatically monitor and manage the electricity demands of the
21st century. Different works in literature have proposed methods for DSM: work in [3] proposes a
scheme that reduces electricity cost and consumption. However, consumer’s comfort is not considered
while there is so much reliance on power grid for electricity, which they fail to integrate RES to augment
power supply. Work in [9] proposes a technique that schedules residential household appliances to
minimize electricity cost and protect consumer’s comfort. However, they ignore PAR, electricity
consumption and also do not take into account the need of RES. Work in [16] presents a strategy that
considers the limited size of RES for electricity cost optimization. However, it is insufficient to address
the computational complexity of the proposed stochastic model.

The limitations of existing techniques in the related work are considered and a profound
solution to overcome these limitations are proposed. The scheduling problem of household appliance
operations in a given time horizon of 24 hours is expressed as a multi-objective optimization problem
consisting of (1) the electricity consumption minimization, (2) electricity cost reduction, (3) user
comfort maximization, and (4) load balancing. The proposed solution to the problem is based on the
multi-objective scheduling problem. We additionally assess the performance of HEMS and optimize
the execution of various kinds of household appliances associated within. The household appliance’s
power rating is taken to generate the time of operations fulfilling all the time requirements given by the
consumers. To further reduce the reliance on electricity from the power grid, we integrate ESS and RES
for better energy distribution. This incorporation of RES and ESS will provide load handling, since the
overall power grid load is not stable and can fluctuate over time, thus creating a decentralized grid
system that encourages the generation of on-site power.

Table 2 and Sections 3.1–3.5 provide a detailed description of the household appliance
specifications and the formulation of multi-objective scheduling problem.

Table 2. Appliances specification details [12]. h: (hours); LOT: Length of operational time.

Appliance Class Appliance Name Power Rating (kW) Starting Time (h) Ending Time (h) LOT (h)

Shiftable

Cloth dryer 1.5 06 14 04
Vacuum cleaner 1 06 15 30 min
Refrigerator 0.125 06 15 24
Air conditioner 1 12 24 10
Dish washer 1 08 22 30 min
Pool pump 2 12 21 08
Electric vehicle 2.5 16 24 2.5
Television 0.25 01 16 6 h 45 min
Iron 1 06 16 30 min
Hair dryer 1 06 13 1 h 30 min
Water heater 1.5 06 23 03
Other 1.5 06 24 24

Nonshiftable

Light 0.5 16 24 6 h 15 min
Electric stove 1.5 06 14 05
Personal computer 0.25 08 24 04
Heater 1.5 03 15 03
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3.1. Appliance Specification

The household appliances are classified on their energy consumption patterns and operational
behavior. The description of each classification is given below.

3.1.1. Shiftable Appliances

Shiftable household appliances consist of the interruptible and uninterruptible loads.
The uninterruptible loads have a flexible finishing time with certain consumption period and a
specified consumption rate. Examples are the dishwasher, washing machine, etc. The interruptible
loads have a fixed consumption rate, and the execution periods depend upon consumer choice setting.
Examples are the refrigerator, water heater, etc. Let Nshiftable be presented as the number of shiftable
appliances which belong to the overall household appliances. From Equation (1), Sshiftable denotes the
set of shiftable household appliances, where ℘ denotes the power rating of the individual appliance
and Xapp(t) denotes the status of an appliance at any time slots t ∈ T. Equation (2) shows the cases
when the appliance status is OFF and ON:

Pconsumption
shiftable =

T

∑
t=1

Nshiftable

∑
Sshiftable=1

℘× Xapp(t), (1)

Xapp(t) =

{
1 , if appliance is turn ON,

0 , if otherwise.
(2)

3.1.2. Non Shiftable Appliances

Non shiftable appliances consist of unmanageable loads and weather-based loads. It relies on
weather and energy consumption. It is also known as the fixed household appliances. Televisions,
air conditioners, etc. are listed as non shiftable appliances. Let Nnonshiftable denote the number of non
shiftable appliance which belong to overall household appliances. From the Equation (3), Snonshiftable
denotes the set of non shiftable appliances. The power rating of each appliance is denoted as ℘,
and Xapp(t) is the status of appliance at any time slot t ∈ T:

Pconsumption
nonshiftable =

T

∑
t=1

Nnonshiftable

∑
Snonshiftable=1

℘× Xapp(t). (3)

3.2. Electricity Cost

The electricity cost reduction is defined as the minimum charges on consumed loads issued to the
consumers by the utility. For the electricity cost minimization problem, the shiftable and non shiftable
loads are considered, and it is derived using Equation (4):

Minimize
N

∑
a=1

T

∑
t=1

(Xapp
a,t (t)× ℘× EPrice

a,t ), (4)

where Xapp
a,t (t) denotes the state of appliances as OFF or ON (0 = OFF and 1 = ON) and EPrice

a,t denotes
the price at any time interval t for the consumed electric energy. t is the index of time that has the
upper limit of T(T = 24) h of a day and a is the index of the total number of household appliances.

3.3. Energy Consumption

The proposed HEMS is designed to shift loads from on-peak to off-peak hours in a stable manner.
This shifting depends upon the variation of demand over specific hours and is inversely proportional
to the electricity market price. Mathematically, it is computed in Equation (5):
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Pconsumption =
T

∑
t=1

N

∑
S=1

℘× Xapp(t), (5)

where Pconsumption denotes
energy consumption for the shiftable and non shiftable loads. N denotes the number of Sth

household appliances and T denotes the tth time slots. For the optimization model, the load is
classified according to the operation of household appliances and the behavior of consumers. Table 2
provides details of load categorization.

3.4. Load Balancing

The grid stability is important to ensure sustainability and reliability of the grid management
and operations. Reduction in the PAR helps utility to retain the stability and ultimately leads to the
reduction in electricity cost. It is mathematically calculated using Equation (6):

PAR =
max(Pconsumption)2

avg(Pconsumption)2 , (6)

where Pconsumption denotes the list of hourly load calculated using Equation (5).

3.5. Objective Function

The overall objective function is expressed as a multi-objective optimization function to minimize
electricity cost with reasonable energy consumption from the power grid. This also minimizes the
frustration at consumer end. In addition, incorporating the RES is useful to reduce the greenhouse
gas emission. The objective function is modeled as minimization of Equations (4) and (5), as well the
waiting time.

3.6. Electricity Price Models

Presently, most of the smart households have the advanced metering infrastructure (AMI) installed
which allows bidirectional communication with the utility. The utility uses information regarding
consumption from AMI for efficient management of energy resources in order to maintain demand
and supply. The utility provides strategies that regulate energy consumption of consumers through
different pricing schemes which are essential for DR implementation.

Several electricity pricing schemes have been proposed by the utility. However, ToU and CPP are
the focus of this paper. The CPP pricing scheme is commonly used by commercial and industrial sector
to reduce peak loads, especially in an event-based situation [27]. In this pricing scheme, consumers are
charged with higher electricity price during peak hours especially for winter and summer seasons, and
for the power system emergency conditions. On the other hand, consumers are charged with lower
electricity prices during other periods of the year.

In the ToU pricing scheme, the pricing rate is divided into scheduling time horizons such as
on-peak, mid-peak and off-peak time slots [28]. The on-peak time slots receive the highest electricity
price as compared to the off-peak time slots, whereas the mid-peak time slots receive an electricity
price that falls within the on-peak and off-peak time slots.

Today, moving load to off-peak from on-peak time slots is most effective for the ToU pricing
scheme as compared to the flat rate pricing scheme. In addition, this scheme is simple to implement
and it is not controlled by different cost conditions. In addition, the scheme encourages the use of RES
and ESS especially when electricity prices are high during on-peak and low during off-peak time slots.
Furthermore, ToU provides extreme peak reduction through the following mechanism, finds average
electricity price during intense peak time slots or average electricity price when the number of higher
prices is minimal [26].
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3.7. RES

If a system already had a large share of PV energy and more PV is added to the system, then the
additional increment in the renewable energy penetration will have impacts on the system from
hour to hours. This additional PV and other RES may make the system complex and may require
grid stabilization.

The renewable energy assumes a vital part in reducing the greenhouse effect. At the point,
when RES is utilized, the request for fossilized energy is reduced. Not like the non-biomass and
fossil fuels, the renewable sources of energy (solar, wind, geothermal, and hydro-power) do not
immediately generate greenhouse gases. Frequently used RES are the PV, hydroelectric, and wind
turbine. Over time, the RES has experienced large acceptance being compatible with other energy
sources like the coal and lignite, however, behind the natural gas. In previous years, the world
renewable energy share is calculated to indicate high percentage usage in hydroelectric and PV [29].
However, wind turbine and PV are the most encouraging energy generation and they are still very
recent. However, the two encouraging RES have variate requirements. On the other hand, PV is widely
used in most residential and industrial areas for making it the most promising energy generation.

Generally, RES has inherent variability and uncertainties that will affect the total energy
production planning which is common among renewable energy and distributed energy [30].
Nevertheless, the deployment of RES has brought extensive changes to the present electrical power grid
system [31], for making it a reliable and consumer-oriented system. This deployment of RES exhibits
uncertainty that depend upon the share of input. For example, the PV incorporated into a system with
only a small share of the PV energy. The system will only respond in the same manner during all hours
of a day as well as all hours throughout the year. The technical impact of this incorporation is easy
to understand in terms of cost saving on a monthly and annual basis [32]. Moreover, the renewable
energy input does not impact challenges to the entire operation and balancing of the power grid.

This paper considers battery capacity of 200 kW per 4 h for the RES. Obviously, it will provide
efficiency to the HEMS. ESS is an example of interruptible load shifted to any time slots of a day
(i.e., SOC). The maximum charging must be greater than or equal to the SOC given in Equation (7):

ESScharging
t ≤ ESSmax, (7)

ESScharging
t < ESSlimit, (8)

ESSdischarging
t ≥ ESSmin. (9)

The maximum and minimum electricity storage level is 90% and 10%, respectively [10]. The ESS
is charged based on the electricity price. Equation (8) shows that the SOC of ESS is less than the ESS
limit. ESS will discharge when the electricity rate is high, and if ESS has more stored energy than the
expected ESS minimum level given in Equation (9). The ESS stored electricity at time t is shown in
Equations (7)–(9). There are storage losses due to the charging and discharging effect. To detect the
limitation, the efficiency of the battery is computed in Equation (10):

Beff = Beff(t − 1) + j × ηESS × ESScharging
t − j.ESSdischarging

t
ηESS , (10)

where Beff has a storage capacity of kWh at t. The time slots are denoted as j, and ηESS denotes the
storage efficiency rate.

4. Proposed Schemes

To achieve reliable management of energy and systematic operations of smart grid via DSM,
a scheme of a power system that has a smart building with a number of residential households and
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a single utility is presented. The consumers’ electricity demands are satisfied via power grid or ESS.
All consumers within the residential household have distinct electricity consumption behavior, which is
related to the different load profiles. Smart meters are installed in all of the residential household for
easy calculation of the electricity consumption. The smart meters ensure bidirectional communication
between each residential households and utility for price sharing as well as the quantity of electricity
needed to meet the load demands. We divide a day into 24 h operational time slots, for each time slot
denotes one hour. We further categorize smart household appliances into shiftable and non shiftable
operational mode based upon their functions.

Figure 1 shows the graphical representation of the proposed scheme that is used as the basis for
developing the optimization scheme. It comprises of RES and integrated power utility that is required
to meet the residential loads. The individual power grid and RES act as a node. The delivery of energy
to the residential household and the ESS that are utilized during high load demands that are controlled
by the optimization scheme. The residential load demand is satisfied from the power grid, where direct
utilization of RES and ESS depend on the electricity price in that particular hour. However, RES and
ESS are instantly used to deliver energy to the residential household. In this manner, energy demand
concentrated on the power grid is drastically reduced. In addition, incorporating the RES, ESS and
HEMS are beneficent at reducing the heavy load on the power grid with respect to high demand.

Figure 1. Propose system model.

Figure 2 shows the proposed Earliglow based HEMS architecture. The electricity price signals
(CPP and ToU) are obtained from the utility, which are used for electricity billing. The entire architecture
is divided into two phases. Phase 1 estimates the output energy of PV that depends on several
temperatures and the effect of irradiation on the PV modular. The generated energy of PV is not solely
dependent on irradiation but on its surrounding temperatures. A maximum power point tracker
(MPPT) is mostly used on the PV array to achieve energy output at any irradiation level. Due to
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cloud cover and other isolation constraints, we take a random variable of irradiation. The different
irradiations and temperatures are used to calculate the maximum output energy of PV using the
equation in [33].

Figure 2. Proposed Earliglow based home energy management system (HEMS) architecture.

Once the irradiation and temperature are calculated for each hour, the PV is Turn ON. If the
maximum energy output of PV is greater than the load demand of the household, thus the battery
starts charging. On the other hand, if the household load is greater than the output energy of PV
and the RES output is not enough to supply the household load, then the battery starts discharging.
The inverter is used as the electric circuitry to convert direct current to alternative current for giving
energy to the residential household. The voltage input/output, frequency and the overall energy
handling depend on the system design. However, the output from the inverter is less than its input.
The battery as earlier described is used for energy storage, which also enhances the energy supply to
the residential household.

Phase 2: the actual load scheduling is performed. In this phase, the proposed Earliglow algorithm
is implemented as the optimization scheme. The ideal solution derived after a series of iterative steps
is converted into a binary format (0 and 1) which forms the decision variables (Section 4.1). A 24-h
scheduling plan is performed with a one hour time interval. The time periods are divided into on-peak
(12–8) p.m. and off-peak (12–8) a.m. hours for the ToU signal, while we consider the on-peak hours
as the critical event associated with the CPP price signal. The electricity cost, consumption and load
balancing are calculated using Equations (4)–(6). The household appliances are sorted in descending
order of their load consumption per hour. This is done in order to compare the next load from the rest
of the loads. Let ti denotes the event at time i and tj be the event following ti at time j. If an appliance
with maximum load wants to be shifted within ti and tj, then swap between ti and tj, the appliance
with maximum load is shifted to the new swapped event as presented in Algorithm 1.
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Algorithm 1: Proposed optimal scheduling technique [26]

A: set of appliances; /* app: number of appliances in A, t: time of scheduling event T*/;
t= 0; /*Set appliance initial scheduling time to 0*/;
foreach time slots ti ∈ T do

Determine the initial energy consumption Pconsumption; /*Energy consumption must not be
zero*/;

Calculate the electricity cost, consumption and PAR using Equations (4)–(6);
Sort household appliance in descending order of their energy consumption; /*appliance is
now sorted */;

a=A ; /* a is set equal to the sorted set of A*/;
for a=1 to app do

pointer= TRUE;
for i=1 to app-1 do

j = i + 1; /* tj: event following ti in T */;
For all maximum energy consumption between ti and tj; /*analyze in 2 phases*/;
if ti is not current peak hours then

Set ti as not current peak hours; /* current peak hours: either ToU or CPP*/
end

if tj is not current peak hours then
Set tj as not current peak hours; /* current peak hours: either ToU or CPP */

end

Compute energy consumption of A at t(i, j) and t(j, i); /* compute energy
consumption at distinct time*/;

Pick appliance with the maximum consumption load;
end

if appliance with the maximum consumption is in need of shifting between ti and tj then

exchange (ti, tj);
T = T + T(tj); /*scheduling time of tj in current time slot */;
pointer=FALSE;

else
T = T + T(ti); /* scheduling time of ti in current time slot*/

end

end

if pointer=TRUE then

Stop;
No shifting; /*so all time slots are in order*/;
a is already shifted; return time slot t;

end

end

Figure 3 provides an illustration of the household load shifting activity. The change in residential
load demands is characterized by the size of load reduction (S), duration of load reduction Δt1 as
well as duration of the load recovery, which is either greater or smaller than the load recovery (W).
Subsequently, the load losses between S and load recovery (K) give rise to the load demand in the
recovery time which may vary over load reduction. In a situation when load losses are not experienced
(i.e., (K = 1)), the extra amount of power consumed in the recovery time will be equal to the energy
consumed during the load reduction time. The disparity between (Δt1) and (Δt2) show that the
recovery time does not correlate with the reduction time.
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Figure 3. Illustration of a load shifting operation by a household appliance. S is the size of load
reduction; K is the load recovery; W is the duration of K, greater or smaller than K; t: time.

Algorithm 1 presents the optimal scheduling technique. The execution steps of the proposed
optimal scheduling techniques depend on the complexity at lines (8–24) in the for-loop.
The complexities of other lines (i.e., 10–22) are more than these lines. However, complexity of line 8 is
influenced by line 10. All of the sub-lines 10–22 take O(a), while line 10 can iterate maximally with a
iterations, and hence its cost is O(a). Lines 8–24 perform at the maximum iteration cost of O(app2).
Then, the overall T process takes the cost of O(T3).

4.1. Jaya Algorithm

In the Jaya algorithm [34], the objective function is presented as Vt and is minimized at any
iteration t. Suppose that there is a k number of decision variables (j = 1, 2, . . . , k) and the number of
the individual solution is presented as l.The individual with the ideal value is presented as V∗

t in the
whole individual solution. While the individual with the worse value is presented as V∗∗

t in the whole
individual solution. If in the jth variable we obtain the Vj,l,t value for the lth individual during the tth
iteration, then we present a modified value using Equation (11):

V
′
j,l,t = Vj,l,t + r1,j,l(V∗

j,t − |Vj,l,t|)− r2,j,l(V∗∗
j,t − |Vj,l,t|), (11)

where V∗
j,t, is the value of variable l for the ideal individual and V∗∗

j,t is value of the variable l for the

worst individual. V
′
j,l,t is the updated value of Vj,l,t, where r1,j,l and r2,j,l are two random numbers

for jth variable during tth iteration in the range of [0, 1]. The term r1,j,l(V∗
j,t − |Vj,l,t|) indicates the

tendency of solution to move towards the ideal solution, whereas the term r2,j,l(V∗∗
j,t − |Vj,l,t|) indicates

the tendency of the solution to avoid the worst solution. V
′
j,l,t is selected if it gives the ideal function

value. All selected function values at each iteration are preserved and used as the input for the next
iteration. Parameters used for simulation are shown in Table 3. Algorithm 2 illustrates the proposed
Jaya based HEMS.
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Table 3. Algorithms parameters. Max and Min denote the maximum and minimum population bound.

Jaya-Parameter Value SBA-Parameter Value EDE-Parameter Value

Population size 30 Population size 30 Population size 30
No. decision variables 16 No. decision variables 16 No. decision variables 16

Min 0.1 Min 0 Min 0.1
Max 0.9 Max 1 Max 0.9

No. of runner 50 Scaling factor 0.5
Length of root 5 Crossover probabilities 0.3, 0.6, 0.9

Maximum Iteration 100 Maximum Iteration 100 Maximum Iteration 100

Algorithm 2: Proposed Jaya based HEMS [12]

Initialize Min, Max, and termination criterion MaxIter;
iter = 0;
Generate a random population;
while iter < MaxIter do

iter = iter + 1;
Evaluate the objective value of each one of the population;
Get new solution;
Find the local search;
Begin mutation strategy;
End mutation strategy;
Accept new solution if it gives best objective value;

end

Perform schduling of household using the Algorithm 1;

4.2. SBA

Several plant intelligence-based inspired optimization algorithms have been proposed in [35].
The strawberry plant is generally known for its characteristic aroma, bright red color, juicy texture and
its sweetness. This plant propagates via a runner in order to survive. If the plant found itself in a good
spot on the ground, with plenty of soil nutrients, water and sunlight. Then, the plant produces several
short runners, which reproduces a new strawberry plant and occupies the neighborhood as much as
possible. On the contrary, if the strawberry plant is not on the spot of a good ground (i.e., there is no
sunlight, poor nutrient and water), it will try to survive by sending fewer smaller runners to further
exploit the far neighborhood, hence finding a better spot for its offspring. Since sending a longer
runner is a huge investment for the plant that is in a poor spot, we therefore assumed that the quality
of the spot is reflected on the growth of the plant; then, we build our optimization based on these
notions: the strawberry that falls on a good spot of the ground propagates well by reproducing many
short runners. Those that fall on the poor spot tends to reproduce a few long runners. The parameters
of SBA are shown in Table 3. Algorithm 3 describes the entire operations for the SBA. The f (x) ∈ [0, 1]
is the fitness function. Therefore, the distance between each runner and the number of the runners is
computed using Equation (12):

N(x) =
1
2
(tanh(4 × f (x)− 2) + 1) (12)

by default, the number of runner is proportional to its fitness and is computed using Equation (12):

ni = [K, Nir], (13)

where K is the maximum number of runner and ni denotes the number of the runners generated
by the solution at iteration i after sorting. Nir mapped the fitness to its solution i, where r ∈ [0, 1]
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denotes the number generated randomly for each candidate in each generation. To ensure all solutions,
generate a runner for the best candidate. The f (x) ≡ 0, fitness must generate at least K maximum
runner. The distance of each runner is inversely proportional to its growth and it is computed using
Equation (14):

di,j = 2(1 − Ni)× (r − 0.5), (14)

where j denotes the size of search space. Every di,j is in the range [0,1]. di,j determines the growth of
runner. The computed distance will be used for updating the i candidate solutions, which depends on
the limit of xτ

j given in Equation (15):

xτ
j = xj + (sj − qj)× di,j. (15)

The xτ
j ensures that the solution lies within the limit [sj, qj], where sj, qj denote the upper and

lower bound, respectively.

Algorithm 3: SBA based HEMS
Objective function f (x), x ∈ [0, 1] generate a population P{p1, . . . , pm}, g = 1, MaxIter :
maximum iteration, drunner : number of runner, droot : length of root ;
for g=1 to MaxIter do

compute{Ni = f ({pi}), ∀pi ∈ P} sort P in descending order of N
create a new population Pnew;

foreach {pi, i = 1 . . . , m} do

Best m only;
drunner and droot are proportional to the fitness Ni ;
Pnew = Pnew ∪ drunner;
Append to population, death occurs by omission above ;

end

p = Pnew; {new population}
Return p, the population solutions

Perform scheduling of household load using the Algorithm 1;
end

4.3. Earliglow Algorithm

Every meta-heuristic optimization algorithms have their advantages and disadvantages.
Several algorithms have a parameter tuning problem that can be resolved by trial and error. Generally,
the smaller the number of tuning parameters, the more superior the algorithm is. Other limitations
include an accuracy problem and high sensitivity to the initial guess while finding the global solution
using low probability. In addition, achieving solutions outside the region defined by boundary values
of variables. However, some algorithms may be efficient in solving one problem and yet not suitable
for another. SBA has the following limitations. Firstly, SBA duplicates every number of computational
individual for each iteration. Lastly, local and global searches are done simultaneously where each
computational individual is subjected to large and small movement from the start to end. In addition,
Jaya algorithm falls into local minimum as the number of iteration increases. To ensure the better
performance of both algorithms, a new algorithm known as Earliglow which has both flavors of
the existing techniques, SBA and Jaya algorithm is proposed. Based on our assumption, the named
Earliglow is chosen due to its features to ripen its fruits sooner (accuracy) than other strawberry
variants and is also resistant to many known strawberry diseases (fast convergence). The detailed
procedures of Earliglow are illustrated in Figure 4.
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Figure 4. Proposed Earliglow algorithm.

In the Earliglow algorithm, SBA algorithm is performed first on the random population using
Equations (12)–(15) due to the problem of adjusting the individual solution within the population
bounds, high memory usage, and since SBA duplicates every number of computational individual for
each iteration. The Jaya algorithm is implemented to reduce the number of iterations. If the solution
falls outside the given range of the defined bounds, the solution is modified on the basis of ideal
and worse individual solution. For this purpose, a mutation policy is adopted as well as trimming
of the population using Equation (16). This policy updates individual solutions and ensures that
the solution moves towards achieving the ideal solution while circumventing the worse solution.
In addition, the number of iterations is further reduced leading to a global solution within a minimal
execution time:

x(x(:, i) < mini(i), i) = mini(i),

x(x(:, i) > maxi(i), i) = maxi(i),
(16)

where mini and maxi are the minimum and maximum population bound of the ith individual
population, x.

4.4. Enhanced Differential Evolution Algorithm (EDE)

The differential evolution (DE) algorithm was first introduced by Storn and Price in 1995 [36],
since then it has become the state-of-the-art algorithm for solving most optimization problems.
This algorithm uses the concept of mutation, selection and crossover. Adjusting the common
known parameters like population size, mutation, scaling factor and crossover rate. In this paper,
we implement the enhanced version of DE where the performance is enhanced by adjustment of
population size and scaling factor. The crossover rate is implicitly used during the crossover process.
The parameters of EDE are shown in Table 3.
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5. Simulations and Discussions

In order to evaluate the performance of the proposed appliance scheduling scheme, we simulate
the hourly energy use of the set of household appliances. The parameters in terms of length of operation
time (LOT) and power ratings of appliance are presented in Table 2. Simulations are performed in
three cases: (I) without HEM, (II) with HEM, and (III) HEM with RES. We also discussed the hourly
load behavior of household appliances and finally the feasible regions (FR) in terms of electricity cost,
load and waiting time. Peak load shifting is achieved by load adjustment of appliances with feasible
schedules. Shiftable appliance usage was systematically changed by turning them ON and OFF.

In this paper, consumers are charged based on the ToU and CPP pricing schemes. The ToU
provides varying price structure for off-peak, mid peak and on-peak; it also provides an incentive to
consumers who engage in the DR program for shifting their load to off-peak hours. In this pricing
scheme, different time periods have different electricity charging rates. On the other hand, the CPP
pricing scheme creates different price structure for different seasons and events of a year. The electricity
cost is charged for this period with a specified rate given by the utility. Figure 5a presents the ToU and
CPP signals received from the utility and send to consumers.

5.1. Case I (without HEM)

The total electricity cost of without HEM using CPP and ToU is presented in Figure 5b, whereas
the hourly electricity cost of consumers without HEM is illustrated in Figure 5c,d respectively.

The consumers have no HEMS architecture in their households and thus take electricity from
the power grid when required. Figure 5e,f show the different CPP and ToU pricing scheme hourly
appliance consumption of energy from the main grid.

5.2. Case II (with HEM)

Four types of HEM schemes are presented to the smart consumers. The HEM scheme based on
Earliglow allows few appliances to operate during on-peak hours. The achievement of Earliglow based
HEM scheme is allowing optimal household appliance scheduling in the 24-h time period as presented
in Figure 5e,f, respectively. Furthermore, the electricity cost paid to utility against this consumption is
presented in Figure 5c,d, respectively. It is proven from these figures that HEMS not only shift load
from on-peak to off-peak hours; however, find and shift load to the respective hours when electricity
cost is minimal.

The smart consumers that implement HEM scheme based on Jaya, EDE and SBA utilize the
energy optimally and stabilize the household load by moving loads from on-peak to off-peak hours by
considering the different consumers’ setting and constraints. The behavior of load consumption after
participating in the DR program is presented in Figure 5e,f.

Likewise, Figure 5c–f show the load in kWh and electricity cost in cents/h using the proposed
four algorithms. The load has been scheduled from h8−14 to off-peak h18−10 for CPP, whereas the load
has been scheduled from h8−14 to off-peak h16−10 for ToU. Thus, it minimizes the electricity cost and
intense peak created because of load shifting where consumers depend on grid energy (Figure 6e).
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(a) Electricity pricing signals (b) Total electricity cost

(c) CPP (d) ToU

(e) CPP (f) ToU

Figure 5. (a) electricity pricing signals; (b) total electricity cost; (c) hourly electricity cost using critical
peak price (CPP); (d) hourly electricity cost using time-of-use (ToU); (e) hourly electricity consumption
without renewable energy sources (RES) using CPP; (f) hourly electricity consumption without RES
using ToU.
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(a) CPP (b) ToU

(c) CPP (d) ToU

(e) PAR (f) Appliances’ waiting time

Figure 6. (a) hourly electricity cost with RES using CPP; (b) hourly electricity cost with RES using
ToU; (c) hourly electricity consumption with RES using CPP; (d) hourly electricity consumption with
RES using ToU; (e) PAR; (f) appliances’ waiting time.

After achieving this improvement, the consumer is encouraged to engage in the effective
management of energy through their household appliances scheduling. The total daily cost savings
with and without HEM are presented in Table 4. Similarly, the total daily energy savings with and
without HEM are also presented in Table 5.

In fact, Tables 4 and 5 present the comparisons of the schemes used in this paper. Distinctly,
the proposed scheme is efficient in the management of the household load. In addition, the penetration
of RES improves it practicality for smart consumers.
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Table 4. Summary of the results for electricity cost in (cents).

Technique Electricity Cost Electricity Cost Savings (%) Computation Time (s)

Pricing scheme CPP ToU CPP ToU CPP ToU
without HEM 3787.00 1309.10 - - - -
Earliglow without ESS 2149.00 1128.00 43.25 13.83 0.1185 0.1202
Earliglow with ESS 1408.60 1035.60 62.80 20.89 0.1185 0.1202
Jaya without ESS 2541.00 1119.90 32.90 14.45 0.0755 0.0806
Jaya with ESS 1060.20 1032.90 72.00 21.09 0.0755 0.0806
SBA without ESS 2261.00 1092.20 38.07 18.21 0.8673 0.3709
SBA with ESS 2014.20 999.79 45.41 25.35 0.8673 0.3709
EDE without ESS 2373.00 1125.10 37.33 16.49 2.2728 0.3803
EDE with ESS 1385.80 953.51 56.88 24.63 2.2728 0.3803

Table 5. Summary of the results for energy consumption in (kWh).

Technique Energy Consumption Energy Consumption Savings (%) Computation Time (s)

Pricing scheme CPP ToU CPP ToU CPP ToU
without HEM 105.00 105.00 - - - -
Earliglow without ESS 105.00 105.00 - - 0.1185 0.1202
Earliglow with ESS 98.00 98.00 6.66 6.66 0.1185 0.1202
Jaya without ESS 105.00 105.00 - - 0.0755 0.0806
Jaya with ESS 93.00 95.00 11.42 9.52 0.0755 0.0806
SBA without ESS 105.00 105.00 - - 0.8673 0.3709
SBA with ESS 103.00 98.00 1.90 6.66 0.8673 0.3709
EDE without ESS 105.00 105.00 - - 2.2728 0.3803
EDE with ESS 97.00 92.00 7.61 12.38 2.2728 0.3803

5.3. Case III (HEM with RES)

In this case, the consumer employs the ToU and CPP pricing scheme and further uses the stored
RES energy optimally to reduce electricity cost. The household considered in this scenario has the
combination of HEM (Earliglow, Jaya, SBA and EDE) and RES generation with a storage system.
The HEMS utilises the RES stored energy wherever the electricity cost of the utility is enormous and
move the load from the power grid to the RES energy and therefore decreases the cost of electricity by
a meaningful amount.

The achievement of all HEM schemes towards the optimal consumption of power grid depends
on stored RES which is based upon the PV energy and the total area of the PV array. This means that
energy can be used directly during peak hours; otherwise, it can be stored in batteries.

Huge peaks during the off-peak hours have been prevented by using the RES stored energy.
During the on-peak hours, the consumers do not fully depend on the energy from the power grid
and decide to use RES stored energy. In this manner, the cost of electricity and the huge peaks are
drastically minimized. In addition, it will provide grid stability (Figure 6e).

5.4. Performance Trade-Off Made by Optimization Schemes

HEMS allows consumers to optimally shift their appliances from on-peak to off-peak hours.
Thus, the trade-off between cost of electricity and waiting time exists because of load shifting.
The HEMS estimates the waiting time for appliances and utilizes the energy from the power grid
efficiently. This enables consumer to pay a lower electricity cost and also gets the best satisfaction.
Moreover, the consumer is encouraged through a reduced electric billing. Likewise, the HEMS
scheduled load in order that delay is created within the operable limit. Hence, a minimum waiting
time during scheduling is accepted.

Apart from RES, smart consumers are allowed to use energy optimally from the power grid and
also the RES generation energy at their disposal. This class of smart consumers has HEMS that allows
them to consume electricity at a low cost. The pricing schemes enable smart consumers to optimally
utilize grid energy and also energy stored from RES. In conclusion, the comparisons are taken based
on cost, cost savings, consumption and consumption savings.
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In Table 4, consumers without HEM pay high electricity bills for the same energy consumed
by the consumers with HEM; thus, the consumer with HEM get the maximum benefit from the
pricing schemes. Meanwhile, the waiting time of the consumers without HEM is little bit higher;
however, they pay the maximum cost of electricity to the utility using the proposed pricing schemes.
Thus, there is a trade-off between consumer’s waiting time and the cost of electricity. On the other
hand, consumers with HEM pay a minimal electricity bill as compared to consumers without HEM.

The load scheduling behavior of an Earliglow based HEM scheme is smooth without creating
peaks during on-peak hours. This enhances the household appliance’s operations. As shown in
Figure 5e,f, the Earliglow scheduled load in a more advanced manner and maintains the completion of
the appliance’s operation. Meanwhile, the other algorithms (Jaya, EDE and SBA) demonstrate the load
movement to off-peak hours efficiently.

From Figure 5e,f, it is shown that consumers having Jaya, EDE and SBA schemes may not be able
to utilize the energy stored optimally as compared to Earliglow because of high load peaks (Figure 6e).

In conclusion, the results from the simulation confirmed the performance of Earliglow based HEM
over the other HEM (Jaya, EDE and SBA) in terms of peak reduction, electricity (cost and savings),
using CPP, consumption (load and savings) using the ToU scheme and computational time is presented
in Tables 4 and 5.

5.5. Hourly Load Behavior of Household Appliances

Figure 7 shows the consumers without HEM for hourly household appliance behavior. The figure
demonstrates that the majority of the consumer household appliances are concentrated within the
on-peak hours. The consumers then implement the proposed HEMS to optimally shift load from
on-peak to off-peak hours as presented in Figure 8 to illustrate the individual household appliance’s
energy consumption behavior for each hour with respect to the two pricing schemes.

Figure 7. Hourly electricity consumption for each appliance without HEM.

Using the CPP scheme: in Figure 8a, Jaya based HEMS shift more loads to the first h10 and h19−24

than the other hours. Thus, the loads shifting during these hours consist of high energy consuming
appliances. In Figure 8b, most appliances are shifted to the first h10 and h17−24 of the day for SBA based
HEMS. These are high load profile appliances like pool pump, hair dryer, iron appliance, electric stove,
water heater, dishwasher and air conditioner. Finally, in Figure 8c, most appliances are shifted to the
first h1−10 and h15−24 in a day for Earliglow based HEMS than the other hours.
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(a) Jaya (b) SBA

(c) Earliglow (d) Jaya

(e) SBA (f) Earliglow

Figure 8. Hourly electricity consumption for each appliance with HEM. (a) hourly electricity
consumption for each appliance with HEM for Jaya using CPP; (b) hourly electricity consumption for
each appliance with HEM for SBA using CPP; (c) hourly electricity consumption for each appliance
with HEM for Earliglow using CPP; (d) hourly electricity consumption for each appliance with HEM
for Jaya using ToU; (e) hourly electricity consumption for each appliance with HEM for SBA using ToU;
(f) hourly electricity consumption for each appliance with HEM for Earliglow using ToU.

Using the ToU scheme: in Figure 8d, more appliances are shifted to the h2−10 and h21−24 of the day
for Jaya based HEMS than the rest hours. From these results, most of the high energy consuming loads
are moved to off-peak from on-peak hours. This reduces the electricity cost and may generate peaks.
While SBA based HEMS in Figure 8e, SBA based HEMS shifts most of its appliances to the first h1−6
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and h20−24 with high impact on the h23−24. Finally, Figure 8f shows that Earliglow based HEMS shifts
most of its appliances to the first h1−7 and h17−24 of the day, especially for high load profile appliances
like air conditioner, dishwasher, pool pump, iron appliances, electric stove and electric vehicle.

5.6. FR for Electricity Cost and Energy Load

A search space is the set of all possible points which satisfy the objective constraints, and it is
known as the FR [37]. In this paper, ToU price signal for all households falls within (8.70, 2317.40)
cents. Similarly, ToU pricing scheme hourly energy consumption for all households in all cases falls
within (1.00, 13.25) kW. In CPP, the price signal ranges from (11.40, 11,854.00) cents for all household
appliances and the without HEM scheme ranges from (1.00, 13.25) kW for all the possible cases.
As shown in Figure 9, the electricity cost in the FR for each pricing scheme must be less than or
equal to the maximum without HEM hourly electricity cost of 2317.40 and 11,845 cents, respectively.
The following are the formulated possible cases:

(a) CPP (b) ToU

(c) CPP (d) ToU

Figure 9. (a) FR for cost and electricity consumption using CPP; (b) FR for cost and electricity
consumption using TOU; (c) FR for cost and waiting time using CPP; (d) FR for cost and waiting time
using ToU.

The constraints obtained from the possible formulated cases in Table 6 and 7 are explained below.

1. The hourly cost of electricity for each load must fall within the lowest and highest electricity cost
without HEM.

2. The hourly cost of electricity for each load must be less than the hourly electricity cost
without HEM.

3. The entire hourly load must fall within the lowest and highest combined energy without HEM.
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Table 6. Showing the possible formulated cases for CPP.

Cases Load (kW) Price (Cents) Cost (Cents)

Minimum load, minimum price 1.00 11.40 11.40
Minimum load, maximum price 1.00 894.65 894.65
Maximum load, minimum price 13.25 11.40 151.05
Maximum load, maximum price 13.25 894.65 11,854.00

Table 7. Showing the possible formulated cases for ToU.

Cases Load (kW) Price (Cents) Cost (Cents)

Minimum load, minimum price 1.00 8.70 8.70
Minimum load, maximum price 1.00 174.90 174.90
Maximum load, minimum price 13.25 8.70 115.27
Maximum load, maximum price 13.25 174.90 2317.40

Based on the defined constraints, the electricity cost of scheduled loads must fall within the lower
and upper limit of load without HEM hourly electricity cost. Notably, 13.25 kW is maximum hourly
load without HEM which must be greater than or equal to the scheduled loads for all schemes. The FR
in Figure 9a,b, describes the relationship between electricity cost and energy load. We denote all
points with P1, P2, P3, P4, P5, P6, where (P1, P2, P3, P4) is the set of points in which the without HEM
load boundary lies. To calculate these points, we multiply the minimum and maximum loads with the
minimum and maximum electricity price signals collected from the utility. The ToU and CPP achieve
maximum electricity cost per time slot without HEM of 2317.40 cents and 11,854.00 cents, respectively.
The cost for scheduled load should not be more than the electricity cost of without HEM. The FR
covers all points (P1, P2, P3, P5, P6). The FR covers all point (P1, P2, P3, P5, P6). This assumes the realistic
electricity cost reduction while using HEM.

5.7. FR for Cost and Waiting Time

Waiting time is measured as the amount of time the household appliances stay idle before they
are turned ON. Figure 9c,d show the FR of electricity cost versus the waiting time of each household
appliance for the two pricing schemes. The shaded region indicates the points where the problem
constraints are satisfied. The formulated possible case tells the average waiting time for each scheduled
load per time slot and their corresponding cost. The above-formulated case is used to derive the
constraints of the FR as explained below:

1. The hourly waiting time should not be more than the maximum average waiting cost.
2. The cost of hourly waiting time must be within the minimum and maximum waiting time.
3. The total hourly waiting time must not exceed the minimum and maximum total waiting time.

From Figure 9c, the cost of 2210.00 cents shows the household appliance waiting time is zero,
whereas, in Figure 9d, the cost of 1080.00 cents shows zero waiting time of household appliances.
From the simulation results, the maximum electricity cost for the two pricing schemes indicates the
maximum delay.

6. Conclusions and Future Work

This paper proposes a model for SG that handles the emerging advancement in technology
of smart households and the power grid. It is also established that integrating the RES and the
proposed optimization algorithm with its solution optimally addresses the multi-objective scheduling
problem. The performance of the proposed models shows that, unlike Jaya, EDE and SBA based HEMS,
Earliglow based HEMS reduces the electricity cost by 43.20%, 13.83% for CPP and ToU, respectively.
The proposed Earliglow based HEMS achieves a reduced PAR up to 61.23% as compared to Jaya with
PAR reduction up to 63.54%, whereas SBA and EDE have PAR reduction up to 17.97% and 43.61%
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for the CPP scheme. Similarly, Earliglow based HEMS reduces the PAR up to 58.84% as compared
to Jaya and SBA that each have PAR reduction of 43.03%, while EDE achieves PAR reduction up to
48.59% for ToU schemes. The achievements of Earliglow based HEMS over the counterparts are as
follows. Firstly, Earliglow based HEMS shows that power system stability and reliable grid operation
are enhanced through the efficient scheduling and utilization of the ESS. Lastly, Earliglow uses the
advantages of both Jaya and SBA, which resolves the limitations of the two algorithms. Additionally,
ESS is included to ensure reliable operation of the power grid as well as minimize the electricity cost.
FRs illustrate the effect of household appliance scheduling on electricity cost with power consumption
and consumer waiting time.

The proposed optimization method is scalable to any infrastructure capacity of the electricity
system. Moreover, the proposed optimization method is efficient in achieving a global optimum
solution within a small amount of execution time.

In the future, we will consider micro-grid and HEMS for minimization of the load burden on
the power grid and reduction of electricity cost for the household users. We are also concerned in
the coordination among the RES and ESS to utilize the renewable and sustainable energy resources.
This coordination of RES in a residential area will not only enable the exchange of surplus renewable
energy among the micro-grid but also minimize the load on the power grid.
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Abstract: Building energy simulation (BES) models rely on a variety of different input data, and the
more accurate the input data are, the more accurate the model will be in predicting energy use.
The objective of this paper is to show a method for obtaining higher accuracy in building energy
simulations of existing buildings by combining time diaries with data from logged measurements,
and also to show that more variety is needed in template values of user input data in different kinds
of buildings. The case studied in this article is a retirement home in Linköping, Sweden. Results from
time diaries and interviews were combined with logged measurements of electricity, temperature,
and CO2 levels to create detailed occupant behavior schedules for use in BES models. Two BES
models were compared, one with highly detailed schedules of occupancy, electricity use, and airing,
and one using standardized input data of occupant behavior. The largest differences between the
models could be seen in energy losses due to airing and in household electricity use, where the one
with standardized user input data had a higher amount of electricity use and less losses due to airing
of 39% and 99%, respectively. Time diaries and interviews, together with logged measurements,
can be great tools to detect behavior that affects energy use in buildings. They can also be used
to create detailed schedules and behavioral models, and to help develop standardized user input
data for more types of buildings. This will help improve the accuracy of BES models so the energy
efficiency gap can be reduced.

Keywords: building energy simulation; occupant behavior; energy performance; indoor climate;
retirement home; user input data

1. Introduction

In the European Union (EU), buildings are responsible for approximately 40% of energy use and 36%
of CO2 emissions [1]. The building sector is also responsible for about 60% of electricity consumption,
and about one-third of the total energy use in the building sector can be related to non-domestic
buildings [2]. In 2016, the total energy use in the building sector in Sweden was 80.5 TWh, and
approximately 27% of this energy use was from public buildings [3]. When renovating or constructing
new buildings, it is important to have an idea on how the energy use will be affected by the users.
One way to do this is with building energy simulation (BES). However, BES models rely on a variety of
different input data, and the more accurate the input data are, the more accurate the model will be in
predicting energy use. In many cases, when it comes to whole-building simulation, there are significant
discrepancies between simulated results and actual energy use of the real buildings [4]; this is called the

Energies 2019, 12, 2072; doi:10.3390/en12112072 www.mdpi.com/journal/energies208



Energies 2019, 12, 2072

“energy performance gap” [5]. However, whole-building simulation is often held as the best approach
when it comes to analyzing performance in the building industry [6]. Many times, these differences
come from the behavioral patterns of the residents, which are hard to predict and to simulate [7].
In Sweden, it is now standard to use template values and schedules for user behavior. The template
values used in Sweden are usually from Sveby´s reports on standardized user input data, which are
available for residential housing, office buildings, and schools [8–10]. Sveby stands for “standardize
and verify energy performance in buildings”, and it is a branch overlapping program that produces
instruments that aid and standardize energy use. However, these template values and schedules were
only developed for residential buildings in the form of apartment buildings and detached homes, and
not for other types of residential buildings such as retirement homes or homes for people with special
needs. In Reference [11], the authors made a review article where they studied research articles which
dealt with the impact of occupant behaviors on building energy analysis. They concluded that most
research in the field studied residential and office buildings, while a small number studied commercial
and educational buildings, and sparse attention was given to recreational and healthcare facilities.
As this paper shows, the available template values from Sveby do not always provide a good prediction
of user behavior and, therefore, the simulations lack in accuracy compared to real buildings.

Another way to simulate user behavior and its impact on energy use in a building is to use
behavioral models. Many behavioral models that has been developed uses data from large national
surveys based on time diaries [12–15]. However, these behavioral models were also only developed for
residential housing. In Reference [12], the authors presented a method for generating realistic occupancy
schedules and electricity load profiles for United Kingdom (UK) households, where they used data from
a large time-use survey (TUS) on how people used their time, which was conducted in the UK in 2000.
The data used included location of participants and if they were active (not asleep) for each ten-minute
diary period. The data did not contain any information on electricity use; however, according to the
article, electricity use is highly connected to active occupants. Their conclusions were that the simulated
output and original TUS data correlate very closely, and that the technique of building transaction
matrices from such data in order to generate synthetic data series is very effective and computationally
efficient. The authors of Reference [13] presented a method to generate load profiles for household
electricity and domestic hot-water (DHW) use from time-use data. The profiles were generated from a
detailed dataset on the time use for everyday activities in Swedish households, and the results were
compared to electricity and hot-water profiles from recently performed measurements. They said that
their model makes realistic reproductions of electricity demand for individual households and generates
well-corresponding load distributions when compared to available measurement data. “The overall
energy-use pattern found in measured data is well described by the model, while magnitudes sometimes
deviate” [13]. In Reference [14], the authors developed a high-spatial-resolution model of energy use in
residential buildings using data from national TUS data from the United States (US) residential sector.
Their model was more detailed then previous models in the way that it was used down to a zone level
in a building rather than an entire building. One conclusion they drew is that, if energy simulation tools
can result in better decisions in energy-efficient renovations of single-unit structures where owners
have full control over their property (in the US, this is approximately 65 million properties), it can have
substantial societal impact. In Reference [15], the authors also made a probabilistic occupancy model
for residential buildings, and tested it against Belgian TUS data. However, none of these studies or
behavioral models were made for specific types of buildings; rather, they were made from large datasets
and only from regular residential buildings. To the best knowledge of the authors of this article, such
behavioral models are not widely used compared to the use of template values in the building industry.

The aim of this article is to show a method on how to improve the resolution of BES models on
existing buildings by integrating measurements of electricity use, indoor temperature, and CO2 levels
with time diaries. The aim is also to show how occupant behavior in a retirement home can differ
from occupant behavior according to template values for regular residential buildings, and how these
differences can affect energy use in a building. It shows the need for the development of template
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values to use in BES models for more types of buildings than currently available. The article will
also contribute to the knowledge on occupant behavior in retirement homes, which according to
Reference [11] is sparse.

2. Method and Case Description

In the present study, a model of an existing building was created in the general simulation software
IDA-ICE (IDA Indoor Climate and Energy) version 4.8 [16]. Input data for the model were obtained
through interviews and time diaries, logged measurements, blueprints, and onsite observations.
IDA-ICE is a dynamic whole-building energy simulation software that was released in 1998, in which
building energy use, indoor climate, and heating and cooling loads can be simulated. The validity of
IDA-ICE was tested several times throughout the years with good results [16–18].

2.1. Theory and Related Research

2.1.1. Validation of BES Models

There are three basic approaches for validating BES models. The first one is analytical validation,
where the model is compared to a given and exact solution, the second approach is peer model
validation, where the model is compared to peer models with the same input data, and the third
approach is empirical/realistic validation, where the model is compared to empirically collected
data [19,20]. When performing a realistic validation, one can use metering and auditing data from
actual residential and commercial buildings to compare the model [19]. User behavior is usually also
included in these models, but setting occupant behavior schedules is difficult due to the variable nature
of occupants [19]. In their conclusion, Sanquist and Ryan [19] stated that realistic validation cases
need to be included in building energy validation procedures to improve the accuracy of building
energy models. Sanquist and Ryan [19] also stated that there were not any major improvements
in the methods used to model occupant behavior, and that the use of stochastic and other detailed
behavior models could improve predictions of energy models, but at a much greater cost than current
schedule-based occupant models. There were not many attempts at empirical validation of occupied
buildings [21]. A few examples on studies that used empirical validation include References [21–24].
La Fleur, Moshfegh, and Rohdin [21] measured electricity, indoor temperature, and CO2 level in
two apartments, both before and after renovation. The aim of their study was to present numerical
predictions, validation, and evaluation of energy use and indoor climate for the building before and
after renovation. Good agreement was reported, both in annual heat demand and indoor temperature,
between simulation results and measurements. La Fleur, Moshfegh, and Rohdin [21] concluded that
assumptions on user behavior have significant impact on energy-saving potential. In the article by
Liu et al. [22], two almost identical buildings built in the 1970s in Sweden were studied. One building
was retrofitted during 2009-2010, and the other was not yet retrofitted. In the study, a mixed-methods
approach was used, i.e., conducted measurements and simulations on the buildings, as well as handing
out questionnaires with questions about the indoor environment to the residents of both buildings.
The electricity use and indoor temperature were measured. Based on the electricity measurements,
schedules for electricity use were created and compared with the predicted results of indoor temperature
and heat demand; good agreement was achieved between them. A similar approach was conducted
by Reference [23], as they validated their BES model against detailed measurements of electricity at the
appliance level in a passive house, with good agreement. Some of the differences in simulated and real
results in building simulation models can, as previously stated by Reference [21] amongst others, be due
to behavior of the building’s occupants. Large offsets between simulated results and actual energy
use, due to differences between actual and simulated behavior, can be a problem [7]. Gauthier and
Shipworth [25] described a couple of different behavioral responses connected with thermal discomfort
according to the following factors: increasing/decreasing clothing insulation level (clo), operative
temperature, and increasing frequency, duration, and/or amplitude of localized behavioral responses
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such as consuming hot food and/or liquids, changing location to another room in the dwelling, opening
and closing of curtains and/or windows, and changing body position. Some of these responses have
a direct impact on energy use in the dwelling, such as opening and closing of windows [26]. A lot
of behavior models were designed for use in energy simulations, and many of them use data from
national time-use surveys, which are based on data from time diaries [12–15], as described above.
These models rarely took opening of windows and doors into account; however, other models were
developed for this purpose (e.g., Reference [26]). A method on how to model and validate BES models
was proposed by Raftery et al. [4]. The proposed approach was evidence-based, which means that
changes to the input parameters could only be made according to available evidence under clearly
defined priorities. This was done to minimize the differences between real and simulated energy use
for buildings [4]. The proposed method follows a certain sequence of steps that should be done in order
to get as good results as possible. The first step is preparation, where an initial model is constructed,
and historical weather data and calibration data are gathered, in addition to setting acceptance
criteria for the model. Calibration data should be gathered and used according to the following
hierarchy: (1) data-logged measurement; (2) spot or short-term measurement; (3) direct observation;
(4) operator and personnel interviews; (5) operation documents; (6) commissioning documents; (7)
benchmark studies and best practice guides; (8) standards, specifications, and guidelines; (9) design
stage information. The acceptance criteria are values of, for instance, energy use and zonal indoor
temperatures during a certain period of time, whereby the model should match to be called validated.
In the second step, the model is updated with the information gathered, and the simulation is run.
The model is tested against the acceptance criteria, and, if it checks out, the model is validated. If it
does not meet the acceptance criteria, an iterative process is started where new measurements or data
are obtained, and the model is updated and tested until it meets the acceptance criteria. According to
Reference [4], the proposed methodology was based on some of the best techniques from the reviewed
literature of their study, and it combined these with an evidence-based approach that used version
control software to track the calibration process.

Standards, specifications, guidelines, and template values, such as Sveby’s standardized user
input data, come in at place eight out of nine in the hierarchy proposed by Reference [4] for input
data in building energy simulations. Despite this, standards such as user input data for housing,
office buildings, and schools from Sveby are consistently used when new building energy performance
is simulated in the design phase of a project. They are also used when renovations and/or retrofits
are done in existing buildings. This is mainly because more accuracy is not required by the Swedish
Boverket (National Board of Housing, Building, and Planning).

2.1.2. Time Diaries and Interviews

Time diaries are a method developed from the time-geographical perspective, and are commonly
used in everyday life studies on energy use with a time-geographical approach (e.g., References [27–29]).
With this method, it is possible to describe and analyze the relationship between activity, location,
and movements of individuals. On the individual level, a rhythmic pattern may occur, which shows
the central role of the dwelling, the workplace, and, for shorter visits, the places where friends and
relatives live and where shops are located. It is also of interest to understand how often or for how
long a social activity occurs, and how these social activities relate to other events that are involved in
structuring an individual’s daily, weekly, or monthly pattern (e.g., how a coffee break with a friend
in the apartment affects energy use). The difference between a time diary and an ordinary diary is
that it is a written biography that describes a period of an individual’s life more or less systematically.
Even though the time diary often has a certain aim related to the study objectives, and the researchers
specify what they want the respondent to reflect upon, in the end, it is the respondent who decides what
will be written and what will be left out [30]. Asking people to write diaries will make people more
aware of the practices they are involved in (e.g., how many times they open the window (routines)).
A time diary offers a chance to reflect upon their everyday life, which might get them to remember
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things and why they are doing things in a specific way. This can also help the respondents explain
why they do certain things. Today, a time diary might be in paper or digital format. In a digital format
time diary, people record their activities on their mobile phone or computer and then share those
electronically [31]. This is less time-consuming for both the respondent and the researcher.

2.1.3. Energy Affecting Behavior in Swedish Households

According to Reference [10], the general population in Sweden has the following routines and behavior
which affect energy: they are at home for about 14 h per day and use annually around 30 kWh/m2 of
household electricity, with about 4 kWh/m2 of energy losses due to airing and 25 kWh/m2 due to DHW use.

2.2. The Case Study

Comparable with many countries around the world, the population of Sweden is aging [32,33].
The city block consists of tenants with different types of rental forms and, in the building, both housing
and care homes (dementia housing) and service dwellings are present. Some tenants rent directly
from the private property owner, while other tenants rent through the municipality (service and
dementia housing and special housing). Most people who live in the housing complex are age 65 or
older. Older people in Sweden are more reluctant to change housing than younger age groups [34,35].
In Sweden, aging in place was a political goal for a long time; hence, most older people in Sweden live
in their ordinary homes with the assistance of home and medical care when needed. How many people
live in assisted-living accommodation and how many have assistance in home can be seen in Table 1.

Table 1. Number of people with assistance in their own home and number of people living in
assisted-living accomodation in Sweden (men and women; 2016) [32].

Age People with Assistance in Home
People in Assisted-Living

Accommodation

65+ 228,654 106,002
65–79 68,536 84,843
80+ 160,118 21,159

The city block that was the case for this study contains 99 apartments, of which 35 are assisted-living
accommodation for elderly people. Elderly people have their own apartments with a safety alarm,
and two healthcare providers (private and public) operate in the building, as well as a nurse.
The building complex consist of five different buildings, where it is possible to walk between three
of them without having to go outside (they are in the same building body); the other two buildings
are detached three-story buildings with 15 apartments in each, evenly distributed on the three stories.
No renovation was done since the block was built in 1983, with only minor repairs taking place.
This type of housing includes a canteen where lunch is served, and there are also leisure activities in
which all elderly people in the municipality can take part. Most of the people living in the block are
at least 65 years old. Tenants in this specific building complex rent an apartment directly from the
property owner, and the people in need of assisted living rent their apartment from the municipality.
There is also a residence for elderly people with dementia in a separate part of the building complex.
The building that was modeled and simulated was one of the two detached buildings. The building
and the simulation model can be seen in Figure 1. Technical data of the modeled building, as well
as data of its location, can be found in Table 2. This specific city block is geographically located
in Östergötland, a county in the south of Sweden that has a continental climate and belongs to the
northern part of the temperate zone.
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(a) (b) 

Figure 1. (a) Building that was modeled. (b) Model of the building in IDA-ICE (IDA Indoor Climate
and Energy).

2.3. Data Collection

The data for this study were obtained through interviews and time diaries, logged measurements,
blueprints, and onsite observations. The data were largely collected between 2014 and 2016, based on
a pilot study carried out in 2013.

2.3.1. Conducting Time Diaries and Interviews

All tenants received an invitation to participate in the study (except those in the residence for
dementia) by participating in interviews and/or by writing time diaries for a week. The interviews
each lasted for at least one hour. Interviews were used to understand social phenomena and to
complement the time diaries. For the interviews and time diaries, a total of 16 tenants agreed to
participate. Ultimately, 11 of them participated in both the interviews and the time diaries. The tenants
that agreed to participate kept a time diary for one week in which they wrote time, activity, place,
with whom, which electrical appliances were used, and other comments. Two of the subjects lived
with their spouse and also wrote their spouse’s activities in the time diary. Table 3 presents general
information on the subjects that participated in both time diaries and interviews.

Table 3. Gender, age, civil status, and working status of the occupants in the present study.

Description Facts

Gender Female (8), Male (5)
Age 58–94 (mean 85, median 78)

Civil status Single (9), married (4: two couples)
Retired/working 11/2

2.3.2. Field Measurements

At the same time as the tenants wrote time diaries, measurements of CO2 levels, relative humidity,
indoor temperature, and electricity use were logged in their apartment. Temperature was measured
with three loggers, one in the kitchen, one in the living room, and one in the bedroom. In some
apartments, there were more than one bedroom, as a result, the temperature logger was set up in
the master bedroom or the one that was used as bedroom. Relative humidity was logged in the
kitchen and CO2 levels were logged either in the living room or the hallway. Electricity use was
logged with an EliQ optical eye at five-minute intervals for each apartment. The logged measurements
and time diaries were done between the period of 17 November and 2 February, two apartments
at a time. Logged measurements were done in 12 of the 15 apartments in the building, and 11 of
these tenants also kept a time diary; the tenants in the three remaining apartments did not wish to
participate in the study. An energy mapping was also performed for the city block to allocate the
different uses of electricity, energy for heating of domestic hot water (DHW), and energy for space
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heating. Some data could only be obtained for the entire block, such as energy for space heating and
DHW use. Electricity meters of 15 apartments were, therefore, read once a week for two months,
with approval from the tenants. The same was done with the electricity meters measuring the facility
electricity, which includes electricity for the lighting of stairwells, corridors, common areas, and outside
lighting, electricity for operation of automatic doors, elevators, and laundry rooms, and electricity used
for a central ventilation system in the common area and offices of the block. Apart from the energy
mapping, the tightness of the building envelope was measured by using the blower door technique in
one apartment. Readings, measurements, and used measurement equipment can be found in Table 4,
and each measuring equipment’s accuracy can be found in Table 5. On-site observations were made
throughout the building complex, as it was useful in terms of understanding how the building was
used by the tenants and the people working there, as well as also to check that the construction matched
the provided blueprints of the building. Photographs were also taken to enrich the data material
(see Reference [30]). Which data were used and for what purpose can be seen in Table 6.

Table 4. Measurements at the city block and the modeled building, time resolution, and time span, as
well as which measurement equipment was used.

Measuring Type Measuring Equipment Area Time Resolution Timespan

District heating Meter at the city block’s
heating central

Entire city block (one
measuring point) weekly 2 months

Domestic
hot-water use and

temperature

Meter at the city block’s
heating central

Entire city block (one
measuring point) weekly 2 months

Domestic
cold-water use

Meter at the city block’s
heating central

Entire city block (one
measuring point) weekly 2 months

Facility electricity Electricity meter Entire city block (six
measuring points) weekly 2 months

Apartment
electricity Electricity meter Ekholmsvägen 106 (15

apartments) weekly 2 months

Total electricity Eliq

Entire city block (incoming
electricity for each facility

and for the central
ventilation; 5 measuring

points in total)

Every 5 minutes 1 week

Momentary total
electricity

Fluke 41B Power
harmonics analyzer +

Universal Technic
current clamps

Entire city block (incoming
electricity for each facility

and for the central
ventilation; 5 measuring

points in total)

- -

Momentary
temperature Swema3000 Stairwells, ventilation

outtakes - -

Logged
temperature Tinytag Plus2 12 apartments Every 5 minutes 1 week

Logged apartment
electricity Eliq 12 apartments Every 5 minutes 1 week

Relative humidity Tinytag View2 Temp and
RH logger 12 apartments Every 5 minutes 1 week

CO2 Tinytag CO2 Dining hall + 12 apartments Every 5 minutes 1 week

Energy use from
apartment
ventilation

Everflourish power
meter EMT707CTL

Ventilation unit in one
apartment 1 week 1 week

Momentary
ventilation flows Swema3000 Outlets on roof +measured

on central ventilation system - -

Building envelope
tightness

Retrotec DM32 Blower
door 1 apartment - -
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Table 5. Accuracy and area of use for measuring equipment used in the study. N/A—not applicable.

Equipment Measures Equipment Accuracy Manufacturer

EliQ optical eye Household electricity use N/A Eliq, Gothenburg,
Sweden

Fluke 41B Power
harmonics analyser Facility electricity ±1% for active watts (VA)

+ probe specs Fluke, Everett, WA, USA

Universal Technic
current clamps Facility electricity N/A Universal Technic, Paris,

France

Swema3000 Temperature and air
speed ±0.1 ◦C, ±0.03 m/s Swema, Stockholm,

Sweden

Tinytag Plus2 Temperature ±0.35 ◦C Intab, Stenkullen,
Sweden

Tinytag View2 Temperature and relative
humidity (RH) ±0.4 ◦C, RH ±3% Intab, Stenkullen,

Sweden

Tinytag CO2 logger Concentration of carbon
dioxide in air ±3% Intab, Stenkullen,

Sweden

Everflourish power
meter EMT707CTL Household electricity N/A Everflourish,

Friedrichsthal, Germany

Retrotec Blower Door
3100 with DM2 digital

pressure gauge

Building envelope
airtightness

±5% flow rate accuracy,
±1% pressure reading
accuracy (or ±0.15 Pa)

Retrotec, Everson, WA,
USA

Table 6. Part of the process in which the gathered data were used. BES—building energy simulation.

Step in Process Construction of Model
Creating Detailed

User Schedules
Validating BES Model

Used data

Blueprints of the building and
on-site observation of

construction, measured
ventilation airflows,

temperature, number of
occupants in each apartment,

and measurements of building
envelope tightness.

Time diaries,
interviews, and

household electricity
use

Logged measurements of
CO2 levels, indoor
temperature, and

household electricity use

2.4. Modeling and Validation of BES Models for This Study

Two models of the same building were created in this study: one reference model, BES-ref
(building energy simulation reference model), which used template values for occupancy, airing,
and electricity use, and one model where detailed schedules for occupancy, airing, and electricity were
used, BES-v.2 (building energy simulation model version 2). The modeling of both BES-ref and BES
v.2 was inspired by the method developed by Reference [4]. An initial model was built according
to blueprints made available from the housing company, and the construction in the blueprints was
confirmed with on-site observations where possible.

2.4.1. Model Input Data and Creation of Detailed Schedules

Input data for BES-ref and BES-v.2 can be seen in Table 7. Input data in the form of schedules for
occupancy (absent from 7:00 a.m. to 5:00 p.m.) and electricity use (electricity use between 6:00 and
8:00 a.m. and between 3:00 and 11:00 p.m.) in BES-ref were set according to Sveby’s [10] user input
data, and losses due to airing were added after simulations according to Sveby’s [10] user input
data. For both BES-ref and BES-v.2, temperature was set according to logged measurements from 12
apartments, while ventilation air flows were set according to measurements at the inlets and outlets,
DHW use was set according to the mean use per square meter for the city block, the heat exchanger
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efficiency was approximated for each apartment by analyzing the electricity use of the air handling
unit (AHU), and the building airtightness was set according to measurements with the blower door
technique. For BES-v.2, input data in the form of schedules for occupancy, electricity use, and airing
were created by combining information from time diaries and interviews, with logged measurements
of electricity use, indoor temperature, and CO2 levels. In cases where there were multiple people
living in an apartment, several occupants were used in the simulations, each with their own unique
occupancy schedule. An example on how the detailed schedules were created is presented below.
The example follows the creation of detailed schedules for one day and one apartment. The first thing
one needs to do is analyze the logged measurements and check the time diaries for reasons on why
drops and peaks occur in temperature, CO2 levels, and electricity use. In Figure 2, we can see the
logged measurements from apartment 5 on the second floor for 19 November, and Table 8 shows a
transcription of the time diary from the same day written by the tenant living in that specific apartment.

The first interesting thing in the measurements for CO2 levels and temperature occurred around
8:30 a.m., as can be seen in Figure 2. To see the reason for the drop in CO2 and temperature, we can
look at the entries from the time diary in Table 8. The tenant wrote that she put out linen on the balcony
and left the balcony door open from 8:30-8:50 a.m. This is the most probable cause for the drop in both
temperature and CO2 level. To represent this in the model, an opening of the balcony door from 8:30 to
8:50 a.m. was entered into the opening schedule.
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At around 9:30 a.m., we can see that the CO2 level slightly decreased, and it coincided with the
tenant leaving the apartment and returning around 12:00 p.m., which is written in the time diary.
The occupancy schedule was updated according to measurements and time diary entries. When the
tenant returned around 12:00 p.m., one can see that both the temperature and CO2 levels started to
increase; then, there was a drop around 1:30 p.m., which once again can be traced to the opening of
the balcony door. Another observation was that the CO2 level increased even more and it peaked at
around 4:00 p.m. This can be traced to the tenant having a friend over, which she also wrote in her
time diary. This was modeled by inserting an extra occupant into the zone, who was only present
from 1:45–4:00 p.m. on Wednesday. The peaks in electricity use can be traced to the tenant using the
microwave, water boiler, and stove. The base load is most likely from the fridge and also the ventilation
system, which is connected to the tenant’s electricity since each apartment has its own ventilation
system (this conclusion was based on the fact that the base load was approximately the same in each
apartment). The electricity schedule was created by reading the maximum amount of power and
inserting equipment with the same maximum power into the zone in the model. The schedules were
made for one week. If there were drops in temperature in the logged measurements, but no entry in the
time diaries of any specific behavior that could be linked to a drop in temperature, these drops were
considered to be due to airing. In cases where occupancy could not be determined by time diaries,
it was determined by drops and peaks in the logged measurements of CO2 level.

2.4.2. Validation and Calibration of BES-ref and BES-v.2

The process of calibrating the schedules for electricity use, airing, and occupancy was then
done. The schedule for electricity use was altered slightly after each simulation so that the simulated
graph eventually mimicked the graph from the measurements as closely as possible, and the total
amount of used electricity for each day was compared to the total simulated electricity use for the
same day after each simulation, making sure that they matched. In the same way, the airing and
occupancy schedules were slightly altered after each simulation until the simulated temperature
and CO2 graphs corresponded with the measured temperature and CO2 graphs in a satisfying way
(see Figure 3). The simulated mean temperature for the week was also checked against the measured
mean temperature to make sure that they corresponded. The validation criteria for mean indoor
temperature was ±0.1 ◦C for both BES-ref and BES-v.2, while the criteria for highest and lowest indoor
temperature was ±0.1 ◦C for BES-v.2 if it was feasible. For electricity use, it was ±5% kWh, and, for the
start and end time of drops and peaks in temperature, CO2 levels, and electricity use, it was ±30 min.
The same procedure was performed for each apartment and its corresponding zone in the model.

As can be seen in Figure 3, the CO2 levels in the simulations are somewhat lower than the
measurements, but the curves have a very similar shape. This was the same for all apartments, both in
BES-ref and BES-v.2, and is probably due to a higher background level of CO2 in the measurements
than that which was used in the simulations. This, however, does not interfere much with the results
since the objective in this study was not to compare simulated CO2 levels to measurements, but rather
to compare them to other simulated results, and the CO2 measurements were used as a guide to see
that the occupancy and airing schedules were done properly.
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Figure 3. Logged measurements compared to simulated output from apartment 5 on the second floor,
for both reference building energy simulation (BES-ref) and building energy simulation version 2
(BES-v.2), from Wednesday 19 November to Sunday 23 November: (a) mean temperature; (b) CO2 levels.

The validation of the BES models was done with empirical validation. BES-ref was validated against
mean indoor temperature from the measurements, and BES-v.2 was validated against temperature and
CO2 graphs from the measurements, making sure that the graphs from the simulations followed the
graphs from the measurements as described above. The validation and calibration process used in this
study can be seen in Figure 4.
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Figure 4. The validation process for BES-ref and BES-v.2 models.

2.4.3. Comparison of the Two Models

After both models were validated, several simulations were conducted, and the two models
were compared at three different levels: (1) building level, (2) apartment level, and (3) room level.
This meant that all apartments were originally modeled as one zone; however, to compare at room level,
one apartment was later modeled with separate zones for each room (see Figure 5). The parameters
that were compared at each level can be seen in Table 9.

 
Figure 5. The three different levels on which simulated results between BES-ref and BES v.2 were compared.
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Table 9. This table describes which parameters were compared between reference BES (BES-ref) and
BES version 2 (BES-v.2) at each level.

Parameter Level 1 Building Level 2 Apartment Level 3 Room

Energy supplied by water radiators
(District Heating) X X X

Air Handling Unit heating (electrical) X X X
Energy losses due to airing X X X

Indoor temperature X X
CO2 level X X

PPD (Predicted Percentage Dissatisfied) X

Simulation Period

Full-year simulation X X X
Simulation of measuring period X X

X: Parameter that is compared between the models.

3. Results and Discussion

3.1. Measurements, Interviews, and Time Diaries

The mean temperature in the 12 apartments varied between 19.5 ◦C in the coldest apartment
to 22.1 ◦C in the warmest apartment during the measuring period. This may seem odd; however,
in interviews, some of the tenants stated that they used to turn down their radiators since they liked
it a bit cooler inside. Domestic hot-water use was calculated from the total use for the city block to
345 L/m2 and year, which led to a total energy use for heating of water as 34.9 MWh in the modeled
building. From all 12 apartments, logged measurements of indoor temperature, CO2 levels, relative
humidity, and electricity use were collected for a week, and results from 19 November in apartment 5
on the second floor can be seen in Figure 2 (see Figure 5 for construction plan).

The level of detail in the time diaries varied between the different apartments, and one day from
one of the most detailed time diaries was transcribed, as can be seen in Table 8. This is the time diary
written by the tenant of the apartment from which the measurements in Figure 2 were collected. It is
also from the same day, 19 November, as the results in Figure 2.

From the time diaries and the measurements, clear patterns could be seen for each household.
Even though the patterns differed between the households, some clear differences compared to the
general population of Sweden, henceforth called the general population, could be seen. For instance,
many of them stated during the interviews and/or wrote in their time diaries that they aired their
apartments a couple of times a day to get fresh air in. This could be seen in the measurements as drops
in temperature and CO2 levels. This behavior is something that seems to be connected to something
they “used to do” in their old house or apartment. As stated earlier, most of the tenants are over
65 years old and moved to this city block upon getting older; thus, this is probably a behavior that
they grew up with, since it was common practice in Sweden to ventilate homes in this way. They also
stayed at home for a longer time each day than the general population. The tenants are at home for
approximately 20 h/day in this case, which is a difference of 6 h/day compared to Sveby´s user input
data, which say that occupancy should be entered as 14 h/day. This was expected and does not seem
strange since it is a retirement home and most of the tenants do not work anymore. If the household
electricity use, which was read weekly for two months, is scaled up to be the same use for an entire
year, this will also show large differences compared to the general population. The tenants in this study
had an electricity use of approximately 19 kWh/m2·year, while Sveby´s standard user input data say
30 kWh/m2·year for the general population. The reasons for this might be many, but the most probable
cause is that, since this is an elderly population, they do not seem to own as many electrical appliances
as the general population. According to Sveby´s reports of user input data [36], electricity use can
differ by around 30% between the summer and winter. This is, among other things, due to the large
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difference in daylight and the fact that people spend more time indoors during winter, since Sweden is
situated in the northern part of the temperate and polar climate zone. This means that the difference
between the occupants in the study and the regular population might differ even more since they
probably have an even lower electricity use during the summer.

3.2. Comparing BES-ref to BES-v.2

3.2.1. Building Level

At building level, the simulated values of energy for space heating, electricity use, and energy
loss due to airing were compared between BES-ref and BES v.2. The results show an increase in energy
supplied by water radiators, district heating (DH), with 20%, an increase in air handling unit (AHU)
heating (electrical) with 85%, a decrease in tenant electricity use with 39% (this is an input value, see
Table 7), and an increase in energy loss due to airing with 99%from BES-ref to BES v.2 (see Table 10).

Table 10. Simulated values for a whole-year simulation at building level from BES-ref and BES v.2, and
difference in percentage between them (unit KWh).

Parameter BES-ref BES-v.2 Difference BES-ref to BES-v.2

Energy supplied by water radiators (DH) 48,545 58,345 20%
AHU heating (electrical) 3432 6357 85%

Total energy use for space heating 51,976 64,702 24%
Energy loss due to airing 5464 10,865 99%

Household electricity (input) 34,092 20,659 −39%

The two things that really stand out are losses due to airing and the increase in heating from
the AHU. The reasons for the increase in electrical heating from the AHU can be traced back to the
difference in input data between the two models. In many apartments, the efficiency of the heat
exchanger was lowered after measurements showed a higher electricity baseload in these apartments
that could only be traced to the AHU. In apartment 1 on the second floor, the heater in the AHU was
set a lot higher than in the remaining apartments, which gave the tenant a temperature of 20 ◦C in the
supply air from the AHU (this was entered into BES-v.2); this also led to a higher electricity use from
the AHU. The difference in the amount of energy losses from airing might seem odd at a first glance;
however, taking into account that, according to time diaries and interviews, they seem to air a lot more
than the general population, it does not seem as odd anymore. However, this type of airing should not
be needed in a building with an exhaust and supply air ventilation system with heat recovery. In a
previous study of the same building block made by Carlander and Tullsson [37], where they conducted
a survey using questionnaires of indoor climate, they got evidence pointing out that the AHUs do not
work as well as they are supposed to, which might also contribute to more excessive airing than usual.
The difference could also be due to the fact that the schedules could only be validated for one specific
week in each apartment, but the schedules were then also used for full-year simulations; thus, it is
possible that the tenants air less during colder days and more during warmer days. However, since the
measurements and time diaries were all done during the heating season, the authors are confident
that the tenants air quite a lot even during this period. The third interesting thing is the household
electricity use. In BES-v.2, the input value was 39% less than in BES-ref. The value for BES-v.2 was
acquired by reading the electricity meters of each apartment, and through the logged measurements.
The input value of household electricity for BES-ref was taken from Sveby´s reports on standardized
user input data. As can be seen, the standardized user input data are much higher than the actual
use in this case. Electricity use can be 30% higher than average during the winter and 30% less than
average during the summer according to Reference [10]. If this applies for the tenants in this case,
it means even less internal gains during the summer and, therefore, probably even higher energy use
for space heating. The tenants are, however, home a lot more than the average population. This means
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higher internal gains from occupancy than what you get from using template values; however, in the
end, there was still a difference in total energy use for space heating of 24% between the two models,
where BES-v.2 had the highest use.

3.2.2. Apartment Level

When analyzing the models on an apartment level, quite big differences can be seen between
the two models (BES-ref and BES-v.2), as well as between the apartments themselves, especially in
BES-v.2. The results from the five-day simulation periods can be seen in Table 11, and the results for the
full-year simulation can be seen in Table 12. The apartment with the biggest difference in total energy
use for space heating between BES-ref and BESv.2 was apartment 5 on the second floor, which is the
apartment with the tenant who made the most detailed time diary. The difference in total energy use
for space heating in this apartment was 170% according to the simulations. This seems to be due to the
fact that she is one of the tenants with the lowest indoor temperature, which means that the BES-ref
model of this apartment hardly used any energy for space heating at all (only 6.6 kWh including losses
due to airing in the five-day simulation period). However, when airing, occupancy, and schedules for
electricity use according to logged measurements and the time diary were added, the energy use for
space heating increased with 329%. This is a product of the tenant using about 60% less electricity,
and airing quite a lot more in BES-v.2 than in BES-ref. However, this tenant is not the one that seems
to be doing the most airing. In the apartment with the highest losses due to airing, the difference
between BES-ref and BES-v.2 was 991%. This, however, might not be as strange as it sounds, as the
tenants in this apartment wrote in their time diary that they always had a window open during the
night when they were sleeping, which can be seen quite clearly in the temperature measurements from
their apartment. A distinct pattern of dropping temperature during the nights can be seen in Figure 6,
which corresponds to the tenants’ entry of opening windows in their time diary. Figure 6 also shows
the simulated temperature curves from the models BES-ref and BES-v.2. The temperature curve from
BES-v.2 follows the logged measurement curve in a good way, while the curve from BES-ref has much
less fluctuation in temperature compared to the logged measurements and BES-v.2.

 
Figure 6. Temperature curves from logged measurements, BES-ref, and BES-v.2 for the period of 21–25
January. The blue curve shows the logged measurements, the red curve shows results from BES-v.2,
and the green curve shows results from BES-ref.
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The average difference in total energy use for space heating in the 15 apartments for the five-day
simulations was 47%, and, for a full-year simulation, it was 37%. In general, the biggest differences
between the models can be found in the amount of energy loss due to airing, both in full-year
simulations and in the simulations of the validation periods. Since this was also the case in the
building-level simulations, no further discussion on this takes place here. To be able to see how well
the two models, BES-ref and BES-v.2, could replicate the logged measurements of temperature during
the measurement period, a statistical analysis was done by calculating the mean bias error (MBE),
normalized mean bias error (NMBE), and coefficient of variance (CV) of the root-mean-square error
(RMSE) according to Reference [38]. Table 13 shows the results of MBE, NMBE, and CV (RMSE),
when comparing simulated results of temperature to logged measurements. As can be seen in Table 13,
BES-v.2 had a lower MBE, NMBE, and CV (RMSE) in all cases, which shows that BES-v.2 is better for
predicting indoor temperature than BES-ref. According to ASHRAE Guideline 14, the MBE for hourly
data of energy use should not exceed 10, and the CV (RMSE) should not be more than 30. In this case,
the data are from every five minutes and do not represent energy use; instead, the temperature is
compared. However, all values for both models were under the recommended values from ASHRAE
Guideline 14 [39].

Table 13. Mean bias error (MBE), normalized mean bias error (NMBE), and coefficient of variation
(CV) of the root-mean-square error (RMSE) for logged measurements of temperature and the simulated
results for BES-ref and BES-v.2.

Apartment and Floor Logged vs. BES-ref Logged vs. BES-v2

Floor 1 MBE NMBE CV (RMSE) (%) MBE NMBE CV (RMSE) (%)

Apartment 1 −0.068 −0.31 11.7 −0.0077 −0.035 1.33
Apartment 2 0.028 0.14 5.19 0.012 0.059 2.26
Apartment 3 0.076 0.38 14.3 0.071 0.35 13.2
Apartment 4 0.051 0.23 8.75 −0.015 −0.067 2.55
Apartment 5 0.078 0.40 15.2 −0.054 −0.28 10.49

Floor 2

Apartment 1 0.032 0.15 5.54 0.021 0.098 3.71
Apartment 2 0.028 0.14 5.19 −0.0099 −0.048 1.84
Apartment 3 −0.079 −0.38 14.2 −0.008 −0.038 1.46
Apartment 4 0.0084 0.039 1.48 0.0061 0.028 1.07
Apartment 5 −0.056 −0.28 10.8 −0.023 −0.11 4.36

Floor 3

Apartment 1 −0.068 −0.31 11.7 −0.0077 −0.035 1.33
Apartment 2 0.0084 0.039 1.48 0.0067 0.31 1.18
Apartment 3 −0.065 −0.30 11.2 −0.012 −0.055 2.11
Apartment 4 −0.059 −0.28 10.6 0.021 0.10 3.80
Apartment 5 −0.14 −0.68 25.7 0.040 0.20 7.53

3.2.3. Room Level

For the room-level simulations, the apartment with the most detailed time diary was chosen.
The apartment was then modeled as four zones: living room (including hall), kitchen, bedroom,
and bathroom together with a walk-in closet. The doors inside the apartment were set to never close
since this seemed to be the case when visiting the tenant. Table 14 shows the comparison between
BES-ref and BES-v.2 in apartment 5 on the second floor.
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When comparing the models at the room level, there can also be seen large differences between
the results. The living room is the room where the most difference can be seen in energy supplied by
the radiators. Even though it does not have the highest losses due to airing, it does seem to use a lot of
energy trying to heat up the other rooms in the apartment. This, in combination with airing through
the balcony door (which in this apartment is very frequent, and the door is situated in the living
room), and the fact that the occupant in BES-ref is only active in the living room, contributing to higher
internal gains in that model, should be the most probable cause of this. In the kitchen, no energy is
supplied by the water radiators during simulations for the validation period. This is because the tenant
spends quite a lot of time in the kitchen, as well as using the stove and other household appliances
there, which is all in the detailed schedules in BES-v.2, which results in all energy coming from internal
gains. The bedroom is the room where the most airing losses occur in BES-v.2, which is probably due
to the fact that the tenant sometimes has the window open during the nights.

3.3. General Discussion

La Fleur, Moshfegh, and Rohdin [21] concluded that assumptions on user behavior have
a significant impact on energy-saving potential when renovating or retrofitting a building, and this
study shows how much difference there can actually be due to assumptions of user behavior. The largest
differences in energy use in this study between using standardized user input data and behavioral
schedules based on data collected from the actual building were due to airing and electricity use.
It seems as though the standardized user input data are a bit too generalized and cannot actually be
used in this case where the studied object is a retirement home. Even so, when designing a building
for elderly care, one is supposed to use template values for regular housing in the calculations and/or
simulations, as was done in BES-ref. The results show that schedules created from using time diaries
and logged measurements bring the simulated results much closer to reality than just using template
values. There was, however, quite a difference between the level of detail in the time diaries. The time
diary shown in this article was the most detailed one, but some of the tenants almost only wrote
whether they were home or not, and some of them wrote activities with no time. It is, therefore, of
great importance, when conducting a study with time diaries, that the participants are told what sort
of activities they should write down and to make sure they understand the importance of the level of
detail in their time diaries. Since logged measurements could only be done in two apartments at the
same time in this study due to a lack of equipment, it means that the schedules for the apartments were
validated during different weeks, and only for one week during the heating season. In future studies,
one should try to use time diaries and logged measurements at least four times during a year, if the
building is situated in the temperate climate zone, i.e., one week in each season of the year (winter,
spring, summer, and autumn), to see if there are any changes in the user behavior and to be able to
make even more detailed schedules which vary during full-year simulations. Since this is a case study,
conducted on a single retirement home, it might be hard to generalize the findings of this study to all
retirement homes. However, the authors believe that most of the behavioral patterns are probably
quite similar in homes of elderly people and retirement homes in Sweden. More studies on this type of
housing are, however, required to be able to generalize and to create template values for retirement
homes or housing for elderly people. One thing that also needs to be accounted for is that people that
are over 70 today might behave a lot differently from people that will turn 70, for example, in 30 years,
since they probably will have other accustomed behaviors. It should also be pointed out that user
behavior is not the only thing that can affect the energy performance gap; the building parameters
themselves such as U-values, air flow in the ventilation system, temperature set-point, etc. are of great
importance to have a model that can predict energy use well. In this study, however, the main focus was
on user behavior and the difference in energy use when using standardized user input data compared
to using schedules based on gathered data from the actual building. The building parameters that
were measured were indoor temperature to determine temperature set-point, leakage through the
building envelope with blower door technology, ventilation air flow, and temperature, while U-values
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for the walls and windows were not measured. The U-values are based on construction blueprints and
product specifications of the used materials. This can of course affect how the different user input data
affect the simulated energy use and could, therefore, give either higher or lower discrepancies between
the two cases (BES-ref and BES-v.2).

4. Conclusions

Time diaries and interviews, together with logged measurements, can be great tools to detect
behavior that affects energy use in buildings; as far as the authors are concerned, this was not done
simultaneously before. The time diaries provide a way of determining what actually causes variations
in logged measurements. This can greatly benefit researchers studying user behavior and energy
use in buildings and/or people that work with BES models. The reason is that it eliminates a lot
of assumptions about the user behavior and/or why variations occur in measurements. This can
also be good when deciding on which measures should be taken if the building is being retrofitted,
since it gives a clear view on how the building is being used. They can also be used to create detailed
schedules and behavioral models for BES models so that they are better at predicting actual energy
use. However, using and creating these schedules from scratch is time-consuming and costly, which
means that this method would probably not be viable in industry. Because of this, we believe that
standardized user input data are still necessary, but there needs to be more variety in these standards.
As shown in this article, user data for regular residential housing did not work well when used in this
particular retirement home. Therefore, we believe that more studies of this nature need to be done on
these sorts of buildings and also different kinds of buildings, both public and domestic. Thus, when
designing new buildings or planning to renovate or retrofit old ones, there will be standardized
user input data for that exact type of building. The largest offsets between using standardized user
input data and input data from actual logged measurements and time diaries in this case could be
seen in energy losses due to airing, and the amount of household electricity use. The tenants in this
study aired a lot more and used a lot less electricity than the general population living in residential
houses, according to Reference [10], which affected the energy use quite substantially. Based on the
present findings, an update to the source hierarchy is also suggested for input data to BES models
described by Raftery et al. [4]. Since time diaries represent a sort of in situ measurement (but not
technical, since it is also behavioral), it should be in second place in the source hierarchy created by
Raftery et al. [4], together with spot and short-term measurements. With time diaries, short-term
measurements can be greatly expanded, since one can actually determine why drops and peaks
occur in the different measurements. This would create the following source hierarchy: data-logged
measurements, spot or short-term measurements and time diaries, direct observation, operator and
personnel interviews, operation documents, commissioning documents, benchmark studies and best
practice guides, standards, specifications, and guidelines, and design stage information.
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Abstract: The aim of the renovation of apartment buildings is to lower the energy consumption of
those buildings, mainly the heating energy consumption. There are few analyses regarding those other
energy consumptions which are also related to the primary energy need for calculating the energy
efficiency class, including the primary energy need of calculated heating, domestic hot water (DHW),
and household electricity. Indoor temperature is directly connected with heating energy consumption,
but it is not known yet how much it will change after renovation. One of the research issues relates to
the change of electricity and DHW usage after renovation and to the question of whether this change
is related to the users’ behavior or to changes to technical solutions. Thirty-five renovated apartment
buildings have been analyzed in this study, where the data of indoor temperature, airflow, and energy
consumption for DHW with and without circulation and electricity use in apartments and common
rooms has been measured. During research, it turned out that the usage of DHW without circulation
and the usage of household electricity do not change after renovation. Yet there is a major increase
in indoor temperature and DHW energy use in buildings that did not have circulation before the
renovation. In addition, a small increase in the use of electricity in common areas was discovered.
This study will offer changes in calculations for the energy efficiency number.

Keywords: indoor temperature after renovation; electricity use; DHW energy use; user behavior;
standard use

1. Introduction

Buildings are responsible for approximately 40% of energy consumption in the European Union
countries. Final energy use in Estonia is 33.0 TWh/a and the share of buildings is 50% [1]. The Energy
Performance of Buildings Directive (EPBD) [2], the Energy Efficiency Directive (EED) [3], and the
Renewable Energy Directive (RED) [4] define a framework for long-term improvements in the energy
performance of Europe’s building stock.

To decrease energy use, EU Member States shall establish a long-term renovation strategy to
support the renovation of the national stock, into a highly energy efficient and decarbonized building
stock by 2050, facilitating the cost-effective transformation of existing buildings into nearly zero-energy
buildings (nZEB) [2]. D’Agostino et al. [5] provide an overview of the status of implementation of
nZEBs in Europe and showed that building retrofit is one of the biggest challenges that Europe is facing.

Energy renovation is one of the most effective and cost-efficient ways to improve indoor climate
and achieve energy savings. Indoor climate and energy modeling have estimated the savings potential
to be in the range of 40–80% of energy use [6–9]. Modeling has usually been done on the standard use
of buildings [10]. In reality, the use of user-related energy can be different compared with the standard
use because of the density of occupants or the number of apartments in a building [11]. The use of
standardized user profiles for modeling is good for comparing similar buildings and to work out the
building stock level. To work out cost effective energy renovation measures for specific buildings, this

Energies 2018, 11, 3179; doi:10.3390/en11113179 www.mdpi.com/journal/energies237
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peculiarity has to be taken into account. That is why it is important to investigate user-related indoor
climate and energy consumptions before renovation and to compare that with standard use energy.

The rebound effect has been investigated by Sorrell [12]. He has found that most governments are
seeking solutions to improve energy efficiency to fulfill their energy policy goals. But measured energy
savings generally turn out to be appreciably lower. He postulates that one explanation could be that
improvements in energy efficiency encourage a higher use of those services which are provided by
the energy supply. This situation where the calculated energy savings are not being achieved due to
behavioral responses has come to be known as the energy efficiency ‘rebound effect’. In some cases
this rebound effect is high enough to lead to an overall increase in energy consumption, an outcome
termed as ‘backfire’ [13]. In general, the rebound effect is not taken in to account in energy efficiency
calculations, which may lead to an overestimation of the future energy savings [12]. The occupants’
behavior has also been identified as one of the reasons for the energy performance gap in other
studies [14,15]. The systematic review of the literature on occupant and building energy performance
by Zhang et al. [16] estimated that the occupant behavior-related energy-saving potential could be
in the range of 10–25% for residential buildings. Menezes et al. [17] highlighted the need for a better
understanding of occupancy behavior patterns and the use of more realistic input parameters in energy
models; needed to bring the predicted figures closer to reality.

This study investigates indoor climate and energy consumption, which is connected with occupant
behavior before and after renovation. Energy renovated apartment buildings in Estonia are used as
an example. The research questions of the study are the following:

• Whether and how much does energy renovation influence indoor climate and human related
energy use?

• How well do real indoor climate parameters correspond to the standard use of a building before
and after the renovation?

• Is it appropriate to use a different standard use for the energy certification process for
apartment buildings?

2. Methods

2.1. Studied Buildings

In Estonia, the majority of apartment buildings that have been constructed between WWII and
1990 have the same typical problems: high energy-consumption levels, insufficient ventilation (natural
ventilation without any outdoor air inlets), uneven indoor temperatures, and insufficient thermal
comfort levels [18–20]. From the year 2010, more than 1000 apartment buildings have undergone
renovation, the majority of them supported by Fund KredEx. The energy renovation of 663 apartment
buildings resulted in average energy savings of 43% [21]. The main challenge was to achieve the same
level of heating energy consumptions as estimated by modeling before renovation [22].

The energy use and indoor climate were investigated in 35 apartment buildings (Table 1).
The average number of apartments in one building was 27 (varied between 12 and 72,

standard deviation is 17), average heated area was 1757 m2 (varied between 550 m2 and 5030 m2,
standard deviation is 1046). Average occupancy in one apartment was 2.2 persons (varied between
1.1 and 3.3, standard deviation is 0.5) and the average area per person was 31 m2/person (varied between
16 m2/person and 55 m2/person, standard deviation is 7.7).
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An example of a building before (a) and after (b); a renovation is shown in the following Figure 1.

(a) (b) 

Figure 1. An example of a building (a) before and (b) after the renovation.

All 35 buildings have district heating for space heating. The heating system was renovated in all of
the buildings: a hydronic radiator with thermostat valves (TRV) was installed in all apartment buildings,
(before renovation, the existing one pipe system didn’t have TRV). In ten buildings, the performance of
natural ventilation was improved by adding outdoor air inlets. In 11 buildings, centralized exhaust
ventilation (without ventilation heat recovery (VHR)) was installed. In eight buildings, the exhaust
ventilation was equipped with an exhaust air heat pump (EXHP) for heat recovery. Supply and
exhaust ventilation with heat recovery was installed in 14 buildings: four apartment buildings had
supply-exhaust room units (SERU) and ten buildings had central air handling units (AHU).

In 11 buildings, DHW was heated by electrical boilers, located in apartments, as before renovation.
In nine apartment buildings, the DHW heating by local electric boilers was changed into a central
system heated by district heating after renovation (installing DHW and DHW circulation pipes). In all
other buildings, district heating for DHW was used before and after the renovation. In all those
buildings where DHW is heated by district heating there also exists DHW circulation, (Table 1 shows
where DHW circulation was in use before renovation and how the situation is after renovation).

2.2. Evaluating Energy Consumption before and after Renovation

Energy audits before renovation were done for each building by professional energy auditors.
Energy audits are documents which show the energy consumption of a building for different
requirements and how to renovate the building to decrease energy usage. There were no special
standards or guides for auditing in existence during that period in Estonia. The majority of energy
auditors were educated through special courses and most of auditors used the same audit methodology
and form. From year 2015, a new energy audit procedure was developed by Fund Kredex [23].
The information about energy consumption (electricity, space heating together with ventilation air
heating (heat) and domestic hot water (DHW)) and indoor temperature before renovation was
taken from an energy audit. Energy consumption after renovation was measured and data was
collected from building managers. In apartment buildings with district heating, where heat for
space heating and DHW was measured together, the heat for DHW was calculated based on the
assumption that 40% of the total water used is hot water [24] and the difference between the
temperatures is 50 ◦C. Circulation heat loss was calculated by using the difference between theoretical
(energy consumption from water use and temperature difference) and measured energy use for DHW
during the summer months.
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2.3. Indoor Climate Measurements

We measured indoor temperature and ventilation airflow as the most important parameters to
guaranteeing thermal comfort and indoor air quality. Measurements were conducted in all buildings
in at least 3–4 apartments (altogether 120 apartments) after the renovation during the heating period
between the beginning of December until the end of February, (buildings coded from 15.1 to 35.10
during the period December 2013 until February 2014, and coded 1.1 to 2.12 during the period
December 2016 until February 2017).

Temperatures were measured at fifteen-minute intervals. The temperature was measured with
portable data loggers (EVIKON E6226, measurement range −10–50 ◦C with an accuracy of ±0.6 ◦C)
(Evikon MCI OÜ, Tartu, Estonia). The data loggers were located on the separating walls mainly in
master bedrooms.

Airflow was measured in apartments twice, generally at the beginning of December and again
at the end of February. In all apartments we measured exhaust air outlet airflow. The criteria for the
selection of apartments was that they should be located on different floors and that in the selected
apartments there should be living more persons than there are bedrooms. Ventilation airflow was
measured with a Testo 435 hot wire anemometer sensor (measurement range 0–20 m/s, with an accuracy
±0.03 + 5% m/s) (Testo SE & Co. KGaA, Lenzkirch, Germany) together with a volume flow funnel
Testovent 410 (∅ 340 mm).

In every apartment, where indoor temperature and ventilation airflow were measured, we collected
data regarding the appropriateness of the indoor temperature via a questionnaire (5 step scale: rather
cool, slightly cool, neutral, slightly warm, and rather warm). Also, we asked a question on how they feel
temperature after renovation (5 step scale: warmer, slightly warmer, neutral, slightly cooler, and cooler).
In most buildings the ventilation system has been renovated. That is why we asked also how they
evaluated ventilation air quality (5 step scale: fresh, rather fresh, neutral, rather stuffy, and stuffy).

Thermal comfort was calculated based on ISO 7730 standard [25] by using Excel based tool [26].
Air temperature and relative humidity values were taken from measurements from all 120 apartments.
The surface temperature of external wall (1/5 from all surface area) was calculated based on its thermal
resistance (taken from design documentation) and typical surface resistance (0.13 m2·K/W). For other
input parameters (clothing = 1.0 clo, activity level = 1.2 met, and air velocity = 0.1 m/s) we used values
recommended in EN 15,251 standard [27] for indoor climate category Indoor climat calss (ICC) II.

2.4. Standard Use of Buildings and Performance Gap

Pursuant to an Estonian regulation [28], the standard use of a building (indoor climate, water and
electricity use, and heat gains) for indoor climate and energy modeling of an apartment building are
the following:

• Indoor temperature during heating period: 21 ◦C;
• Ventilation airflow: 0.42 L/(s·m2) for apartments with a local air handling unit and 0.5 L/(s·m2)

for apartments with central air handling unit. The minimum requirement for renovation is
0.35 L/(s· m2);

• The use of DHW:520 L/(m2·a), i.e., 30 kWh/(m2·a);
• The use of electricity for appliances, lighting, and circulation pumps is 30 kWh/(m2·a).

The performance gap is calculated as a relative difference between the measured and standard
use values according to Equation (1):

Performance gap =
100 × (Measured value − Standard use)

Measured value
% (1)
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3. Results

3.1. Indoor Climate

Before renovation, the indoor temperature during the heating period was 20.8 ◦C on average,
which is slightly lower than the standard value [28] for energy simulations (21 ◦C). After renovation,
the indoor temperature was higher than the standard value in almost all buildings: 22.4 ◦C on average
(varied between 19.4 ◦C and 24.5 ◦C), Figure 2a, i.e., 1.6 ◦C higher than before renovation, on average.
In Figure 2a, on the right Figure 2b, we can see that after renovation the room temperature is 1.4 ◦C on
average (relative difference 6%) higher than the value for standard use.

  
(a) (b) 

Figure 2. (a) Indoor temperature before and after renovation; (b) Indoor temperature performance gap
from standard.

Based on the questionnaire, occupants were satisfied with the indoor temperature. 78% from
120 occupants answered that indoor temperature was comfortable (Figure 3). Only 11% of the
occupants said that the temperature is lightly or rather warm.

Figure 3. Occupant satisfaction with the room temperature in apartments.

The lower and higher calculated Predicted Mean Vote (PMV) (values are −0.66 and 0.67 and
maximum Predicted Percentage of Dissatisfied (PPD) value is 14.4%. From 120 apartments 10 are outside
from neutral thermal comfort (−0.5 < PMV < 0.5) zone. Based on calculations 89.8% of apartments inside
of comfort zone are satisfied. Based on this we can conclude that there was not large difference between
the reported satisfaction and the satisfaction calculated based on measurements (Figure 4).
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Figure 4. Calculated PMV index and PMV index by questionnaire.

Also, in Figure 5 we can see that 68% of occupants understand that the indoor temperature has
increased after renovation. Only 8% of occupants said that the temperature has decreased.

Figure 5. Occupant evaluation on the change of room air temperature after renovation.

The average ventilation air change rate of old Estonian apartments with natural ventilation before
renovation was 0.24 h−1 and 0.17 L/(s·m2) [20]. The ventilation airflow after renovation of 0.36 h−1,
0.25 L/(s·m2) (varied between 0.05 h−1 and 0.86 h−1, 0.03 L/(s·m2) and 0.60 L/(s·m2)) on average was
much less than the standard value [28] for energy simulations 0.5–0.6 h−1; 0.35–0.42 L/(s·m2) (Figure 6).

Figure 6. Ventilation airflow after renovation in studied buildings.

In our study we asked how the occupants rated also ventilation air quality after renovation.
Based on the results of the measurements it can be said that airflows in most of building can be
improved, but the questionnaire showed (Figure 7) that 56% of occupants feel that air is rather fresh
after renovation.
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Figure 7. Occupant evaluation of ventilation quality.

3.2. Domestic Hot Water Use

The average DHW use in studied buildings was, on average, 31 L/(pers.·d) before renovation
and 28 L/(pers.·d) after renovation (without circulation losses 24 L/(pers.·d) and 22 kWh/(m2·a)
correspondingly). DHW use with circulation losses was in all buildings, on average, 31 kWh/(m2·a)
before renovation and 33 kWh/(m2·a) after renovation. We divided houses in three groups depending
on DHW circulation. Table 2 features DHW energy use before and after renovation. Buildings with
DHW circulation have an average DHW use of 38 kWh/(m2·a) after renovation and without circulation,
21 kWh/(m2·a). In buildings where circulation was installed during the renovation, the average increase
of energy consumption for DHW was 13.4 kWh/(m2·a) (Figure 8a).

Table 2. The influence of DHW energy consumption on circulation and renovation.

DHW before and after Renovation
DHW Circulation after Renovation

Yes No

DHW circulation
before renovation

Yes Before renovation: 42 kWh/(m2·a)
After renovation: 39 kWh/(m2·a)

-

No Before renovation: 24 kWh/(m2·a)
After renovation: 37 kWh/(m2·a)

Before renovation: 21 kWh/(m2·a)
After renovation: 21 kWh/(m2·a)

 
(a) 

 
(b) 

Figure 8. (a) DHW use before and after renovation; (b) DHW performance gap from standard
(one building parameter is with hole and group average is filled).

Figure 8b shows the gap between the measured and standard use of DHW. Almost all buildings
where there was no DHW circulation before and after the renovation used less DHW energy compared
to the standard use. The relative difference between the measured energy and standard use was 54%
before renovation and 52% after renovation. On the other hand, buildings with DHW circulation had
a higher DHW energy use compared with standard use: before renovation 26% and after renovation
20%. Hence, independently from the availability of DHW, the energy for DHW decreased a little.
The main difference in the change in DHW use was apparent in buildings where DHW circulation was
installed during renovation: energy for DHW increased 56%.
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In the regulations, DHW use is defined as water use per heated area. In reality, an area does not
use the water; it is the occupants in the building who do it. To analyze what is the better DHW use
presenting unit—L/(pers.·d) or kWh/(m2·a), we measured energy use with average DHW usage per
person (28 L/(pers.·d)) and with standard usage (30 kWh/(m2·a)) with and without DHW circulation
(Figure 8a). We can see that in most cases, DHW use without circulation compared with standard use
per heated area is lower; the average gap from the standard use in all buildings is −48% (Figure 9a).
The gap between the standard use (kWh/(m2·a)) is −140% to +4%; from DHW use per person
(L/(pers.·d)), it is between −61 and 40%. When we take into account DHW circulation, then we can
see that the average use from standard use per heated area moves to the positive side and when hot
water circulation is considered, then the average difference with standard use after renovation is +19%,
which is between −5 and +50% (Figure 9b).

  
(a) (b) 

Figure 9. (a) DHW use gap from average usage per person (L/(pers.·d)) and use gap from standard
use per heated area (kWh/(m2·a)) without DHW circulation and (b) with DHW circulation.

3.3. Household Electricity

The renovation did not influence the average use of household electricity (apartments + common
spaces): before renovation, it was 30.1 kWh/(m2·a), and after renovation, approximately the same,
29.5 kWh/(m2·a) (Figure 10a). In general, we see that the renovation did not change the use of electricity
that much. The gap between the standard use, which has been taken without electricity use for
ventilation (30 kWh/(m2·a)), is, on average, −3% before renovation (between −54 until 35%) and after
renovation −4% (between −29 until 30%) (Figure 10b).

  
(a) (b) 

Figure 10. (a) Electricity use before and after renovation; (b) Electricity performance gap from standard use.
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The use of electricity in common spaces (includes circulation pumps for DHW and heating,
and electricity for central ventilation units) in all buildings was, after renovation, 0.9 kWh/(m2·a)
higher (Figure 11a) than before renovation. The increase of the use of electricity in common spaces
was significantly higher (p = 0.001) in buildings with central AHU compared with buildings with other
ventilation types. Figure 11a, shows that in buildings with a central AHU, the average electricity use
increased from 1.6 kWh/(m2·a) before renovation to 4.9 kWh/(m2·a) after renovation. Figure 11b,
shows that after the renovation, airflow in these buildings was also higher than in other buildings
(average 0.5 L/(s·m2)). An increase in the use of electricity in general spaces after the renovation was
very small in buildings with other ventilation systems.

  
(a) (b) 

Figure 11. (a) Electricity use in common spaces (including pumps and ventilators) before and after
renovation; (b) Electricity use in common spaces (including pumps and fans) after renovation compared
with airflow.

4. Discussion

Indoor temperature was, on average, 1.6 ◦C higher after renovation (22.4 ◦C), which is 1.4 ◦C higher
than the value used for indoor climate and energy modeling. If thermostatic valves were installed during
the renovation, inhabitants now had the possibility to regulate their living temperature. This could be
a reason for higher indoor temperatures. After renovation, the building is well insulated and should use
less energy for space heating. As the heating bill is now not so high for occupants, they enjoy a higher
temperature. This phenomenon can be described by the rebound effect. Higher room temperatures
after renovation have been shown in other studies [29–32]. Higher room temperature also causes
higher heating energy consumption. Földveary et al. [33] showed that a room temperature increase
of 1 ◦C increases the heating energy consumption in energy efficient buildings by 16.8%. Based on
the questionnaire, occupant satisfaction about indoor temperatures was good. Some difference existed
between the reported and the calculated PMV based on measurements values in the rage outside of
neutral zone. Occupants reported very severe conditions than we may calculate based on measurements.
This may be caused on different clothing and activity levels and there always exist some unsatisfied
persons [34].

This situation is much better than previous cross-sectional studies about the building’s technical
condition and occupant behavior have shown. Kalamees at al. [35] showed the main problems
related to building physics, indoor climate, HVAC systems, and energy efficiency. Typical indoor
climate related problems have been stuffy air, uneven temperature in different rooms, problems with
temperature regulation possibility, etc.

Based on our questionnaire, occupants were satisfied with the indoor temperature even though
the temperature was more than 1 ◦C higher than that used for energy modeling. To achieve realistic
estimates for energy use after renovation, we suggest increasing the room temperature to 22 ◦C.
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It is proposed that an individual heating metering system in apartments could motivate occupants
to avoid a too high room temperature. Hamburg et al. [36,37] showed that instead of lowering the
room temperature, occupants started decreasing the ventilation airflow and neighboring heating in
well-insulated buildings.

Ventilation airflow was lower than designed in buildings with natural ventilation, mechanical
exhaust ventilation, and supply-exhaust room units. In apartments with outdoor air inlets, drafts occur
during the cold period. Therefore, occupants start closing the ventilation air inlets, thereby also decreasing
exhaust airflow. In apartments with room-based supply and exhaust ventilation units, the drawbacks of
using designed airflow are a high noise level, low pressure drop, operation management, and inefficient
heat recovery. To achieve the designed airflows, we recommend using, in the renovation of residential
buildings, central supply and exhaust ventilation units with heat recovery or apartment-based supply
and exhaust ventilation units with heat recovery that showed a satisfactory performance in detached
houses in a cold climate [38]. Based on questionnaire only 20% of occupants were dissatisfied with indoor
air quality even when required ventilation airflows were not guaranteed after renovation. This shows
that occupants adapted to the worsened air quality.

We measured that the use of DHW was similar with other Estonian apartment buildings [39,40] but
higher than in other countries: the EU average is 25 kWh/(m2·a), Sweden 29 kWh/(m2·a), and Norway
30 kWh/(m2·a) [10]. Our study showed a difference in the use of energy in buildings with and without
DHW circulation. A difference in the energy use for DHW with and without circulation shows the
need to calculate DHW circulation losses separately. Cali [14] has also showed that DHW distribution
losses can be very high. We recommend calculating DHW circulation separately from DHW to get
comparable values with standard use.

The use of electricity in buildings showed a good match between the use before and after the
renovation. This shows that it does not influence occupant behavior too much. Liu [41] showed
that household electricity can increase after renovation, but this was related to new installations.
When comparing the use of household electricity with standard use, we can see a large variation
between buildings. The relative difference varied between −54% until +35% but average difference
between after and before renovation is 3.1 kWh/(m2·a). In three buildings the electricity use difference
was more than 5 kWh/(m2·a). In the same buildings the difference in electricity use was also apparent
for a three-year period before the renovations.

The installation of mechanical ventilation increased the use of electricity due to electric fans.
The increase was significantly higher in buildings with a central air-handling unit. Compared with
other ventilation systems, the higher values were due to the better performance of ventilation,
as the ventilation airflow was much lower than required in buildings with other ventilation systems.
Even though the electricity use increases when installing mechanical ventilation, the total energy
balance is positive in cold climate conditions. Many studies have shown that installation of mechanical
ventilation with heat recovery in cold climates is cost-effective in total [39,40,42].

5. Conclusions

Our study room temperature increased after the renovation. Temperature after the renovation is,
on average, 1.6 ◦C higher than before the renovation, which shows a rebound effect during the renovation.
Even though the indoor temperature was higher compared to the standard use; occupants were satisfied
with the temperature. To achieve a realistic estimation for energy use after the renovation, we suggest
increasing the room temperature in simulations to 22 ◦C.

The current study confirmed that the current standard electricity and DHW use in Estonian
energy-modeling regulations are correct. We showed that installation DHW circulation significantly
influences the energy use for DHW (p ≤ 0.001). We recommend in the future separating DHW energy
use for heating and circulation energy use. The electricity usage before and after renovation depends
in most cases only whether a central AHU is installed or not and on the ventilation airflow.
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Ventilation airflow was lower than designed in buildings with natural ventilation, mechanical exhaust
ventilation, and supply-exhaust room units. In the majority of buildings with central supply and
balanced ventilation with heat recovery, ventilation airflow was as designed. To achieve required airflows,
we recommend using, in the renovation of residential buildings, central or apartment-based supply and
exhaust ventilation units with heat recovery.

Our study also showed that the behavior of people is more or less the same as it was before
renovation. Even for energy performance certification, the standard use of buildings is unavoidable;
for cost-efficient energy renovation measures we recommend taking into account building-specific
user profiles.

In future studies it will be important to analyze DHW circulation losses more deeply, as our study
showed that in renovated apartment buildings which are using less energy, distribution losses have
an impact on energy efficiency. As after renovation the total energy use decreases, all deviation from
target values makes large relative difference for more energy efficient buildings. As user behavior
become more and more important topic in constructing new and renovating existing energy efficient
buildings, it is important to analyze occupants behavior more deeply.
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Abstract: In the following years all European Union member states should bring into force national
laws on the energy performance of buildings. Moreover, university campus dormitories are buildings
of great importance, due to their architectural characteristics and their social impact. In this study,
the energy performance along with the indoor environmental conditions of a dormitory of a university
has been analysed. The in situ measurements included temperature, relative humidity, concentrations
of carbon dioxide, total volatile organic compounds, and electrical consumption; lastly, the energy
signature of the whole building was investigated. The study focused on the summer months, during
which significantly increased thermal needs of the building were identified. The ground floor was
found to be the floor with the highest percentage of thermal conditions within the comfort range,
and the third floor the lowest. Lastly, a significant correlation between electrical consumption and the
outdoor temperature was presented, highlighting the lack of thermal insulation. Overall, it was clear
that a redesign of the cooling and heating system, the installation of a ventilation system, and thermal
insulation are essential for improving the energy efficiency of this building.

Keywords: energy efficiency; student dormitories; Indoor Environmental Quality (IEQ), Pro-GET-onE
H2020; in situ measurements; monitoring measurements; energy signature

1. Introduction

During the last decades the subjects of energy efficiency and indoor air quality of different types
of building have gained the attention of the scientific community. In the European Union (EU),
the Member States are intensively trying to improve energy efficiency in all end-use sectors, on the one
hand by increasing the usage of renewable energy sources (RES), and on the other, by minimizing
the environmental threats caused by energy consumption of fossil fuels, thus, supporting energy
security [1]. Moreover, the EU directive on the energy performance of buildings [2] states that all EU
members should bring into force national laws, regulations, and administrative provisions for setting
minimum requirements on the energy performance of new and existing buildings that are subject to
major renovations. For that reason, the Greek Regulation on the Energy Efficiency of Buildings [3] sets
specific limitations and minimum requirements for energy efficiency for the design and the construction
of different types of building (residential, educational, cultural, etc.).

Numerous scientific publications set the main target as energy retrofitting of buildings, such as
decreasing the negative impact on the ambient environment, creating thermal comfort zones for tenants,
and controlling the consumption of energy and material resources effectively [4–12]. However, research by
Szodrai et al. reported that several environmental parameters within the indoor environment of a building,
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should also be taken into account before the implementation of deep energy retrofitting actions [13].
Recent experiments have demonstrated that indoor climate has either improved or deteriorated as a
result of additional energy efficiency measures in a building’s envelope [14,15]. Specifically, for the case
of offices or educational buildings, which usually contain large glazed areas, the indoor air temperature
may rise to very high levels, reducing the thermal comfort conditions for tenants. On the contrary,
additional improvement of air tightness could have a negative impact on indoor environmental quality
(IEQ) [16–20]. For similar building types, different strategies of ventilation have also been suggested,
with the personalized ventilation system reported as the most appropriate solution in order to combine
significant energy savings together with acceptable levels of IEQ [21–26].

Along with IEQ, an additional parameter that strongly influences the levels of energy consumption
within a building is the economic profile and the behaviour of tenants. Several research studies
demonstrated results of an experimental campaign in 124 households in China, which showed that on
average, education on energy-conscious behaviour for tenants could result in reduction of household
electricity consumption by more than 10% [27,28]. Moreover, other studies reported that personal
exposure indoors is also correlated with the social status of the occupants in different parts of the world,
such as the United States, France, Germany, Japan, and South Africa. They concluded that within lower
income dwellings, concentrations of air pollutants, such as carbon dioxide (CO2), total volatile organic
compounds (TVOC), fine particulate matters (PM2.5), carbon monoxide (CO), and formaldehyde (CH2O)
were found to be higher due to frequent smoking, use of cleaning products, disinfectants, and sprays, and
wooden stoves [29–34]. As people spend a significant proportion of time within their houses, exposure
to the air pollutants mentioned above can have a serious impact on their health [35,36].

Different studies have investigated the impact of energy retrofitting on IEQ in buildings by
comparing the results from field measurements or data modelling before and after renovation
actions [37–39]. All researchers highlighted the development of a state-of-the-art ventilation system as
the optimum solution in order to achieve adequate levels of IEQ along with energy efficiency. That is
because in some cases occupants tend to frequently keep the window shut after renovation actions,
and thus, even though the thermal comfort conditions had been improved, concentrations of different
indoor air pollutants were found to be increased. Characteristically, short term increases in PM2.5 and
CH2O concentrations immediately after the retrofit process have led to a long-term decrease. Previous
studies [40,41] reported that concentrations of CH2O and nitrogen dioxide (NO2) increased in some
instances. A research study conducted on fifteen social houses in Ireland highlighted the importance of
securing good IEQ levels within the building after energy retrofitting in order to protect the health of
the inhabitants [42]. Similarly, in another case study, thirty-five renovated apartments in Estonia were
inspected, studied, and tested. The researchers report that indoor air temperature was found to be
higher (by 1.6 ◦C on average) after the renovation even though occupants were satisfied. In addition,
they suggested that central or apartment-based air supply and exhaust ventilation units with heat
recovery as an optimal ventilation system [43].

Moreover, the scientific community is focusing on energy efficiency and IEQ measurements for
student housing. University campus dormitories are buildings of great importance, firstly because
of their architectural and technical characteristics (such as large glazed spaces, common use areas,
numerous apartments, etc.), and secondly because of their social impact (as they host students).
Lastly, the impact of energy savings of public buildings is significant, but also the decrease of the
operating costs positively influence the quality of life of the users. Different studies in Italy [44],
Serbia [45], the United States [46–48], and China [49] have remarked on the importance of renovating
such buildings in order to achieve better energy efficiency and living conditions for the occupants,
reduce CO2 emissions, and motivate more students to inhabit them. A novel holistic methodology to
design the refurbishment of educational buildings in Mediterranean regions is described in the research
of Assimakopoulos et al. conducted in 2018 [50]. Particularly in Greece, five different scenarios have
been tested concerning the reduction of energy consumption for a dormitory at the University of Crete
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campus. This research concluded that the installation of a photovoltaic roof panel led to satisfactory
results (62% energy savings) for the target of near-zero energy performance [51].

In this study, the energy performance and the evaluation of the IEQ conditions of a dormitory
within the campus of the University of Athens is presented. An experimental campaign (field
measurements) took place in order to demonstrate the energy profile of the building’s current state.
A deep retrofitting of the building is planned in 2019 under the framework of “Proactive synergy
of inteGrated Efficient Technologies on buildings’ Envelopes” (Pro-GET-onE -Horizon 2020 Grant
Agreement number 723747). Pro-GET-onE is based on the integration of different technologies to
achieve a multi-benefit approach through the closer integration between energy and non-energy related
benefits, promoting a holistic vision in order to achieve the highest performance of buildings in terms
of energy requirements, safety, and socio-economic sustainability [52]. The present research focuses on
the investigation of the levels of energy consumption and IEQ conditions within the student housing
during different monitoring periods based on already established and further developed protocols,
highlighting the specific needs on which the renovation actions should focus on. This work will help
building designers in decision making processes towards sustainable design in these types of buildings,
taking into account both energy efficiency methods and also IEQ aspects.

2. Materials and Methods

2.1. Building Site

The selected case study, named “Dormitory of the University of Athens—Building B” (B FEPA),
is a student dormitory that consists of 138 single rooms for students. It is a property of the National and
Kapodistrian University of Athens, located in the University campus of Zografou, a suburb in Athens,
Greece. All available technical details have been provided by the technical service of the University
of Athens. Figure 1a,b shows a global view of the site, where it can be seen that the building has 4
floors (ground level included) and a basement. Latitude and Longitude of the site are, respectively,
37.97◦ and 23.76◦. The building is located next to a busy road (Taxilou Street) with an altitude of 153 m
above sea level. The building was constructed in 1986. It has been in continuous operation since then.
The net height of each room is 2.40 m, while in the basement floor the net height is 2.60 m. The main
entrance is on the northwest side.

  
 

Figure 1. Arial view of the location (a) and (b) the façade of the building

Additionally, the building has a rectangular shape. The gross building area is around 3642 m2

with 138 bedrooms, which in many cases have a surface area of 9.50 m2. The building is accessible
from a central staircase or two lifts. The net conditioned building volume is equal to 6960 m3. Table 1
summarizes the main geometrical characteristics of each floor; each area represents the net liveable area.
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Table 1. Main geometrical characteristics of each block.

Location Area Elevation Elevation Number of Bedrooms Planimetric Dimensions

Basement 742 m2 2.60 m 0 56.59 × 13.36 m2

Ground-floor 725 m2 2.40 m 36 56.59 × 15.37 m2

First floor 725 m2 2.40 m 36 56.59 × 15.37 m2

Second floor 725 m2 2.40 m 36 56.59 × 15.37 m2

Third floor 725 m2 2.40 m 36 56.59 × 15.37 m2

The building mainly consists of a reinforced concrete structure. The bearing body of the building
is formed by two pillars, separated by a joint. Separation is probably due to the large overall length of
the building, so as to limit individual lengths below 40 m. Moreover, the two sub-frames have been
formed with a similar grid and cross-sectional dimensions. The surfaces of the two vectors per floor
are: (a) around 290 m2; and (b) around 430 m2. External walls have an overall thickness of 0.25 m,
consisting of plaster (2.5 cm) on both sides and brick (double wall without insulation). Mortars and
beams of thickness of 0.30 m do not have external insulation. The basement is made with the use of
3 cm of marble and 20 cm of concrete, while the roof is composed, from the outer side to inner side,
of: asphalt cover (6 mm), perlite-bitumen bonded layer (3 cm), concrete (20 cm), and plaster (2.5 cm).
Windows and glazed doors are made of single glass with an aluminium frame (5 cm width). They can
be divided into four types whose dimensions are specified, including the frame:

• Type 1: 1.30 m × 1.10 m and Type 2: 1.00 m × 2.30 m in single rooms;
• Type 3: 5.70 m × 2.30 m balcony door in common use zones;
• Type 4: 2.16 m × 0.6 m in the basement.

For heating purposes, the building is equipped with a centralized boiler (natural gas),
which provides the thermal vector fluid to in-room radiators. The thermal power plant is installed
in the basement floor. In the beginning of 2017, the boilers that used oil were replaced with natural
gas boilers, one with nominal power of 850,000 kcal/h (≈988.6 kW) and another one with nominal
power of 630,000 kcal/h (≈732.7 kW), with nominal efficiency of around 94%. The heating system is
turned on for 7 h each day (cycle of 2 + 2 + 3 h) for around 5 months, depending on the year. The local
emitters are very old static radiators. There are no thermostatic valves or zone thermostats. Moreover,
the pipes delivering hot water are not isolated. This decreases the efficiency of the system, as there are
high distribution losses from the basement floor across each floor. There is no central air conditioning
system, and only few rooms (warden’s room and living room on the ground floor) have autonomous
split systems. There is no mechanical ventilation system—only natural ventilation is provided through
the external frames.

Furthermore, for lighting needs, the dormitory has, in total, installed power of 26.5 kW for the
rooms and 18.7 kW for shared floors, with the addition of 12.5 kW for an external lighting system. It is
also important to note that the building includes the following functions per floor:

• Basement: technical rooms and warehouses;
• Ground floor: central entrance, staircase and 2 elevators, seating area, 30 single rooms, public bathroom

(for men), common kitchen;
• 1st, 2nd, 3rd floors: 36 single rooms and shared kitchens for men and women, living rooms.

There is a call center area on the ground floor. A TV set is installed in the ground floor lounge.
Electrical equipment consists of 6 washing machines per floor and 1 large refrigerator per floor in
the kitchen.

2.2. Experimental Campaign and Monitoring Protocols

Guideline 14-2002, created by a committee of the American Society of Heating, Refrigerating,
and Air-Conditioning Engineers (ASHRAE) members, addresses the determination of energy savings
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by comparing before and after energy use measurements. The basic method involves the projection of
energy use or demand patterns of the pre-retrofit (baseline) period into the post-retrofit period. Typical
adjustments to the baseline energy use or demands include weather, occupancy, and system variables.
Savings represent the amount of energy use between the projected baseline and the post-retrofit
consumption and are calculated using the following formula [53]:

Savings = (Baseline energy use or demand projected for Post-Retrofit conditions) − (Post-Retrofit
energy use or demands)

The monitoring process followed in this study is designed based on the ASHRAE Guideline 14
on Measurement of Energy and Demand Savings, a protocol which was designed for the following
six performance categories: energy use, water use, thermal comfort, indoor air quality, lighting,
and acoustics, measuring post-retrofit energy use and comparing that to the measured pre-retrofit use,
which will take place in 2020, after the retrofit of the student housing (within Pro-GET-onE project) is
finished. The following investigations have been done:

(1) Building environmental parameters (including thermal and IEQ conditions)

The measurements of IEQ took place from April 2018 to March 2019 in order to investigate the
annual behaviour of the building. The equipment consisted of portable continuous recording Tongdy
sensors simultaneously measuring temperature (T), relative humidity (RH), and concentrations of CO2

and TVOC. The CO2 sensor had a recording range from 0 to 2000 ppm, and accuracy of ± 40 ppm
at 25 ◦C and TVOC ranging from 1 to 30 ppm with accuracy of 1 ppm. In addition, the measuring
ranges for temperature and RH were 0 to 50 °C and 0 to 95% (non-condensing). These sensors operate
under conditions of 0 to 50 °C and 5 to 95%, respectively. All parameters were recorded on a 24 h
basis at 15-min intervals. Quality assurance for the equipment was performed on several occasions
during the experiment and all of the instruments were calibrated according to the manufacturers’
standards. Four sensors were placed within the commonly used areas of the building on each floor.
Thus, the influence of different occupancy patterns on the results could be investigated. Furthermore,
in order to ensure that differences between mean values (depending on the floor) are statistically
significant, a Kruskal-Wallis (non-parametric) test (p < 0.05) was implemented. Each case includes four
grouping variables (ground, first, second, and third floor) and one parameter (T, RH, CO2, or TVOC).
For all cases, the p-value was found to be close to zero, depicting a statistically significant difference
between parameters among the floors.

(2) Meteorological parameters

Moreover, the following meteorological parameters were recorded from nearby stations of the
National Observatory of Athens on an hourly basis: air temperature and relative humidity, provided
by the National Observatory of Athens Institute of Environmental Research.

(3) Energy use

All energy data refer to electricity consumption of the building, as data from the direct hot water
(DHW) system are not available. Electrical consumption was measured constantly by Landis+Gyr
E650 meters [54] installed in the central power supply network of the University Campus. These data
were acquired from the “Students Achieving Valuable Energy Savings 2” (SAVES2) project, H2020
Grant Agreement number 754203. All data were transferred to an EMM100 system [55] via S0 output
pulse according to international protocol IEC 62056-21. The uploaded measurements (from April 2018
to January 2019) were obtained from an online platform (hourly or daily) in order to assess the electrical
consumption patterns of the dormitory under investigation during different time periods. Figure 2a,b
illustrates the sensors used for all types of measurements. The impact of different weather conditions
on the energy behaviour of the building was also investigated, defined as the “energy signature” of
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the building. Specifically, the mathematical identification of electrical consumption (E in kWh) and
ambient temperature (Tout in ◦C) is expressed in the form of Equation (1):

E = C0 + C1 · Tout (1)

Two simple linear regression models have been used for cooling (from April to October) and
heating (from November to January) periods, respectively, in order to highlight the influence of
seasonality on the results.

  
(a)                                           (b) 

Figure 2. Experimental equipment for measurements of (a) IEQ and (b) electrical consumption within
the building of B FEPA.

3. Results and Discussion

3.1. Indoor Environmental Quality

3.1.1. Thermal Conditions

In order to investigate the thermal conditions of the B FEPA building, temperature and RH
measurements were implemented within the common spaces of each floor. All data were collected
from April 2018 to March 2019. Ambient temperature and relative humidity data was provided by the
National Observatory of Athens from a local meteorological station [56].

The thermal behaviour of each floor differs, and therefore it is important to look into the thermal
conditions of each floor separately. Table 2 summarizes the results of temperature and RH levels at
every experimental point.

On the ground floor, the highest internal mean temperature was found in August (27.93 ◦C)
and the lowest in January (21.36 ◦C). One may also notice that standard deviations of temperature
during cold months (November to March) are slightly higher, as expected, due to sudden decrease of
temperature levels caused by increased air infiltration as the main entrance opens more frequently.
However, fluctuations of indoor temperature within this floor are not significant, especially compared
to the respective outdoors. Based on the analysis of the aforementioned data, it is the only floor where
the mean temperature levels remain lower than the respective outside level during summer, while it
retains relatively higher temperature levels during the cold months in comparison with the other
floors. The frequent air exchange with the ambient environment does not significantly affect monthly
average values. This result is due to the increased presence of people in the living room of the ground
floor and the usage of extra electrical heaters for some hours during the day. The ground floor is
also favoured, since it is situated close to the central heating system (the two boilers located in the
basement). This, combined with the enhanced thermal stability provided by the rest of the floors,
minimizes thermal losses and means this space is (relatively) unaffected by the outdoor conditions.
The highest mean levels of RH are observed in October (50.96%), while the lowest during March
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(36.14%). Standard deviations are relatively lower during winter, due to closed windows and regular
functioning of the building’s central heating system. The highest standard deviation (7.48%), reported
in October, demonstrates that the influence of the external environment is significant during this month.
The windows remain open more often when external levels of RH are relatively high (68.37%).

For the first floor, the maximum mean value is observed in July (29.03 ◦C) and the lowest is in
December (18.10 ◦C). Standard deviations follow the same pattern as in the ground floor. It is also
important to notice that the difference between the maximum mean temperature and the minimum
mean temperature is higher on this floor (almost 9 ◦C) compared to the underlying (ground) floor. As a
building’s level increases, thermal insulation decreases; therefore, the heat losses are more significant.
Based on the results of RH levels, it is obvious that throughout the year, the most humid month for
this floor is October (55%) and the least humid is February (36.38%). These results are in alignment
with the ground floor. Because of higher ambient temperature levels, the occupants tend to open the
windows frequently for ventilation and cooling purposes, allowing the outdoor humid air of October
to infiltrate into the building.

The mean temperature level on the second floor follows the same pattern as the aforementioned
floors. The warmest month is found to be July with 29.46 ◦C and the coldest is January with 19.43 ◦C.
The difference between the maximum and minimum mean temperature for this floor is 10 ◦C (almost
1 degree higher than the respective difference of the first floor). Regarding relative humidity levels,
October was found to be, once again, the month with the highest mean RH (56.82%), and March is the
month with the lowest (38.86%).

Table 2. Mean values and standard deviations of temperature (◦C) and relative humidity (%) for each
floor, for all experimental periods (April 2018–March 2019).

Experimental Site

Month Parameter Ground Floor 1st Floor 2nd Floor 3rd Floor Outdoors

April T (◦C) 24.69 ± 1.07 22.00 ± 1.99 23.01 ± 1.91 24.94 ± 2.09 21.68
RH (%) 37.12 ± 4.84 40.79 ± 6.34 38.86 ± 5.73 34.92 ± 4.58 51.22

May T (◦C) 25.58 ± 1.38 23.85 ± 2.29 24.64 ± 1.39 26.12 ± 1.40 23.13
RH (%) 46.48 ± 7.25 50.74 ± 11.35 47.18 ± 7.84 43.54 ± 7.03 60.73

June T (◦C) 26.97 ± 1.16 27.16 ± 1.76 27.05 ± 1.94 28.83 ± 1.57 25.99
RH (%) 43.30 ± 8.56 44.64 ± 9.91 44.91 ± 11.23 41.07 ± 8.87 57.25

July T (◦C) 27.86 ± 0.82 29.03 ± 1.81 29.46 ± 1.58 32.11 ± 1.36 28.67
RH (%) 44.6 ± 5.57 47.42 ± 8.61 46.28 ± 8.09 39.07 ± 6.55 58.13

August T (◦C) 27.93 ± 0.70 28.91 ± 1.35 28.93 ± 1.22 31.47 ± 0.92 28.14
RH (%) 40.02 ± 5.07 42.30 ± 7.55 41.73 ± 7.44 36.41 ± 6.32 53.59

September T (◦C) 26.54 ± 1.35 26.94 ± 2.25 26.13 ± 2.62 28.72 ± 2.59 24.85
RH (%) 41.69 ± 6.76 44.56 ± 9.05 45.70 ± 9.62 39.39 ± 0.90 56.16

October
T (◦C) 23.7 ± 0.72 22.00 ± 1.46 21.79 ± 0.85 23.43 ± 0.89 19.60

RH (%) 50.96 ± 7.48 55.00 ± 9.10 56.82 ± 8.77 50.97 ± 8.44 68.37

November
T (◦C) 22.87 ± 1.60 19.66 ± 2.12 21.14 ± 1.53 19.49 ± 1.92 15.90

RH (%) 46.46 ± 6.36 53.31 ± 8.36 51.51 ± 6.95 53.79 ± 7.85 70.97

December
T (◦C) 22.57 ± 1.05 18.10 ± 3.46 19.79 ± 1.89 18.81 ± 1.86 10.89

RH (%) 37.86 ± 4.38 44.80 ± 8.23 40.68 ± 6.08 43.87 ± 3.32 71.39

January T (◦C) 21.36 ± 1.90 20.22 ± 3.39 19.43 ± 2.24 19.49 ± 1.47 9.66
RH (%) 37.90 ± 5.42 38.85 ± 8.53 42.19 ± 6.91 44.58 ± 6.29 72.49

February T (◦C) 22.11 ± 1.51 21.64 ± 2.19 20.07 ± 1.62 19.08 ± 2.04 10.12
RH (%) 37.04 ± 4.27 36.38 ± 5.00 41.67 ± 5.95 41.97 ± 3.74 71.03

March
T (◦C) 24.30 ± 1.25 23.13 ± 2.03 22.33 ± 1.83 22.14 ± 1.52 13.51

RH (%) 36.14 ± 3.13 36.51 ± 4.90 38.55 ± 4.87 38.94 ± 4.33 66.56

The third floor demonstrated some interesting results. On average, the hottest month was found
to be July (32.11 ◦C) and the coldest December (18.81 ◦C). The mean internal temperature during
the summer months exceeded the respective outdoor temperature by 5–6 ◦C. For the same period,
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temperature levels within this floor were measured to be higher compared to the rest of the building
by approximately 3–4 ◦C. Despite the continuous inflow of outdoor air through the open windows,
the indoor temperature remained elevated. The third floor, as the highest of the building, is directly
exposed to solar radiation, which is in abundance during summer due to the Earth’s angle. The thermal
mass of the building is able to absorb the extra energy during the day and gradually yield it afterwards.
In addition, during the heating period temperature levels within this floor are comparable to the first
and second floors because of central heating. As for RH levels, November was found to be, on average,
the most humid month (with internal levels of 53.79%), while April was the least humid (34.92%).
RH values of the cold period are comparable to the warmer months. The third floor presents a high
dependency on the ambient climate conditions, especially for warm months. Increased solar radiation
during summer causes internal overheating due to insufficient thermal insulation of the roof (directly
exposed to solar radiation) and inadequate ventilation rates.

The results are also presented graphically, demonstrating a significant difference between internal
and external temperature levels for different periods. Figure 3 illustrates that during the cooling period
(from April to October), the indoor and outdoor temperature values are comparable. It should be
noted that the building is naturally ventilated with the absence of central heating, ventilation, and an
air conditioning (HVAC) system or possible night ventilation. Therefore, the opening of windows
and doors is the only way to cool the building, especially the common areas (such as corridors). As a
result, air exchange rate between indoor and outdoor environments during the cooling period is higher,
and thus, the thermal condition is almost similar. On the other hand, for the heating period (from
November to March), the inflow of cold and humid air that causes discomfort to the occupants is
avoided as the windows stay mainly closed for most of the time. In addition, the central heating
system (natural gas-radiators) operates for 7 h per day, preserving indoor temperature at relatively
high levels. Figure 4 shows similar results for RH levels. The indoor mean RH values for each floor are
close to the respective outdoor values during the cooling period, although during the heating period
the difference is significant. Interestingly, the monthly internal mean RH peaks in between the end of
the cooling period (October) and the start of the heating period (November) follow the pattern of the
respective external levels. As mentioned above, during those months ambient climatic conditions are
not severe and tenants tend to open the windows more frequently. On the contrary, during the cold
months, even if outdoor RH increases, the opposite behaviour is observed for indoor RH in all floors.
Closed windows, as well as the operation of a central heating system, mitigate internal levels of RH.
In both figures, the dotted lines represent temperature and RH limit ranges in which adequate thermal
comfort conditions for the tenants are achieved, based on the standards reported in the available
literature [57,58]. The limit ranges for internal temperature and RH levels are the following:

• 23–26 ◦C: refers to the warm period, from April to October.
• 20–23 ◦C: refers to the cold period, from November to March.
• 30–60%: refers to the entire year.

Additionally, Figure 5 illustrates the daily behavior of temperature levels within different floors
when the external air temperature reached its highest recorded value. The selected date of interest
(May 7, 2018) was found to be the warmest day during the entire experimental period, and therefore,
the examination of the building’s thermal behavior on that specific day should be examined. One may
notice that the ground floor presented the lowest levels of indoor air temperature and the third floor
presented the highest. All measured values were found to overcome the proposed limit range of
comfort. Specifically, from 12:00 to 17:00, all floors appear to be cooler in respect to the ambient
environment. Nevertheless, during night hours (from 0:00 to 7:00 and from 20:00 to 23:00), all floors
(except the ground floor) retained higher temperature levels than outdoors. The delayed thermal
response of the building is presumably because of its high heat capacity.
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Figure 3. Monthly average T (◦C) levels within the B FEPA building along with the respective limits.

 

Figure 4. Monthly average RH (%) levels within the B FEPA building along with the respective limits.
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Figure 5. Daily behaviour of T (◦C) levels within the B FEPA building along with the respective limits
for a selected day of interest (May 7, 2018).

In order to assess the percentage within the range of the thermal comfort conditions, percentages
of hourly measurements that were recorded within the recommended limit ranges of temperature
and RH were calculated. The range of indoor RH within the respective limit is fairly wide, and thus,
the percentage of values exceeding the limit is not significant. However, measurements of temperature
levels showed some interesting results. Table 3 illustrates that in all floors, thermal conditions are
considered within the range of thermal comfort for tenants only for 34.62% of the total measurements.
This result, even though it is considered general, highlights the poor thermal behaviour of this building
and the need for deep retrofitting actions. Indoor thermal conditions were found to be improved
in February (51.11%), during the heating period, and in April (53.57%) and May (53.68%) amid the
cooling period. The time period when thermal conditions are admittedly insufferable is definitely
summer. The percentage within the comfort range decreases below 20% in June and is calculated from
0 to 5.77% during July and August, respectively. It should be noted that for these two warm months,
none of the temperature data collected on the third floor were found to be within the recommended
limit range. This floor is considered to be within the range of thermally comfortable conditions for
only 28.97% of the total measurements, which is the lowest estimated percentage among the whole
building. The highest percentage (43.26% in total) was found in the ground floor, which is expected to
have the most satisfied tenants, especially during the heating period.

Table 3. Percentages of measured indoor temperature values within the recommended limit ranges.

Month B FEPA Building (%) Ground Floor (%) 1st Floor (%) 2nd Floor (%) 3rd Floor (%)

April 53.57 87.15 33.15 45.78 48.19
May 53.68 53.18 47.53 70.22 43.79
June 18.63 17.78 24.03 28.75 3.97
July 2.19 0.69 5.77 2.28 0.00

August 1.08 0.54 2.02 1.75 0.00
September 24.76 35.69 25.81 25.86 11.68

October 47.42 84.62 29.65 3.60 71.83
November 44.56 55.62 40.69 49.22 32.69
December 35.64 56.45 27.38 49.09 9.64

January 39.51 49.06 37.37 38.1 33.53
February 51.11 62.65 60.42 52.38 29.00

March 43.32 15.71 34.29 60.00 63.3
Total 34.62 43.26 30.68 35.59 28.97
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3.1.2. Air Pollution

Indoor air pollution levels were also investigated in the common spaces of the B FEPA building.
For that reason, concentrations of CO2 and TVOC were measured from the ground to the third floor.
It has to be noted that indoor CO2 is mainly derived from human exhalation and that in some cases it is
used as an indicator of adequate ventilation [59]. Additionally, the study of Yrieix et al. notes that the
main internal emission sources of TVOC are building materials, paints, furnishings, and smoking [60].
A critical limit of exposure to indoor CO2 is 1000 ppm, according to ASHRAE Standard 62-2001 [61], while
the limit range of tolerance for internal TVOC is from 15 to 20 ppm, as Raatikainen et al. reported [62].

Concentrations of CO2 were found to be very low during the experimental period, as they did not
exceed the respective limit of exposure for any observation. As expected, the ground floor demonstrated
the highest average (474 ppm) and maximum (799 ppm) concentrations, due to the increased occupancy
of the shared space and numerous people passing by continuously (entering and exiting the building)
(Table 4). However, the measured values within all floors are comparable, demonstrating non-significant
differences. Standard deviations were also found to be decreased in all floors (from 28 to 48 ppm),
demonstrating a relatively stable pattern of CO2 within the building. This behaviour can also be noticed
in the results of coefficient of variation, ranging from 5.88% in the first floor to 10.41% in the third floor,
respectively. The low occupancy levels in common, areas along with the frequent window openings
(due to natural ventilation), mitigate CO2 fluctuations. Similarly, TVOC concentrations were found
to be significantly decreased without surpassing the respective limit range. Table 5 shows that once
again, the ground floor demonstrates the highest mean concentration (5.38 ppm). As mentioned above,
it is the space with the most frequent human activity (such as smoking) compared to the other floors.
However, it should be noted that the values of coefficient of variation, especially from the first to the
third floor, are extremely high (92.47% to 113.62%), indicating a large dispersion of data. Thus, in these
microenvironments, mean values of TVOC are not representative. An additional explanation for the
low levels of TVOC within the building is that no refurbishing actions have been implemented recently
(absence of fresh paint, new building materials, and furnishings).

Table 4. Descriptive statistics for CO2 in each floor, for all experimental periods (April 2018–March 2019).

Statistics
Ground Floor

(ppm)
1st Floor

(ppm)
2nd Floor

(ppm)
3rd Floor

(ppm)

Mean 474 442 452 461
Standard Deviation 28 26 46 48

Coefficient of Variation 5.91% 5.88% 10.18% 10.41%
Minimum 414 401 405 395
Maximum 799 688 698 763

Percentiles
25 454 425 422 433

50 (median) 470 434 434 445
75 489 450 463 468

Table 5. Descriptive statistics for TVOC in each floor, for all experimental periods (April 2018–March 2019).

Statistics
Ground Floor

(ppm)
1st Floor

(ppm)
2nd Floor

(ppm)
3rd Floor

(ppm)

Mean 5.38 <1 2.79 1.47
Standard Deviation 2.31 <1 3.17 1.66

Coefficient of Variation 42.94% 92.47% 113.62% 112.93%
Minimum 1.54 <1 <1 <1
Maximum 22.85 22.01 28.22 13.38

Percentiles
25 3.72 <1 <1 <1

50 (median) 5.08 <1 <1 <1
75 6.59 <1 3.99 <1
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Furthermore, the behaviour of extreme instant observations (outliers) for both air pollutants
has been examined for all experimental periods. Figure 6 depicts that in all floors, none of the CO2

observations exceed the limit of 1000 ppm, even during the time of high occupancy. On the contrary,
Figure 7 illustrates that from the ground to the third floor a large number of instant maximum values
of TVOC appeared. Individual extreme measurements were reported during specific events that took
place in the dormitory when numerous people were present. However, from the same figure it is clear
that only a negligible number of outliers are found to be higher than the upper limit of 20 ppm. It is
obvious that for this building, indoor levels of CO2 and TVOC are found to be relatively low.

Figure 6. Boxplots of CO2 within each floor, for all experimental periods (April 2018–March 2019),
along with the respective limit of exposure.

 
Figure 7. Boxplots of TVOC within each floor, for all experimental periods (April 2018–March 2019),
along with the respective limit of exposure.
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3.2. Energy Assessment

3.2.1. Electrical Consumption

Energy consumption of the B FEPA building depends mainly on the habits of the residents and
the ambient meteorological conditions. For the hot days of summer there is only one air conditioning
unit, installed in the common space of the ground floor, and some portable fans or air conditioners
that inhabitants may use. It should be noted that these results refer only to the electrical consumption,
corresponding to all electrical appliances (fridges, cooking stoves, cooking plates, laundry machines,
personal appliances), all lighting needs, and some cooling needs (from a single air conditioning unit).
From Figure 8, it is clear that during summer, energy consumption was found to be higher due to the
typically high temperatures of the Greek summer. However, the same graph demonstrates that June is
the month with the highest consumption, reaching 18,853.47 kWh in total. The respective measurements
for July and August demonstrated lower levels of consumption. That is because residents (students)
tend to leave after the end of the examination period (approximately in the beginning of July), and thus,
the personal use of electrical devices is decreased. The consumption during summer remains higher
than during the spring months. As expected, June presented the highest consumption levels, as the
building has full capacity.

During autumn, local ambient temperature levels are quite moderate, and thus, the electrical
consumption is low for September–October (9873 and 8169.13 kWh, respectively). However,
the amounts of electrical consumption increase gradually for the following months (winter period)
when the outdoor temperature decreases severely. An additional reason for this behaviour is the
constant use of portable electrical heaters by the occupants. Even though the data for the cold period
(November to March) are relatively limited, it is worth mentioning that December demonstrated lower
consumption levels (12,985.17 kWh) than July (17,648.91 kWh). This result (as in July) is also affected
by the absence of a large amount of tenants, due to Christmas holidays the last two week of the month.

Generally, autonomous HVAC systems seem to play a key role in the electrical consumption of
the examined building. Characteristically, during July and August, even though the inhabitants are
mainly away from the dormitory, the consumption levels are significantly high. Tenants that remain in
the building during this period constantly use portable fans or air conditioning units, increasing the
total amount of electricity. On the contrary, during October and November, when there is no need
for cooling but the building has maximum occupancy, the electrical consumption levels appear to be
significantly lower. It is clear that not only a redesign of the cooling/heating system is essential but also
a reinforcement of the thermal insulation, as the building is prone to thermal losses.

Figure 8. Monthly electrical consumption of B FEPA from April 2018 to January 2019.
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3.2.2. Energy Signature

Energy behaviour of old buildings is usually correlated with external climatic conditions [63].
For the case of B FEPA, Figure 9 illustrates different levels of electrical consumption along with the
respective outdoor temperature levels in order to investigate possible patterns. A higher energy demand
during early morning and late evening hours is depicted. For that reason, a thorough investigation
of the energy signature of the building (for the specific experimental period is considered mandated).
The term “energy signature”, also called thermal performance line, is considered the best fit correlating
energy consumption with external climatic conditions [64–66]. The approach of obtaining different
energy signatures (heating, DHW, electrical) is a system identification approach, also known as inverse
modelling [67]. Measured energy consumption and weather data are used simultaneously in order to
perform the regression (most commonly least squares method).

Figure 9. Hourly electrical consumption along with ambient temperature levels.

In order to calculate the energy signature for the B FEPA building, the total electrical consumption
and the average outdoor temperature for all experimental periods were examined. The energy
signature is separated into two time periods—the cooling period (from April to September) and heating
period (from October to January). The results show that when the outdoor temperature is low during
winter, the energy consumption is increased. The coefficient of determination (R2) is equal to 0.4436
and the correlation coefficient (R) is found to be 0.6660. It is clear that 44.36% of the variability of
electrical consumption is explained by the changes of ambient temperature. On the contrary, during
the cooling period, when the temperature increases, the electrical consumption is relatively influenced.
Characteristically, R2 and R are 0.1902 and 0.4361, while the slope was found to be lower compared to
the heating season. More specifically, in Figure 10, one may observe that approximately above 25 ◦C,
the dependency of electrical consumption from the ambient temperature increases. However, it is
important to note a deviation from this pattern for three specific days of June, when the dormitory
festival was organized, and thus, plenty of people were in the building and large amounts of electric
power was consumed because of numerous activities (parties, film projections, etc.). The days that this
behaviour was observed are the following:

• June 16 E = 743.60 kWh, Tout = 23.38 ◦C
• June 17 E = 746.16 kWh, Tout = 22.33 ◦C
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• June 18 E = 745.85 kWh, Tout = 22.67 ◦C

Figure 11 illustrates the results for the heating period. The electrical consumption increases as
outdoor temperature decreases. The same figure also shows that there are very few cases that diverge.
The same results were obtained in a research study by Arregi et al., which refers to the energy signature
of a university building in the United Kingdom. The authors highlighted that the pre-retrofitted
building followed a seasonal pattern with energy consumption strongly correlated with the respective
external temperature and that occupancy and usage patterns of the building also influenced the results.
In conclusion, the two figures demonstrated a significant correlation between electrical consumption
and the outdoor temperature, especially during the cold period [68]. This is an indicator that the
indoor environment of the building is relatively vulnerable to outdoor conditions, mainly due to
insufficient thermal insulation. It has to be noted that electrical consumption also demonstrated a
strong correlation with indoor air temperature, but relatively weak correlations with the rest of the
variables (RH, CO2, and TVOC).

 

Figure 10. Energy signature of the B FEPA building for the cooling period (April–October 2018).

 

Figure 11. Energy signature of the B FEPA building for the heating period (November 2018–January 2019).
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4. Conclusions

In this study, the energy performance along with the IEQ conditions of a dormitory within the
campus of the University of Athens have been analyzed. The dormitory in question was selected as
the pilot case of the Pro-GET-onE (Horizon 2020 G.A. n. 723747) project, in which a deep retrofit is
planned to take place in late 2019. In fact, through Pro-GET-onE H2020, a 3D building information
model through BIM modelling is being developed and will be available and presented within the
European community at a later stage of the project.

A series of field measurements took place in order to demonstrate the thermal and energy profile
of the building’s current state, along with the IEQ performance during different monitoring periods.
The needs on which the renovation actions should focus on, which is the main goal of this paper,
are highlighted.

The most significant conclusions drawn from the experimental campaign are the following:

• Thermal conditions within the whole building cannot be considered comfortable for tenants,
as high percentages of temperature measurements were found to surpass the proposed limits.
This phenomenon is enhanced during summer months, with high ambient temperatures. Installation
of a central air conditioning unit or an alternative cooling system is considered mandatory.

• The third floor is strongly influenced by the ambient climate conditions, especially during warm
months, when solar radiation causes internal overheating. This depicts problematic thermal
insulation of the roof, which needs to be addressed.

• The investigation of the IEQ regime did not demonstrate high concentrations of air pollutants.
Low occupancy numbers, along with adequate natural ventilation of the common use areas, were
found to maintain CO2 and TVOC at decreased levels, within all experimental points. However,
similar measurements should be carried out after the refurbishment in order to validate this result.

• Energy metering showed that the examined building is generally vulnerable to thermal loses.
This is because electrical consumption was found to be significantly correlated with ambient
climatic conditions. It is noticeably increased during extreme outdoor temperature levels. This is
an additional result that demonstrates that redesign of the cooling and heating system, as well as
reinforcement of the building’s thermal insulation, are the key role actions that need to be assessed
for the energy retrofitting of this building.

Author Contributions: All authors equally contributed to the paper.

Funding: This project has received funding from the European Union’s Horizon 2020 Innovation action under
grant agreement No. 723747 (Pro-GET-onE).

Acknowledgments: The authors wish to acknowledge the Technical Service department of the National and
Kapodistrian University of Athens for their contribution to the technical specifications of the student housing.
Furthermore, the authors would like to acknowledge SAVES2 project, a H2020 project under the grant agreement
no. 754203, for the acquisition of the electrical data for the B FEPA student housing, and also the company Ether
Applications Ltd. for the installation of the electrical meters. Lastly, Pro-GET-onE (Horizon 2020 G.A. n. 723747)
and the National Observatory of Athens Institute of Environmental Research are highly appreciated.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Balaras, C.A.; Gaglia, A.G.; Georgopoulou, E.; Mirasgedis, S.; Sarafidis, Y.; Lalas, D. European residential
buildings and empirical assessment of the Hellenic building stock, energy consumption, emissions and
potential energy savings. Build. Environ. 2007, 42, 1298–1314. [CrossRef]

2. EU. On the Energy Performance of Buildings. In Directive 2002/91/EC of the European Parliament and of the
Council; Official Journal of the European Communities: Brussels, Belgium, 2002.

3. YPEKA. EK407/B/9.4.2010, “Regulation on Energy Performance in the Building Sector—KENAK”; YPEKA: Athens,
Greece, 2010.

4. Baranova, D.; Sovetnikov, D.; Borodinecs, A. The extensive analysis of building energy performance across
the Baltic Sea region. Sci. Technol. Built Environ. 2018, 24, 982–993. [CrossRef]

267



Energies 2019, 12, 2210

5. Zhaoa, D.; McCoyb, A.; Duc, J. An empirical study on the energy consumption in residential buildings after
adopting green building standards. Procedia Eng. 2016, 145, 766–773. [CrossRef]

6. Huang, Y. Energy saving technology measures of green building. Adv. Mater. Res. 2012, 347–353, 4114–4117.
[CrossRef]

7. Huang, Z. Discussion on energy saving technology and energy saving way of green building. Int. Conf.
Intell. Transp. 2015, 1, 313–315.

8. Santamouris, M.; Sfakianaki, A.; Pavlou, K. On the efficiency of night ventilation techniques applied to
residential buildings. Energy Build. 2010, 42, 1309–1313. [CrossRef]

9. Santamouris, M. Cooling the buildings: Past, present, and future. Energy Build. 2016, 128, 617–638. [CrossRef]
10. Vatin, N.; Nemova, D.; Kazimirova, A.; Gureev, K. Increase of energy efficiency of the building of kindergarten.

Adv. Mater. Res. 2014, 953–954, 1537–1544. [CrossRef]
11. Naumov, A.; Tabunshchikov, D.; Kapko, M.; Brodach, M. Research of the Microclimate formed by the Local

DCV. Energy Build. 2015, 90, 1–5. [CrossRef]
12. Deng, Y.; Feng, Z.; Fang, J.; Cao, S.J. Impact of ventilation rates on indoor thermal comfort and energy

efficiency of ground-source heat pump system. Sustain. Cities Soc. 2018, 37, 154–163. [CrossRef]
13. Szodrai, F.; Kalmár, F. Simulation of Temperature Distribution on the Face Skin in Case of Advanced

Personalized Ventilation System. Energies 2019, 12, 1185. [CrossRef]
14. Zalejska-Jonsson, A.; Wilhelmsson, M. Impact of perceived indoor environment quality on overall satisfaction

in Swedish dwellings. Build. Environ. 2013, 63, 134–144. [CrossRef]
15. Thomsen, K.E.; Rose, J.; Christen Mørck, O.; Jensen, S.Ø.; Østergaard, I.; Knudsen, H.N.; Bergsøe, N.C.

Energy consumption and indoor climate in a residential building before and after comprehensive energy
retrofitting. Energy Build. 2016, 123, 8–16. [CrossRef]

16. Kalmár, F. Interrelation between glazing and summer operative temperatures in buildings. Int. Rev. Appl.
Sci. Eng. 2016, 7, 51–60. [CrossRef]

17. Kalmár, F. Summer operative temperatures in free running existing buildings with high glazed ratio of the
facades. J. Build. Eng. 2016, 6, 236–242. [CrossRef]

18. Zemitis, J.; Borodinecs, A.; Frolova, M. Measurements of moisture production caused by various sources.
Energy Build. 2016, 127, 884–891. [CrossRef]

19. Prasauskas, T.; Martuzevicius, D.; Kalamees, T.; Kuusk, K.; Leivo, V.; Haverinen-Shaughnessy, U. Effects of
Energy Retrofits on Indoor Air Quality in Three Northern European Countries. Energy Procedia 2016, 96,
253–259. [CrossRef]

20. Crump, D.; Dengel, A.; Swainson, M. Indoor Air Quality in Highly Energy Efficient
Homes—A Review; Report n◦ NF18; NHBC Foundation: Milton Keynes, UK, 2009; Available
online: http://www.zerocarbonhub.org/sites/default/files/resources/reports/Indoor_Air_Quality_in_Highly_
Energy_Efficient_Homes_A_Review_NF18.pdf (accessed on 22 April 2019).

21. Melikov, A.K. Advanced air distribution. ASHRAE J. 2011, 53, 73–78.
22. Huang, Y.; Wang, Y.; Liu, L.; Nielsen, P.V.; Jensen, R.L.; Yang, X. Performance of constant exhaust ventilation

for removal of transient high-temperature contaminated airflows and ventilation-performance comparison
between two local exhaust hoods. Energy Build. 2017, 154, 207–216. [CrossRef]

23. Gao, R.; Wang, C.; Li, A.; Yu, S.; Deng, B. A novel targeted personalized ventilation system based on the
shooting concept. Build. Environ. 2018, 135, 269–279. [CrossRef]

24. Xu, C.; Nielsen, P.V.; Liu, L.; Jensen, R.L.; Gong, G. Impacts of airflow interactions with thermal boundary
layer on performance of personalized ventilation. Build. Environ. 2018, 135, 31–41. [CrossRef]

25. Xu, C.; Liu, L. Personalized ventilation: One possible solution for airborne infection control in highly
occupied space? Indoor Built Environ. 2018, 27, 873–876. [CrossRef]
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Abstract: Large buildings cause more than 20% of the global energy consumption in advanced
countries. In buildings such as hospitals, cooling loads represent an important percentage of the
overall energy demand (up to 44%) due to the intensive use of heating, ventilation and air conditioning
(HVAC) systems among other key factors, so their study should be considered. In this paper,
we propose a data-driven analysis for improving the efficiency in multiple-chiller plants. Coefficient
of performance (COP) is used as energy efficiency indicator. Data analysis, based on aggregation
operations, filtering and data projection, allows us to obtain knowledge from chillers and the whole
plant, in order to define and tune management rules. The plant manager software (PMS) that
implements those rules establishes when a chiller should be staged up/down and which chiller should
be started/stopped according different efficiency criteria. This approach has been applied on the
chiller plant at the Hospital of León.

Keywords: energy efficiency; HVAC systems; chiller plants; chiller performance; COP; data-driven
analysis

1. Introduction

Energy consumption in large buildings, such as hotels, museums, hospitals, commercial buildings,
etc., represents more than 20% of the global energy consumption in developed countries [1].
The reasons behind such a high consumption are the addition of new building services, the increase of
comfort levels, the additional time spent by people inside buildings, and the proliferation of heating,
ventilation and air conditioning (HVAC) systems, among others [2]. Four types of energy consumption
can be distinguished in those buildings: electricity, heating, hot water, and cooling [3]. Cooling loads
usually have a seasonal behaviour and, in some buildings, they are not the most noteworthy, so their
study is often disregarded. Cooling loads, however, represent an important percentage of the overall
energy demand (up to 44%) in utility buildings with special facilities, such as hospitals [4]. For instance,
hospitals keep a minimum level of cooling load during the whole year to guarantee the operation
of hospital services: refrigeration of surgeries, scanners, magnetic resonance imaging systems and
data centers, among other key facilities. Furthermore, cooling loads have a direct influence on the
electricity demand, since chillers and their auxiliary elements (pumps, fans, cooling towers, etc.) are
electric systems [4]. Therefore, both cooling load and chiller performance should be considered and
analyzed in large buildings, in order to achieve energy efficiency. Additionally, many buildings require
a reliable and secure cooling supply, so aspects such as monitoring, automatic management and assets
maintenance play also an important role [5].
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To achieve energy efficiency in a multiple-chiller plant, it is recommended to study, first,
the individual chiller performance and, later, the overall plant performance [6]. The building
management systems (BMS) acquire and store a great amount of real data, which can be analyzed and
exploited to extract the implicit knowledge. So far, the vast amount of data was rarely translated into
useful knowledge about potential energy performance improvements, due to its extreme complexity
or a lack of effective data analysis techniques [7]. However, the novel advances in the data science
allow us to address a complex data analysis.

Therefore, a data-driven analysis should be carried out in order to acquired knowledge about
the plant [8]. The implicit knowledge which is discovered (analyzing past data from the chillers, from
the whole plant and from the environment) can be added to the management strategies. It can be
converted into rules to be used in an expert module with the final aim of enhancing energy efficiency [9].
A periodic data analysis of the chiller plant can help us to achieve a better understanding and to
monitor efficiency, aiming to upgrade and tune the management rules and to implement more efficient
up/down sequencing strategies.

The contribution of this paper is the proposal of a comprehensive methodology for improving the
efficiency in multiple-chiller plants. This methodology is based on a data analysis of the operation of
the chillers and the overall plant, using real data instead of simulations. The proposed data analyses
highlight relevant information by applying aggregation, filtering and data projection. Using the
knowledge extracted specifically from the plant, control parameters of the chillers can be adjusted
and management rules can be defined or tuned. The aim is to achieve an efficient management of
the plant, without the need of incorporating cutting-edge controllers, since the management rules
obtained through the proposed approach can be easily deployed in existing controllers. The proposed
approach is applied on the real chiller plant at the Hospital of León.

This paper is structured as follows: Section 2 reviews the previous related work. The data-driven
approach to improve energy efficiency in chiller plants is proposed in Section 3. Then, the
multiple-chiller plant at the Hospital of León is described in detail in Section 4. Section 5 explains the
application of proposed methodology to that plant. Next, results on chiller and plant efficiencies are
presented in Section 6. Finally, conclusions are drawn in Section 7.

2. Related Work

Reviewing the literature, some examples of research on data mining for improving energy
efficiency in buildings can be found. These works focus on the use of data mining techniques to
extract relationships and patterns of interest from a large dataset [7]. However, many works rely on
simulations, using software as TRNSYS, EnergyPlus, etc. [10]. Data analytics on a detailed measured
building performance can help us to identify and estimate energy savings and then to inform the
decision making system [11].

Other research focuses on the use of machine learning techniques for forecasting the energy
efficiency and consumption in the building and, afterwards, comparing the predicted values with
the nominal ones in order to detect possible deviations [12]. Simulated data are generally based on a
physical model of the system, often used to build prediction models [13]. On the other hand, prediction
models of the HVAC systems have been also built using real data [14]. The third type of approach
found in the literature is a grey box model, which merges the qualities of both the physics-based and
data-driven models [15].

With regard to the measurement of energy efficiency, several indicators (EEI) can be used in the
data analysis [16], ranging from the COP (Coefficient of Performance) or EER (Energy Efficiency Ratio)
to more sophisticated indicators such as SCOP (Seasonal Coefficient of Performance), SEER (Seasonal
Energy Efficiency Ratio) and IPLV (Integrated Part Load Value), which consider seasonal chiller
operations and capacity modulation. Other research defines and uses specific EEIs [9]. Nevertheless,
the computation of COP is quite simple from measurements of electricity consumption and cooling
load, so this indicator is often used to characterize the chiller efficiency and the overall performance
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(including the performance of chillers, pumps, fans, refrigeration towers, etc.) [6]. The COP value
depends on the chiller technology and on the surrounding conditions [17–19].

Smart buildings should incorporate the feedback from the data analysis in the management and
control system in order to optimize the use of energy in different conditions [20,21]. The structure of
the control system is usually based on a hierarchical multilevel concept [22,23], with a coordinator layer
over the local control units. For instance, a hierarchical cascade control strategy for energy management
of intelligent buildings is used in [24]. The plant management software (PMS) is in charge of operating
the plant (together with the BMS) with the minimum energy consumption. For that, PMS implements
efficient chiller sequencing strategies which decide when a chiller should be staged up/down and
which chiller should be started/stopped, considering a cooling load, weather conditions, chiller load
capacities, etc. [25–27]. Note that reducing condensing temperature leads also to an increase of the
chiller performance [28,29]. The aim of the PMS is to maximize the overall COP, by adjusting the
capacity of the plant to the fluctuating cooling load. Therefore, a PMS becomes essential to improve
energy efficiency in multiple-chiller plants [30].

Most PMSs rely on complex optimization methods [31–33], which require a high computational
effort and make the deployment on existing controllers so difficult that often the rules of these PMSs
can be only tested on simulated plants. Other commercial software uses relational control, based on the
equal marginal performance principle [34]. The aim of relational control is to achieve optimal energy
efficiency of the plant, requiring each chiller to be operated in relation to the operation of the others.

Rule-based management strategies, together with performance monitoring tools and model-based
predictive control, have been outlined as outstanding methods for intelligent HVAC control to enhance
energy efficiency [35]. Rule-based management enables the translation of best practices, experience
and knowledge of HVAC control engineers into a set of rules, which can be applied to operate the
plant. Other control methods and optimization techniques developed in the HVAC field have been
reviewed in [36].

3. Methodology for Enhancing Efficiency in Multiple-Chiller Plants

In this paper, we propose a data-driven approach to define, upgrade and tune the rules of
a PMS and, in consequence, to improve energy efficiency in multiple-chiller plants (see Figure 1).
The data analysis provides, on the one hand, information about individual chillers and, on the other
hand, information about the chiller plant. The aim of chiller data analysis is to enhance individual
chiller efficiency, whereas the objective of plant data analysis is to enhance overall plant efficiency.
The knowledge about individual chiller performance is used for two purposes: to adjust internal
chiller parameters and to define or tune rules implemented in the PMS. For that, conditional rules
(If-Then-Else) allow us to decide when a chiller should be staged up/down, whereas sorting rules
based on multi-criteria rankings allow us to choose which chiller should start/stop (the fittest one in
each situation). Finally, the knowledge extracted from the plant lets us update management rules.
Our approach is based on a hierarchical multilevel control system, requiring the implementation of the
coordination level (an expert system with the management rules) and some configuration actions in
the local units (chiller control boards).

The proposed approach requires several iterative analyses in order to achieve an optimal efficiency
in the plant, but it has the advantage of low computational cost. For that reason, the application of
the proposed approach can include new data from subsequent years, providing an incremental
improvement in efficiency to the plant.

In a first step, we propose acquiring data from chillers and carry out an individual data-driven
analysis. Using the extracted knowledge about chillers, internal chiller parameters are adjusted to
improve their operation. Moreover, knowledge of each chiller is used to implement the management
rules in the chiller PMS. Unlike complex optimization methods, heuristic rules can be implemented
using simple programming structures and executed by any conventional building management system,
without requiring extra computational resources.
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In the second step, data from the whole plant are also collected and analyzed in order to obtain
global knowledge about the plant. This step allows us to redefine and tune the rules or to add/delete
sorting criteria regularly in the PMS.

Prior to their analysis, data must be collected from the BMS logs. Chiller-wise and overall plant
COPs, which can be computed using chiller power and cooling load, are used as energy efficiency
indicators. Data from other variables, such as chiller load ratio, condensing pressure and temperature,
compressor current, outdoor temperature, etc., can also be considered for the analysis.

The data analysis of chillers and plant performance is based on highlighting relevant information
by applying aggregation operations on measures, subject to some attributes [37]. Expression (1)
represents, in a general way, those operations:

Aggregation[method](e f f iciencyVariable)Π[projectionVariable].σ[dataSelection] (1)

In our approach, average and counting samples are used as aggregation methods. Measures (the
object of analysis) are energy efficiency indicators such as chiller and plant COPs, power demand
and cooling load. Attributes are outdoor temperature, chiller load ratio, type of chiller, number of
chillers running, year, month, day of year, weekday, hour, etc. Finally, data can be selected either
from a specific chiller or from the plant. The attributes listed above can be also used to filter the data.
For example, data from an specific weekday (Monday), hour interval (0–8 h), outdoor temperature
limit (OutdoorTemp < 10 ◦C), etc. Expression (2) summarizes some operations which can be carried
out in different data analyses:

Agg

[
average
count

]⎛⎜⎝ COP
CoolingLoad

PowerDemand

⎞⎟⎠Π

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Year
DayO f Year

Month
Weekday

Hour
ChillerLoad

OutdoorTemp.
ChillersOn
ChillerType

...

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
σ

⎡⎢⎣ Chiller 1 − n
Plant

Any f ilter

⎤⎥⎦ . (2)

Data projections can be completed using visualization techniques to incorporate extra
information [38]. For that purpose, additional attributes can be coded with properties such as size,
texture, color, shape or weight, given a projection Π.

Other additional variables (condensing pressure and temperature, compressor current, etc.) can
be also involved in the data analysis of each chiller. In this case, the addition of their information in
terms of simple time-series plots can help us to monitor the chiller behavior.

From the knowledge acquired about each chiller performance, modifications in its internal
configuration can be suggested. Note that local chiller control is implemented by manufacturers and
they often only allow us to modify schedules and setpoints within a specific range. Parameters such as
output water temperature, control zone, rate of changes, slide percentage, delays, etc. can be modified
in order to improve chiller efficiency.

Data-driven analysis also provides information about how attributes influence the chiller and
plant efficiencies. That knowledge is converted into management rules which are implemented in an
expert module of the PMS. In this sense, the extracted knowledge is used to setup chillers, in order to
update the set of conditional rules or to change their sorting criteria, resulting in appropriate plant
management strategies. The staff in charge of energy management in the building should be involved
in performing the data analyses and defining or tuning the management rules. They could provide
their expertise and approve the management rules before their deployment on controllers.
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Figure 1. Methodology for extracting knowledge and enhancing efficiency in Chiller Plants.

The strategies to decide when chiller stages up/down can be implemented using basic
programming structures, executable by any building management system (see Expression (3)):

I f

⎡⎢⎢⎢⎣
Condition1
Condition2

...
ConditionC

⎤⎥⎥⎥⎦ , Then

⎡⎢⎢⎢⎣
Action1
Action2

...
ActionA

⎤⎥⎥⎥⎦ , Else

⎡⎢⎢⎢⎣
Opposite action1
Opposite action2

...
Opposite actionA

⎤⎥⎥⎥⎦ . (3)

Basic logic operations (AND “&′′, OR “|′′, NOT“!′′), comparison operators (“ ==′′, “ <′′, “ >′′)
and math functions (“+′′, “−′′, “∗′′, “/′′) can be used to define complex relationships among variables
(see Expression (4)). Furthermore, nonlinearity strategies based on Fuzzy logic could be also applied
using these conditional rules [39]:[

Condition1 “Operator′′ Condition2 “Operator′′ . . . ConditionC
]

. (4)

These strategies constitute an expert module that determines the actions the PMS (Chiller
up/down, up/down disable and no change) performs on the chiller in operation, according to
the set of rules and sensor data in every situation. As an example, these management rules could be
expressed according to Expression (5):

I f

⎡⎢⎢⎢⎢⎢⎢⎢⎣

CoolingLoad < 1000KW
OutdoorTemp > 20◦C

ChillerLoad > 0.9
(Month >= Jun)&(Month < Sept)

...
(Hour >= 8am)&(Hour < 15am)

⎤⎥⎥⎥⎥⎥⎥⎥⎦
, Then

⎡⎢⎢⎢⎢⎢⎣
ChillerUp

ChillerDown
UpDisable

DownDisable
NoChange

⎤⎥⎥⎥⎥⎥⎦ . (5)

The strategies to select which chiller starts/stops are defined. They can be implemented using
multi-criteria rankings. The criteria must be established beforehand: for example, total running hours,
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count starts, efficiencies, priorities, chiller loads, etc. can be used. For each criterion, a sorting order
has to be chosen (ascending or descending order). The proposed procedure is to create one table for
each criterion ”c” with n rows (as many as chillers) and two columns (the chiller index and the values
of the corresponding criterion). Next, these tables are sorted, obtaining the chiller rankings for each
criterion. Finally, a suitability table is obtained by weighting all previous rankings. According to all
criteria, the most suitable chiller to start/stop among the available ones will be on the top of the table.
All criteria can be weighted either equally (weights = 1/c) or differently (even excluding some criteria
with zero weight, provided that the sum of all weights is 1). The following expression describes the
sorting rules, based on multi-criteria ranking:

for each c in criteria

Rankings[c] = sort Table[c] by value (Order);
FitTable+ = Weights[c] · Rankings[c];

end

4. Description of the Chiller Plant at the Hospital of León

The chiller plant at the Hospital of León can be divided into a chilled water production system
and a distribution system. In the production system, air-cooled and water-cooled chillers can be
found. The distribution system comprises the decoupling bypass pipe and a variable chilled-water
flow system. Figure 2 displays the general structure of the water flow system. Note that the colors of
the streams try to represent the temperature of the water through the pipes during normal operation
of the plant.

Figure 2. Chiller plant at the Hospital of León.

4.1. Production System

The main components of the chilled water production system at the Hospital of León are two
groups of chillers: air-cooled and water-cooled chillers. Additionally, valves, sensors and pumps are
needed to manage the chiller operation.
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4.1.1. Air-Cooled Chillers

The plant comprises five identical air-cooled chillers. Each chiller needs a primary pump to force
water flow through the evaporator and an on/off valve to avoid water flow when the chiller is not
running.

• Chiller: The model is a Petra APSa 400-3, with a maximum cooling capacity of 400 tons
(approximately 1407 KW). It includes three identical and independent refrigeration circuits
(of 469 KW each one). Each one is composed of a screw compressor, an electronic expansion valve
(EEV), and three individual condensers in V form. A common evaporator is used for the three
circuits. The compressor has a maximum displacement of 791 m3/h of R134a refrigeration gas,
its capacity can be regulated between 50–100% of the maximum value by means of two auxiliary
loading and unloading valves, and it is driven by a three-phase induction motor (400 V; 109 KW).
The condensers use 16 fans of 1.5 KW, driven by ABB ACH550 variable speed drives. The control
board is provided by Micro Control Systems. The nominal chiller COP is 4.3 (with Condensing
temperature: 40 ◦C; Evaporating temperature: 0 ◦C).

• Primary pump: It is a Grundfos TDP 150-200/4 whose function is to maintain a water flow
through the evaporator, depending on the cooling load. It is driven by a three-phase induction
motor (400 V; 15 KW). A variable speed drive (Danfoss VLT HVAC FC 102), drives the pump,
although the traditional star-delta starting is also available.

• On/Off valve: It is a Siemens Acvatix SQL33, installed on the return pipe to block water flow
through the evaporator when the corresponding chiller is stopped.

• Sensors: Several sensors are installed on pipes, associated with the chillers. An on/off flow sensor
is used to confirm whether chilled water flows or not (Siemens QVE1900). Moreover, a differential
pressure sensor (Siemens QBE61.3-DP10) is connected to measure the flow. In addition, the
temperature of output chilled water is measured (with a Siemens QAE2120.010).

4.1.2. Water-Cooled Chillers

The plant comprises two identical water-cooled chillers. Three primary pumps are used to force
water flow through the evaporator, whereas an on/off valve cuts water flow when chiller is stopped.
Furthermore, in this case, a cooling tower and tower pumps are required for condensing.

• Chiller: The model is a Trane CVGF650 with a maximum cooling capacity of 650 tons
(approximately 2286 KW). It comprises only one refrigeration circuit with a centrifugal compressor,
an electronic expansion valve (EEV) and tubular heat exchangers (for evaporator and condenser).
The compressor works using R134a refrigeration gas and its capacity can be regulated between
50–100% of the maximum value, by changing the angle of turbine blades. It is driven by a
three-phase induction motor (400 V; 367 KW). The nominal chiller COP is 6.23 (Condensing
temperature: 40 ◦C; Evaporating temperature: 0 ◦C).

• Primary pumps: There are three Grundfos NK 125-250/247/A/BAQE pumps that are started,
depending on the cooling load, in order to maintain a water flow through the evaporator. They are
driven by a three-phase induction motors (400 V; 18.5 KW), with star-delta starting.

• On/Off valve 1: It is a Bernard OA15, installed on the return pipe to block water flow through the
evaporator when corresponding chiller is stopped.

• Cooling tower: The Baltimore Aircoil Company S-3654-NM cooling tower enables the control of
condensing temperature, transferring heat to the environment when condensing water evaporates.
An axial fan, driven by a three-phase induction motor (400 V; 18.5 KW) and managed by a variable
speed drive (Moeller DF6-340-22K), helps the heat exchange. Moreover, it incorporates three
resistors of 5 KW to avoid water freezing.

• Tower pumps: There are two groups of two Grundfos NK 150-315/307/BAQE pumps each, one
to propel condensing water to the cooling tower and the other to maintain a water flow through
the condenser. They are driven by three-phase induction motors (400 V; 30 KW), with star-delta
starting.
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• On/Off valve 2: A Bernard AS25, which allows for selecting which cooling tower will be used for
condensing.

• Sensors: Several sensors are installed on pipes, associated with the chillers. An on/off flow
sensor is used to confirm whether chilled and condensing water flows or not (Johnson Controls
F61SB-9100). In addition, the temperatures of input and output chilled water are measured
(Johnson Controls TS-9101-8224).

Table 1 summarizes the nominal chiller data in the plant at the Hospital of León.

Table 1. Chiller data overview.

Water-Cooled Chillers Air-Cooled Chillers

Number 2 5
Compressors 1 3

Cooling power [kW] 2286 1407
Electric power [kW] 367 327
Primary Pump [kW] 18.5 15

Fans [kW] 18.5 24
Cooling Tower Pump [kW] 30 -

Compressor COP 6.23 4.30
Overall COP 5.27 3.84

4.2. Distribution System

The design of the distribution system enables variation of chilled water flow using a set of
four secondary pumps (Grundfos NK 125-400/375/BAQE) driven by four three-phase induction
motors (400 V; 55 kW) with their corresponding variable speed drives (Danfoss VLT 6000 HVAC and
Schneider Electric Altivar 61). The aim of this system is to adjust the building load to the instantaneous
cooling demand. In addition, pressure variations due to differences between cooling generation
and consumption are alleviated by the decoupler piping placed between supply and return pipes.
Additionally, a cooling meter and supply/return temperature sensors allow us to measure demanded
cooling energy.

5. Application of the Proposed Approach to a Chiller Plant

The proposed methodology has been applied to the multiple-chiller plant at the Hospital of
León. As mentioned above, that plant comprises two different chiller groups: five air-cooled chillers
(ACC1–ACC5) and two larger water-cooled chillers (WCC1, WCC2). The first aim of our approach is to
analyze the operation of chillers in order to acquire knowledge (detect failures or malfunctions, extract
patterns, find external influences, etc.). The final aim is to analyze the operation of the plant in order to
monitor its efficiency and tune or upgrade control rules, if necessary. Thus, our approach requires past
data of the chiller and plant to carry out the analyses. For that reason, data were collected from the
BMS, including variables, such as COP, cooling load, power demand, chiller load ratio, condensing
pressure and temperature, compressor current, outdoor temperature, etc. Data were gathered every
1 min during a one-year period, so 525,600 samples were obtained for each variable. The chiller plant
is located in León, a city with continental climate where cooling loads have a clear seasonal nature.
Therefore, data from a whole year should cover that seasonal behavior. Nevertheless, the addition of
more data in subsequent years would improve the coverage.

5.1. Data-Driven Analyses and Knowledge about the Chillers

Using data from chillers, an analysis was carried out for each one, focusing on the chiller behavior
and its operation with regard to external conditions such as chiller load ratio or outdoor temperature.

Prior to the study, maintenance staff inspected the main chiller control and protection elements
(valves, solenoids, relays, sensors, fuses, etc.), with the aim of repairing them, if required. Faults in
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control relays, broken fuses, damaged solenoids, blocked valves, earth defects or wrong wirings can
provoke abnormal chiller operation. Once faults in chiller elements are detected and corrected, the
analyses were performed. In this case, time series plots were used for checking the R134a refrigeration
cycle with its main parameters (gas suction, discharge temperature and pressure). Sharp oscillations
were discovered in the control signal acting on condensing fans of ACC1. The condensing pressure was
higher than normal, being affected by those variations. Thus, this high pressure caused electricity peak
demands, adversely affecting the chiller efficiency Moreover, it provoked damages on air-cooled chiller
elements—for example, the solenoid of some loading and unloading valves broke down frequently,
fan bearings suffered strong strains, compressors were working in extreme conditions affecting the
compression ratio, etc. The remaining air-cooled chillers showed similar behavior, so condensing
control setpoints were verified in order to reduce condensing pressure (below 900 KPa) and smooth
the control signal. Variables involved in the R134a refrigeration cycle of water-cooled chillers were in a
normal range.

First of all, chiller operation at partial loads was analyzed. Studying the chiller performance at
partial loads is very important since rarely chillers run at their nominal load (only a few hours per day).
Air-cooled chillers can modulate cooling capacity between 0.22 and 1.0 of nominal value, whereas
water-cooled chillers can regulate capacity from 0.5 to 1.0. It should be remarked that the nominal
capacity of water-cooled chillers is 1.6 times higher than that of the air-cooled chillers (2286 KW versus
1407 KW). Some aggregation operations are applied to each chiller data set according to the following
expression:

AggAverage(COP)ΠHour; ChillerLoadσACC 1−5; WCC 1−2.

Figure 3 shows the relationship between COP and chiller load for two kinds of chillers (ACC1
and WCC2). In Figure 3a, it can be observed that ACC1 COP remains constant with regard to the load
(around 3.7). However, WCC2 COP has an exponential relationship with load, with a maximum value
of 5.2 and a minimum value of 2.5, when the chiller runs at the half capacity (see Figure 3b). Therefore,
water-cooled chillers operation should be avoided when the cooling load is lower than 1143 KW for a
long time. In this case, air-cooled chillers with a better load partition are preferable, since their capacity
can be regulated up to 310 KW, keeping a constant performance.

Next, the chiller operation regarding to outdoor temperature is analyzed. For that purpose,
aggregation operations are applied to each chiller data set according to the following expression:

AggAverage(COP)ΠDayO f Year, OutdoorTemp.σACC 1−5; WCC 1−2.

As can be seen in Figure 4, outdoor temperature influences negatively the air-cooled chiller
performance, whereas COP for water-cooled chillers increases with outdoor temperature. Observing
Figure 4a, ACC1 COP decreases slightly when temperature increases, since the heat exchange with
air becomes difficult. However, daily average COP is always greater than 3. Looking at Figure 4b,
it can be pointed out that daily average COP can reach high values, greater than 3. Nevertheless, lower
COP values can be achieved when outdoor temperature is below 12 ◦C. This is due to water-cooled
chillers run at a low load ratio with low cooling loads. Thus, air-cooled chillers should run those days
when average temperature is below 12 ◦C. Water-cooled chillers should run on days with an average
temperature above 16 ◦C. In the range 12–16 ◦C, all chillers can operate and other patterns should be
considered.
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(a) Air-cooled chillers.

(b) Water-cooled chillers.

Figure 3. Evolution of COP with chiller load.

Summarizing what was learned about the chillers, it can be stated that air-cooled chillers should
be started with low outdoor temperatures, when cooling load is low. On the other hand, water-cooled
chillers should be run with high cooling loads, ensuring that the chiller load ratio is quite high.
Condensing control, especially on air-cooled chillers, should be adjusted since high condensing
pressures and strong oscillations have been detected.

After the chiller analyses, it can be necessary to adjust the internal configuration of chillers.
The maintenance staff was advised to adjust some parameters, especially the configuration of air-cooled
chillers. The main changes in the internal configuration of the chillers were focused on slightly
increasing the deadband in temperature control, improving the chiller response in the presence
of short peak cooling loads, minimizing the operation cycles of capacity control valves, reducing
the proportional action in condensing control, balancing refrigeration circuits and avoiding unsafe
compressor runnings. Note that manufacturers do not allow us to modify remotely some internal
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parameters and they are only accessible through the local panel with the right access privileges. Table 2
summarizes the parameters modified in air-cooled chillers after chiller analyses.

(a) Air-cooled chillers.

(b) Water-cooled chillers.

Figure 4. Evolution of COP with outdoor temperature.

The configuration of water-cooled chillers was also examined, but, in this case, most of the internal
parameters remained unchanged. Just a few parameters were adjusted to be in coherence with the
water flow system. As in air-cooled chillers, the temperature setpoint was also decreased due to the
unbalance of primary and secondary chilled water flows. It causes a recirculation excess of return
chilled water through the decoupling bypass pipe.
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Table 2. Main changes in the air-cooled chiller configuration.

Parameter Value Before Value After

Water setpoint [◦C] 7 6
Control zone [◦C] ±0.5 ±1.5

Delay [s] 30 300
Rate of Change [◦C/s] ±0.1 ±0.6

Slide [%] 50–100 65–100
Adjust [%] 1–5 2–10

Deadband [A] ±1 ±3
Load and unload pulses [s] 0.2 0.8

Pulse delay [s] 1 5
Condensing control range [KPa] 758–896 758–1241
Unsafe suction warning [KPa] 138 34

5.2. Converting Knowledge into Management Strategies

Once knowledge about the chillers was extracted and operators upgraded the internal
configuration of each one, our efforts focused on designing and implementing efficient chiller
management strategies, which can be incorporated into a PMS. Note that chiller operation is automated
and data are stored by BMS.

5.2.1. Architecture of the Plant Manager Software

An automatic existing system was modified for chiller plant management at the Hospital of León
(see Figure 5). The system is based on an ad hoc software which implements management strategies.
The PMS has been developed as a Software as a Service (SaaS) application, so that web clients can
easily access a software manager using a standard web browser to manage the chiller plant.

The BMS communicates with two controllers (one for air-cooled chillers and the other for
water-cooled chillers) using the BACnet IP protocol. The BMS receives all signals from both controllers
(chillers, valves, pumps, cooling towers, etc.) for monitoring purposes and sends them start/stop
commands and setpoints. The PMS decides which chiller should be staged up/down and when, and
communicates with BMS using also BACnet IP.

The first controller (AS by Schneider Electric) is used to implement control of air-cooled chillers
and auxiliary elements (valves, primary pumps, etc.). Additional I/O modules capture signals from
field elements and weather sensors. This device also works as a Modbus gateway to communicate with
chiller cards and retrieve internal variables. The AS controller stores data in local logs and gradually
transfers them to the BMS. The second controller (FEC by Johnson Controls), with integrated I/O
modules, is used to implement control of water-cooled chillers and their auxiliary elements (valves,
primary pumps, tower pump, cooling tower, fan, etc.) and to read building cooling meter. The FEC
controller stores data in local log files and gradually transfers them to BMS too. Additionally, a protocol
interface card (Trane PIC BAS-SVX08D-E4) has been installed in each water-cooled chiller to gain
access to their internal variables and parameters. This card provides data using Modbus RTU protocol.
A gateway (Com’X 510 by Schneider Electric) is necessary to convert Modbus RTU to Modbus TCP.
On the other hand, power meters measure the main variables of electricity supply to both groups of
chillers. They are also connected to Modbus RTU networks to communicate with BMS.
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Figure 5. Architecture of the plant manager software.

5.2.2. Defining Rules

Using knowledge about the chillers, several sets of rules are defined, tuned or upgraded.
These rules are the core of an expert module that uses them to manage the plant efficiently.
The following aspects are taken into account in the rule definition:

• Reliability and security of supply of chilled water (since a hospital has critical systems such as the
refrigeration of surgeries, magnetic resonance systems, scanners, a data center, HVAC systems in
patient rooms, etc.).

• Maximization of the plant operation by choosing the most efficient chiller (or combination of
chillers) available to meet the required cooling load.

• Maximization the chiller efficiency by enforcing high chiller loads.
• Reduced maintenance of the chiller plant (the manager should balance running time and start

counts for all chillers).
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• Adjustment of the plant operation according to weather conditions (mainly, outdoor temperature).
• Automatic and manual operation modes of the chiller plant. The manager should consider user

preferences, either giving priority to a chiller or enabling/disabling an specific chiller.

The basis of sequencing method is the measurement of the cooling load and the computation of
the current operating capacity, based on all chiller load ratios. If cooling load is greater than chiller
capacity during a short period of time, a new chiller will be started. Otherwise, a running chiller
will be stopped. Prior to proceeding, it is checked that the chiller load is decreasing. Note that the
plant requires, at least, one chiller running in order to provide the base cooling load to the building.
In other cases, a schedule could be considered to stage up/down chillers. A chiller will be also stopped
when consecutive running time exceeds the rotation setpoint (168 h). Additional rules considering
supply and return chilled water temperatures are also defined in order to ensure cooling supply to
the building. These rules contain extreme thresholds and will be activated in exceptional situations,
keeping chilled water temperature in range [6–10] ◦C. Note that simple rules can be combined using
logic operations in order to build advanced rules. Table 3 summarizes the main rules used to stage
up/down chillers.

Table 3. Stage up/down rules set.

Conditions Actions Opposite Actions

If Then Else

(CoolingLoad > ChillerCapacity) &
& (ChillerLoad > 0.9) ChillerUp -

(CoolingLoad < ChillerCapacity) &
& (ChillerLoad < 0.7) & (NoChillersOn > 1) ChillerDown -

NoChillersOn == 0 ChillerUp -
RelativeRunningHours > RotationSp ChillerDown -

(SupplyTemp > 10 ◦C) | (ReturnTemp > 14 ◦C) ChillerUp -
(SupplyTemp < 6 ◦C) | (ReturnTemp < 10 ◦C) ChillerDown -

Some rules taking into consideration the physical environment are defined. The plant contains
different types of chillers and their efficiencies are influenced by external conditions as data analysis
revealed. Therefore, it is required to decide which type of chiller should be running in each situation.
In this way, outdoor temperature is used for creating such delimiting rules. Average temperature is
computed each day and used to predict the conditions of the following day. If daily average outdoor
temperature of the previous day was higher than 16 ◦C, then the chiller selected to stage up/down
will be a water-cooled chiller (WCCy; y = 1–2). If daily average outdoor temperature of the day before
is lower than 12 ◦C, then the chiller selected to stage up/down will be an air-cooled chiller (ACCx;
x = 1–5). In the range [12–16] ◦C, other rules will be taken into account. An overview of delimiting
rules can be seen in Table 4.

Table 4. Delimiting rule set.

Conditions Actions Opposite Actions

If Then Else

(AvgOutdoorTemp > 16 ◦C) WCCyUp WCCyDown
(AvgOutdoorTemp < 12 ◦C) ACCxUp ACCxDown

Exclusion rules are required in order to determine when to disable chiller up/down commands
due to either alarms or planned maintenance tasks. User can enable/disable a chiller from the web
interface. On the other hand, if power demand exceeds 1300 KW in the plant, a new chiller starting
is blocked and a warning is triggered (a user check is required to allow staging up a new chiller).
That avoids peak power demands and inefficiencies in the plant provoked by anomalous operations.
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Moreover, stopping a chiller is disabled as long as the idle capacity is less than the load ratio of the
chiller to stop. An overview of exclusion rules can be seen in Table 5.

Table 5. Exclusion rule set.

Conditions Actions Opposite Actions

If Then Else

ChillerEnable == 1 ChillerUp/Down Up/Down Disable
ChillerAlarm == 1 Up/Down Disable ChillerUp/Down

PowerDemand > 1300 KW UpDisable ChillerUp
IdleCapacity < StopChillerLoad Down Disable ChillerDown

Finally, rules for sorting chillers are defined with the aim of determining which chiller starts/stops.
First, different criteria are established and, later, the corresponding chiller rankings are obtained. Table 6
summarizes the sorting rules.

Table 6. Criteria and order for sorting chillers.

Criterion Asc./des. Order

Chiller up?

1 Chiller Priority (P) Ascending
2 Chiller COP (COP) Descending
3 Total Running Hours (TRH) Ascending
4 Start Count (SC) Ascending
5 Hours From Last Stop (HLS) Descending

Chiller down?

11 Chiller Load (CLR) Ascending
12 Relative Running Hours (RRH) Descending
13 Chiller COP (COP) Ascending

In the stage up sequence, criteria such as chiller priorities, efficiencies, total running hours, hours
from last stop and start counts are used. A weighting method is applied, balancing all criteria and
obtaining a weighted ranking. The chiller on the top of that ranking should have a high position in the
partial rankings, matching most of the criteria. For example, the next chiller to start should have a
high priority, noteworthy efficiency, lower total running hours and start counts and it should not have
been stopped recently, i.e., the chiller should have a high position in all rankings. In this case, the same
weight is applied for each criterion. However, different values could be used:

w1 · Ranking1 + w2 · Ranking2 + w3 · Ranking3 + w4 · Ranking4 + w5 · Ranking5.

In the same way, the criteria for the staging down sequence are relative running hours, chiller loads
and efficiencies, which are weighted to decide the chiller to stop. Note that sorting chillers according
to the COP is now performed in the opposite order. For instance, the next chiller to stop should have
the lowest efficiency and load ratio and should also have been running for many consecutive hours:

v11 · Ranking11 + v12 · Ranking12 + v13 · Ranking13.

5.2.3. Plant Management Strategies

Using the previous sets of rules, efficient management strategies are implemented on the ad
hoc software. Mainly, two strategies determine chiller sequencing: “chiller up” and “chiller down”
(see Figure 6). The “chiller up” strategy monitors the cooling load (measured by a cooling meter) as
well as the supply and return chilled-water temperatures. If the cooling demand increases and the
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running chillers are fully loaded, a new chiller is started. Depending on supply and return chilled
water temperatures, the chiller is started immediately or after a short delay (trying to absorb transitory
load fluctuations). The criteria described in the previous section are applied in order to decide which
chiller starts. Furthermore, it is checked the presence of alarms (such as the internal faults in chillers
and auxiliary elements) and the user activations (a chiller can be disabled due to maintenance tasks).
The prediction of the outdoor temperature is also considered in order to take advantage of weather
conditions. Finally, the manager sends commands up to BMS and it provides start commands to the
selected chiller and its auxiliary elements, such as valves, pumps, etc., and verifies possible alarms in
the starting sequence.

Figure 6. Chiller up and down management strategies.

The “chiller down” strategy also monitors the cooling load and supply/return chilled water
temperatures. If the manager detects that cooling is not needed anymore (because of a decrease in
cooling load and a sudden drop in chilled water temperature), one of the running chillers should be
stopped. The criteria described in the previous section are applied in order to decide which chiller
stops. Before making that decision, the software must verify that the remaining running chillers can
absorb the cooling load of the chosen chiller. For that purpose, the manager computes the difference
between the idle capacity of running chillers and the load of the chiller that is stopped. Finally, if idle
capacity is slightly greater than the chiller load, the manager sends down a command to BMS and it
provides stop commands in sequence to the selected chiller and its auxiliary elements.
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These management strategies based on rules are used by the system in automatic mode (default).
However, the system can be managed in manual mode, according to the staff expertise. The staff can
vary setpoints, delays, thresholds and chiller activations.

5.3. Data-Driven Analysis and Knowledge about the Plant

Once the management strategies are deployed in the plant and new data are collected, an analysis
has to be carried out to monitor plant efficiency. That study focuses on the plant operation and
efficiency with regard to cooling load, external conditions, chiller sequencing, etc.

First of all, cooling demand is analyzed (see Figure 7) applying the following expression:

AggAverage(CoolingLoad)ΠMonth; Weekday; HourσPlant.

(a) Cooling demand vs Month, Weekday and Outdoor Temperature.
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(b) Cooling demand vs Hour and Month.

Figure 7. Analysis of cooling demand.

Figure 7a shows the average cooling load for each month and weekday. It can be seen that cooling
demand has a seasonal evolution, exceeding 2000 KW in Summer and not exceeding 1000 KW in
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Winter. Therefore, water-cooled chillers should be run in Summer to cover the cooling demand. On the
contrary, they could operate in Winter, but at half capacity, achieving lower COP. Due to lower nominal
power and better load partition, air-cooled chillers are more efficient in that season. In Figure 7a,
the average outdoor temperature is also represented. It can be seen that outdoor temperature influences
directly on cooling load due to demand of HVAC systems. In May and October, free-cooling operation
in those systems can be observed since cooling load does not follow the temperature evolution.

Figure 7b displays the average cooling load for each hour of the day and months. Only four
representative months (January, May, July and October) have been represented only for simplicity.
In winter (January), cooling load is quite flat during all the day, whereas, in Summer (July), it is flat at
nights, becoming steep from 10 h on and decreasing after 22 h. In May (Spring) and October (Autumn),
the day profile of cooling load is quite similar.

Next, the influence of outdoor temperature on plant COP is analyzed using the expression:

AggAverage(COP)ΠDay; OutdoorTemp; ChillerType; NoChillersσPlant.

The daily average COP value was plotted with respect to the daily average temperature (see
Figure 8). Note that the size of points represents the type and the number of chillers running:
the smallest points correspond to one air-cooled chiller and the largest ones are from two water-cooled
chillers. Three zones can be distinguished in the graph (below 10 ◦C, above 20 ◦C and between 10 ◦C
and 20 ◦C). Lower temperatures imply low cooling loads (little use of HVAC systems), so air-cooled
chillers (smaller points) are more appropriate, since condensing refrigerant using cold air is quite
efficient. In contrast, higher temperatures entail high cooling loads (strong use of HVAC systems)
and, therefore, water-cooled chillers (larger points) are more convenient because they have better
performance and higher nominal capacity (so a smaller number of chillers is required to cover high
cooling loads). It can be also seen that the plant COP would slightly decrease if air-cooled chillers
run with temperatures above 20 ◦C. Similar results (plant COP reduction) would be obtained if
water-cooled chillers run with temperatures below 10 ◦C. Between 10 ◦C and 20 ◦C, some chiller
combinations can be observed, depending on other factors considered by the management strategies.

Figure 8. Plant COP vs. Daily average outdoor temperature.
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Analyzing the plant performance with regard to the cooling load allows us to verify the chiller
sequencing management strategies. In this sense, the daily average COP was plotted with respect to
the cooling load of the building (see Figure 9). The used aggregation was:

AggAverage(COP)ΠCoolingLoad; ChillerType; NoChillersσPlant.

As in the previous figure, the size of points represents the type and the number of chillers running.
It can be seen that, the higher the cooling load is, the better the plant performance is. High cooling
loads are typically covered by two water-cooled chillers, with better individual performance. On the
contrary, low cooling loads are provided by one air-cooled chiller, with finer load partition. Medium
cooling loads can be covered by several chiller combinations (two air-cooled chillers, one water-cooled
chiller or one of each).

Figure 9. Plant COP vs. Cooling Load.

Studying the contribution of each chiller to the total cooling load of the building can also help us to
verify the efficacy of chiller sequencing strategies (see Figure 10). The manager tries to consider external
conditions and to balance several criteria (total running hours, start counts, priorities, efficiencies, etc.),
choosing the fittest ones in order to cover the cooling load. It can be seen in Figure 10a that chiller
sequencing has a seasonal behavior (as cooling load). In winter, cooling is provided by air-cooled
chillers, whereas, in summer, cooling is generated by water-cooled chillers. During both periods,
cooling is quite stable, so chillers only alternate their operation when the relative running hours exceed
the rotation setpoint. For example, only ACC1 and ACC4 were running in January, and only WCC1
and WCC2 produced cooling in August. In spring and autumn, the manager combines the operation
of air-cooled and water-cooled chillers, since cooling varies daily. Therefore, the manager has to
send up/down commands daily to the chillers in order to cover fluctuating cooling load. Focusing
on October (see Figure 10b), it can be confirmed that up to three chillers were started during a day
(October 6th). This causes the rise of start counts, a crucial step in the sequencing, and thus an
increasing possibility of appearing faults.
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(a) Distribution of cooling production.

(b) Distribution of cooling production in October.

Figure 10. Contribution of each chiller to cooling load of the building.

Summarizing the knowledge about the plant, it can be observed that cooling load at the Hospital
of León has a noticeable seasonal and daily behavior, so a different operation can be established each
season. Outdoor temperature can be used to predict abnormal days with regard to the current season.
Two hours (10 h and 22 h) of daily profile can be used as indicators of the expected cooling load (hours
in which the cooling load usually increases or decreases, respectively). In order to avoid the increase
of start counts in spring and autumn, chiller down command can be delayed until the idle capacity is a
bit higher.

Updating Rules

Rules set can be updated in three ways:
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• Tuning the threshold. The original rule is maintained, but the threshold which triggers this rule
is modified. For example, as long as the capacity of running chillers does not drop below 0.6 (not
0.7), a running chiller will not be stopped, avoiding the increase in the number of start counts.

• Upgrading the complete condition. The rule is redefined completely, either establishing new
premises or combining individual ones. For instance, outdoor temperature allows us to adapt the
seasonal and daily operation. Furthermore, cooling load at certain hours allows us to estimate its
evolution.

• Tuning criteria and weights. Sorting rules can be changed either by adding/deleting a criterion
or adjusting the weights. Staff can vary weights from the web interface, for instance, to consider
only one criterion (its weight is 1 and the remaining ones are 0) or to weight some criteria more
than others (being the sum of weights 1). However, during this work, criteria have not been
modified.

An overview of updated rules can be observed in Table 7.

Table 7. Updated rules set.

Conditions Actions Opposite Actions

If Then Else

(CoolingLoad < ChillerCapacity) &
& (ChillerLoad < 0.6) & (NoChillersOn > 1) ChillerDown -

Winter == 1 ACCxUp ACCxDown
Summer == 1 WCCyUp WCCyDown

((Spring == 1) | (Autumn == 1)) &
& (AvgOutdoorTemp < 14 ◦C) ACCxUp ACCxDown

((Spring == 1) | (Autumn == 1)) &
& (AvgOutdoorTemp > 14 ◦C) WCCyUp WCCyDown

(CoolingLoad > 1500 KW) & (Hour < 10 h) WCCyUp ACCxDown
(CoolingLoad < 900 KW) & (Hour > 22 h) ACCxUp WCCyDown

6. Results and Discussion

After the application of the proposed approach, some efficiency enhancements have been obtained
in the multiple-chiller plant at the Hospital of León. Below, these results for the individual chillers
(ACC1–5, WCC1–2) and overall plant are presented. For that purpose, COPs corresponding to one
year after changes were collected in order to compare them with the previous COPs before changes.
Note that annual average outdoor temperature was very similar in both periods (11.2 ◦C versus 11 ◦C).
Data acquired using a sampling time of one minute during a one-year period, i.e., 1,052,640 samples,
are used in the projections.

6.1. Chiller Efficiencies

First, results on individual chiller efficiency are presented and discussed. Efficiency was monitored
for each chiller according to the following expression:

AggCount(COP)ΠYearσACC 1−5; WCC 1−2.

The study focuses on ACC1 and WCC2 chillers, since they were running the greatest number of
hours in that period.

Figure 11 shows the histograms of ACC1 and WCC2 COP corresponding to before and after
chiller modifications. At a glance, it can be seen that COP indicator was increased for both chillers.
For ACC1 (see Figure 11a), the average COP was increased from 3.18 to 3.76, resulting a noteworthy
enhancement of 18.35%. Mainly, it was possible due to two reasons. On the one hand, changes on
condensing control setpoints caused the reduction of condensing pressure (200 KPa approx.) and, as a
result, the power demand decreased. On the other hand, changes on condensing control parameters

291



Energies 2019, 12, 827

(mainly proportional action) ensured a more stable operation of air-cooled chillers. In case of WCC2
(see Figure 11b), the average COP was increased from 4.08 to 4.13, resulting in a slight enhancement
of 1.22%. It was probably due to the adjustment of the chilled water setpoint and the reparation of
cooling towers.

(a) Air-cooled chillers (ACC1).

(b) Water-cooled chillers (WCC2).

Figure 11. Histogram of chiller COP before and after control changes.

COPs of identical chillers have been compared with each other (see Figure 12) in order to detect
deviations and inefficient operations. COP histograms corresponding to five air-cooled chillers
(ACC1–5) are represented on Figure 12a. This comparison reveals a clear difference between ACC1
and ACC4 performance. At a glance, it can be observed that the COP of ACC4 is lower than the
one of ACC1 (the histogram moved to the left), whereas the COP of ACC3 and ACC5 are located
in the middle and they have a very similar performance. The noticeable difference between ACC1
and ACC4 performance could be due to the experiments carried out in order to test a new decoupled
condensing control strategy in ACC4. Refrigerant charge was also checked, verifying that, for example,
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the pressure of R134a in ACC3 was lower than the nominal value. Furthermore, oscillating chiller
operation could have affected the compressor ratio and the efficiency of other chiller elements, such as
condensing fans. In fact, some fans have been replaced in ACC1. Regarding water-cooled chillers (see
Figure 12b), no significant difference can be appreciated (apart from WCC2 run longer than WCC1),
so both chillers have a similar efficiency indicator.

(a) Air-cooled chillers.

(b) Water-cooled chillers.

Figure 12. Comparison of chillers in terms of COP.

Table 8 summarizes efficiency results for all chillers. Note that high efficiency enhancements have
been obtained for air-cooled chillers compared with water-cooled chillers. ACC2 was not running
during the studied period due to severe electrical faults.
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Table 8. Efficiency results for all chillers.

Chiller COP Before COP After Variation [%]

ACC1 3.18 3.76 +18.35
ACC2 - - -
ACC3 3.04 3.48 +14.28
ACC4 2.80 3.17 +12.99
ACC5 2.91 3.39 +16.30
WCC1 4.15 4.19 +0.96
WCC2 4.08 4.13 +1.22

6.2. Plant Efficiency

The results on chiller plant efficiency are presented and discussed. Efficiency was monitored for
overall plant according to the following expressions:

AggCount(COP)ΠYearσPlant,

AggAverage(COP)ΠMonth; WeekdayσPlant.

Figure 13 displays both histograms, before and after the changes. Considering all the exposed
modifications and new management strategies, the plant performance has been increased from 3.2 to
3.65, i.e., an efficiency enhancement of 12.33%. It can be pointed out that the plant COP before changes
remained a long time around 2.6.

Figure 13. Histogram of plant COP before and after chiller plant changes.

Before applying the proposed approach and deploying efficient management rules, air-cooled
chillers were running a short time compared to water-cooled chillers, due to unsteady operations
and electricity peak demands. Thus, water-cooled chillers were used longer, even with low cooling
demands (below 1143 KW), in order to guarantee cooling supply. In this case, the chiller load ratio was
the lowest possible, i.e., 0.5, often being the cooling production higher than the demand. This caused
a decrease of chilled water temperature and, sometimes, a temporal chiller stop for overproduction.
On the other side, there were several COP values around 5.3, corresponding to high cooling loads in
summer, when water-cooled chillers run at maximum load, and a no air-cooled chiller is started in
order to avoid electricity peak demands. The distribution of the plant COP after the changes is much
more uniform, varying between 3.6 (influenced by air-cooled chillers operation) and 5.1 (influenced by
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water-cooled chillers operation). Figure 14 shows the average plant COP for each month and weekday
of studied period (after changes). It varies slightly from winter to summer season according to the
chiller type running. On Monday and Tuesday, the COP is usually higher due to huge cooling loads.

Figure 14. Plant COP each month and weekday after changes.

Our proposal takes advantage of real past data from the chillers and the plant, instead of using
simulated data. Moreover, it can be deployed into conventional controllers since the rule-based
management system requires low computational resources. Therefore, it is not necessary to substitute
the existing hardware in the building. On the other hand, the addition of more data in subsequent
years would improve the coverage, providing incremental improvements in efficiency to the plant
operation.

One drawback of the proposed methodology is that it is not a completely automatic method to
convert the knowledge extracted from the data analysis of the chillers and plant into management rules.
Another limitation is that the iterative application of the proposed approach only provides incremental
improvements to the system operation but does not guarantee an optimal result. Furthermore,
the presence of a data science expert in the process would be beneficial for its correct application.

7. Conclusions

In this paper, a comprehensive methodology for improving the efficiency in multiple-chiller plants
has been proposed. This methodology is based on a data analysis of the operation of the chillers and
the overall plant, using real data instead of simulations. The proposed data analyses highlight relevant
information by applying aggregation, filtering and data projection. Using the knowledge extracted
specifically from the plant, control parameters of the chillers can be adjusted and management rules
can be defined or tuned. The aim is to achieve an efficient management of the plant, without the need
of incorporating cutting-edge controllers, since the management rules obtained through the proposed
approach can be easily deployed in existing controllers.

The proposed methodology has been applied on a real chiller plant at the Hospital of León
(Spain). Data analyses have helped to understand the operation of each chiller and the plant with
regard to a chiller load ratio or outdoor temperature, which are variables that affect the efficiency
of cooling production systems. The extracted knowledge about chiller performance has enabled the
adjustment of internal control parameters and setpoints, detect faults and inefficient operations and
define management rules, whereas the knowledge about the plant has allowed us to redefine and tune
some rules. As a result, noteworthy enhancements on efficiency have been obtained after applying
that methodology. In this sense, chiller COPs (especially for air-cooled chillers) and the overall plant

295



Energies 2019, 12, 827

COP (12.33% higher) have been increased. This implied an electricity savings of 380,000 KWh during
the year studied at the Hospital building.

The main limitations of the proposed methodology have been discussed in the paper. On the one
hand, the extracted knowledge is not automatically converted into management rules. On the other
hand, our approach does not guarantee an optimal result, so iterative applications of the approach will
be required.

As future work, new data from subsequent time periods (one year) will be analyzed in order to
redefine or tune the management rules, evaluating the incremental improvement in efficiency provided
by the approach. Furthermore, a dynamic global optimization approach will be applied, in order to
compare it with our methodology in terms of efficiency, resources and computational cost.
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The following abbreviations are used in this manuscript:

HVAC Heating, Ventilating and Air Conditioning
COP Coefficient of Performance
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EER Energy Efficiency Ratio
SCOP Seasonal Coefficient of Performance
SEER Seasonal Energy Efficiency Ratio
IPLV Integrated Part Load Value
BMS Building Management System
EEV Electronic Expansion Valve
VAV Variable Air Volume
PMS Plant Manager Software
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Abstract: Condenser evaporative pre-coolers provide a low cost retrofit option for existing packaged
rooftop air conditioning application units. This paper aimed to provide a comprehensive study to
assess energy savings and peak power reductions of condenser evaporative cooling. Condenser
evaporative cooling leads to a lower temperature of the air entering the condenser of a rooftop
unit, which results in smaller compressor power consumption. Using EnergyPlus building energy
simulations, we mapped the impacts on energy savings and energy reductions at peak ambient
temperatures in three building types and 16 locations with levels of pad effectiveness and demonstrated
the effects on air conditioner using either R22 or R410A as refrigerants. Economics and control
strategy to maximize the cost saving were also investigated. The results demonstrate that energy
savings are much greater for HVAC systems with the refrigerant R410A than they are with R22,
and evaporative pre-cooling provides the opportunity for annual energy savings and peak demand
reductions, with significant potential in hot, dry climates. Additionally, we validated an improved
mathematical model for estimating the condenser pre-cooling wet bulb efficiency which shows clear
advantage over the current EnergyPlus model.

Keywords: condenser evaporative precooling; rooftop air conditioners; building energy modelling;
control strategy

1. Introduction

Evaporative cooling is a process that cools air through the simple evaporation of water. It is best
suited for climates where the air is warm and dry (low humidity) because both conditions favor high
rates of water evaporation that produce the desired cooling effect. Even in locations with moderate
humidity, evaporative cooling may be used effectively, especially in the commercial and industrial
sectors. In direct evaporative cooling, water is sprayed on a substrate that is placed in the air stream
to be cooled. This technique may be used to cool indoor as well as outdoor air. When applied to
outdoor air, the wetted media cools down the air entering the condenser coil and the process is called
evaporative pre-cooling. Pre-coolers achieve energy savings because the entering air temperature to
the condenser coil is lower, decreasing the lift imposed on the vapor compression cycle. These systems
have the potential to be deployed immediately at scale for annual power savings and peak power
demand reduction in many parts of the country at an attractive payback.

There have been many literatures addressing the evaporative pre-cooling effect around the world.
Wu et al., [1] developed a simplified model to describe heat and mass transfer process in evaporative
coolers, and validated the model against a wide range of air temperatures, humidities, velocities, and
pad thicknesses, etc. They conducted numerical and analytical modeling practices for evaporative
pre-cooling, and applied the model in four different regions in northwest China. Wu et al., [2] applied
the same model to optimize the frontal air velocity for a given pad geometry. They demonstrated

Energies 2019, 12, 2079; doi:10.3390/en12112079 www.mdpi.com/journal/energies299
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that the pre-cooling effects were significant for the desert climates in China. Waly et al., [3] evaluated
the condenser evaporative pre-cooling option on a 2.8-ton/9.8 kW R-22 split unit in Kuwait, and
they identified power savings ranging from 8.1 to 20.5%, as a result of the increase in coefficient
of performance (COP) ranging from 36 to 59%. Hajidavalloo [4] investigated a window- size R-22
air conditioner with condenser pre-cooling in Iran. The experimental results demonstrated that
the pre-cooling reduced the power consumption by 16% and increased COP by 55%. The author
recommended using the pre-cooling technique in very hot climate zones, where the pay-back period
for adding the condenser pre-cooling devices can be less than one year.

Goswani et al., [5] performed an experimental investigation of performance of a residential air
conditioning system with an evaporatively-cooled condenser, based on a 2.5-ton/8.8 kW residential air
conditioning system. For the residential application, they investigated seven U.S. locations (Miami,
Orlando, Jacksonsville, Key West, Panama City, Fort Meyers and Tampa). It should be noted that the
seven locations include a very humid climate zone like Panama City, where the evaporative pre-cooling
saving is less significant. At the end, they concluded the payback periods to cover the retrofit cost
(pad, pipe, pump, etc.) are less than 2 years. Yu et al., [6] used mist precooling to enhance efficiency
of an air-cooled chiller. They concluded that the mist precooling could increase the coefficient of
performance up to 10.2%. Liu et al., [7] applied an evaporative-condenser in a gas-engine drive
heat pump system, and their experimental results showed that the efficiency increase due to the
evaporative condenser was 28.1%, as compared to an air-cooled condenser. Xuan et al., [8] conducted
a comprehensive review of evaporative cooling technologies as applied in China. Kim et al., [9] used
direct and in-direct evaporative cooling in a 100% outdoor air system. They observed more significant
energy savings in the intermediate season than the cooling season. Eidan et al., [10] studied the effects
of condenser evaporative pre-cooling on a small window air conditioner in Iraq’s climate where the
air temperature can reach 55 ◦C. They reported that the precooling was able to extend the working
range to the extreme temperature, and reduce peak power consumption. The evaporative pre-cooling
enabled the compressor to work at 16% lower voltage than 220 V.

The above literatures indicate significant saving potentials and short pay-back periods worldwide
using condenser evaporative pre-cooling techniques, but these investigations have been limited in
equipment, building types, climate zones, etc. Especially, we didn’t find much investigation related to
U.S. commercial applications. In order to promote the quick and wide application of the pre-cooling
technique in the U.S. market, we need to extensively assess this promising technique covering all the
variances of equipment, buildings and climates, etc. This work intends to provide a comprehensive
reference evaluation, in terms of annual energy savings, peak power reduction, water consumption,
payback period, for applying the condenser evaporative pre-cooling technique nationwide.

We introduced a mathematical model to correlate the wet bulb efficiency of an
evaporative-precooling pad, which requires less data points for fitting and has better accuracy
than the current model used in EnergyPlus [11]. The model comparison was based on a manufacturer’s
data in a wide range of pad thicknesses and frontal air velocities. Next, EnergyPlus was used to
conduct parametric simulation studies covering sixteen US cities, three commercial buildings, three
generations (present, before 1980 and post-1980) of rooftop air conditioners using two refrigerants
(R-22 and R-410A), respectively. Energy and economics saving potentials were revealed with respect to
the multiple influential factors.

2. Mathematical Models

To model the evaporative cooling heat and mass transfer process, the basic assumptions generally
include the following: the pad is fully wet, and is exposed to entering air of uniform temperature,
humidity and velocity. The boundary layer between the entering air and the wet pad is saturated air at
the pad surface temperature. The pad surface has a uniform bulk temperature, i.e., no heat and mass
transfer occur within the pad structure. The pad’s thermal capacity and transient temperature change
are ignored. There is no heat transfer from the surroundings, other than the entering air.
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EnergyPlus [11] is capable of simulating direct evaporative cooling for both indoor as well as
outdoor components. Described by EnergyPlus [11], the parameter for gauging efficiency of the
evaporative pre-cooling process is the wet bulb (WB) efficiency, which is a measure of the drop in
the dry bulb temperature due to the evaporative process. The wet bulb efficiency, Ewb, is defined in
Equation (1) as:

Ewb=
Tdb,i−Tdb,o

Tdb,i − Twb,i
(1)

where Ewb is the wet bulb efficiency; Tdb,i and Tdb,o are the entering and leaving air dry bulb temperatures,
respectively; and Twb,i is the entering air wet bulb temperature. The maximum possible wet bulb
efficiency can be unity when the leaving air dry bulb temperature is cooled to the entering wet bulb
temperature. If the wet bulb efficiency is zero, the pad, substrate, or media is dry and evaporative
cooling effect is absent.

In EnergyPlus [11], evaporative cooling is treated as a heat transfer process between air and
water, following a constant wet bulb temperature line in the psychrometric chart. The media geometry
(thickness) and the face velocity (the velocity of air entering the outer surface of the media) are major
independent variables that impact the wet bulb efficiency. Other factors like supply water temperature,
flow rate, and external heat to the water stream have relatively minor impact. For direct evaporative
cooling, EnergyPlus simulates the WB efficiency using a curve-fit polynomial equation with media
thickness (Depth) and face velocity (Velocity) as the independent variables, as depicted in Equation (2):

Ewb = a1+ a2(Depth) + a3(Velocity) + a4
(
Depth2

)
+ a5
(
Velocity2

)
+a6(Depth·Velocity) + a7

(
Depth2·Velocity

)
+a8
(
Depth·Velocity3

)
+ a9
(
Depth3·Velocity

)
+a10

(
Depth2·Velocity3

)
+ a11

(
Depth3·Velocity2

)
(2)

The EnergyPlus curve-fit form of calculating evaporative cooling efficiency requires a large body
of empirical data to obtain the 11 parameters required in the equation and, being a curve fit, is also not
physically meaningful.

Braun et al., [12] presented an innovative effectiveness-NTU approach to model a wide range
of cooling towers and cooling coils. Through detailed analytical work, Braun et al., [12] treated
the simultaneous heat and mass transfer process between sprayed water and entering air as an
enthalpy-potential-driven process, characterized by a Lewis Number of unity. Since the Lewis Number
is defined as the ratio of thermal diffusivity to mass diffusivity, a value of unity means that the thermal
and mass exchanges are of equal significance. Braun et al., [12] proposed three new operational
concepts in their model of simultaneous heat and mass transfer process: (1) that the heat and mass
transfer rates are proportional to the difference of the enthalpy of saturated air at the entering water
temperature and the enthalpy of entering air; (2) introduced a new parameter Cs called the specific
heat of saturated air, which can be obtained as in Equation (4); (3) defined the ratio of saturated air
specific heat flow rate to the water specific heat flow rate, m∗ as in Equation (5):

.
Q = EH· .

mair(Hs,water,i −Hair,i) (3)

Cs ≡
[

dHs

dT

]
T=Twater

(4)

m∗ =
.

mair·Cs
.

mwater ·CPwater

(5)

where:.
Q = total energy transfer rate,
Hs,water,i = enthalpy of saturated air at the entering water temperature,
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Hair,i = enthalpy of entering air,
EH = heat and mass transfer effectiveness, defined later in Equation (7).
With these three operational concepts, Braun et al., [12] defined the number of transfer units

(NTU) and the effectiveness EH for evaporative cooling by a simple mathematical form. The NTU and
EH both maintain the same form as that for sensible heat transfer applicable to a wide range of counter,
parallel and cross-flow geometries. Assuming constant water temperature on the surface of the wet
media, we can get EH in the form of Equation (7). Thus:

NTU =
ha·Asur f ace

.
mair·CPair

(6)

EH =
Tdb,i − Tdb,o

Tdb,i − Ts,water
= 1− exp(−NTU) (7)

where:
ha = heat transfer coefficient between air and water stream,
Asur f ace = heat transfer surface area, usually taken as the pad area,
.

mair =mass flow rate of dry air,
CPair = specific heat of dry air at dry bulb conditions,
Ts,water =water surface temperature (constant).
It should be noted that Braun et al., [12] defined the wet bulb efficiency, EH (Equation (7)) more

generally than is described by Ewb in Equation (1). In the case of direct evaporative cooling, if the
amount of water that is sprayed is much less than the amount of water resident on the pad, i.e., sensible
water heat transfer is negligible, then Ts,water � Twb,i and EH becomes identical to Ewb. In practice, we
want the amount of water sprayed on the pad to be small and, in fact, commercial equipment makers
control water supply very diligently to apply a fine mist, just enough to wet the pad surface area.

Under these conditions, Wu et al., [1] combined Equation (1) and Equation (7), taking Ts,water = Twb,i
to yield:

Ewb = EH = 1− exp(−NTU) (8)

Further, Wu et al. [2] formulated the following equations for the air heat transfer coefficient, ha,
the surface area for evaporative cooling, Asur f ace, and the air mass flow rate:

ha = a×Vm
air (9)

Asur f ace = c× δ×AF (10)
.

mair = ρair ×Vair ×AF (11)

where a, c, and m in Equations (9) and (10) are constants specific to the pad geometry, δ is the pad
thickness, and ρair is the density of ambient air [kg/m3]. Vair is the frontal air velocity [m/s]. Substituting
.

mair from Equation (11) in Equation (6) gives the final form for the NTU:

NTU =
α·δ

ρair ×CPair ×Vn
air

(12)

where α and n are empirical constants specific to the pad.
An overall mass balance on water gives the water mass flow rate in terms of the humidity ratios

of the entering and leaving air, ωair,i and ωair,o [kg water/kg dry air], respectively, given by:

.
mwater =

.
mair(ωair,i −ωair,o) (13)

Based on the approaches of Braun et al., [12] and Wu et al., [1] our proposed coupled heat and mass
transfer model utilizes Equations (3), (7) and Equations (8)–(13) to solve for

.
mwater and Ts,water iteratively.
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All the equations above from the references are used for the model validation in the section below.
Our approach to model validation is based on a comprehensive set of manufacturer’s performance
data for a specific type of evaporative pad. The data set consists of 13 levels of pad thicknesses ranging
from 1 in to 24 in (0.025 m to 0.61 m), frontal air velocities from 250 fpm to 900 fpm (1.3 to 4.6 m/s)
(12 levels) and wet bulb efficiencies ranging from 17.5% to 99.6%. The 12×13 matrix of data points
were used to fit the coefficients from a1 through a11 for the polynomial curve fit used by EnergyPlus as
depicted by Equation (2), and to obtain the parameters α and n used in Equation (12) by Braun’s model.

Our criteria for deciding goodness of a model is to demonstrate how closely the model predicts
the measured data gathered by the manufacturer. A good model will show small deviations from
actual field measurements. Figure 1 compares the predicted deviations of the EnergyPlus polynomial
curve-fit calculations of the wet bulb efficiency and the effectiveness-NTU model versus manufacturer’s
data. The effectiveness-NTU method is significantly more accurate with prediction errors having
a standard deviation of 0.67% with maximum deviation of 2.9%. In contrast, EnergyPlus with the
polynomial curve-fitted equation has a standard deviation of 4% with a maximum deviation of 31%.
Prediction deviations are defined as (Model Prediction—Manufacturer’s data)/Manufacturer’s data.
We compared the predictions over a wide range of face velocities. With EnergyPlus, big outliers
are observed at the upper and lower bounds of the face velocity, whereas for the effectiveness-NTU
approach, the predictions are closer and uniformly distributed across a wide range of face velocities
even at the upper and lower bounds of face velocity. These simulations are shown in Figure 1.

Figure 1. Relative deviations from manufacturer’s data predicted by the effectiveness-NTU model
and EnergyPlus.

On the basis of these comparisons, we conclude that the effectiveness-NTU model is easier to use,
and yet gives much better agreement with manufacturer’s data than the approach used in EnergyPlus
for evaporative cooling. The current EnergyPlus requires constant wet bulb efficiency for modeling
condenser evaporative pre-cooling at each equipment speed. So the effectiveness-NTU model can be
an efficient tool to predict the wet bulb efficiency as an input to EnergyPlus, based on the actual pad
geometry and condenser frontal air velocity.

We used EnergyPlus to conduct parametric building energy simulations. In EnergyPlus,
direct-expansion (DX) air conditioners, i.e., rooftop air conditioners, are modeled in the form of
performance curves. The equation forms are given as below:

CAPFTcoil,cooling = a + b ∗ Twb,i + c ∗ T2
wb,i + d ∗ To + e ∗ T2

o + f ∗ Twb,i ∗ To (14)

.
Qcoil(i),cooling,total =

.
Qcoil(i),cooling,rated ∗CAPFTcoil,cooling (15)

where CAPFTcoil,cooling = Coil Cooling Capacity Correction Factor (function of temperature);
.

Qcoil(i),cooling,total = unit total (sensible + latent) cooling capacity [W];
.

Qcoil(i),cooling,rated = rated total
(sensible + latent) cooling capacity [W]; Twb,i =wet-bulb temperature of the air entering the cooling
coil (◦C); To = temperature of the air entering an outdoor heat exchanger (◦C); and a− f = bi-quadratic
equation coefficients for Cooling Capacity Correction Factor.
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The DX cooling coil energy input ratio (EIRFT) also depends on the wet-bulb temperature of the
air entering the cooling coil and ambient temperature.

EIRFTcooling = a + b ∗ Twb,i + c ∗ T2
wb,i + d ∗ To + e ∗ T2

o + f ∗ Twb,i ∗ To (16)

COPcooling = COPcooling,rated/EIRFTcooling (17)

EIRFTcooling = the cooling energy input ratio correction factor (function of temperature).
COPcooling,rated is the unit rated COP. The rated conditions for obtaining the capacities, COPs and SHRs
are at an indoor dry-bulb temperature of 26.67 ◦C (80 ◦F), wet bulb temperature of 19.44 ◦C (67 ◦F),
and condenser entering air temperature of 35 ◦C (95 ◦F).

For simulating a unit with an evaporatively cooled condenser, EnergyPlus simply corrects the
condenser entering air temperature Tc,i in the form as Equation (18):

Tc,i = Twb,o + (1− Ewb) ∗
(
Tdb,o − Twb,o

)
(18)

where Tdb,o and Twb,o are the ambient dry bulb and wet bulb temperatures, respectively. Since the
condenser air velocity and the evaporative pad thickness are usually fixed for an existing rooftop unit, the
Ewb can be inputted as a constant value for a building simulation case at one fixed condenser air flow rate.

EnergyPlus auto-sizes rooftop equipment to match building sensible loads under design days—the
statistically hottest day in summer. Operating conditions in design days would vary regarding to
locations. Working as a safety factor, the equipment sizing factor is set to scale the equipment rated
capacity. If the sizing factor is larger than unity, it means the equipment is oversized in comparison to
the required building sensible load. Consequently, the building comfort level is increased, but at the
expense of the cyclic loss. However, the equipment sizing factor might vary according to building
type, since an individual building type might have a specific comfort level regulation.

EnergyPlus is capable of simulating single-speed, two-speed and multiple-speed rooftop
equipment. For two-speed equipment, EnergyPlus uses the rated capacity at high speed to match the
building peak sensible load in design days, and the rated capacity at low speed would be assumed
as 1/3 of the rated value at the high speed. In addition, for two-speed equipment, we can input
evaporative pre-cooling wet bulb efficiency specific to each speed and condenser air flow level.

Certainly, for modeling condenser evaporative pre-cooling, we need to consider the expense in
exchange of the energy saving, which are water evaporation and pump power consumed. In EnergyPlus,
the evaporative condenser pump rated power consumption is modeled as the total cooling capacity
times 0.004266 Watts pump power per Watt rated capacity, i.e., 15 W/ton. For two-speed rooftop
equipment, at low speed, the pump power is set equal to 1/3 times the total cooling capacity times
0.004266 Watts pump power per Watt capacity. It should be mentioned that we ignored the extra
condenser fan power due to adding the precooling pad upstream of the condenser, since the condenser
fan power consumption is less than 10% of the total equipment power consumption, and the extra fan
power caused by the precooling pad is marginal, i.e., 2 to 3% to the total power.

The water consumption rate is calculated by the difference between the entering and exit air specific
humidity multiplied by the condenser air mass flow rate. A standard rated condenser air flow rate is
between 0.00004027 m3/s and 0.00006041 m3/s per Watt of rated total cooling capacity, i.e., 300–450 cfm/ton.
The water evaporation amount would be integrated along the running time fraction during operation.

3. Parametric Building Energy Simulations

3.1. Performance Curves of Different Refrigerants

For air conditioning application at high ambient temperature, R-410A usually works under
near-critical conditions. With increasing ambient temperature, particularly above 35 ◦C (95 ◦F), the
equipment performance of R-410A can degrade much faster than that of R-22. Payne et al., [13]
compared an R-22 and an R-410A air conditioner operating at high ambient temperature. The two
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air conditioner systems were tested using the same evaporator and condenser heat exchangers.
The capacity and COP of the R-410A system was compared to those of the R-22 system in terms of
normalized ratios. The capacities of R-22 and R-410A systems matched each other at 35 ◦C and COPs
matched each other at 27 ◦C. With changing the ambient temperature from 25 ◦C to 55 ◦C, the capacity
normalized ratio, R-410A versus R-22, degraded from 1.05 to 0.90, and the COP ratio was reduced from
1.05 to 0.80. The results implied that the R-410A system was more sensitive to the increased outdoor
temperature. Rice [14] conducted a comprehensive system simulation studies comparing R-410A to
R-22, which basically confirmed the same conclusion.

The condenser evaporative pre-cooling achieves energy savings by lowering the air temperature
entering the condenser coil. Consequently, the energy saving effect is directly related to how the
working refrigerant responds to the entering air temperature. To have a direct comparison, we obtained
product literature and reduced the data in the forms of EnergyPlus equipment performance curves
(Equations (14)–(17)). The comparisons of the performance curves at the full compressor capacity
between a 10-ton (rated cooling capacity of 35.2 kW) R-22 rooftop unit and a 10-ton R-410A rooftop unit
can be seen in Figures 2 and 3. Both the units have a rated cooling COP of 3.0 at 35 ◦C (95 ◦F) outdoor
air temperature and 26.7 ◦C DB/19.4 ◦C WB (80 ◦F DB/67 ◦F WB) indoor air, With fixing indoor wet
bulb temperature at 67 ◦F (19.4 ◦C), Figure 2 shows the capacity correction ratio (capacity at various
ambient temperatures versus the rated capacity at 35 ◦C) and Figure 3 shows the EIR correction ratio
(EIR at individual temperatures versus the rated EIR), as a function of the air temperature entering
the condenser coil. At 35 ◦C, i.e., the rated condition, the ratios are unity. With lowering the air
temperature, the capacity correction fraction increases while the EIR (reverse of cooling COP) correction
fraction decreases, because the units deliver higher capacities with lower power consumptions at
reduced temperatures.

Figure 2. Total cooling capacity correction ratios of R-22 and R-410A varying with outdoor air dry bulb
temperature and fixing indoor wet bulb at 67 ◦F (19.4 ◦C).

We can see that both the total cooling capacity and EIR curves of R-410A change more drastically
than R-22. Changing the outdoor temperature from 115 ◦F (46.1 ◦C) to 55 ◦F (12.8 ◦C), the relative
change in capacity for R-22 (compared to the total capacity at 95 ◦F/35 ◦C outdoor temperature) is
52%, however, the change for R-410A is 79%; the relative change in EIR for R-22 (compared to the
EIR at 95 ◦F/35 ◦C outdoor temperature) is 18%, however, the change for R-410A is 29%. This means,
given the same rating capacity and EIR at the design condition, the R-410A equipment would get
more capacity and operate more efficiently, with the same drop in outdoor temperature. Consequently,
applying the same condenser evaporative precooling load, the R-410A equipment will get more relative
power reduction than the R-22 equipment.
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Figure 3. EIR correction ratios of R-22 and R-410A varying with outdoor air temperature and fixing
indoor WB at 67 ◦F (19.4 ◦C).

3.2. DOE Benchmark Commercial Buildings and Locations

DOE selected 16 building types classified as benchmark buildings that represent most
of the commercial building stock, across 16 locations (representing all U.S climate zones,
NREL/CP-550-43291 [15]). In this study, we examined the effect of pre-cooling technology in three
of the 16 building types in all 16 locations to gain an understanding of the extent to which annual
and peak energy reductions are realistically possible. Descriptions of these buildings reside within
the supplied EnergyPlus input files. The output from our effectiveness-NTU model was input to
EnergyPlus, which performed the simulations for the various buildings in the particular climate zones,
as the current EnergyPlus requires constant wet bulb efficiency for modeling condenser evaporative
pre-cooling at each equipment speed.

We selected a medium office, a secondary school, and a supermarket for the three building
types because they have very different equipment sizes, load profiles, zones, and uses. The building
characteristics are shown in Table 1.

Table 1. Three benchmark commercial buildings selected for this study.

Building Floor Area (m2) Number of Floors Zones DX Cooling Coils Sizing Factor

Medium office 5017 3 15 3 units, 2-speed 1.33

Secondary school 19,509 2 46 5 units, 1-speed 1.5

Supermarket 4181 1 6 6 units, 1-speed 1.

In addition to the three building types, our simulations covered three building generations (new,
pre-1980, and post-1980) and two refrigerants (R-22 and R-410A) in 16 climate zones. For retrofit
applications, the pad is directly added to the original rooftop unit sizes selected by EnergyPlus as
equipment sizing. It shall be noted that this study only investigates the retrofit applications; possible
equipment size reductions (and any equipment first cost savings) due to the precooling effect are not
taken into account.

Building types represent different load distributions. For example, in Phoenix, AZ, the load
profile in a medium office building is different from that in a supermarket as shown in Figures 4 and 5,
respectively. In cold weather, when the ambient temperature is low, the load in the supermarket is
practically zero (no cooling needed, only perhaps heating), whereas in the medium office building
heating and cooling may be needed depending on the zones in the building because the loads in
the exterior portions are different from that in the interior portions. Most of the cooling load in
the supermarket is in the hotter months, whereas in the medium office building, the cooling loads
are distributed over more temperature bins. The building load distributions lead to utilizations of
evaporative precooling at different ambient conditions.
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Figure 4. Medium office building in Phoenix, AZ, USA: Percentage of annual building load that is
delivered in each temperature bin.

Figure 5. Supermarket in Phoenix, AZ, USA: Percentage of annual building load that is delivered in
each temperature bin.

Using EnergyPlus, we estimated the annual power savings for R-410A rooftop equipment in
Phoenix, AZ, for the three classes of buildings (present buildings): medium office, secondary school
and supermarket, as shown in Figure 6.

 
Figure 6. Annual savings depend on the building type (present buildings) and the WB efficiency.

Due to the different load profiles, the annual savings vary according to building type slightly.
Figure 6 further exemplifies the benefit of using pre-cooling technology. Relative to no pre-cooling,
the percentage of annual energy savings can be as high as 23% with a WB efficiency of 0.7 or as much
as 27% with a higher WB efficiency of 0.9 (where many pre-cooling units operate). The decision to
operate at a specific WB efficiency depends largely on the pad thickness and face velocity as discussed
above and these are operating variables available to the HVAC engineer.

3.3. Effect of Refrigerant Type

Older rooftop units use R-22 as refrigerant while newer models utilize R-410A. We examined the
effect of refrigerant type on annual energy and peak power reductions for a medium office building
(present) with a two-speed rooftop unit and WB efficiency of 0.7 in 16 climate zones as shown in
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Figures 7 and 8 A peak power reduction is calculated via comparing power consumptions with/without
the condenser evaporative precooling at the hottest temperature of summer in each city. Clearly, the
largest benefits are derived with the R-410A refrigerant in hot and dry climates. Note that even in hot
and humid climates such as Houston, TX, the benefits with R-410A are significantly higher than it is
for R-22.

Figure 7. Annual energy savings for a medium office (present) building with two-speed unit and WB
efficiency fixed at 0.7 in all 16 climate zones.

Figure 8. Peak power reductions for a medium office building with two-speed unit and WB efficiency
fixed at 0.7, in 16 climate zones.

The effect of refrigerant type can be understood by noting that R-410A condensing pressure
operates near the critical region (where the refrigerant liquid and vapor become identical) and any
lowering of the condenser temperature (as would be the case of evaporative cooling) causes the
two-phase isotherm to move downwards from the apex of the critical region enabling the system
to increase its cooling capacity and efficiency. In other words, the refrigerant operates over a larger
enthalpy change across the two-phase region, resulting in improved overall condenser heat transfer
effectiveness, and hence can reject more heat to the ambient for the same mass flow rate. Consequently,
precooling has a more beneficial effect on energy savings for R-410A systems, as compared with
R-22 units.

3.4. Annual Energy Savings and Peak Power Reduction of Three Building Types (Present) in 16 Climate Zones

Commercially available evaporative pre-coolers provide a low-cost retrofit for existing packaged
rooftop units, commercial unitary split systems, and air cooled chillers. We mapped the impact of
energy savings and peak energy reduction in the three building types (present medium office, secondary
school, and supermarket) in 16 locations with a fixed pad thickness (giving an effectiveness of 0.816)
and show the effect of both refrigerants, R-22 and R-410A. The selected pad wet bulb effectiveness of
0.816 was recommended by a manufacturer for standard 8-inch-thick pad for commercial applications.
Simulations are performed with EnergyPlus. In each of the three building types, there is tangible
opportunity to reduce annual energy and peak power consumption if pre-cooling is used and if a
switch is made from R-22 equipment to R-410A equipment. The air frontal velocity was selected
as 250 fpm (1.3 m/s), which is the actual condenser frontal air flow velocity according to the 10-ton
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R-410A unit obtained from the manufacturer’s literature. Inputting the calculated wet bulb efficiency
into EnergyPlus, we obtain annual energy savings and peak power reductions as below. Tables 2–4
illustrate annual energy savings and peak power reductions, respectively for the R-410A and R-22
units in the three builing types of medium office, secondary school and supermarket. It can be seen
that the condenser evaporative pre-cooling leads to larger savings and peak power reductions in dry
and hot cities, e.g., Phoenix, AZ, etc. The reduction percentages with using R-410A is 10% higher than
using R-22. On the other hand, there are no apparent differences between the three building types.

Table 2. Medium office building: Annual energy savings and peak power reductions.

City/Saving
Annual Energy Saving Peak Power Reduction

R410A R22 R410A R22

Albuquerque, NM 16.1% 5.1% 29.5% 18.4%
Los Angeles, CA 4.2% −0.5% 6.7% 1.8%

Atlanta, GA 6.9% 1.9% 22.1% 14.9%
Baltimore, MD 7.0% 2.0% 12.7% 6.7%

Boulder, CO 14.8% 3.9% 34.4% 20.4%
Chicago, IL 8.1% 2.2% 12.6% 4.7%
Duluth, MN 6.1% 0.5% 15.2% 7.9%

Fairbanks, AK 6.8% −0.5% 13.5% 4.2%
San Francisco, CA 4.6% −0.9% 27.8% 16.3%

Helena, MT 13.0% 2.8% 29.4% 17.7%
Houston, TX 7.8% 3.0% 15.4% 8.9%

Miami, FL 7.1% 2.5% 13.3% 8.0%
Minneapolis, MN 7.3% 1.6% 13.0% 6.8%

Phoenix, AZ 24.2% 13.3% 38.0% 30.5%
Seattle, WA 6.1% −0.2% 17.6% 7.5%

Las Vegas, NV 26.0% 13.5% 39.0% 29.7%
Average 10.4% 3.1% 21.3% 12.8%

Max 26.0% 13.5% 39.0% 30.5%
Min 4.2% −0.9% 6.7% 1.8%

Table 3. Secondary school building: Annual energy savings and peak power reductions.

City/Saving
Annual Power Saving Peak Power Reduction

R410A R22 R410A R22

Albuquerque, NM 18.8% 6.7% 29.8% 17.1%
Los Angeles, CA 6.8% 0.7% 12.3% 2.5%

Atlanta, GA 9.3% 3.0% 15.6% 9.5%
Baltimore, MD 9.5% 3.4% 12.3% 7.7%

Boulder, CO 18.7% 6.2% 31.2% 17.9%
Chicago, IL 9.9% 3.2% 11.6% 6.5%
Duluth, MN 9.4% 2.2% 9.4% 3.1%

Fairbanks, AK 11.5% 1.6% 20.2% 6.4%
San Francisco, CA 10.5% 2.0% 22.1% 11.2%

Helena, MT 17.7% 6.0% 25.2% 14.4%
Houston, TX 8.3% 3.0% 11.2% 6.7%

Miami, FL 6.7% 2.1% 9.5% 4.8%
Minneapolis, MN 9.1% 2.6% 10.8% 4.8%

Phoenix, AZ 24.6% 13.5% 31.7% 25.2%
Seattle, WA 10.2% 1.8% 14.8% 5.5%

Las Vegas, NV 26.9% 14.4% 34.2% 25.1%
Average 13.0% 4.5% 18.9% 10.5%

Max 26.9% 14.4% 34.2% 25.2%
Min 6.7% 0.7% 9.4% 2.5%
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Table 4. Supermarket: Annual energy savings and peak power reductions.

City/Saving
Annual Power Saving Peak Power Reduction

R410A R22 R410A R22

Albuquerque, NM 19.2% 7.3% 26.2% 16.0%
Los Angeles, CA 6.5% 0.7% 8.1% 2.7%

Atlanta, GA 8.9% 3.2% 20.7% 13.4%
Baltimore, MD 9.5% 3.7% 12.2% 6.0%

Boulder, CO 18.7% 6.6% 31.0% 19.1%
Chicago, IL 9.7% 3.5% 18.1% 11.0%
Duluth, MN 6.0% 0.7% 15.2% 7.1%

Fairbanks, AK 6.5% -0.3% 17.4% 8.0%
San Francisco, CA 9.9% 1.9% 27.2% 15.7%

Helena, MT 17.7% 6.1% 32.1% 18.6%
Houston, TX 9.1% 4.1% 13.0% 7.6%

Miami, FL 7.3% 2.7% 10.4% 4.9%
Minneapolis, MN 8.4% 2.6% 10.7% 5.8%

Phoenix, AZ 26.4% 16.0% 37.0% 29.4%
Seattle, WA 10.7% 2.5% 28.3% 18.4%

Las Vegas, NV 28.8% 16.7% 37.0% 27.6%
Average 12.7% 4.9% 21.5% 13.2%

Max 28.8% 16.7% 37.0% 29.4%
Min 6.0% -0.3% 8.1% 2.7%

4. Economics and Control Strategy

The economics of condenser evaporative pre-cooling is driven by the climate, refrigerant,
equipment vintage, utility rate structure, control strategy, and equipment costs. To assess the
economics, we collected electricity and water rates in six cities, as given in Table 5.

Table 5. Electricity and water rates in six cities.

Cost in Cents Albuquerque Atlanta Houston Minneapolis Phoenix Seattle

Water/m3 49.8 27.7 94.1 107.4 124.0 158.6

Electricity/kwh 8.7 8.9 9.5 8.1 10.1 7.3

Annual Electricity Savings and Cost of Water

In our analyses, savings are relative to the baseline equipment without pre-cooling. The variables
in the relative savings are the type of building, the pad wet bulb efficiency, the utility rates, and the
equipment rated COP and the type of refrigerant. Percent savings represents the annual operating cost
savings with pre-cooling (taking into account the cost of water and pumping costs) relative to the cost
of operating the same equipment without pre-cooling. One water conserving strategy is to use water
for evaporative cooling only when the dry bulb temperature exceeds 90 ◦F (32.2 ◦C) instead of using it
at all temperatures during the cooling season. Our findings are summarized below.

If pre-cooling is deployed at all ambient temperatures during the cooling season, then the percent
energy savings relative to using no pre-cooling at wet bulb efficiency of 0.7 and equipment rated COP
of 3.0 is shown Figure 9. It should be mentioned that COP used here considers total cooling capacity
and compressor and outdoor fan power consumptions. The indoor blower power and heat are not
taken into consideration. This is in line with EnergyPlus input. The COP of 3.0 represents lower
efficiency equipment used in current commercial buildings. We observe that annual operating cost
savings are increased due to precooling for all three types of buildings particularly in the hot dry
climates (Phoenix, Albuquerque) but less pronounced in wet climates (Seattle), and that cost savings
with R-410A are significantly greater than it is for the older R-22 refrigerant. Hot dry climates are
amenable to water evaporation and hence such climates benefit from this technology. For the same wet
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bulb efficiency and COP, the percent savings if pre-cooling is deployed when the wet bulb temperature
exceeds 90 ◦F/32.2 ◦C is shown in Figure 10 for comparison with Figure 9.

Figure 9. Percentage of energy savings due to pre-cooling relative to no pre-cooling when water is
sprayed at all ambient temperatures and wet bulb efficiency of 0.7, and COP = 3.

Figure 10. Percentage of energy savings due to pre-cooling relative to no pre-cooling when water is
sprayed after ambient temperature equals or exceeds 90 ◦F/32.2 ◦C. Wet bulb efficiency = 0.7, COP = 3.

Here we observe that, for the equipment using R-410A, if precooling is deployed only when
the ambient air temperature exceeds 90 ◦F/32.2 ◦C, the percent operating cost savings are less than
if precooling was deployed at all operating temperatures in the respective climates. However, the
results are different for the equipment using R-22. For example, for the medium office in Phoenix, AZ,
spraying water at all temperatures yields an annual relative cost saving of 5.5%, whereas spraying
water only when the DB is above 90 ◦F/32.2 ◦C, yields a slightly higher annual cost saving of 6.3%.
Similar conclusions are reached for the secondary school and supermarket. Therefore, for R-22, it may
be beneficial to use water only when DB temperatures exceed 90 ◦F/32.2 ◦C to maximize the annual
operating cost savings while simultaneously minimizing water use. However, it must be pointed out
clearly that the annual and peak energy reductions using R-410A are far greater than that of using
R-22, and for R-410A the savings are greater if the equipment is operated at all DB temperatures rather
than only when the DB exceeds 90 ◦F/32.2 ◦C.

In our EnergyPlus simulations, we consider an upper wet bulb efficiency limit of 0.9; the results
for this case are shown in Figures 11 and 12:
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Figure 11. Percentage of energy savings due to pre-cooling relative to no pre-cooling at all ambient
temperatures. Wet bulb efficiency = 0.9, equipment COP = 3.

Figure 12. Percentage of energy savings due to pre-cooling relative to no pre-cooling when water is
sprayed after ambient temperature is equal to or exceeds 90◦F. Wet bulb efficiency = 0.9, equipment
COP = 3.

Again we see significantly higher annual operating cost savings using R-410A versus R-22 for the
three building types in all six cities except Seattle, for the reasons mentioned above, and that increasing
the wet bulb efficiency from 0.7 to 0.9 marginally improves the annual operating cost savings as seen
by comparing Figures 10 and 12. If precooling is deployed only when the ambient temperature exceeds
90 ◦F/32.2 ◦C, annual percent savings using R-410A equipment drop slightly, but the annual percent
savings using R-22 equipment increase slightly.

Next, we examine the effect of installing a more efficient rooftop unit with a rated COP = 5, which
represents the higher efficiency level of equipment on the market, to replace an older rooftop unit
and make the same comparisons described above. As expected, the impact on annual energy savings
with precooling as compared to no precooling in more efficient equipment (COP = 5) is smaller than it
would be for a less efficient equipment (COP = 3) as shown by comparison of Figure 9 with Figure 13.

A similar trend is observed at higher wet bulb efficiency of 0.9, as shown by comparing Figure 11
to Figure 14. The impact of pre-cooling on annual savings compared to no pre-cooling is attenuated for
equipment that operate at high efficiency (COP = 5 compared to COP = 3), nonetheless, pre-cooling
does provide energy savings, especially in hot, dry climates.
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Figure 13. Percentage of savings due to pre-cooling relative to no pre-cooling at all ambient temperatures.
Wet bulb efficiency = 0.7, equipment COP = 5.

Figure 14. Percentage of energy savings due to pre-cooling relative to no pre-cooling at all ambient
temperatures. Wet bulb efficiency = 0.9, equipment COP = 5.

Comparing the annual energy savings estimates for the higher efficient (COP = 5) equipment
that utilizes a water control strategy of deploying pre-cooling only when the DB temperature exceeds
90 ◦F/32.2 ◦C, we find similar trends in Figure 15 as discussed for the lower efficiency equipment
(COP = 3).

Figure 15. Percentage of energy savings due to pre-cooling relative to no pre-cooling when water
is sprayed after ambient temperature is equal to or exceeds 90 ◦F/32.2 ◦C. Wet bulb efficiency = 0.9,
equipment COP = 5.

For equipment using R-410A, when pre-cooling is deployed at DB temperatures exceeding
90 ◦F/32.2 ◦C, annual operating cost savings are somewhat lower than if pre-cooling is deployed at all
DB temperatures. The same trend is observed at the higher WB efficiency of 0.9. Therefore, at least for
these three building types, the recommended strategy would be to pre-cool at all DB temperatures, for
the equipment using R-410A. On the other hand, for the equipment using R-22 in the cities where the
water price is high, we recommend applying pre-cooling at higher ambient temperatures (for example
when DB exceeds 90 ◦F/32.2 ◦C).
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5. Conclusions

• Commercially available evaporative pre-coolers provide a low cost retrofit option for many
existing packaged rooftop units, commercial unitary split systems, and air cooled chillers.

• Relative energy savings are much greater for HVAC systems with the refrigerant R-410A than
they are with R-22. The relative energy savings and peak power reductions of the R-410A unit is
10% higher than the R-22 unit in hot and dry climates.

• For R-410A equipment, operating cost percent savings are greater if pre-cooling is used at all DB
temperatures than they are if used only when the DB temperature exceeds 90 ◦F/32.2 ◦C. For R-22
equipment in the cities where the water price is high, we would recommend applying pre-cooling
only at high ambient temperatures.

• Evaporative pre-cooling provides the opportunity for annual energy savings and peak demand
reduction, with significant potential in hot, dry climates. For example, in LasVegas, NV, use of an
81.6% efficiency pre-cooling pad can achieve annual energy savings up to 26% and peak power
reductions up to 39.0%. Even in cold, wet climates, for example, Chicago, IL, it still achieves 10%
annual saving and 18% peak power reduction.
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Acronyms

DOE U.S. Department of Energy.
DB air dry bulb temperature [C].
COP coefficient of performance [w/w]
Cs specific heat of saturated air [J/kg/K].
CAPFTcoil,cooling coil cooling capacity correction factor.
EIRFTcooling cooling energy input ratio correction factor.
EH heat and mass transfer effectiveness.
Ewb wet bulb efficiency.
EIR energy input ratio [w/w].
.

mair air mass flow rate [kg/s].
NTU Number of heat transfer units.
SHR sensible heat ratio.
Ts,water water surface temperature [C].
WB air wet bulb temperature [C].
ωair,i air inlet specific humidity [kg water/kg dry air].
ωair,o air outlet specific humidity [kg water/kg dry air].
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Abstract: In the present work, we analyze the influence of the designer’s choice of values for
the human metabolic index (met) and insulation by clothing (clo) that can be selected within the
ISO 7730 for the calculation of the energy demand of buildings. To this aim, we first numerically
modeled, using TRNSYS, two buildings in different countries and climatologies. Then, we consistently
validated our simulations by predicting indoor temperatures and comparing them with measured
data. After that, the energy demand of both buildings was obtained. Subsequently, the variability of
the set-point temperature concerning the choice of clo and met, within limits prescribed in ISO 7730,
was analyzed using a Monte Carlo method. This variability of the interior comfort conditions has
been finally used in the numerical model previously validated, to calculate the changes in the energy
demand of the two buildings. Therefore, this work demonstrated that the diversity of possibilities
offered by ISO 7730 for the choice of clo and met results, depending on the values chosen by the
designer, in significant differences in indoor comfort conditions, leading to non-negligible changes in
the calculations of energy consumption, especially in the case of big buildings.

Keywords: Monte Carlo method; ISO 7730; TRNSYS

1. Introduction

The building envelope is the interface between the outdoor environment and the interior of
buildings and its primary function is to act as a physical barrier to offer a comfortable place to develop
different activities, in exchange for a certain demand for energy [1–6]. 40% of the primary energy
consumption in the world and 17% of carbon dioxide emissions are caused by the building sector [7–10].
Thus, power consumption in buildings is one of the leading causes, among other adverse effects,
of ozone layer depletion, global warming, and climate change [11,12]. Besides, residential buildings
are often mentioned as one of the most profitable areas to decrease global power demand [13,14].

A rapid search on scientific databases shows that comfort in buildings is addressed by different
areas, such as Engineering (≈ 39%) energy (≈14%), environmental (≈10%), computer (≈7.5%) and
social sciences (≈7%). Most of the analysis emphasizes the fact that adequate levels of indoor comfort
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(thermal, acoustic, lighting, and air quality) are essential to guarantee the health and welfare of the
occupants and to prevent adverse problems such as disease, among others [15].

Some recent examples of the application of comfort analysis concepts in singular environments
include a synagogue design [16], strategies for low-cost housing [17], the evaluation of a modern
low-energy office [18] or materials for hip-protective pads [19]. Thermal comfort is thus one of the most
important elements in the relationship with the estimation of indoor environment quality, and it has
been defined in parallel by ASHRAE (American Society of Heating, Refrigerating and Air-Conditioning
Engineers) Standard 55 and ISO (International Standard Organization) Standard 7730 as “the condition
of the mind in which satisfaction is expressed with the thermal environment” [20,21].

Thus, comfort ranges will depend on the physical and human parameters of its occupants
and therefore, should be established according to the specificity of each region or country [22].
Well established international standards from countries and regions such as USA [23] or Europe [24],
restrict comfort intervals based on numerical indices, such as the predicted mean vote (PMV) and the
predicted percentage dissatisfied (PPD) [21,24,25], both defined in the ISO 7730 [26]. In the present
work, we precisely focus on ISO 7730, which is the mandatory standard in Europe. In this norm,
the designer has some freedom, within a given range, to choose the adequate clo and met parameters,
based on his/her observation of the occupants of the building under analysis [27]. Thus, as we will
explain in detail below, we have analyzed with a Monte Carlo code, the possible variations in energy
demand calculations, due to aleatory designer’s choices within the range provided by ISO 7730. In this
way, we quantify the impact of the choice of met and clo on energy demand, according to the norm.
We must stress that other norms such as EN 15251-2007 or ISO 17772-1-2017 have been used in studies
related with occupants modeling [28]; however, they are not mandatory in many countries, such as
Spain or Mexico, that we analyzed in the present work, where ISO 7730 is the standard.

The above parameters are used to predict the thermal sensation as a function of the four classical thermal
environmental parameters (air temperature, mean radiant temperature, air velocity, and humidity) and two
subjective human parameters: activity and clothing; meaning activity the intensity of the physical tasks a
person is developing (expressed through the metabolic rate index) and clothing standing for the total
thermal resistance from the skin to the outer surface of the clothed body [26,29]. This comfort estimate
is evidently more significant for buildings located in extreme weather regions, either cold, such as
northern Europe, Canada or Asia [30,31] or warm such as Africa, South-East Asia or Latin America [32].
On the other hand, the use of HVAC (Heating, Ventilation and Air Conditioning) systems is strongly
related with thermal comfort and energy consumption and it is well known that in countries with
extreme weather conditions, HVAC systems may represent more than one half of the total power
demand of a single dwelling [33,34].

Building Information Modeling (BIM)-based simulations are commonly used as an effective tool
to analyze simultaneously energy consumption and thermal comfort in buildings [35]. Some building
simulation programs such as Energy Plus, ESP-r or TRNSYS are software used to calculate comfort
levels inside of buildings [36,37]. TRNSYS (TRaNsient SYStems simulation) is one of the most widely
established programs, providing a flexible and graphical simulation tool, based on FORTRAN code,
originally developed in 1975 by the University of Wisconsin [38].

Over the last few years, multiple energy modeling studies have been carried out, taking
into account the level of insulation of clothing and the level of activity [39–41]. In these studies,
the relationship between clo and met with energy consumption has been analyzed under different
perspectives [42–44]. There have also been many papers relating the parameters of thermal comfort
with the most widely used international standard as is the case of the ASHRAE 55 [45–47] or
ISO 7730 [48,49].

A factor of considerable uncertainty is the modeling behavior of the occupant [50]. Adaptive thermal
comfort, which relies on changing clothing levels to gain a wider comfortable temperature range has
been also widely researched [51]. Clothing levels cannot be sensed electronically and therefore surveys
and observations have been commonly used [41] and in recent years methodological advances have
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been developed that make dynamic simulations of building-occupant systems more tractable, such as
visualization systems [52] agent-based models [53] or adaptive building simulations [54] among others.
However, a significant problem when simulating the performance of a building is still the precise
determination of the complete requirements of the models of the behavior of the occupants [55,56].

While most of the available simulators are focused on the performance of electrical and thermal
networks, TRNSYS can similarly well be used to model other dynamic systems such as traffic flow,
or even biological processes [57,58]. Studies using TRNSYS are reported in the literature as comparing
cooling strategies for an office in different European climates [59], thermal comfort in an indoor
swimming pool [60], or operating performance in cooling mode of a nearly zero energy building in
China [61].

In this paper, we use TRNSYS for analyzing two different buildings: one in Spain and another
one in Mexico. The numerical simulations have been carried out by multi-zone analysis, including
technical/physical properties of the buildings, focusing on the cold (winter) and warm (summer)
conditions in these countries, as there is more influence on thermal comfort. The novelty of our
approach mostly lies in the combination of such BIM-based computer simulations with a sensitivity
analysis (SA), to determine which input parameters have the maximum impact on the output [29].

The SA can be done by different popular methods such as Morris, regression, variance-based,
or Monte Carlo, among others [62,63]. In our case, the SA based on Monte Carlo method [49] offers the
possibility of prioritizing and fixating inputs when considering multiple outputs, in comparison
with other methods [64,65]. Several studies can be found in the literature with SA performed on
the effects of technical and physical parameters on the energy consumption of buildings and simulation
programs [49,66,67]. However, to our knowledge, less attention has been paid to the effect of subjective
human parameters [51] and thus, this aspect will be our main focus for the present work. Therefore,
as a final step, we will show the significant impact of the designer’s subjective choices on the
calculation of the energy demand of buildings, depending on the election of the amounts of activity
or clothing, based on the environmental ergonomic standard ISO 7730. We consider that our SA of
the above-mentioned parameters using the Monte Carlo method will help the designers to define
the most appropriate parameters to be considered, depending on the aim and type of the numerical
modeling performed.

2. Case Study

In the present work, we analyze two non-residential buildings localized in different continents
(America and Europe), with particular characteristics in their structure, use, and surrounding climate.
The first building is a recent one in Cambre, in north-western Spain (latitude 43◦18’22.55” N, longitude
8◦17’36.13” W) located at a height of 99 m above sea level. The second is a building situated in San
Nicolás de los Garza, in north-eastern Mexico (latitude 27◦32’02” N, longitude 99◦58’33”), at a height
of 239 m above sea level.

2.1. Climate Conditions

The Map of K‘̀oppen-Geiger Map [68] define different regions classifications in function of the
central values of temperature and humidity, the Spanish location is classified in the Cfb region
(C—temperate, f—without dry season, b—warm summer), where Oceanic Climate has a soft summer
with a minimum rainfall and does not exceed of 22 ◦C on average in the warmest month, and at least
four months averaging above 10 ◦C. No significant precipitation variation between seasons.

With respect to Mexico, according to the same classification, San Nicolás de los Garza can be
considered to be BSh (BS—semi-arid, h—hot). A semi-arid (or steppe) region receives precipitation
below potential evapotranspiration, but not extremely. Semi-arid climates tend to support short or
scrubby vegetation, with large zones usually dominated by either grasses or shrubs. Also, the average
annual temperature is higher than 18 ◦C. From the databases available in TRANSYS, the web platform
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Equs [69], and Meteonorm [70], we obtain the values of different climatic variables such as air
temperature, relative humidity, direct irradiance (solar) and diffuse horizontal irradiance.

2.2. Building Structure And Use

The base of the first building is of rectangular shape with an area of 218.14 m2 (see Figure 1)
and its main wall faces southwest (216◦ N). The building is distributed on two floors (defined as
ground and first), being the lower level used for storage and the upper zone for offices, meeting rooms,
and kitchen, among others uses. This building is the headquarters of a private company specialized in
air-conditioning systems. The working hours, considered from Monday to Friday throughout the year,
are from 08:30 a.m. to 06:00 p.m.

a) b) c)

d)

Figure 1. Architectural blueprints of the first case study building (Spain): (a) ground floor; (b) first
floor. Numerical model geometry: (c) Northeast view and (d) Southwest view.

For the second case, the plant of the building has an “L” shape, covering an area of 1214 m2 in each
of its three heights that we define as: ground floor (GF), first floor (FF) and second floor (SF). The GF
corresponds to a parking lot without vertical enclosures and a reception area, while the other two
floors are classrooms, meeting rooms, laboratories, offices, etc. as is shown in Figure 2. The building
hosts a research center on physics and mathematics (CICFIM), which is located behind of the School of
Physics and Mathematics of the Universidad Autónoma de Nuevo León (Mexico). Its principal access
is on the facade facing east, next to the campus stadium, to the west. This building starts the activities
at 7:00 a.m., ending at 9:00 p.m. from Monday to Friday. Saturday’s schedule is from 10:00 a.m. to
2:00 p.m.
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a) b) c)

d)
Figure 2. Architectural blueprints of the second case study building (Mexico): (a) ground floor and
(b) first floor (c) second floor and (d) Numerical model geometry: Northeast view.

The building in Spain is made with three different types of envelopes: the vertical facing walls,
the floor, and the roof. In Table 1 we indicate that their respective thicknesses (t) are 46.5 cm, 30.4 cm
and 185 cm. The building in Mexico Table 2 has four types of envelopes: internal (9 cm) and external
(35 cm) walls, as well as 10 cm-thick divisions. In this case, the same materials were used in the floor
and the roof, with a total thickness of 40 cm.

In both Tables 1 and 2, the physical characteristics of each layer of material are specified, such as
thermal transmittance (U − value), thermal conductivity (κ), heat capacity (Cp), density (ρ) and
resistance (R) in specific cases.

Table 1. Thermal and structural properties of adopted constructive solutions for case 1 (Spain).

Wall Types Structure Layer
t κ Cp ρ R

(cm) (kJ/mK) (kJ/kgK) (g/cm3) (hm2K/kJ)

External Walls

Cement roughcast 1.5 5.040 1.10 2.00 −−
Concrete block 20 1.764 1.10 1.20 −−

Air chamber 5.0 −− −− −− 0.05
Plasterboard 20 0.900 1.00 0.90 −−

U − value = 0.637 W/m2K

Floor
Ceramic Brick 25 4.104 0.90 1.25 −−

Compressed concrete 5.0 1.00 1.10 1.50 −−
Air chamber 0.4 0.612 1.40 1.20 −−

U − value = 2.402 W/m2K

Roof
Galvanized Metal 2.5 180.1 1.50 7.85 −−

Air chamber 180 −− −− −− 0.05
Perlite ceiling 2.5 0.187 1.50 0.12 −−

U − value = 0.934 W/m2K

For both buildings, the properties of the windows are described in Table A1. In the first
building (Spain) there are two types of zones, depending on whether there is air conditioning or
not (see Table A2) in Appendix A. The second edifice (Mexico) is distributed in three partitions,
because of the different uses and temperatures inside. Among its main characteristics are frame
percentage, thermal transmittance (U) and solar gain (G − Value).

In Spain, the HVAC system consists on an inverter heat pump (2 × 1) and a split air–air unit,
with a total refrigeration capacity of 17.2 kW, a heat power of 19.5 kW and an installed power of 6.5 kW.
The diffusion of air is carried out by ducts and impulse/return grids. For the building in Mexico which
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a conventional technology, based on air-air heat pumps with 26 exterior units and indoor cassette
units and a total cooling capacity of 349.4 kW. The heat output is 447.7 kW and the installed power
is 166.4 kW.

Table 2. Thermal and structural properties of adopted constructive solutions for case 2 (Mexico).

Wall Types Structure Layer
t κ Cp ρ R

(cm) (kJ/mK) (kJ/kgK) (g/cm3) (hm2K/kJ)

Internal
Walls

Plasterboard
Mineral wool
Plasterboard

1.5
6.0
1.5

0.900
0.130
0.900

1.00
1.03
1.00

0.90
0.05
0.90

−−
−−
−−

U − value = 0.512 W/m2K

External
Walls

Plasterboard
Perforated brick
Extruded
polystyrene
Air Chamber
Hollow brick
Cement mortar

1.0
9.0
5.0
5.0
14
1.0

1.080
2.736
0.122
−−
1.764
5.040

1.00
1.00
1.45
−−
0.92
1.05

0.80
1.60
0.03
−−
1.20
2.00

−−
−−
−−
0.05
−−
−−

U − value = 0.441 W/m2K

Floor &
Roof

Concrete
Cement mortar
Extruded
polystyrene
Reinfor. concrete
Pebble

3.0
1.0
6.0
15
15

4.140
5.040
0.122
8.280
2.916

1.00
1.05
1.45
1.00
0.92

1.80
2.00
0.03
2.30
1.70

−−
−−
−−
−−
−−

U − value = 0.450 W/m2K

Divisions
Aluminum
Mineral wool
Aluminum

3.0
4.0
3.0

575
0.11
575

0.90
1.00
0.90

2.80
0.05
2.80

−−
−−
−−

U − value = 3.296 W/m2K

3. Methodology

The main objective of this research is to show the consequences on the results of BIM-based
simulations of subjective decisions made by the designers when using the environmental ergonomic
standard ISO 7730 to calculate thermal comfort ranges and its impact on the energy demand of
buildings, as well as its economic repercussion. The thermal sensation experienced by a human being is
mainly due to the overall thermal balance of the body, which depends on the physical activity (met) and clothing
(clo) of the subject, as well as by the environmental parameters: air temperature, radiant temperature, air speed,
and air humidity [71]. We must stress that the definition of the parameters of human clothing and activity
is done subjectively by the designer and therefore we refer to these quantities as Subjective Human
Parameters (SHPs). The use of biometric data from wearable devices has been recently proposed as an
interesting option for metabolic rate estimation in thermal comfort analysis [72].

The PMV and PPD indices, according to Fanger’s method [71] are commonly used to express
warm and cool discomfort for the body as a whole, although thermal dissatisfaction may also be
caused by unwanted heating or cooling of one particular part of the body (local discomfort). Therefore,
when the previous factors are known, the thermal sensation for the occupants can be predicted, using
a seven-point scale ranging from cold (−3) to hot (3), being 0 the value for “neutral sensation” [73].
The PMV may be computed from tables or may be measured by an instrument [74]. The methodology
proposed in this paper consists of obtaining first the thermal performances of the buildings and
then performing the SA for the SHPs used in the thermal comfort calculation, with the purpose of
identifying which quantity has more influence on the BIM-based simulation outputs. Figure 3 shows a
scheme of the procedure applied, consisting of the following steps, for both cases studied:

1. Real-time tracking of the main variables using Equs web platform.
2. TRNSYS modeling, getting the indoor temperature.
3. Verification of the thermal simulation with measured temperature from Equs database.
4. Mathematical estimation of PMV and PPD indices, according to ISO 7730.
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5. SA (Monte Carlo) to determine which parameter (activity and clothing) values yield significant
variation on PMV and PPD outputs.

6. New set-point temperatures are established, depending on the changes in the thermal categories
in the previous step.

7. TRNSYS recalculation of the energy demand for each set-point temperature from the Monte
Carlo method.

8. Evaluation of the variations in the energy demand for the different options.

Figure 3. Scheme of the methodology followed.

3.1. Monitoring by Web Platform

A web platform for energy management of buildings named “Equs”, was developed with the
purpose of control, maintenance and monitoring of energy consumptions and environmental variables
as temperature, humidity and CO2 levels. This tool also includes the possibility of remotely controlling
any device by SCADA (Supervisory Control and Data Acquisition) system, ensuring the quality 6
of the statistical results. Equs collects in its database the information sent by the different sensors,
allowing us to know the variation of the physical variables remotely, as access to these data can be
obtained with any computer or other devices such as smartphones, which are connected to the Internet,
making it very simple the treatment of the data, which can be done in the same device accessing to the
values, in real time [69].

3.2. Trnsys Modeling of The Buildings

Through dynamic simulation tools, such as TRNSYS, we can define and evaluate the comfort
and energy demand of the two buildings accurately; in both cases, we work with multi-zone building
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models. Notice that TRNSYS is integrated into two parts: TRNBuild, which reads and processes an
input file, solving and plotting the system; and TRNSYS Studio, which is a library of components that
can be used to model different systems. An advantage of using TRNSYS is the possibility to convert
complex problems as multi-zone building models into smaller components, to allow the designer to
establish the connections between the building and numerous other subsystems/components in the
simulation environment [75].

To verify the energy demands of the structures, after analyzing the sensitivity with the Monte
Carlo method of the set-point temperatures of the air-conditioning systems with the met and clo
parameters, it has opted for its simulation in the program TRNSYS. To simulate the building, both in
Spain and in Mexico, all the necessary inputs, dimensions, location, construction characteristics, etc.
have been introduced into the program. This simulation will be verified later comparing the results
that the TRNSYS throws in certain indoor temperature conditions, with the actual measurements of
both the environmental conditions and the interior temperatures. Once the model is validated, we can
calculate the variation of the energy demand in both buildings as indicated by the Monte Carlo SA to
the parameters studied in ISO 7730.

Entering the buildings models in TRNSYS was done in two steps: first, in TRNBuild we
implemented the different zones and all its elements as location, orientations, walls, layers of materials,
gains, ventilation, infiltration, schedules, and comfort in TRNBuild. The second step corresponds to
include in TRNSYS models as weather, inputs such as the building previously described and outputs
that will show through graphics the thermal performance and energy demands of the buildings. Thus,
first, we obtained the database of the buildings, which includes information such as orientations of
the facades, materials for the walls and windows, the energy demand of the installed equipment,
the working hours, the occupation, etc. The process of the definition of the buildings in TRNBuild
includes the following information:

• Location and orientations. This information was described in Section 2.2
• Structure of the building: the materials detailed in Tables 1, 2 and A1 were assigned from the

software database.
• The zones described in Table A2, were created as WAC and AC for the first case, GF-FF, SF, and SL

for the second case in the TRNBuild Manager.
• In Table A3 we show the different types of schedules created for each building, we set a value of 1

in the periods where there is activity in the building, in any other case, including the weekend,
the value is 0.

• In Table A4 we summarize the infiltrations for summer and winter in both cases. This information
was calculated based on ASHRAE Standard 55.

• For calculating the ventilation we use standard EN 13779, ASHRAE 62 R. It was estimated a value
for each zone which is shown in Table A2.

• The internal gains of the buildings are shown in Tables 3 and 4.
• The values of clothing factor, metabolic rate, relative air velocity were introduced in TRNSYS

based on the ISO Standard 7730.

For estimation of comfort, it is important to note that thermal sensations are different between
persons sharing the same environment. Perceptions of human beings about thermal comfort are very
different because even people who stay in similar places have different opinions, because there exist
many elements that impact the perception of human beings.

Thermal comfort is the main goal and has a strong influence in the thermal behavior of a building,
for this reason, the values of clothing factor, metabolic rate, relative air velocity were introduced in
TRNSYS, based on the ISO Standard 7730. In Table 5, we show the numbers for both cases in summer
and winter. We decided to set the same values of clothing and activity, because the characteristics of
the occupants are very similar. It should be noted that these values are subjective decisions on the part
of the designer. The analysis of the impact of these decisions is one of the main goals of this work.
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Table 3. Input data of internal gains in the AC zone on Spain case.

Gains Description Schedule
Total Energy

Rate (W)

Occupancy 15 Adults seated Weekly 1 2250
doing office work

Computers 16 PC with monitor Weekly 1 2240
Artificial 37 fluorescent lamps Weekly 1 3600
Lighting in 218.12 m2

Other HVAC Weekly 1 3332
Gains

Coffee machine (10 cups) Weekly 2 1500
Copy Machine (office type) Weekly 3 1060

Microwave Weekly 2 600
Refrigerator All time 322

Plotter Weekly 1 250
TV Weekly 1 90

Table 4. Input data of internal gains in the different zones on Mexico case.

Gains Zones Description Schedule
Total Energy

Rate (W)

GF-FF SF GF-FF SF

Occupancy 63 51 Adults seated Weekly A 9450 7650
doing office work

Computers 54 50 PC with monitor Weekly A 7650 7000
Artificial 37 9 Fluorescent lamps (64 W) Weekly A 2304 576
Lighting 60 46 Fluorescent lamps (80 W) Weekly A 4800 3680

64 62 Fluorescent lamps (40 W) Weekly A 2560 2480

Other HVAC Weekly B 21,320
Gains 5 3 Coffee machine (10 cups) Weekly A 1500

2 1 Water Cooler Weekly B 1060
1 −− Microwave Weekly A 600
2 1 Refrigerator All time 322

10 12 Plotter Weekly A 250
2 −− TV Weekly A 90

Table 5. Input data of comfort in the two buildings, according to ISO 7730.

Parameters Description Value

Clothing factor Summer 1: panties, t-shirt, shorts, thin socks, sandals 0.30 clo/0.050 m2K/W
Summer 2: underpants, t-shirt, light pants, thin socks, shoes 0.50 clo/0.080 m2K/W
Summer 3: underwear, shirt, pants, socks, shoes 0.70 clo/0.110 m2K/W
Winter: underwear, shirt, pants, thermal jacket, socks, shoes 1.20 clo/0.185 m2K/W

Metabolic Rate Rest, seated 1.0 met/58 W/m2

Seated, light work (office, home, school, laboratory) 1.2 met/70 W/m2

External Work In general, the external work is around 0 0 met
Relative air velocity The air velocity relative to the person 0.3 m/s

4. Simulation of Building Models

In this section, it is presented the dynamic thermal simulation model in TRNSYS Studio of the
building previously described in TRNBuild, for this purpose we use multi-zone building model
“TYPE 56” that can be connected to a large number of other components, including weather data,
HVAC systems, occupancy schedules, controllers, output functions, etc. Other models used were Type
62, Type 109-TMY2, and Type 65.

Under ISO Standard 7730, the evaluation of the levels of comfort was calculated using a
mathematical MATLAB software package for the interactive numerical study of dynamical systems.
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The change of PMV and PPD in base of its parameters such as metabolic rate, clothing insulation,
and air temperature, is easier of visualizing in MATLAB than in TRNSYS because you can modify its
parameters independently and realize studies more specific such SA.

Monte Carlo Sensitivity Analysis

The principal aim of the SA using a Monte Carlo code is to obtain the variation of the PPD
and PMV concerning the possible choices of the clo and met that are indicated in the annexes of the
7730 for thermal comfort calculations. In this way, by changing the values of clo and met according
to what is reported in the tables of ISO 7730, we try to find out how the environmental category
varies and, consequently, the set-point temperature. The SA is extensively suitable for associating
input parameters with the overall building performance (for example, the temperature or demand for
heating or cooling) [64]. The individual contribution from specific input can be determined by SA to
prepare for future optimization of energy, climate, and economic performance [76,77]. SA methods can
typically be classified to the local SA where input parameters are varied one at a time and the global
SA where all inputs are changed simultaneously.

Sampling-based methods for uncertainty and SA have become very popular. The sampling-based
Monte Carlo method is a procedure that performs a model repeated times with random samples
generated from input distributions. It provides approximate solutions to both uncertainty and
sensitivity analyses by making statistical modeling investigations [78]. The method can manage
complex black box models irrespective of the linearity and continuity, and generate a probability
distribution for each output depending on input distribution types [62].

The analysis under consideration can be represented by a function y(x) where:

y(x) = [y1(x), y2(x), . . . , ynY (x)] (1)

and
x = [x1, x2, . . . , xnX ] (2)

designates the outputs and inputs of the analysis, respectively. Successively, sensitivity in x results in a
corresponding sensitivity in y(x). Furthermore, the distributions

D = [D1, D2, . . . , DnX ] (3)

must be well-defined to characterize the uncertainty associated with the elements of x, where Di is the
distribution associated with xi for i = 1, 2 . . . nX .

The most common way for applying SA in building performance analysis consists on the following
steps: determine input variations, create building energy models, run energy models, collect simulation
results, run SA and presentation of SA results [64]. Determining the probability distributions of input
parameters is the first step in any SA, which depends on the election of sensitivity method. In the
present study, Monte Carlo SA is used, considering N input parameters defining the system:

Oi(P1, P2, . . . PN) i = 1, 2, . . . , M. (4)

Suppose that the parameter Pj can change within a range given by ΔPj. To analyze the influence of
the parameter Pj in the objective Oi, we proceed first generating a uniform random number distribution
r ∈ [0, 1], thus:

P1
j = (Pj − ΔPj) + 2rΔPj, P1

j ∈ [Pj − ΔPj, Pj + ΔPj], (5)

gives us the first random value P1
j . With the value of N randomly generated parameters

P1
j (j = 1, 2, . . . , N), we obtain a value of O1

i , which is the first evaluation of the objective Oi. We repeat
this procedure up to the desired number of random evaluations. We can randomly change each one
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of the parameters or we can apply random variations to one of the parameters keeping constant the
value of the rest.

For this work, the objectives Oi are the PMV and PPD indices, which are a function of different
parameters mentioned in the previous sections. To analyze the influence on the thermal performance of
the buildings, the Pj parameters are CLO and MET. Depending on the admissible ranges for PMV and
PPD, three kinds of comfort zones or categories of thermal requirements are defined by UNE-EN ISO
7730 as: category I (or class A) (PPD < 6 %, i.e., −0.2 < PMV < 0.2), category II (or class B) (PPD < 10%,
i.e., −0.5 < PMV < 0.5) and category III (or class C) (PPD < 15%, i.e., −0.7 < PMV < 0.7). The ranges
of recommended air temperatures for different types of buildings depending on the previous categories
are shown in Table 6 [26]. Based on the results of the SA, we can establish the set-point temperature for
the cooling and heating seasons.

Table 6. The range of recommended air temperatures for offices and classrooms, according to ISO 7730.

Type of Building Activity (W/m2) Category
Temperature (◦C)

Summer Winter

Classrooms
Main Hall
Offices
Conferences room

70
A
B
C

24.5 ± 1.0
24.5 ± 1.5
24.5 ± 2.5

22.0± 1.0
22.0 ± 2.0
22.0 ± 3.0

We use the SA based on the Monte Carlo method, randomly generating a uniform distribution for
clo from 0 to 2 and met from 0.8 to 4, since in this range the PMV index lies between −2 and +2, taking
into account that this is the range suggested by the standard. A uniform distribution corresponds to
the case of a random variable that can only have values between two extremes a and b, so that all the
intervals of the same length (within (a, b)) have the equal probability.

The above definition shows that the density function must be the same value for all points within
the interval (a, b) (and zero outside the range), i.e.,

fX(χ) =

{
1

b − a
si χ ∈ (a, b) y 0 si χ �∈ (a, b)

}
(6)

The results of the SA on the comfort index (PMV and PPD) for the clothing and metabolic rate
are shown in Figures 4 and 5, respectively. The thermal category changes according to PMV and PPD
values, which in turn depend on the subjective decisions of clo and met. Figure 4 shows that for
category A, the clo values vary from 0.46 to 0.66, for B of 0.34 to 0.46 clo and 0.66 to 0.87 clo. Category
C is between 0.27 to 0.34 clo and 0.87 to 1.04 clo. For the case of met and PPD, in Figure 5 we show that
category A lies between met values from 0.83 to 1.04. For the case of category B, it remains from 0.8 to
0.83 met and 1.04 to 1.16 clo. Finally, category C corresponds to the range from 1.16 to 1.31 met.

An attractive alternative in this type of SA, it is to use a normal distribution, which is one of the
theoretical distributions best studied in statistical texts and more in practice, also called Gaussian
distribution. Its importance is mainly due to the frequency with the variables other than natural and
everyday phenomena, approximately, this distribution.
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Figure 5. Change of level of thermal comfort in base of sensitivity analysis of metabolic rate on PPD.

The normal distribution is determined by two parameters, their mean and their standard deviation,
usually denoted by μ y σ [79]. With this notation, the density of the distribution Gaussian is given by
the equation:

f (x) =
1

σ
√

2π
exp

{
−1
2

(
x − μ

σ

)2
}

; −∞ < x < ∞ (7)

For the case of a normal distribution, we have randomly generated values for clo with μ = 1.0,
setting the metabolic factor to 1.2 met and, varying the standard deviation σclo = 0.025, 0.05, 0.075, 0.1
and 0.125 . For these values, we obtain the distribution of the PMV and PPD values and, by adjusting
to a normal distribution, we obtain the values of μ and σ for the PMV and PPD. Similarly, for the case
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of the met (metabolic factor) a μ = 1.2 has been established, setting the clothing factor to 1.0 clo and
varying the standard deviation σmet = 0.025, 0.05, 0.075, 0.1 and 0.125.

That is to say, we see easily as variations in the values of clo and met, they are transferred through
the model to variations of PMV and PPD, and therefore, we can see the sensitivity of the model to
these variations of the clo and met parameters.

That is, we have obtained the relation of the variations of the clothing (clo) and activity (met)
with the widths (σ) of the PMV and PPD, with the objective of observe which of the two parameters
that the designer enters in a subjective manner, produces a more significant impact on the output of
the model.

In the Figure 6a, the relationship between the widths of the distributions of clo and met and the
value of σPMV is presented. For example, for a width of 5 % with respect to the central value of clo
μ = 1 and (σclo = 0.10), a value of σPMV of 0.150 is obtained and for a width of 5 % with respect to the
central value μ = 1.2 of met (σmet = 0.10), a value of σPMV of 0.184 is obtained. Therefore, the impact
of the metabolic factor (met) is higher than that of the clothing factor (clo) for the PMV case.

In the same way, for each percentage of variation in the values of clo and met we have a value of
σPPD, which is shown in the Figure 6b, for example: for a width of 12.5 % the value of σPPD is 1.990 for
a variation in clo and 2.594 if the parameter met varies. Also, the values predict that the impact of the
metabolic factor (met) is greater than the clothing factor (clo) in the PPD.

Figure 6. Association between variations of clothing and activity with the widths of (a) σPMV (b) σPPD.

5. Results

In this section, we discuss the results of the simulations of both buildings. First, we will show
the verification of the monitoring using the data from Equs and the TRNSYS simulation of each
building. Then, after a second simulation, we will get the energy demand using the calculated results
for the category change, depending on the estimation of the PMV and PPD values as well as the
sensitivity analysis of the CLO and MET variables. Finally, we analyze the economic impact of energy
demand savings.

As noted before, this work joins BIM-based energy simulations and SA of two non-residential
buildings in two seasons (summer and winter) under the international standard ISO 7730. This norm
has been studied in previous papers from different perspectives: the effect of personal factors in
comfort assessment [80], energy simulation [27], thermal comfort in outdoor urban spaces [81] or the
validity of ISO-PMV for predicting comfort votes in everyday thermal environments [82], among others.
However, to our knowledge, the effect on the energy demand of the diversity of possibilities offered
by ISO 7730 for the choice of clo and met results, depending on the values chosen by the designer,
was not previously calculated.
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5.1. Real-Time Monitoring and Validation of The Models

Real-time tracking made online with Equs demonstrates the reliability of the measurements that
validate the computational simulations. In Figure 7 we show the temperatures measured from 1
January to 31 October 2015 of the air-conditioning zone of the building in Spain, located 43 ◦18’ north
and 8◦17’ west. In the first month (January, winter season) the lowest temperature of the period is 12.53
◦C registered on Saturday 17. The highest temperature (30.48 ◦C), was achieved on Monday, 15 June
(summer). The mean temperature was 22.43 ◦C. For the study of the outside temperature, we observe
that the cold and hot temperatures are between 2 ◦C and 41 ◦C, approximately. The mean temperature
outside the building was 15.49 ◦C.
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Figure 7. Internal and external temperatures measured by the web platform Equs. In the case of the
outside temperature, we observe that the cold and hot temperatures are between 2 ◦C and 41 ◦C,
approximately. The mean temperature was 15.49 ◦C.

The comparison between the real data and the simulations is required to have reliable simulations
of the buildings. Currently, a simulation of a building’s energy consumption is usually considered
“calibrated” if the criteria set out by ASHRAE Guideline 14 is met [83]. Accordingly, the model can be
considered “calibrated,” according to current international criteria to accept BES models, provided that
considerable accordance is reached between the measured and simulated data [84]. We must stress
that there is no unique model that meets the previous criteria and therefore, several alternative models
of the same building can be considered to be “calibrated”. Moreover, it should be noted that our
calibration is very accurate for the simulated environment (e.g., temperature profiles). As an example,
the parallelism among experimental data and the modeling for internal air temperature for the month
of June from the hour 3624 to 4344, is shown in Figure 8a. For the period of June, the maximum
difference between the simulated and measured temperatures is 1.47 ◦C, being the mean deviation
0.49 ◦C. These values have no influence with respect to indoor comfort, showing that the results of our
model are basically correct.
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Figure 8. Comparison between the real data obtained by Equs and theoretical simulations results of
the first case of study for the month of June (a) and a single day of June (b).

In Figure 8b we show the temperature of a single day of June (24 h from hour 3914 to 3938 of the
simulation). We can observe in more detail the difference between the calculated and the measured
temperature for the period, where the minimum variation is of 0.04 ◦C (obtained in working hours)
and the mean difference is of 0.35 ◦C. The maximum variation is 0.72 ◦C. These results were obtained
within the situation described in the previous sections. In particular, during the occupancy periods,
the metabolic rate (met) of the occupiers was selected as to be “seated light work”, which corresponds
to 70 W/m2 or 1.2 met. The clothing factor (clo) was established to 0.7 for the summer period and 1.2 for
winter. Notice that a clothing with factor 1.2 clo corresponds to: underwear, shirt, pants, thermal jacket,
socks, shoes. Summer clothing of 0.7 clo corresponds to underwear, shirt, pants, socks, shoes [26].
Table 5 shows the input that was used for the simulation for the base case scenario. In Figure 9 we can
observe the energy demand in the initial configuration, where the set point was established in 23.8 ◦C.
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Figure 9. Energy demand of the building in initial configuration of thermal comfort parameters.

5.2. Evaluation of the Variations in the Energy Demand

The main goal of the application of a SA in this work is to visualize in a simpler and more
detailed way than in TRNSYS, the impact of subjective decisions made by the designer on the values
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of insulation of clothes and activity for thermal comfort, which are defined in the TRNSYS simulation
program. Based on ISO 7730, the insulation of clothes (clo) can be estimated directly from the
combination of clothes or by adding the partial insulation values for each clothes. For example, typical
value of clothes insulation for summer (cooling) and winter (heating) are 0.5 and 1 clo, respectively.
Therefore, these quantities can be determinant for the different types of clothes that the occupants use
and thus, the designers have a greater margin of error when determining by subjective decisions the
values of clothing parameters.

Once we have made the variation of clo and met, we obtain variations in the PMV and PPD
indices, these values of the indices allow us to define the thermal category based on the definition of
the ISO 7730 standard. This category establishes the range of recommended temperatures for these
input parameters of comfort. In this permissible temperature range, we can select a value of set-point
temperature, to introduce it to our validated BIM model and thus obtain the new energy demand.

For instance: summer light clothing insulation of 0.5 clo includes items such as underpants,
short–sleeved shirt, light pants, thin socks, or shoes. In our case, we choose for both cases of study a
mean value of 0.7 clo that includes underwear, shirt, pants, socks, shoes, which are also considered
light clothing for the same season in this type of buildings. Analogously, the estimation of the value of
activity or metabolic rate (met), which represents a heat production depending on the activity level,
also depends on the subjective decision made by the designer. According to ISO 7730 for an activity
corresponding to this type of buildings such as office, school, and laboratory, the activity parameter
can vary from 1.0 to 1.6 met. For this work we assumed a value of 1.2 met for the energy simulations
on TRNSYS.

Thus, it is of fundamental importance to determine the impact of the mentioned subjective choices
of clothing and metabolic factor, on the values of the PMV and PPD indexes, which show the level of
thermal comfort and local thermal comfort criteria, reporting the environmental requirements that are
considered acceptable for global thermal comfort, including the local discomfort.

We must notice that a variation in the clo values of summer clothing, from 0.3 to 0.8, causes a
change in category from A to C. In Figure 10, the impact on the calculation of energy demand is clearly
shown that has the change of environmental category.

According to the SA results and the results of Table 6, we established in TRNSYS the new values
for clo and set-point temperature. The first configuration was set for a value of clo of 0.7 with a
set-point temperature of 23.5 ◦C, which belongs to category A. For category B, we used a temperature
of 24 ◦C and clo of 0.5. This configuration was initially defined for the validation of the TRNSYS
simulation previously shown. Finally, a set-point temperature of 25 ◦C for category C and clo of 0.3
was considered. As an example, for the month of June, from Figure 10 for clo values of 0.3, 0.5 and 0.7,
we obtain a total energy demand of 347.19 kW, 565.05 kW, and 885.2 kW, respectively.

In Table 7 it can be observed that changes in the energy demand due to variations in the designer’s
criteria in climates such as Mexico, can reach up to 22% depending on the choice of clo and up to 23%
in energy demand, depending on the choice of the activity rate made by the designer. As it can be
seen after the analysis of the Monte Carlo method, the BIM calculation is very sensitive to both the
appropriate choice of the met and the clo choice. In the case of the clo we have studied variations of
daily clothing in summer with clo 0.3 (panties, t-shirt, shorts, thin socks, sandals), clo 0.5 (underpants,
t-shirt, light pants, thin socks, shoes), clo 0.7 (underwear, shirt, pants, socks, shoes).

All previous values of clo are assignable to the attire of the occupants of both buildings studied
both in the case of Spain and in Mexico, in summer. However, after analyzing it by the Monte Carlo
method and calculating the environmental category by the TRNSYS program, we see that in both
buildings for a room 0.3 the comfort in the buildings studied is in the category A ranges; for a clo of
0.5 in category B and if the clo is 0.3, in category C (Figure 4). This variation in the category, due to the
uncertainty in the choice of the clo on the part of the designer, can have, consequently, alterations in
the energy demand.
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Figure 10. Energy demand for several values of clothing factor.

Table 7. Cumulated energy demand between June and September, with varying values of clo and met,
for different set temperatures based on the categories of thermal comfort.

Category (Case) Set temp

Cumulated Energy Demand (kWh/m2)
. for clo & met (June to September)

0.3 clo 0.5 clo 0.7 clo 0.8 met 1.0 met 1.2 met

A (Spain) 23 ◦C 46.01 46.32 46.51 48.02 48.20 48.85
B (Spain) 24 ◦C 44.67 44.69 44.91 46.61 46.72 46.84
C (Spain) 25 ◦C 43.86 43.93 43.99 45.84 45.89 45.95

A (Mexico) 23 ◦C 119.53 120.76 122.03 150.35 152.85 155.36
B (Mexico) 24 ◦C 108.42 109.42 110.44 126.43 128.71 131.02
C (Mexico) 25 ◦C 99.67 100.44 101.23 106.09 106.85 108.93

As it can be appreciated from the values of Table 7 the change is more than 20%, for the building
in Mexico. For the building in Spain, the variation in the calculation of the energy demand, despite
having a higher sensitivity, is much lower (only 6%). This discrepancy is due to the different volumes of
the two buildings. The higher the volume, the greater the energy demand and therefore the variations
of the environmental categories that determine the thermal comfort inside have a much greater impact.

With respect to the met, according to ISO 7730, the cases of a technical office (main activity of
the building of Spain) and a University (main activity of the building of Mexico) correspond to met 1
(sitting rest), and met 1.2 (office activity, school, home, laboratory). As it can be appreciated from the
values of Table 7, the higher variations in the calculation of energy demand in buildings have been
again in the case of Mexico (more than 20%). In the case of the building in Spain the oscillation is only
of 6.6%.

6. Conclusions

In the present work, we have analyzed, within the mandatory standard ISO 7730, the influence
of the designer’s choice of values for human metabolic index and insulation by clothing that can
be selected for the estimation of the energy demand of structures. We have demonstrated that
the diversity of possibilities offered by ISO 7730 for the choice of clo and met results in significant
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differences in indoor comfort conditions, leading to non-negligible changes in the calculations of
energy consumption.

It has been clearly outlined that the higher the cooling demands, the greater the sensitivity,
generating greater differences according to the designer’s choice. Since ISO 7730 is an international
norm, given the great variety of existing climates, it is vital to take into account this peculiarity of
the system at the time of its application and in the choice of the designer, who must be familiar
with the procedure. The international norm ISO 7730 is a reference in most of the countries of the
world and nevertheless requires of an experienced designer for an appropriate application. Therefore,
we have shown in the present work the considerable impact of the designer’s subjective choices on the
calculation of the energy demand of buildings, as well as the extra costs cumulated, depending on
the election of the amounts of activity or clothing, based on the environmental ergonomic standard
ISO 7730. We consider that our SA of the parameters mentioned above using the Monte Carlo method
will help to define the most appropriate metrics to be admitted, depending on the aim and type of the
modeling performed.

We have calculated that the effect of to the different possibilities of election within the ISO 7730
can reach a quarter of the energy demand, showing that this standard is susceptible to the designer’s
choice of the clo and met. As the ISO 7730 is the only standard which applies to the building regulations
in many parts of the world, we conclude that the norm could be revisited from the perspective of
energy efficiency, maybe including recommendations from other standards such as EN 15251-2007 or
ISO 17772-1-2017, designed explicitly for providing environmental input parameters for design and
assessment of energy performance of buildings.
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Appendix A

In this appendix section, some tables used to complete the information of the manuscript
are shown.
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Table A1. Thermal and structural properties in windows.

Window
Glass

Thickness % U
G-Value

Types (mm) Frame (Wm−2K−1)

Case 1 Type A double low 4/6/4 15 3.44 0.76
(Spain) emissivity glass

Case 2

Type 1 Single solar 6 5 5.73 0.482

(Mexico)

control glass
Type 2 Single clear 6 15 5.73 0.837

glass
Type 3 Double clear 6/12/6 10 3.21 0.722

glass
Type 4 Single clear 6 35 5.73 0.837

glass
Type 5 Single clear 2 5 5.87 0.888

glass
Type 6 Single solar 6 25 5.73 0.482

control glass

Table A2. Distribution of the cases of study.

Zones Partitions Characteristics

Case 1

Without air- Storage and air Area (253.36 m2)

(Spain)

conditioning (WAC) chamber of the roof. Volume (1910 m3)
Capacitance (2292.71 kJ/◦K)

Air-conditioned 2 Offices, 2 meeting Area (218.13 m2)
(AC) rooms, small storage Volume (610.78 m3)

kitchen, rack, access Capacitance (732.94 kJ/◦K)
and cleaning room.

Case 2

Zone GF-FF GF: the reception of Area (1142.68 m2)

(Mexico)

the building. FF: labs, Volume (3366.99 m3)
offices, toilets, study Capacitance (4040.39 kJ/◦K)
areas, dining room.

Zone SF Labs, offices, toilets Area (1142.68 m2)
computer center, cleaning Volume (3225.0 m3)
room, meeting room. Capacitance (3870.0 kJ/◦K)

Zone SL Unused open space Area (84.0 m2)
(Skylight) Volume (462.0 m3)

Capacitance (554.4 kJ/◦K)

Table A3. Types of schedules in the buildings.

Schedule Type Hours Use Factor

Case 1 (Spain)

Daily

Daily 1 08:00 to 18:30 1

Daily 2 13:00 to 16:00 1

Daily 3 08:00 to 13:00 1
16:00 to 18:30 1

Weekly

Weekly 1 Monday to Friday Daily 1

Weekly 2 Monday to Friday Daily 2

Weekly 3 Monday to Friday Daily 3

Case 2 (Mexico)
Daily

Daily A 09:00 to 21:00 1

Daily B 07:00 to 21:00 1

Daily C 10:00 to 14:00 1

Weekly Weekly A Monday to Friday Daily A
Saturday Daily C

Weekly B Monday to Sunday Daily B
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Table A4. Infiltrations and ventilation for each zone in summer and winter.

Infiltrations Ventilation
Case of Study Zones Air Change per Hour Air Change per Hour

Summer Winter

Case 1: Spain WAC 0.143 0.031 5.00
AC 0.066 0.067 1.65

Case 2: Mexico
GF-FF 3.39 1.80 8.00

SF 3.41 1.81 8.00
SL 25.27 13.41 10.0
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Abstract: In order to ensure high crop yield and good quality in greenhouse horticulture, the major
environment control variables, such as temperature, humidity, and CO2 concentration, etc., need to be
controlled properly, in order to reduce harmful effects on crop growth by minimizing the fluctuation
of the thermal condition. Even though a hot water-based heating system is evidently superior to
a hot air-based heating system, in terms of the thermally stable condition or energy saving, a hot
air-based heating system has occupied the domestic market due to its economic efficiency from an
initial investment cost saving. However, the intrinsic drawbacks of a hot air-based heating system,
being more frequent variation of thermal variables and an inordinate disturbance on crops due to
its convective heat delivery nature, are believed to be the main reasons for the insufficient crop
yield and/or the quality deterioration. In addition, the current thermal environment monitoring
system in a greenhouse, in which a sole sensor node usually covers a large part of cultivating
area, seems to have a profound need of improvement in order to resolve those problems, in that
the assumption of thermal uniform condition, which is adequate for a sole sensor node system,
cannot be ensured in some cases. In this study, the qualitative concept of the new control variable—the
degree of uniformity—is suggested as an indicator to seek ways of enhancing the crop yield and
its quality based on the multiple sensor nodes system with a wireless sensor network. In contrast
to a conventional monitoring system, for which a newly suggested concept of qualitative variable
cannot be estimated at all, the multiple sensor nodes-based thermal monitoring system can provide
more accurate and precise sensing, which enables the degree of uniformity to be checked in real-time
and thus more precise control becomes possible as a consequence. From the analysis of the results
of the experiment and simulation, it is found that the crops in plastic vinyl houses can be exposed
to a serious level of non-uniform thermal condition. For instance, the temperature difference in
the longitudinal and widthwise direction is 3.0 ◦C and 6.5 ◦C, respectively for the case of 75 × 8 m
dimension greenhouse during a typical winter season, and it can be hypothesized that this level of
non-uniformity might cause considerable damage to crop growth. In this paper, several variants of
control systems, within the framework of the multiple sensor nodes system, is proposed to provide a
more thermally-stable cultivating environment and the experimental verification is carried out for
different scales of test greenhouses. The results showed that a simple change of heating mode (i.e.,
from a hot air- to a hot water-based heating system) can bring about a significant improvement for
the non-uniformity of temperature (more or less 80%), and an additional countermeasure, with local
heat flux control, can lead to a supplementary cut of non-uniformity up to 90%. Among the several
variants of local heat flux control systems, the hydraulic proportional mass flow control valve system
was proven to represent the best performance, and it can be hypothesized that the newly suggested
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qualitative variable—the degree of uniformity—with the multiple sensor nodes system can be a good
alternative for seeking enhanced cultivating performance, being higher crop yield and better quality
along with energy cost saving.

Keywords: greenhouse; indoor temperature uniformity; multiple sensor nodes; qualitative control

1. Introduction

As the effects of climate change are becoming persistently serious, it is reported that we will
need 50% more energy, 40% more water, and 35% more food, which is in reference to the statistics
that a population of about 8.3 billion will be attained by 2030 [1,2] and that the food system will
consume more or less 30% of the final energy use, along with the current trend of natural resource
exploitation and the corresponding greenhouse gas (GHG) emission increase by the same rate [3].
However, overcoming the shortage of water and securing a fat supply of food will come down to
an energy problem, since production of fresh water and food also require a substantial amount of
energy; and the consequent additional production of heat and power with fossil fuels to cope with the
aforementioned energy problems can lead to the extra emission of greenhouse gases, thus making the
situation of climate change worse. In the long run, the conventional mass production-based outdoor
culture becomes inappropriate to deal with the huge risk of the security of food supply caused by
climate change, and a transition from the conventional outdoor culture into greenhouse horticulture,
in the form of smart or sustainable farms, is needed for ensuring food security [4–6].

As greenhouse horticulture is getting more attention as one of the appropriate measures to resolve
food security problems in the era of climate change, the market is expected to expand rapidly around the
globe at an impressive CAGR (compound annual growth rate) of approximately 19% by between 2017
and 2022 [7,8]. This can be understood as being a distinctive indicator of the relevant market reflecting
the awareness about the crisis created by climate change, and, furthermore, that greenhouse horticulture
is the right endeavor to overcome the potential risk of reliable food supply capability. In South Korea,
it is also not difficult to see the effects of climate change in the cultivation environment, not to mention
in ordinary life, in that the suitable region for crop growth, or fruits, has been rapidly changing
according to the change of the annual average temperature in the region, and tropical foods even are
starting to substitute the conventional ones out of necessity. In addition, greenhouse horticulture,
including the concept of smart farming, is rapidly expanding in the market, with the recognition of
the potential threat in terms of food supply security as mentioned above [9]; however, small-scale
versions of greenhouse the horticulture model, like a plastic vinyl house, still hold a 99% majority in
the market [10–12].

Although a large-scale greenhouse with a glass skin is expected to enjoy the advantages of
economy of scale, to some extent, the strong market share of the traditional small-scale plastic vinyl
house model will be managed for the time being, due to the advantage of the relatively cheap facility
capital costs and public acceptability in the agricultural area. It is interesting to note that the majority
of the greenhouse horticulture market is still comprised of the plastic vinyl house type model (99%),
whereas the glass greenhouse type model has been stagnant or has only had some increase in their
market share, but remain within 1% at the moment in South Korea [12–14].

Along with the rapid annual growth rate of greenhouse horticulture in the era of climate change,
the relevant market for the multi-variable control of the environment system for greenhouse horticulture
is expected to repeat its high growth rate, and one can notice, without difficulty, that slightly different
features have been manifested in each product, of the various cultivating control systems, in the market
of greenhouse horticulture. However, what all systems have in common is the quantitative control
of the variables of temperature, humidity, CO2 concentration, and light intensity, via auxiliary light
source, etc., in order to provide comfortable growth conditions for the crops inside the greenhouse, and,
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so far, a quite satisfactory accomplishment in terms of improved productivity and enhanced quality
has been achieved [15–19]. However, there is still large room for improvement, especially to cope with
increasingly harsh environments from climate change.

In conventional greenhouse environment control systems, regardless of the types of greenhouse
or the scale of it, the energy cost represents the major share of total operating costs. For example,
at present in South Korea, it usually forms about 30% to 35% among the whole operating cost annual,
in the case of plastic vinyl houses, and a little bit higher portion, about 40%, in the case of a large-scale
glass-type greenhouse [20–22].

In addition, a variety of researches and developments for improving crop yield and its quality,
or reducing the energy consumption, have been carried out consistently to ensure cost competitiveness
in the market. The optimal value of the thermal variables for successful greenhouse cultivation of
tomato has been reviewed [23], and it has been pointed out that sustainable greenhouse production
requires the integration of information and management strategies, as well as excellent understanding
of the influencing microclimate parameters, which does not seem to be accomplished properly with the
current sensing platform of a limited number of sensor nodes to cover a wide range of cultivating areas.
Various types of controller techniques, such as proportional integral (PI) control, fuzzy logic control,
artificial neural network control, and adaptive neuro-fuzzy control have also been developed and
tested in the field [24–27]. Numerous simulation models and tools for a greenhouse such as TRNSYS,
HORTICERN, MICGREEN, and HORTITRANS have been developed to describe and analyze the
microclimate of a greenhouse in which a static, dynamic, or intermediate model are included [28].
For example, greenhouse building energy simulation and relevant sub-model development have been
extensively carried out to estimate the energy load and corresponding cost management using a versatile
dynamic building energy simulation software, of TRNSYS, where the annual time-varying energy load
prediction for a greenhouse, the renewable energy resources, and various energy saving techniques can
be simulated for single- or multi-zone buildings [29–31]. Furthermore, a computational fluid dynamics
technique, for which a detailed spatial distribution of the fluid dynamic and thermal variables are
provided, is being applied to greenhouse microclimate simulation to increase understanding of the
detailed mechanisms, causes, or effects of the applied systems [32,33].

It is also quite surprising to recognize that it occurs even though the lowest electricity price
rate is applied to the energy facilities, which is operated by using electricity such as a heat pump,
electricity boiler, etc., in the agricultural sector in South Korea. It can be supposed that, in some ways,
such a low rate electricity price system could lead to the thoughtless waste of energy, or, on the other
hand, that there is a large opportunity for energy consumption reduction by adopting the proper
energy efficient measures that are commonly used in other sectors, such as residential or industrial
sectors. One thing we know it will do is that the energy cost will continue its upward movement in the
forthcoming years of climate change, because the persistent pressure to reduce GHG emission at the
national scale, in order to implement the Paris Agreement on climate change, will be reflected in the
prices of energy, in the form of taxation, etc., to achieve the final goals of GHG emission reduction in each
sector. The portion of electricity usage in the agricultural area of South Korea is about 4% [34] at present,
but it is indicated that the transition from fossil fuel to electricity to produce the energy for cultivation
has been rapidly realized recently. Moreover, the rapid expansion of the greenhouse horticulture
market along with the new concept of smart farming, which is estimated to grow at an impressive
compound annual growth rate (CAGR) of approximately 19% by 2020 [7], will certainly work to change
or withdraw the current policy of the low rate electricity price policy in the agricultural sector in due
time. In that sense, the development of the proper measures or solutions to enable the reduction
of energy consumption in operating the greenhouse has become increasingly critical, in order to
survive in the forthcoming era of climate change and to secure sustainable business circumstances, and,
subsequently, to have a connected ring between energy savings and crop productivity improvement
by providing more comfortable thermal conditions.
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In this study, a qualitative concept of a new control variable—the degree of uniformity—is
proposed as a main control variable for seeking ways to save energy, to enhance the productivity and
the quality of crops simultaneously. In order to accomplish the above goals, an increased number
of sensors are installed, based on the wireless sensor network, to monitor the status of uniformity
more accurately compared to the conventional monitoring system, whereby a sole sensor node is used
for wide range of cultivating areas. It was fully verified that the hot water system is superior to the
hot air supplying system (which is dominant in the market due to its low level of initial capital cost
and ease of control), in that it is more stable, has little fluctuation of thermal variables, and provides
comfortable thermal conditions, due to the natural convection or radiative heat transfer mode that can
be attained via the hot water pipe system. From the elaborate analysis of the experiment data, it was
deduced that the simple change of heating mode, from the convective heat transfer to the radiative one,
provides a serious enhancement of the degree of uniformity inside a greenhouse, about more than 80%.
Additionally, three systems of local heat flux variation control measures were tested, along with the
precise sensor nodes network of multiple wireless sensors based on the hot water system. Among the
counter measures of local heat flux variation, based on the hot water-based heating system, the one with
hydraulic proportional mass flow control valve showed the best performance and was evidenced to be
beneficial by managing the degree of uniformity in many ways. Furthermore, the newly suggested
qualitative variable of the degree of uniformity was believed to be a good indicator, and deserved to be
a good control variable to provide a better greenhouse thermal environment for ensuring the enhanced
productivity and quality of the crops. This new measure to exert active control over the local heat flux,
with the hydraulic proportional mass flow control valve, was able to aid a supplementary reduction of
non-uniformity up to 90% effectively. In the following, the experiment conditions and corresponding
control system configurations are described in detail and various technical aspects of enhanced degree
of uniformity, for the main environment variables on energy saving and the productivity improvement,
is assessed in detail.

2. Experimental Verification

2.1. Specification of test Greenhouses and Control Measures

In this study, the experimental verification for the newly proposed control concept, the degree
of uniformity, and the several corresponding control measures based on the hot water-based heating
system were carried out for two different scales of test greenhouses. In order to seek the best performing
measure for thermal environment control, several variants of control measures were implemented
and tested for each greenhouse. The several variants of adopted control measures based on hot water
supply are summarized in Table 1, and the different dynamic features for the applied measures are
described in the following. The experimental verification for the all variants of control measures were
not carried out in the same test beds of a greenhouse due to several reasons, and the variant of pump
on–off by the beds, which was designed to seek a degree of freedom on heat supply by a bed in contrast
to the simultaneous supply to all beds, was applied on both test greenhouse. The dimension of the
first greenhouse test bed (greenhouse A) was 70 × 8.3 m of area and the inside volume was about
2146 m3. The other experiment greenhouse test bed (greenhouse B) had the dimensions of heating
areas of 25 × 6 m, and volume of 400 m3, which was relatively smaller to the first one. The thermal and
air conditioning environment of the greenhouses were controlled mainly with the side window and
skylight operation, and an auxiliary roof fan and hot air-based heating system, etc., was equipped,
as used for an original greenhouse. The hot water-based heating system was newly installed for this
experimental verification and somewhat different heat supplying configurations were adopted for each
test greenhouse in terms of hot water temperature management, which is to be mentioned briefly later.

Figures 1 and 2 show the view of both greenhouses and one can easily recognize the difference of
scales between each test greenhouse. The greenhouse for Case 1 is located in the coastal area of the
east sea with the values for longitude and latitude of 37◦50′56.2” N 128◦51′10.5” E and the annual
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average temperature was about 13.1 ◦C and the highest and lowest annual average temperature was
17.5 and 9.2 ◦C. The greenhouse for Case 2 is located in the central part of the Korean peninsula with
the values for longitude and latitude of 36◦34′19.1” N 127◦19′16.9” E. The annual average temperature
was 13 ◦C, but the highest and lowest one is 25.6 ◦C in August and –1 ◦C in January and the orientation
is shown in Figures 1 and 2, respectively. It is necessary to note that the experiment verification for
the former greenhouse was performed in real cultivating operation conditions, but the latter one was
done in test operating conditions. The strawberry was grown in the former greenhouse and the indoor
temperature is managed to be kept more or less 10 ◦C on average, not less than 4~5 ◦C in the worst case
during winter, to prevent abrupt deterioration of crop quality, not to mention of its productivity [35,36].
In the conventional heating system, a hot air-based heating system, automatic heating fan control,
and the on-and-off control algorithm had been in operation based on a sensor, which is located in the
center of the greenhouse. In the newly installed hot water-based heating system, the oil boiler-based
heat accumulator was installed so as to supply hot water via the main pipes of the supply and return
headers, for which the sub-pipe system was connected to each bed in order to enable the same inlet
temperature to be supplied to each bed, as shown in Figure 3, which is definitely beneficial to enhance
the degree of temperature uniformity inside the greenhouse, as compared to other possible variants of
pipe systems, for which one pipe system is connected to the accumulator directly without the headers,
experiencing temperature drop along the pipe as it is passes through several beds, resulting in a
different overall heat flux for each bed.

 

Figure 1. The view of experimental test greenhouse A (Case 1).

 
Figure 2. The view of experimental test greenhouse B (Case 2).

The mass flow rate into each sub-pipe system, from the header, was controlled by a large
pump to provide the same flow rate condition along with the same inlet temperature, denoted by
the simultaneous supply method, A2 in Table 1, and settled to be controlled proportional to the
temperature difference between the set point and the real-time monitored averaged temperature value
of the greenhouse. Along with the variable mass flow rate control, the hot water temperature of the heat
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accumulator is also managed to be varied according to the outdoor temperature change. The colder
the outdoor temperature, the higher the heat accumulator hot water temperature becomes.

At the design stage, of the heating pipe network inside of the greenhouse, it is important to
determine the proper size of the pipe to ensure enough surface area to cover the maximum heating load
(e.g., on the coldest day during winter) [37]. In this case, the size of pipe was set up as shown in Table 2,
with the aid of auxiliary calculation results by the greenhouse heat load simulator, securing 60,000 Kcal/h
heating capability to prevent crops from freezing during the experiment in winter. From the experiment,
it was shown that the simple substitution from a hot air-based heating system to a hot water-based
heating system, including the extra sub-pipe network, can lead to an outstanding enhancement of the
degree of uniformity inside of the greenhouse, which will be mentioned in detail later. In addition
to this control measure, an additional one, A3 in Table 1, for which each bed mass flow rate can be
controlled independently by adopting a solenoid valve, open and closed, at the inlet of the auxiliary
hot water supplying system in each bed. As one can conceive with ease, the thermal condition for
each bed is not in the same situation, for example, the bed located near the side wall is to be exposed
to more severe thermal conditions, by the infiltration of cold outdoor air and the thermal diffusion,
with a higher temperature gradient, near the greenhouse skin, than the bed in center. In that sense,
the same amount of hot water with the same inlet temperature for each bed, like A2 in Table 1, may not
be an optimal control measure from the view point of managing the degree of uniformity close to
a desired level, and more enhancement can be achieved by increasing the level of freedom for each
bed in supplying heat flux. In this second control measure of hot water supply in the greenhouse,
the on-and-off type of mass flow control to each bed, the execution of it is designed to be determined
by the information from the multiple sensor nodes, which is also newly installed in the test greenhouse.
In the experiment, the representative value for each bed, the averaged value calculated with several
sensing data near the bed, is calculated in each time step of control, by several minutes. Additionally,
the current level of temperature difference between the target and the representative value on each bed
is referred to in order to determine whether to open or close the solenoid valve, to supply more heat or
not, in each bed. This control measure, A3, with the aid of the multiple sensor nodes monitoring system
has been proven to be quite effective in enhancing the degree of uniformity inside of the greenhouse
against the counter measure A2.

Figure 3. Schematic diagram of hot water supply heating system for Case 1 (greenhouse A).

Figure 4 shows another pipe system configuration for experimental test greenhouse B in this study.
It is noted that three individual greenhouses are connected via the main hot water supply and return
pipe networks, for which a compact heat exchanger was installed to control the inlet temperature
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supplied to the hot water header for each building. The main test facility of the wireless multiple sensor
nodes system and the physical control one, such as a hydraulic proportional mass flow control valve,
was installed in greenhouse A, as shown in Figure 4. An additional control measure of a hydraulic
proportional mass flow control valve was adopted to seek an enhanced result of control precision, and,
as a consequence, the reactive time to reach to target point, not to mention of the degree of uniformity.
At the inlet point of the supply sub-pipe for each bed, a hydraulic proportional mass flow control
valve plays the role of controlling the rate of mass flow into each bed according to the monitored data
from multiple sensor nodes. It means that the heat release in each bed can be managed independently,
unlike the case of the former greenhouse, A2 and A3 in Table 1, in which the same mass flow rate is
induced simultaneously for each bed, with the same inlet temperature of hot water, or independently
for each bed (i.e., the mass flow variation is not applicable in A2 and A3). In real operating condition,
it is observed that the bed near the side wall of the greenhouse needs more heat flux to make the
local temperature of the bed the same with that of the bed in the center (i.e., securing the degree of
uniformity of the thermal environment). In other words, the same amount of heat flux in each bed,
as in the case of the former greenhouse experiment A2 and A3, might cause a heat imbalance again,
which would hinder the degree of uniformity from being enhanced above a certain level. Along with
this heat release independent control measure, with variable mass flow control for test greenhouse
(Case 2 B2, B3), the on-and-off control measure was tested too in test greenhouse B, B1, in order to
make an assessment on the effects of greenhouse scale on the adopted control measures, and it will
be described in detail in the following. In the case of B2, it had linear logic for opening heat supply
control valve. Logic will control the valve opening by a value between 4 and 20 mA with a gradient of
4. The temperature is adjusted with a deviation of ±2 ◦C from the set temperature. B3 has the same
control logic as B2, but B3 calculated the valve opening value with current temperature measured
data and the previous one. This averaging logic control of the values was a role for the valve in order
to prevent sudden changes. The specification of installed pump and proportional valve is given in
Table 3.

 

Figure 4. Schematic diagram of hot water supply heating system for Case 2.
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Table 1. Clarification of the variants of control measures for test cases.

Case 1 (Greenhouse A) Case 2 (Greenhouse B)

A1 Hot air B1 Hot water (pump on–off by bed)
A2 Hot water (simultaneous supply) B2 Hot water (valve con. 1, linear control)
A3 Hot water (pump on–off by bed) B3 Hot water (valve con. 2, two step avg. control)

Table 2. Sub-pipe specification of Case 1 and 2.

Case 1 Case 2

Pipe outer diameter and thickness 60.5/3.91 mm 42.7/3.58 mm
Total pipe length 70 m × 7 line ×2 supply and return = 980 m 23 m × 3 line × 2 supply and return = 138 m

Total area of heat radiation 186 m2 19 m2

Table 3. Specification of installed pump and proportional valve.

Item Specification

Pump
Wilo PBI-D 803 MA

AC 3 phase motor pump
1.85 kW, 6.9 A, 60 Hz, 220 V, 220 L/min

Proportional Valve
HSH–FLO DN32 2 Way SS304

DC 24 V, 15 W
Control signal: 4–20 mA (0–10 v/0–20 mA)

2.2. Specification for the Monitoring System of Multiple Sensor Nodes

Unlike the conventional multi-variable control of the greenhouse environment system, for which
the operating condition monitoring for the large volume of a greenhouse tends to be covered by a
sensor node, a multiple sensor nodes system is introduced in this study to overcome the drawback
of the current cost optimized system, in order to seek for a precise monitoring system [38] in which
the operating environment inside a greenhouse can be monitored more accurately, resulting in more
precise environment control measures becoming applicable, as introduced in this study. The conceptual
diagram for the multi-sensor nodes system adopted in this study is shown in Figure 5. From the view
point of precise thermal environment control, with which one can expect a significant enhancement crop
productivity and quality, a precise data monitoring system with multiple nodes, a sort of volumetric
data, could be said to be a prerequisite for accomplishing it. Although the additional cost for installing a
multiple sensor nodes system, instead of the previous cheap and simple monitoring system, might cause
an economic matter in terms of a proper pay-back period, the expected ripple effects of primary energy
saving, productivity increase, and quality enhancement, etc., by introducing precise control measures
supported by the volumetric data for thermal variables, is worth considering properly. As shown in
Figure 5, the sensor module can measure relative humidity with ±2% Relative humidity (RH) accuracy,
temperature range from −40 ◦C to 80 ◦C with ±0.1 ◦C accuracy and CO2 range from 400 to 2000 ppm
with ±50 ppm accuracy [39]. To ensure reliability, five random sensors were placed in a box and
temperature data were measured during every minute of a half hour. As shown in Figure 6, more than
86% of data is distributed in the 0.1 ◦C range from the average temperature. The precision of the
sensor can be regarded as being reliable enough for temperature measurement in the greenhouse.
As for the error analysis for the measurement data, it is assumed that the measurement data is within
the precision of the sensor provided by the manufacturer, and the data with abnormal behavior was
excluded in the analysis process.

A total of twenty sensor modules were installed for the experiment and the arrangement of the
sensor nodes inside of the test greenhouse were reshuffled and adapted for the experiment purpose.
For example, as shown in Figures 7 and 8, the sensor modules are arranged to cover the one sectional
area of the greenhouse to monitor the variation of the thermal variables in real-time, which was
applied in the experiment of test greenhouse A, or they are re-arranged in the longitudinal direction
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to investigate the variation in that direction, for test greenhouse B. In case of a test greenhouse A,
the whole control volume of the test building, about 2000 m3, is covered by a sensor node in the center
under the assumption that the thermal variables were in uniform condition or had a minor deviation
from the value of monitored data.

Figure 5. Schematic for greenhouse indoor environmental data collecting system.

 

Figure 6. Normal distribution of sensor data graph.

Figure 7. Twenty sensing points in one plane (temperature/humidity/CO2).

However, with the multiple sensor nodes system, it can be reduced up to 100 m3, a twentieth
of its original volume so as to substantially improve the level of preciseness for the control. Besides,
the multi-points information from the sensor nodes enables the newly proposed control measures or
algorithms to be realized successfully. Another benefit with the introduction of multiple sensor nodes
system, as in this study, is the reduced risk of malfunction of the thermal control system with the error
value from a sensor node, due to the breakdown of the sensor itself, or of data missing during the
communications, which is supposed to give rise to substantial damage in crop growth. More detailed
description of the monitoring or sensor system in terms of telecommunication aspects is omitted here
for the sake of simplicity. The time frequency for measuring the data can be adjusted according to
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the situation, by seconds, or by minutes, but in this study the measured data were collected every
10 min, as it was noticed that the thermal environments did not seriously vary within the scale of
several minutes.

Figure 8. Twenty sensing points in longitudinal direction (temperature/humidity/CO2).

3. Results and Discussion

3.1. Comparison of Thermal Environment by Heat Supplying Systems (Hot Air vs. Hot Water)

As for the thermal environment control, the representative independent variable for the greenhouse
was definitely the inner temperature, since the relative humidity was also a function of the temperature.
The qualitative behavior of the temperature and the humidity according to the heat supply systems
could be hypothesized to be similar, although the behavior of the humidity according to the thermal
condition variation inside of the greenhouse did not exactly match with that of temperature, due to
several aspects that should be considered further, such as different diffusivity, the effect of plant
respiration, etc. The effects of heat supply systems on other main variables, such as humidity or gas
concentrations, will be analyzed in a follow-up study later, thus the present analysis focused on the
temperature distribution and variation primarily.

Figure 9 shows the comparison of the profiles of the temperature with different heat supply
systems (i.e., hot air and hot water) in test greenhouse A. One can observe that quite different thermal
behaviors were created by the different heat supply systems during the night and the dawn, in that a
more comfortable thermal condition was provided by the hot water supply system, in contrast to the
hot air one, for which frequent oscillating patterns during the period appeared, and the temperature
difference was approximately 3~4 ◦C. It was evident that a large variation or disturbance of the thermal
variable can exert a bad influence on crop growth, which could eventually lead to a productivity
decrease and potentially lower the quality of the crop. The data for a hot air system was monitored for
another building of test greenhouse A, for which a sensor node was implemented in the center of the
greenhouse as usual. On the contrary, the data for a hot water-based heating system was monitored
from multiple sensor nodes, 20 sensor nodes in this case, and the data in Figure 9 denote the average
value of those data from multiple sensor nodes. For Case 1, experimentation was carried out on the
same day, and the average ambient air temperature was −5.8 ◦C, the highest and lowest temperature
was −9.5 and 0 ◦C, respectively. Average wind speed was 3.8 m/s. Average humidity of air was 36.9%,
as shown in Figure 10. The raw data of hot air- and hot water-based heating supply are shown in
Figure 11. For the case of hot air, the temperature changed drastically compared to the hot water system,
since the hot air blower frequently repeats the on-and-off operation. On the other hand, with the hot
water system, the fluctuation of it was not distinctively observed. However, the maximum temperature
gap between the data for different sensing positions was nearly 5 ◦C, which means that there is still
room for improvement in terms of the degree of uniformity by adopting additional measures, such as
a varying local heat flux for each bed.
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Figure 9. Temperature profiles of greenhouse A for different heat supply systems, A1 and A2 in Table 2.

Figure 10. The climatic data from the experimental day of Case 1. (a) Outdoor temperature; (b) Wind
speed; (c) Humidity of air; (d) Solar irradiation; (e) Wind direction.
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Figure 11. Raw temperature data of Case 1. (a) Hot air based system temperature; (b) Hot water based
system temperature.

In Figure 12, the temperature distribution on a specific plane of the greenhouses, in the center
position of the building, by the heat supplying systems is compared for the assessment of the degree of
uniformity. In the case of the conventional monitoring system with a sensor node in the center, it is
shown that the representative temperature of 11.2 ◦C and the maximum temperature difference in the
plane, with the lower right corner one of 17.4 ◦C and left corner one of 14.1 ◦C, is about 6 and 3 ◦C,
respectively. In contrast, the multi sensor node-based average temperature in the hot water system is
about 13.2 ◦C and the maximum temperature difference is estimated to be less than 1.33 ◦C at the lower
center of the plane, coinciding with the position of the heat source, and the heating pipe under a bed.
This certainly does have a variety of implications on greenhouse thermal condition management for
providing a more favorable environment that seeks a high productivity and quality of the crop. Firstly,
from the view point of securing a uniform crop quality, to enable increased profit on the market, the
large difference of thermal variability in a control volume, regardless of whether it is in the longitudinal
or widthwise direction, is certainly not a desired operating condition, thus it needs to be avoided
as far as possible. In that sense, the conventional, and widely installed and operated, hot air-based
heating system is, then, not the best, or optimal, heating solution at all for ensuring, or seeking, better
economic profits.

Figure 12. Temperature distribution of Case 1 (A1) and Case 1 (A2) (heating stage).

In Figure 13, the patterns of temperature change for different types of heating systems based
on the experiment data are shown as time passed. The hot air ejected from the successive hole on
the plastic vinyl tube in the longitudinal direction, which is located on both sides of the greenhouse,
is convected upward, mixing with the relatively lower temperature air in order to heat up the whole
volume of the greenhouse eventually. The hot air supply system has the benefit of a quick response
in relation to reaching the target temperature of the internal air of the greenhouse, but the area of a
high temperature spot is unavoidable due to the intrinsic feature of the forced convection-based heat
delivery mechanism. Additionally, when the hot air supply stops due to the signal that the center
temperature from a sensor has reached a set temperature, the heat flux into the greenhouse is not
sustained further any more by the stop of hot air supply, which means that the continuous heat loss via
the greenhouse skin and the infiltration of cold outdoor air via the gap make the inside temperature
drop rapidly again, as shown in Figure 9. In contrast, the natural convection, or somewhat radiative
heat transfer mechanism of a hot water-based heating system can provide a continuous or unwearying
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heating, which can be executed moderately, as compared to the forced convective mode of a hot air
system, via the large area of heat ejection pipe under the bed. Unlike the hot air-based heating system,
the hot water one can be said to be beneficial in that the hot water that remains inside of the heating
pipe can emit the heat continuously to compensate for the heat loss from a greenhouse, even after
the pump operation is stopped by the controller. Secondly, it can also be conceived that the current
thermal management control system, that relies on a single sensor node, can cause serious results
in terms of productivity or crop quality decrease and, more seriously, a substantial damage of the
whole cultivation due to disease by mold or bacteria, which can be initiated by condensation on a
product. For example, when the greenhouse is controlled by referring to only the sensor data of
a sole sensor node with the hot air system, the multi-variable control system cannot recognize the
observed large temperature difference in a target control volume—the building of a greenhouse—at
all (specifically during the night in winter), and thus does not take any action to alleviate the large
temperature difference under the assumption that the inside temperature is uniform or within the
range of minor differences. The possibility of this situation of danger can be significantly reduced with
the simple substitution of the heating system into a hot water-based heating system. For example,
in the ripening stage of thermal management for a strawberry, the temperature inside of a greenhouse
is desired to be in a chilled temperature range, around 5~7 ◦C, in order to secure higher sugar content;
the heating system is often not triggered until drops below 4 ◦C. It is expected that, in this case of
operation, the local temperature difference would become large, especially between the beds located in
the center and those by the side walls, so in a certain cold day of a winter, the crops in a side bed would
likely be suffering from being exposed to a cold air condition below 4 ◦C without being recognized
by a control system. If this type of exposure or condition occurs often or for a certain period of time,
it would surely lead to undesirable consequences (e.g., damage by diseases).

Figure 13. Temperature changes due to time variation in Case 1 (A1) and Case 1 (A2).

During the day, the thermal condition in the greenhouse can be highly asymmetric due to
the effects of solar irradiation. However, during the night, when the experiment was performed,
the non-uniformity due to the solar irradiation is greatly reduced. Moreover, since the windows are
almost closed during the experiment at night for heating, the effect of wind blowing outside of the
greenhouse is assumed to be marginal, even though a strong and continuous wind condition might
cause an asymmetric thermal condition inside a greenhouse. In this study, the experiment with sensors
in the longitudinal direction were configured to set all sensors located on one side of the greenhouse in
order to increase the measurement resolution, under the assumption that the effect due to wind is too
marginal to suppose a symmetric thermal condition. Figure 13 shows the symmetrical result, to some
extent, of temperature in the greenhouse during the heating experiment period, except for the values
for both side corners. However, it was considered that the level of asymmetry is not significant to
sacrifice the high resolution of data in the longitudinal direction by installing the sensors on both side.

From the analysis of the results of the experimental verification and the promoted understanding
of the different features of the heating systems with the volumetric data for the thermal variables, it can
be concluded that the introduction of a new concept of control variable, of a thermal condition for a
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greenhouse, might be beneficial in various aspects, such as productivity and quality enhancement,
or risk management to prevent disease outbreak preemptively, by providing a more uniform thermal
environment. In this study, the variable of the degree of uniformity of temperature is newly introduced
as a main control variable to a greenhouse, and the effects of the adopted heating systems or the counter
control measures on the variable is assessed as follows.

The degree of uniformity of the temperature inside of a greenhouse can be defined by the
following equation.

U =

(∑n
i=1

(Ti−Ta)
2

n

)
Ta

× 100, (1)

U denotes the degree of uniformity, Ti is a local temperature of a sensor at a certain measuring
point, and Ta is the average temperature of the whole measured points. The definition of the degree of
uniformity of the thermal variable, temperature in this case, means the degree of dispersion of the
temperature from the average value, and it is only available when the multiple sensor nodes-based
monitoring system is implemented to be able to provide lots of data in real-time. From the view
point of thermal environment control in the real field, this new concept of a thermal condition control
variable—the degree of uniformity—can bring about substantial benefits for several aspects that have
been described above. The estimation, or calculation, of the variable based on the monitored data
from lots of sensor nodes in real-time is to be done with ease and it can be estimated that an evolution
from a pointwise, one-dimensional control to a volumetric, three-dimensional control can be attained
with more precise control algorithms, which can be realized with this multiple sensor nodes platform,
in other words, more rigorous or precise real-time monitoring about the status of crop growth and more
precise control of thermal environment can be accomplished, with which a substantial improvement of
crop production and quality can also be pursued.

Figure 14 shows the comparison of the degree of uniformity according to different heating systems
and the control measures of hot water supply on the beds as in Table 1 (A1, A2, and A3). It represents
the values of the degree of uniformity in the longitudinal direction of a greenhouse, as shown in
Figure 8, and it is shown in Figure 14 that the degree of uniformity for a hot air-based heating system
is worse than the others as expected, and it can be substantially improved by the simple substitution
into a hot water system, about 80% decrease of its non-uniformity. The additional control measure of
independent heat supply by the bed can also improve another 10%, resulting in the value decrease of a
tenth. It is also interesting to note that the temperature difference in the longitudinal direction for a
typical winter day at night is more or less 3.0 ◦C, between the center and the end of the greenhouse,
in the conventional hot air-based heating system, on the other hand, within more or less 0.5 and 0.35
in case of the hot water-based heating system based on control measures of A2 and A3 as shown in
Table 4. This aspect of serious non-uniformity that is supposed to be prevailing in the current thermal
environment control system relying on a sensor node monitoring system has long been ignored or
overlooked implicitly, and there is substantial room for enhancement of greenhouse horticulture with
the adoption of this newly proposed concept of precise control measures based on volumetric sensing
data; however, the level of the improvement potential needs to be investigated further for a variety of
crops’ thermal environments, not to mention of the types of greenhouse and the scale, etc.

Table 4. Greenhouse temperature difference by location by the variants of control measures (Case 1).

Temperature Difference (◦C) Case 1 – A1 Case 1 – A2 Case 1 – A3

Front-Rear 0.22 0.52 0.53
Mid-Front 2.97 0.55 0.36
Mid-Rear 2.75 0.03 −0.17
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Figure 15 shows the comparison for the fuel consumption of the heating systems; hot air- and hot
water-based heating systems. The measurement of fuel consumption was performed for 11 days in a
typical winter period, which was from 21 December to 31 December 2017. The comparison shows
that the fuel consumption of A2 hot water-based heating decreased by about 30% compared to A1 hot
air-based heating.

Although the accurate measurement for the crop yield for the different buildings of a test
greenhouse with different heating systems was not performed, it was approximately estimated that
around a 30% crop yield increase was accomplished by providing a more stable thermal condition,
with the concept of qualitative control in the real crop cultivating condition of the test greenhouse A
(Case 1).

Figure 14. Comparison of the degree of uniformity by the variants of control measures (Case 1).

 

Figure 15. Comparison of the fuel consumption of Case 1 (A1 and A2).

3.2. Comparison of Thermal Environment by Variants of Control Measures (Hydraulic Mass Flow Control)

In the previous experiment for test greenhouse A, the concept of a new control variable with the
multiple sensor nodes system—the degree of uniformity—was introduced and the effects on it by the
heating systems and, further, the enhancement of the variable along with the additional mass flow
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rate control by a bed was verified experimentally. In this section, a new measure to be able to increase
the degree of freedom in controlling heat flux in each bed is proposed and its effects on the degree of
uniformity is assessed, and the experimental verification of it is described in detail. In comparison
with test greenhouse A, where the inlet temperature into the inner pipe network of the greenhouse
was determined from the operating status of a heat accumulator connected to the oil boiler, the inlet
temperature into each building of the test greenhouse B could be controlled with a more reliable
manner via the heat exchanger located in each building, in that the secondary loop of hot water was
decoupled from the main loop for which the heat accumulator was connected, as shown in Figure 4
(i.e., the inlet temperature into each building’s heat supply pipe could be adjusted and controlled with
relatively less variation compared to the test greenhouse A (Case 1). In addition to that, a hydraulic
proportional mass flow control valve is also adopted at the inlet of each bed of the building, by which
the mass flow rate into the heat emitting pipe for each bed can be adjusted in an appropriate manner,
in order to be able to control the amount of heat flux for each bed, as shown in Figure 16. Since the
drastic effects of the hot water-based heating system, compared to the hot air one, on the degree of
uniformity is quite straightforward, as proven in the previous experiment, it is not to be considered
hear any more. Instead, several control measures, as shown in Table 1, for improving the resolution
of uniformity, that can be adopted to the hot water-based heating system, was investigated for test
greenhouse B for the comparison of the performances. In this experimental verification for greenhouse
B, along with the previously mentioned control measure A3, two new control algorithms are applied
with the adoption of hydraulic proportional mass flow control valve. Furthermore, it differs in that
the opening rate of the valve is proportional to the temperature difference between the set value of
temperature, the target value for each bed, and the averaged value of temperature for each bed in
the case of B2. As for the case of B3, the opening rate of the valve is not determined with the data
for a current time step, and the opening rate of the valve for the previous step is also referred to in
determining the new value of the opening rate of the valve (i.e., the arithmetic mean value is finally
applied for the current step in this study even though more various weight average methods can be
considered, which might be studied in further study).

 

Figure 16. Images of the pump and valves installation for heating control in greenhouse B (Case 2).

Figure 17 shows the experimental test results of temperature profiles inside of test greenhouse
B according to the applied variants of control measures. The experiments were conducted for three
days, and the ambient air data are shown in Figure 18. In the results, at first it is observed that
the temperature profile over time is oscillating, to some extent, regardless of the applied measures,
which differs from that of it in the case of test greenhouse A. It is supposedly caused by the small heat
capacity of greenhouse B (i.e., a relatively large surface to volume ratio) due to the small-scale of the
greenhouse. The performance of each variants of control measures shows that B3 in Table 1 provided
the best temperature control feature, in that the deviation from the set temperature, 10 ◦C, is the
smallest, among the other variants, to be able to provide a more comfortable thermal environment to
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the crop. In contrast, the simple on-and-off pump control for each bed without regulating the rate of
mass flow, B1 in Table 1, tends not to be able to meet the target temperature, although the fluctuation is
smaller than the case with the variant of B2, linear mass flow rate control algorithm.

The measured temperature data of different control measures, B1–B3, for Case 2 are shown in
Figure 19. It is clearly observed that more stable thermal conditions can be managed with B3 control
algorithm, in that the temperature at various measured points remained within a range of ±0.5 ◦C (i.e.,
the degree of uniformity was highly improved), although the inflection point of temperature over time
was adversely increased due to the more rapid response for the temperature gradient variation.

The measurement data for the temperature variation in case of on-and-off pump control, B1,
and the variants using proportional valve control, B2 and B3, is given in Table 5. It can be highlighted
that the variant of B3, with referring to the data of the previous time step, induced more peaks but the
fluctuation from its mean value is half to that of simple on-and-off control, B1, and one third to that
of another variant of B2. From the result, it can be understood that the abrupt change of mass flow
rate into the heat ejection pipe is not favorable for securing a more comfortable thermal environment,
in terms of meeting the set value or the fluctuation, etc. In that sense, the adjusted control algorithm of
B3, with gradual change of hot water supply into the heat ejection pipe, can be hypothesized to be the
best or optimal control algorithm at present. However, more extensive or rigorous investigation for a
variety of test cases is certainly required in order to draw a general conclusion, and will be carried
out in further study. With regard to the enhancement of the degree of uniformity by the variants
of the control measures, it is summarized in Figure 20. As mentioned above, the value for the hot
air-based heating system is excluded for simplicity, and the comparison reveals that an unattractive
improvement of the degree of uniformity can be attained just by introducing hydraulic mass flow valve
control. Therefore, more elaborate control algorithms need to be adopted, as in the case of B3, where the
previous time step opening rate was also referred to in order to determine the current time step of the
rate having an effect, to aid an abrupt change of heat flux being avoided. The new control algorithm
of B3, referring to the previous value of the opening rate of the valve, is able to accomplish a certain
level of enhancement of the degree of uniformity inside the greenhouse, more or less 55% compared to
the value of B1 or B2. From the analysis of the experimental verifications, it can be concluded that B3
shows the best performance in terms of tracing the target temperature and providing a more favorable
thermal condition with a higher degree of uniformity.

Figure 17. Profiles of temperature variation by the variants of control measures (Case 2).
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Figure 18. The climatic data of the experimental day of Case 1. (a) Outdoor temperature; (b) Wind
speed; (c) Humidity of air; (d) Solar irradiation; (e) Wind direction.

Figure 19. Cont.
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Figure 19. Temperature measured data of different control measures of Case 2. (a) B1; (b) B2; (c) B3.

Table 5. Maximum and minimum temperature data by the variants of control measures (Case 2).

Case 2 – B1 Case 2 – B2 Case 2 – B3

Max.
Temp

Min.
Temp

Temp.
diff

Max.
Temp

Min.
Temp

Temp.
diff

Max.
Temp

Min.
Temp

Temp.
diff

1st 10.4 7.9 2.5 11.9 9.0 2.9 10.2 8.7 1.5
2nd 10.4 8.1 2.3 11.9 8.8 3.1 10.1 9.0 1.1
3rd 10.3 8.3 2.0 12.0 8.7 3.3 9.9 9.1 0.8
4th 10.4 8.1 2.3 12.0 8.7 3.3 10.0 9.2 0.8
5th 10.5 8.2 2.3 12.3 8.9 3.4 10.1 9.2 0.9
6th 10.3 8.8 1.5 10.1 9.2 0.9
7th 10.0 9.2 0.8
8th 10.2 9.1 1.1
9th 10.2 9.2 1.0

10th 10.1 9.2 0.9
11th 10.1 9.2 0.9
12th 10.0 9.3 0.7
Avg. 10.4 8.2 2.2 12.0 8.8 3.2 10.1 9.1 1.0

 
Figure 20. Comparison of the degree of uniformity by the variants of control measures (Case 2).

357



Energies 2019, 12, 1749

In Figure 21, the time variation of the degree of uniformity for two different control measures
(i.e., B1 and B3) is compared and it shows that the instantaneous difference of it can be larger than
that for the averaged value. It also implies that the newly proposed control variable—the degree of
uniformity—is quite adequate for securing a more comfortable thermal environment for greenhouse
horticulture, and it becomes more powerful when it is utilized as a real control variable in managing
the transient thermal operating conditions for which the support of volumetric thermal variables data
from a multiple sensor nodes system is positively necessary, as shown in this study.

 

Figure 21. Comparison of the variation for the degree of uniformity for the variants of control measures
of B1 and B3 (Case 2).

In order to make an assessment for the energy saving mechanism with the adoption of varying heat
flux control for each bed, a computational fluid dynamics (CFD) simulation has been performed using
commercial software of FLUENT, and the results are compared in Figures 22 and 23. The simulation
was conducted for the condition of the same amount of heat flux supply for both cases. It is worthy
to note that the total amount of heat supplied to a greenhouse is the same, but the thermodynamic
or fluid dynamic phenomena, including the degree of uniformity, are shown to be quite different
according to the variation of the local heat flux to each bed. As for the varying heat flux for each bed,
it was adjusted to be increasing as it approached the side walls. It is interesting to note that the varying
heat flux operating control can shorten the time to the reach target temperature inside a greenhouse,
as shown in Figure 23, by about 600 s, and the air flow pattern differs in that different heat flux controls
lead to a counter clockwise tumble flow pattern, with an additional clockwise one at the side wall.
On the other hand, for the case of the same heat flux control for each bed, a wide and single clockwise
tumble flow pattern is observed. From the comparison, it can be hypothesized that the temperature
non-uniformity is mainly caused by the chilled air due to the heat loss by cold outside air infiltration
at the side wall, which is convected into the central part of the greenhouse. However, when more
heat flux was imposed on the bed near the side wall, a kind of thermal barrier forms to prevent the
cold air from being penetrated easily into the central part. However, more rigorous CFD simulations
for a variety of operating conditions, including the three-dimensional effect, are highly desired to be
performed in further study.
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Figure 22. Temperature and air velocity distribution for the case of same heat flux for all beds.

 
Figure 23. Temperature and air velocity distribution for the case of varying heat flux for each bed.

4. Conclusions

In this study, the new concept of qualitative control variable, the degree of uniformity, is proposed
for seeking enhanced cultivating performance, being higher crop yield and better quality. A more
precise sensing or monitoring system with higher spatial resolution is introduced with the multiple
sensor nodes system based on a wireless sensor network, instead of the conventional monitoring
system with a sole sensor node to cover a large cultivating area, for which the proposed qualitative
control variable—the degree of uniformity—cannot be estimated appropriately.

It is found out that there is a big difference in the degree of uniformity by the different heating
systems—a hot air-based heating system and a hot water-based heating system—for the test cases
of a greenhouse. A simple substitution for a hot water-based heating system can make a significant
improvement to the degree of uniformity, more or less 80%, by providing more thermally stable
conditions with less temperature fluctuation. This improved level of uniformity with the hot
water-based heating system is due largely to the change of the dominant heat transfer mode, from the
forced convective heat transfer to the radiative or natural convective one, and the continuous supply
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of local heat flux by the hot water, that remains in the pipe even after the set temperature is achieved,
seems to contribute to form a thermally-stable condition to some extent. The additional counter
measure to control the local heat flux independently for each bed is able provide a supplementary
reduction of non-uniformity up to 90%, effectively, as compared to the equal heat flux for each bed.
It is worthy to note that this local heat flux control can be effectively executed only when the state of
local thermal condition—the degree of uniformity in this study—is informed properly by the multiple
sensor nodes system. Among the variants of counter measures of local heat flux variation for the hot
water-based heating system, the hydraulic proportional mass flow control valve, with two-step average
value, showed the best performance, with the additional reduction of its non-uniformity to half of
the level for other variants of local heat flux variation. It can be highlighted that it was also verified
that the thermally stable condition inside a greenhouse, with the concept of a qualitative variable and
corresponding control—the degree of uniformity—can also bring about the energy cost reduction
along with the crop yield improvement, about 30%, simultaneously, in this study. It means that the
provision of a more stable thermal condition (i.e., higher level of thermal uniformity) is quite crucial in
order to secure economic benefits in greenhouse horticulture, by attaining an enhanced crop yield and
reduced energy costs simultaneously.

In summary, the new concept of qualitative control variable—the degree of uniformity—is
proposed and its behavior and dynamic features according to the control of the variants of counter
measures in a greenhouse has been investigated experimentally with the auxiliary simulation approach,
using precise sensing data from a multiple sensor nodes system. The improved stable thermal
environment in a greenhouse is proven to be beneficial, in that one can attain both crop yield
improvement and energy cost reduction simultaneously, to be able to compensate for the initial
investment cost increase from installing a hot water-based heating pipe system and multiple sensors,
etc. In further study, the behavior and characteristics for other main control variables, such as a
humidity and CO2 concentration, is to be investigated, and the effects of this approach on real crop
yield improvement, including quality of the crop, will also be verified from a demonstration in real
cultivating conditions.
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