## S2

## symmetry

# Symmetry in Quantum Optics Models 

Edited by
Lucas Lamata
Printed Edition of the Special Issue Published in Symmetry

## Symmetry in Quantum Optics Models

## Symmetry in Quantum Optics Models

Special Issue Editor

Lucas Lamata

MDPI • Basel • Beijing • Wuhan • Barcelona • Belgrade

Special Issue Editor
Lucas Lamata
Universidad de Sevilla
Spain

Editorial Office
MDPI
St. Alban-Anlage 66
4052 Basel, Switzerland

This is a reprint of articles from the Special Issue published online in the open access journal Symmetry (ISSN 2073-8994) in 2019 (available at: https:/ /www.mdpi.com/journal/symmetry/special_issues/ Symmetry_Quantum_Optics_Models).

For citation purposes, cite each article independently as indicated on the article page online and as indicated below:

LastName, A.A.; LastName, B.B.; LastName, C.C. Article Title. Journal Name Year, Article Number, Page Range.
(C) 2019 by the authors. Articles in this book are Open Access and distributed under the Creative Commons Attribution (CC BY) license, which allows users to download, copy and build upon published articles, as long as the author and publisher are properly credited, which ensures maximum dissemination and a wider impact of our publications.
The book as a whole is distributed by MDPI under the terms and conditions of the Creative Commons license CC BY-NC-ND.

## Contents

About the Special Issue Editor ..... vii
Lucas Lamata
Symmetry in Quantum Optics Models
Reprinted from: Symmetry 2019, 11, 1310, doi:10.3390/sym11101310 ..... 1
Daniel Braak
Symmetries in the Quantum Rabi Model Reprinted from: Symmetry 2019, 11, 1259, doi:10.3390/sym11101259 ..... 3
Andreas Lubatsch and Regine Frank
Behavior of Floquet Topological Quantum States in Optically Driven Semiconductors Reprinted from: Symmetry 2019, 11, 1246, doi:10.3390/sym11101246 ..... 16
Ricardo Puebla, Giorgio Zicari, Iñigo Arrazola, Enrique Solano, Mauro Paternostro and Jorge Casanova
Spin-Boson Model as A Simulator of Non-Markovian Multiphoton Jaynes-Cummings Models Reprinted from: Symmetry 2019, 11, 695, doi:10.3390/sym11050695 ..... 32
Francisco A. Cárdenas-López, Guillermo Romero, Lucas Lamata, Enrique Solano and Juan Carlos Retamal
Parity-Assisted Generation of Nonclassical States of Light in Circuit Quantum Electrodynamics Reprinted from: Symmetry 2019, 11, 372, doi:10.3390/sym11030372 ..... 53
Jorge A. Anaya-Contreras, Arturo Zúñiga-Segundo and Héctor M. Moya-Cessa
Quasiprobability Distribution Functions from Fractional Fourier Transforms
Reprinted from: Symmetry 2019, 11, 344, doi:10.3390/sym11030344 ..... 73

## About the Special Issue Editor

Lucas Lamata (Prof.) is an Associate Professor of Theoretical Physics at Universidad de Sevilla, Spain, affiliated to the Department of Atomic, Molecular, and Nuclear Physics of the Faculty of Physics.

His research up to now has focused on quantum optics and quantum information, including pioneering proposals for quantum simulations of relativistic quantum mechanics, fermionic systems, and spin models, with trapped ions and superconducting circuits. He is also interested in new approaches to quantum simulation, as with his novel concept of embedding quantum simulators, and in the emulation of biological behaviors with quantum controllable systems, in the research line that he calls quantum biomimetics, developed at his previous position at the University of the Basque Country. He is also analyzing the possibility of combining artificial intelligence and machine learning protocols with quantum devices. He enjoys working with experimentalists and has made proposals and participated in 15 experiments in collaboration with up to 15 prominent experimental groups in quantum science, with trapped ions, electrons in Penning traps, superconducting circuits, quantum photonics, and nuclear magnetic resonance. Up to 16 of his theoretical proposals for implementations have been carried out in experiments by top-flight groups.

Before working in Sevilla, he was at Bilbao, in the QUTIS Group led by Prof. Enrique Solano, first as a Marie Curie postdoctoral fellow and subsequently in a Ramón y Cajal position and a Staff Scientist position. Before this, he was a Humboldt Fellow and a Max Planck postdoctoral fellow for three and a half years at the Max Planck Institute for Quantum Optics in Garching, Germany, working in Prof. Ignacio Cirac Group. Previously, he carried out his PhD at CSIC, Madrid, and Universidad Autónoma de Madrid (UAM), supervised by Prof. Juan León. His PhD thesis was awarded with the First Extraordinary Prize for a PhD in Physics in 2007 in UAM, out of more than 30 theses. He has more than 16 years of research experience in centers in Spain and Germany, having performed research as well with scientific collaborations in several one- or two-week stays in centers of all continents as Harvard University, ETH Zurich, University of California Berkeley, Google Santa Barbara, University of California Santa Barbara, Google LA, Shanghai University, Tsinghua University, Macquarie University, University of Bristol, Walther-Meissner Institut Garching, University of KwaZulu-Natal, IQOQI Innsbruck, and Universidad de Santiago de Chile, among others.

He has published and submitted about 100 articles in international refereed journals, including: 1 in Nature, 1 in Reviews of Modern Physics, 1 in Advances in Physics: X, 3 in Nature Communications, 2 in Physical Review X, 1 in APL Photonics, 2 in Advanced Quantum Technologies, 1 in Quantum Science and Technology, and 19 in Physical Review Letters, two of them as Editor's Suggestion. Overall, he has published 24 articles in Nature Publishing Group journals, 45 in American Physical Society journals, and 26 articles in first decile (D1) journals.

His H-index according to Google Scholar is 31, with more than 3500 citations. His i10 index is of 65 .

He is or has been PI/Co-PI of several European, USA, and Spanish national grants, serves in the editorial board of six prestigious scientific journals, and has been guest editor of three Special Issues for three different journals. He is also a reviewer for about 50 indexed scientific journals, including 10 journals with an Impact Factor larger than 8, according to 2018 SCI.

## Editorial

# Symmetry in Quantum Optics Models 

Lucas Lamata<br>Departamento de Física Atómica, Molecular y Nuclear, Universidad de Sevilla, Apartado 1065, 41080 Sevilla, Spain; lucas.lamata@gmail.com

Received: 16 October 2019; Accepted: 17 October 2019; Published: 18 October 2019

This editorial introduces the successful invited submissions [1-5] to a Special Issue of Symmetry on the subject area of "Symmetry in Quantum Optics Models".

Quantum optics techniques can be regarded as the physical background of quantum technologies. These techniques are most often enhanced by symmetry considerations, which can simplify calculations as well as offer new insight into the models.

This Special Issue includes the novel techniques and tools for Quantum Optics Models and Symmetry, such as:

- Quasiprobability distribution functions employing fractional Fourier transforms [1].
- Ultrastrong coupling regime combined with parity symmetry for the nonclassical state of light generation [2].
- Employment of quantum optics models as the spin-boson system for simulating another quantum optics platform, as non-Markovian multi-photon Jaynes-Cummings models [3].
- Floquet topological techniques for analyzing optically driven semiconductors [4].
- Symmetries of the quantum Rabi model for its analysis in all possible parameter regimes [5].

Response to our call had the following statistics:

- Submissions (5);
- Publications (5);
- Article types: Research Article (5).

Authors' geographical distribution (published papers) is:

- $\quad$ China (2)
- $\quad$ Spain (2)
- Germany (2)
- Mexico (1)
- UK (1)
- Chile (1)
- USA (1)

Published submissions are related to the aforementioned techniques and tools, and represent a selection of current topics in quantum optics models and their symmetries.

We found the edition and selections of papers for this book very inspiring and rewarding. We also thank the editorial staff and reviewers for their efforts and help during the process.
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#### Abstract

The quantum Rabi model is the simplest and most important theoretical description of light-matter interaction for all experimentally accessible coupling regimes. It can be solved exactly and is even integrable due to a discrete symmetry, the $\mathbb{Z}_{2}$ or parity symmetry. All qualitative properties of its spectrum, especially the differences to the Jaynes-Cummings model, which possesses a larger, continuous symmetry, can be understood in terms of the so-called " $G$-functions" whose zeroes yield the exact eigenvalues of the Rabi Hamiltonian. The special type of integrability appearing in systems with discrete degrees of freedom is responsible for the absence of Poissonian level statistics in the spectrum while its well-known "Juddian" solutions are a natural consequence of the structure of the G-functions. The poles of these functions are known in closed form, which allows drawing conclusions about the global spectrum.


Keywords: light-matter interaction; integrable systems; global spectrum

## 1. Introduction

The spectacular success of quantum optics [1] is based to a considerable extent on the fact that the light quanta do not interact among themselves. On the other hand, the interaction of quantized radiation with matter is quite complicated because even the simplest model, an atomic two-level system coupled to a single radiation mode via a dipole term, does not conserve the excitation number. This model, the quantum Rabi model (QRM) [2-4], is of central importance as basically all experimental observations in the field can be traced to a variant of it [5]. The QRM Hamiltonian reads

$$
\begin{equation*}
H_{R}=\omega a^{\dagger} a+g \sigma_{x}\left(a+a^{\dagger}\right)+\Delta \sigma_{z} \tag{1}
\end{equation*}
$$

Here, $a^{\dagger}$ and $a$ are the creation and annihilation operators of the bosonic mode and energy is measured in units of frequency $(\hbar=1) .2 \Delta$ denotes the energy splitting of the two-level system, which is coupled linearly to the electric field $\left(\sim\left(a+a^{\dagger}\right)\right)$ with interaction strength $g$. The QRM has just two degrees of freedom, one continuous (the radiation mode) and one discrete (the two-level system), described by Pauli matrices $\sigma_{z}, \sigma_{x}$. Even better known than the QRM is a famous approximation to it, the Jaynes-Cummings model (JCM),

$$
\begin{equation*}
H_{J C}=\omega a^{\dagger} a+g\left(\sigma^{+} a+\sigma^{-} a^{\dagger}\right)+\Delta \sigma_{z} \tag{2}
\end{equation*}
$$

with $\sigma^{ \pm}=\left(\sigma_{x} \pm i \sigma_{y}\right) / 2$. In this model, the "counter-rotating terms" $g\left(\sigma^{+} a^{\dagger}+\sigma^{-} a\right)$ are missing, so that it conserves the excitation number $\hat{C}=a^{\dagger} a+\sigma^{+} \sigma^{-}$and can be solved analytically in closed form [4]. The QRM, including these terms, was long considered to be unsolvable by analytical means and also non-integrable [6], until its exact solution was discovered [7].

The JCM provides very good agreement with experiments in atom optics where the dipole coupling strength is many orders of magnitude smaller than the mode frequency. Its characteristic feature manifests
itself for example in the vacuum Rabi splitting, observable if the coupling is larger than the cavity decay rates. This was achieved in an experiment from 1992 with a ratio $g / \omega=10^{-8}$ between dipole coupling and mode frequency [8]. Since then, there has been tremendous progress in the experimental techniques to enhance the coupling strength between light and matter within a wide range of different platforms, ranging from cavity quantum electrodynamics, using optical and microwave frequencies, to circuit QED, which implements the radiation mode in a transmission line, while the coupled two-level system is realized in various ways, e.g. via superconducting qubits or quantum dots, as excitonic or intersubband polaritons [9,10]. Within the last 27 years, the ratio $g / \omega$ has been raised by eight orders of magnitude, finally reaching the so-called deep strong coupling regime (DSC) [11], $g \sim \omega$ within a circuit QED framework [12].

For these coupling strengths, the JCM is no longer applicable and gives even qualitatively wrong results. Already for $0.1 \lesssim g / \omega \lesssim 0.3$, called the perturbative ultra-strong coupling regime (pUSC) [10], there are measurable deviations [13], although these can still be accounted for by the Bloch-Siegert Hamiltonian [14,15], a solvable extension of the JCM. For $g / \omega>0.3$, one enters the non-perturbative ultra-strong coupling regime (USC), where also the Bloch-Siegert Hamiltonian fails.

Part of the interest in the USC and DSC regimes originates in the natural identification of the two-level system with a qubit, the building block of quantum information theory [16]. The strong coupling between the qubit and light field allows for novel technologies such as nondestructive readout [17] and remote entanglement [18] besides the possibility to implement quantum error correcting codes [19]. However, the strong coupling regimes are also fascinating from the viewpoint of fundamental research, because the light-matter system behaves in unexpected and sometimes counter-intuitive ways: the vacuum state contains virtual photons [20] and in the DSC the Purcell effect disappears [21] while the standard collapse and revival dynamics of the two-level system becomes dominated by the mode frequency [11].

## 2. The Rotating-Wave Approximation and Its Symmetry

These developments have renewed the interest in the analytical understanding of the QRM beyond a brute-force diagonalization of the Hamiltonian in a truncated, finite-dimensional Hilbert space. To this end, several improvements of the rotating-wave approximation underlying the JCM have been proposed [22-24] which should be reliable even for strong coupling. However, all methods, while being quantitatively in reasonable agreement with the numerical diagonalization, deviate qualitatively from it by predicting degeneracies absent in the true spectrum of the QRM.

The JCM reproduces the exact spectrum with great accuracy almost up to the first level crossings (counted from the left of the spectral graph in Figure 1), which is a true crossing, actually the first Juddian solution [25]. However, the next crossings of the JCM which appear for $g \gtrsim 0.5$ (marked with small green circles in Figure 1) are avoided in the QRM. The reason is the much larger symmetry of the JCM compared to the QRM. Because $\left[H_{J C}, \hat{C}\right]=0$, each eigenstate of the JCM is also an eigenstate of $\hat{C}$ and labeled by corresponding eigenvalue $\lambda_{\hat{C}}=0,1,2, \ldots$ of $\hat{C}$. The eigenspace of $\hat{C}$ with fixed $\lambda_{\hat{C}}=n$ for $n \geq 1$ is two-dimensional while the ground state of the JCM (for sufficiently small $g$ ) is the unique state $\mid$ vac $\rangle=|0\rangle \otimes|\downarrow\rangle$ with $\lambda_{\hat{C}}=0$. In other words, the Hilbert space $\mathcal{H}=L^{2}[\mathbb{R}] \otimes \mathbb{C}^{2}$ decays into a direct sum of dynamically invariant subspaces

$$
\begin{equation*}
\mathcal{H}=|\mathrm{vac}\rangle \oplus \sum_{n=1}^{\infty} \mathcal{H}_{n} \tag{3}
\end{equation*}
$$

where each $\mathcal{H}_{n}$ is two-dimensional.


Figure 1. (Left) The QRM spectrum for $\omega=1, \Delta=0.7$ as function of the coupling constant $g$. Instead of the energy, the spectral parameter $x=E+g^{2}$ is displayed on the ordinate. States with negative (positive) parity are displayed in blue (red). Within the same parity subspace all level crossings are avoided (green circles). (Right) The Jaynes-Cummings-spectrum for the same parameters. In this case, corresponding states do cross due to the enhanced symmetry of the JCM (small green circles).

Thus, the eigenstates with $\lambda_{\hat{C}}>0$ can be labeled by two quantum numbers, the first gives the eigenvalue of $\hat{C}$, and the second takes just two values 0 and 1 , corresponding to the two states in $\mathcal{H}_{n}$, forming the so-called Jaynes-Cummings doublets. As the infinitely many subspaces are dynamically disconnected for all values of $g$, the energies $E_{n, j}$ and $E_{m, j^{\prime}}$ may become degenerate whenever $n \neq m$. The two crossings selected in Figure 1 are degeneracies between the JC-states $|1,1\rangle$ and $|3,0\rangle$ and between $|2,1\rangle$ and $|4,0\rangle$, respectively. In contrast to these degeneracies that are lifted by the counter-rotating terms, the crossings between the JC-states $|1,1\rangle$ and $|2,0\rangle$ are also present in the spectral graph of the QRM.

Because the algebra $\mathcal{A}=\left\langle\mathbb{1}, \hat{\mathrm{C}}, \hat{\mathrm{C}}^{2}, \ldots\right\rangle$ generated by $\hat{\mathrm{C}}$ is infinite dimensional, the operators

$$
\hat{U}(\phi)=\exp (i \phi \hat{C})=\sum_{n=0}^{\infty} \frac{(i \phi \hat{\mathrm{C}})^{n}}{n!}=e^{i \phi a^{\dagger} a} \otimes\left(\begin{array}{cc}
e^{i \phi} & 0  \tag{4}\\
0 & 1
\end{array}\right)
$$

are linearly independent for all $0 \leq \phi<2 \pi$. However, because the spectrum of $a^{\dagger} a$ is integer-valued, we have $\hat{U}(2 \pi)=\mathbb{1}$ and the $\hat{U}(\phi)$ form an infinite dimensional representation of the continuous compact group $U(1)$ in $\mathcal{H}$ with composition law $\hat{U}\left(\phi_{1}\right) \hat{U}\left(\phi_{2}\right)=\hat{U}\left(\phi_{1}+\phi_{2}\right)$. We have for any $\phi$ the relation $U^{\dagger}(\phi) H_{J C} U(\phi)=H_{J C}$, as

$$
\begin{equation*}
U^{\dagger}(\phi) a U(\phi)=e^{i \phi} a, \quad U^{\dagger}(\phi) a^{\dagger} U(\phi)=e^{-i \phi} a^{\dagger}, \quad U^{\dagger}(\phi) \sigma^{ \pm} U(\phi)=e^{\mp i \phi} \sigma^{ \pm}, \quad 0 \leq \phi<2 \pi \tag{5}
\end{equation*}
$$

This means that the "rotating" interaction term $a^{\dagger} \sigma^{-}+a \sigma^{+}$is invariant for the whole group but the "counter-rotating" term $a^{\dagger} \sigma^{+}+a \sigma^{-}$is invariant only for $\phi=\pi$. Indeed, the set $\{\mathbb{1}, \hat{U}(\pi)\}$ forms a discrete subgroup of $U(1)$. Because

$$
\begin{equation*}
\hat{U}(\pi)=-(-1)^{i a^{\dagger} a} \otimes \sigma_{z}=-\hat{P}, \quad \text { with } \quad \hat{P}^{2}=\mathbb{1}, \tag{6}
\end{equation*}
$$

it is the group with two elements $\{\mathbb{1}, \hat{P}\}=\mathbb{Z} / 2 \mathbb{Z} \equiv \mathbb{Z}_{2}$ (the sign of the "parity" operator $\hat{P}$ is chosen here to conform with the convention in [7]). The QRM is invariant under the finite group $\mathbb{Z}_{2}, \hat{P} H_{R} \hat{P}=H_{R}$.

The character group of $U(1)$ is $\mathbb{Z}$, therefore each one-dimensional irreducible representation of $U(1)$ is labeled by an integer $n \in \mathbb{Z}$. In the representation in Equation (4), the space $\mathcal{H}_{n}$ spanned by the vectors $|n-1\rangle \otimes|\uparrow\rangle$ and $|n\rangle \otimes|\downarrow\rangle$ for $n \geq 1$ is invariant and $\hat{U}(\phi)$ acts on it as $e^{i n \phi} \mathbb{1}_{2}$. Therefore, the decomposition
in Equation (3) corresponds to the irreducible representations of $U(1)$ in $\mathcal{H}$ for integers $n \geq 0$ and the spectral problem for the JCM reduces to the diagonalization of $2 \times 2$-matrices in the spaces $\mathcal{H}_{n}$ [4]. If one parameter of the model is varied, say the coupling $g$, the spaces $\mathcal{H}_{n}$ do not change, only the eigenvectors $|n, j\rangle \in \mathcal{H}_{n}, j=0,1$ and the eigenenergies $E_{n, j}$. The spectral graph as function of $g$ consists of infinitely many ladders with two rungs, intersecting in the $E / g$-plane as shown for $2 \Delta=\omega$ in Figure 2.


Figure 2. The JCM spectrum at resonance $2 \Delta=\omega=1$ as a function of $g$. Each color corresponds to an invariant subspace $\mathcal{H}_{n}$. The state $\mid$ vac $\rangle=|0\rangle \otimes|\downarrow\rangle$ spans the (trivial) irreducible representation of $U(1)$ with character 0 .

We find that the continuous symmetry of the JCM allows to classify the eigenstates according to infinitely many irreducible representations, thereby effectively eliminating the continuous (bosonic) degree of freedom, the radiation mode. The remaining discrete degree of freedom (the two-level system) has a two-dimensional Hilbert space and, after application of the $U(1)$-symmetry, the Hamiltonian acts non-trivially only in the two-dimensional $\mathcal{H}_{n}$. The JCM possesses an additional conserved quantity, $\hat{C}$, besides the Hamiltonian $H_{J C}$. As it has two degrees of freedom, it is therefore integrable according to the classical criterion by Liouville [26], because the number of phase-space functions (operators) in involution equals the number of degrees of freedom.

What about the QRM? We have $\left[\hat{P}, H_{R}\right]=0$, but the associated symmetry is discrete and has only two irreducible representations, corresponding to the eigenvalues $\lambda_{\hat{P}}= \pm 1$ of $\hat{P}$. It follows that the Hilbert space decomposes into the direct sum

$$
\begin{equation*}
\mathcal{H}=\mathcal{H}_{+} \oplus \mathcal{H}_{-} . \tag{7}
\end{equation*}
$$

Both $\mathcal{H}_{ \pm}$are infinite dimensional and the spectral problem appears as complicated as before. However, in each parity subspace (usually called parity chain [11]), the discrete degree of freedom has been eliminated and only the continuous degree of freedom remains. According to the standard reasoning, a conservative system with only one degree of freedom is integrable. From this point of view, advocated in [7], the QRM is integrable because the discrete $\mathbb{Z}_{2}$-symmetry has eliminated the discrete degree of freedom. This is only possible because the number of irreducible representations of $\mathbb{Z}_{2}$ matches precisely the dimension of the Hilbert space $\mathbb{C}^{2}$ of the two-level system. Other models with one continuous and one discrete degree of freedom such as the Dicke models with Hilbert space $L^{2}[\mathbb{R}] \otimes \mathbb{C}^{n}$ are not integrable according to this criterion, because their $\mathbb{Z}_{2}$-symmetry is not sufficient to reduce the model to a single continuous degree of freedom if $n>2$ [27]. On the other hand, the continuous symmetry introduced by the rotating-wave approximation is so strong that it renders the Dicke model integrable for all $n$ [28].

The criterion on quantum integrability proposed in [7] is especially suited to systems with a single continuous and several discrete degrees of freedom and states then that a system is quantum integrable if each eigenstate can be labeled uniquely by a set of quantum numbers $|\psi\rangle=\left|n ; m_{1}, m_{2}, \ldots\right\rangle$ where $0 \leq n<\infty$ corresponds to the continuous degree of freedom and the number of different tuples $\left\{m_{1}, m_{2}, \ldots\right\}$ equals the dimension $d$ of the Hilbert space belonging to the discrete degrees of freedom. This unique labeling allows then for degeneracies between states belonging to different tuples $\left\{m_{1}, m_{2}, \ldots\right\}$, which characterize the different decoupled subspaces $\mathcal{H}_{\left\{m_{1}, m_{2}, \ldots\right\}}$. Within the space $\mathcal{H}_{\left\{m_{1}, m_{2}, \ldots\right\}}$, which is infinite dimensional and isomorphic to $L^{2}[\mathbb{R}]$, the states are labeled with the single number $n$ and level crossings are usually avoided between states $\left|n ; m_{1}, m_{2}, \ldots\right\rangle$ and $\left|n^{\prime} ; m_{1}, m_{2}, \ldots\right\rangle$ if no continuous symmetry is present. This happens in the QRM, where the spectral graph is composed of two ladders each with infinitely many rungs (see Figure 1). The situation is in some sense dual to the JCM, where we have infinitely many intersecting ladders with two rungs. The stronger symmetry of the JCM renders it therefore superintegrable [29].

With a stronger symmetry, more degeneracies are to be expected. Especially going from a discrete to a continuous symmetry by applying the rotating-wave approximation inevitably introduces unphysical level crossings in the spectral graph. This applies especially to those methods which apply the rotating-wave approximation on top of unitary transformations such as the GRWA [22-24]. In Figure 3, it is seen that the spectral graph provided by the GRWA indeed reproduces correctly all level crossings of the QRM in the $E / g$-plane but exhibits unphysical level crossings in the $E / \Delta$-plane.



Figure 3. (Left) The QRM spectrum (blue) and the approximation by the GRWA (green) as function of $g$ for $\Delta=0.7$. The GRWA reproduces the qualitative properties of the spectral graph also for large coupling. (Right) The QRM and GRWA spectra as function of $\Delta$ for $g=0.25$. The blue (red) level lines correspond to negative (positive) parity in the QRM. In this case, the GRWA shows level crossings (small black circles) where the QRM has none (black circles) because there are no degeneracies for fixed parity. All apparent degeneracies of the QRM within the same parity chain are narrow avoided crossings.

## 3. Integrability of Systems with Less Than Two Continuous Degrees of Freedom

The notion of integrability in quantum systems is still controversial [30] and based mainly either on the Bethe ansatz [31] or on the statistical criterion by Berry and Tabor [32]. While it was demonstrated by Amico et al. [6] and Batchelor and Zhou [33] that the QRM is not amenable to the Bethe ansatz, its level statistics deviate markedly from the Poissonian form for the average distance $\Delta E=E_{n+1}-E_{n}$ between energy levels. According to Berry and Tabor [32], the distribution of $\Delta E$ in a quantum integrable system should read $P(\Delta E) \sim \exp (-\Delta E /\langle\Delta E\rangle)$, where $\langle\Delta E\rangle$ is the average level distance in a given energy
window. This distribution is not present in the QRM [34], whose level distances are shown in Figure 4 up to $n \sim 5000$.


Figure 4. The distribution of level distances $\Delta E=E_{n+1}-E_{n}$ of the QRM for positive parity as function of the level number $n$. Parameters are $\omega=1, g=\Delta=5$. A clear deviation from the exponential law predicted in [32] is visible.

Due to this deviation from the expected behavior for integrable systems and likewise from the Wigner surmise [35], it was unclear whether the QRM belongs to the integrable or chaotic systems [34]. If the QRM is integrable as argued above, why does the Berry-Tabor criterion not apply? The reason lies in the fact that this criterion has been derived for classically integrable systems with $N$ continuous degrees of freedom, which can be quantized with the Bohr-Sommerfeld method. In this case the energy eigenvalues are labeled by $N$ integers $n_{j}$. The classical Hamiltonian can be written as an in general non-linear function of $N$ action variables $I_{1}, \ldots, I_{N}, H=f\left(I_{1}, \ldots, I_{N}\right)$. Then the quantized energies read

$$
\begin{equation*}
E_{n_{1}, \ldots, n_{N}}=f\left(\hbar\left(n_{1}+\alpha_{1} / 4\right), \ldots, \hbar\left(n_{N}+\alpha_{N} / 4\right)\right)=\tilde{f}\left(n_{1}, \ldots, n_{N}\right) \tag{8}
\end{equation*}
$$

where the $\alpha_{j}$ are Maslov indices. The level distance distribution follows then from the statistics of vectors $\left(n_{1}, \ldots, n_{N}\right)$ with integer entries belonging to the energy shell $E \leq \tilde{f}\left(n_{1}, \ldots, n_{N}\right) \leq E+\delta E$. This is shown for $N=2$ in Figure 5.

Berry and Tabor showed that the occurrences of the $\left(n_{1}, \ldots, n_{N}\right)$ in the shell $[E, E+\delta E]$ are essentially uncorrelated provided $\tilde{f}\left(n_{1} ; \ldots, n_{N}\right)$ is a non-linear function of its arguments and $N \geq 2$. $\tilde{f}$ is linear for linearly coupled harmonic oscillators [32] and in this case the level statistics is not Poissonian. The criterion applies thus only to systems with at least two continuous degrees of freedom. If one of the degrees of freedom is discrete, the corresponding action variable takes only finitely many values. This has the same effect as a linear $\tilde{f}$. A deviation from Poissonian statistics would therefore be expected even if the QRM would be the quantum limit of a classically integrable system. However, this is not the case. The weak symmetry of the QRM may have a counterpart in the classical limit but then it would not suffice to make the classical model (which must have at least two continuous degrees of freedom) integrable. The QRM is integrable only as a genuine quantum model. The Hilbert space of the quantum degree of freedom must not be larger than two-otherwise the model becomes non-integrable similar to the Dicke model [27].

Figure 6 shows on the left the spectral graph of the Dicke model for three qubits (which is also exactly solvable by the method described in the next section) with Hamiltonian

$$
\begin{equation*}
H_{D}=a^{\dagger} a+2 g\left(a+a^{\dagger}\right) \hat{J}_{z}+2 \Delta \hat{J}_{x} \tag{9}
\end{equation*}
$$

where $\hat{J}_{z}$ an $\hat{J}_{x}$ are generators of $S U(2)$ in the spin- $\frac{3}{2}$ representation. The QRM spectrum is depicted on the right. It is apparent that most of the regular features of the Rabi spectrum are absent in the Dicke spectrum, although it has the same $\mathbb{Z}_{2}$-symmetry.



Figure 5. (Left) The energy shell $[E, E+\delta E]$ (red lines) contains the integer-valued vectors ( $n_{1}, n_{2}$ ) (blue crosses) belonging to the quantization of the action variables $I_{1}=\hbar\left(n_{1}+\alpha_{1} / 4\right)$ and $I_{2}=\hbar\left(n_{2}+\alpha_{2} / 4\right)$. The distance of adjacent energies $\tilde{f}\left(n_{1}, n_{2}\right)-\tilde{f}\left(n_{1}^{\prime}, n_{2}^{\prime}\right)$ is statistically unrelated for large quantum numbers if $\tilde{f}$ is non-linear. (Right) If the second action variable $I_{2}$ can take only two values as would be the case for a discrete degree of freedom with $\operatorname{dim} \mathcal{H}=2$, the average level distance is the same as for linear $\tilde{f}$ and Poisson statistics does not apply.


Figure 6. (Left) The Dicke spectrum for spin $3 / 2$ and $\Delta=0.7$ as function of $g$. The spectral parameter is $x=E+g^{2} / 3$, making the "baselines of the first kind" [27] horizontal while the baselines of the second kind are given as dashed lines. (Right) The QRM spectrum at $\Delta=0.7$ for comparison $\left(x=E+g^{2}\right)$. All level crossings are located on the horizontal baselines with $x=$ const.

## 4. The Global Spectrum of the QRM

As shown in Figure 6, the spectral graph of the QRM has an intriguingly simple structure. The level lines cross only for different parity on the so-called "baselines" with $x=n$ for $n=1,2, \ldots$. Moreover, the degenerate states are quasi-exact solutions whose wave function can be expressed through
polynomials [25]. These features can be explained in a unified way by the properties of the spectral determinant or $G$-function of the QRM, $G_{ \pm}(x)$, whose zeroes give the exact eigenvalues of the Hamiltonian in each parity chain [7]. The G-function of the QRM is given as the following function $(\omega=1)$,

$$
\begin{equation*}
G_{ \pm}(x ; g, \Delta)=\sum_{n=0}^{\infty} K_{n}(x)\left[1 \mp \frac{\Delta}{x-n}\right] g^{n} \tag{10}
\end{equation*}
$$

where the $K_{n}(x)$ are defined recursively,

$$
\begin{equation*}
n K_{n}=f_{n-1}(x) K_{n-1}-K_{n-2} \tag{11}
\end{equation*}
$$

with

$$
\begin{equation*}
f_{n}(x)=2 g+\frac{1}{2 g}\left(n-x+\frac{\Delta^{2}}{x-n}\right) \tag{12}
\end{equation*}
$$

and initial condition $K_{0}=1, K_{1}(x)=f_{0}(x)$. Note that $G_{-}(x ; g, \Delta)=G_{+}(x ; g,-\Delta)$. The $G$-functions can be written in terms of confluent Heun functions [36], namely

$$
\begin{equation*}
G_{ \pm}(x)=\left(1 \mp \frac{\Delta}{x}\right) H_{c}(\alpha, \gamma, \delta, p, \sigma ; 1 / 2)-\frac{1}{2 x} H_{c}^{\prime}(\alpha, \gamma, \delta, p, \sigma ; 1 / 2) \tag{13}
\end{equation*}
$$

where $H_{c}^{\prime}(\alpha, \gamma, \delta, p, \sigma ; z)$ denotes the derivative of $H_{c}(\alpha, \gamma, \delta, p, \sigma ; z)$ with respect to $z$. The parameters are given as [37],

$$
\begin{aligned}
& \alpha=-x, \quad \gamma=1-x, \quad \delta=-x \\
& p=-g^{2}, \quad \sigma=x\left(4 g^{2}-x\right)+\Delta^{2}
\end{aligned}
$$

From Equations (11) and (12) one may deduce that $G_{ \pm}(x)$ has simple poles at $x=0,1,2, \ldots$ and therefore its zeroes are usually not located at integers but pinched between the poles. $G_{ \pm}(x ; g, \Delta)$ can be written as

$$
\begin{equation*}
G_{ \pm}(x ; g, \Delta)=\tilde{G}_{ \pm}(x ; g, \Delta)+\sum_{n=0}^{\infty} \frac{h_{n}^{ \pm}(\Delta, g)}{x-n} \tag{14}
\end{equation*}
$$

where $\tilde{G}_{ \pm}(x ; g, \Delta)$ is analytic in $x$ and $\tilde{G}_{ \pm}(x ; g, \Delta) \approx e^{2 g^{2}} 2^{-x}$ for small $\Delta$. The coefficients $h_{n}^{ \pm}(\Delta, g)$ vanish for $\Delta=0$. Indeed, the sign of $h_{n}^{ \pm}$determines whether the zero of $G_{ \pm}(x)$ in the vicinity of $x=n$ is located to the right or to the left of $n$ in the two adjacent intervals $n-1<x<n$ and $n<x<n+1$. This leads to the following conjecture about the distribution of zeroes of $G_{ \pm}(x)$ :

Conjecture 1. The number of zeros in each interval $[n, n+1], n \in \mathbb{N}_{0}$ is restricted to be 0,1 , or 2 . Moreover, an interval $[n, n+1]$ with two roots of $G_{ \pm}(x)=0$ can only be adjacent to an interval with one or zero roots; in the same way, an empty interval can never be adjacent to another empty interval.

Figure 7 shows on the left $G_{+}(x)$ for $g=0.4$ and $\Delta=1$ together with the analytic approximation for $\Delta=0$. The G-conjecture appears to be valid for arbitrary $\Delta$ as is shown on the right of Figure 7.


Figure 7. (Left) $G_{+}(x)$ and its entire approximation $G_{+}(x ; 0.4,0)$ for $\Delta=1$. (Right) $G_{+}(x)$ for $\Delta=1$ (blue), 2 (red), 4 (green) and 7 (orange).

The G-conjecture has not yet been proven in general, although it is possible to prove it for small $\Delta$, which, however, is equivalent with perturbation theory in the operator $\sigma_{z}$, the natural bounded perturbation of the QRM, in contrast to the unbounded coupling operator $\sigma_{x}\left(a+a^{\dagger}\right)$. Preliminary steps in the direction of a general proof are given in [38].

Assuming the G-conjecture to be valid also for generalizations of the QRM showing the "spectral collapse" phenomenon [39] allows deriving the continuous spectrum the collapse point [40], where numerical methods fail due to the proliferation of low-lying eigenstates.

The $G$-functions are derived by using the analyticity properties of the eigenfunctions in the Bargmann space, which also explains the degenerate spectrum (the Juddian solutions) in a natural way simply by doing a Frobenius analysis of the relevant differential equations in the complex domain [7]. Let $H_{+}$denote $H_{R}$ restricted to the subspace with positive parity. In the Bargmann representation, the Schrödinger equation $\left(H_{+}-E\right) \psi(z)=0$ is equivalent to a linear but non-local differential equation in the complex domain,

$$
\begin{equation*}
z \frac{\mathrm{~d}}{\mathrm{~d} z} \psi(z)+g\left(\frac{\mathrm{~d}}{\mathrm{~d} z}+z\right) \psi(z)=E \psi(z)-\Delta \psi(-z) \tag{15}
\end{equation*}
$$

With the definition $\psi(z)=\phi_{1}(z)$ and $\psi(-z)=\phi_{2}(z)$, we obtain the coupled local system,

$$
\begin{align*}
& (z+g) \frac{\mathrm{d}}{\mathrm{~d} z} \phi_{1}(z)+(g z-E) \phi_{1}(z)+\Delta \phi_{2}(z)=0  \tag{16}\\
& (z-g) \frac{\mathrm{d}}{\mathrm{~d} z} \phi_{2}(z)-(g z+E) \phi_{2}(z)+\Delta \phi_{1}(z)=0 \tag{17}
\end{align*}
$$

This system has two regular singular points at $z= \pm g$ and an (unramified) irregular singular point of s-rank two at $z=\infty$ [36]. With $x=E+g^{2}$, the Frobenius exponents of $\phi_{1}(z)$ at the regular singular point $g(-g)$ are $\{0,1+x\}(\{0, x\})$, while for $\phi_{2}(z)$ the exponents at $g(-g)$ are $\{0, x\}(\{0,1+x\})$ [41]. The eigenfunctions have to be analytic in all of $\mathbb{C}$, therefore the spectrum of $H_{+}$separates naturally in a regular part with $x \notin \mathbb{N}_{0}$ and the exceptional part with $x \in \mathbb{N}_{0}$ [7]. For general values of $g$, $\Delta$, the exceptional part is empty and all eigenstates are regular.

For $x \notin \mathbb{N}_{0}$, one of the two linearly independent solutions for $\phi_{1}(z)$ is not admissible. That means that $\phi_{1}(z)$ will in general develop a branchpoint with exponent $1+x$ at $z=g$ even if it is analytic with exponent 0 at $z=-g \cdot G_{+}(x)$ vanishes at those $x$ for which both $\phi_{1}(z)$ and $\phi_{2}(z)$ have exponent 0 at $g$ and
$-g$, rendering $\psi(z)$ analytic. To find the exceptional spectrum, we define $y=z+g, \phi_{1,2}=e^{-g y+g^{2}} \bar{\phi}_{1,2}$. Then,

$$
\begin{align*}
y \frac{\mathrm{~d}}{\mathrm{~d} y} \bar{\phi}_{1} & =x \bar{\phi}_{1}-\Delta \bar{\phi}_{2}  \tag{18}\\
(y-2 g) \frac{\mathrm{d}}{\mathrm{~d} y} \bar{\phi}_{2} & =\left(x-4 g^{2}+2 g y\right) \bar{\phi}_{2}-\Delta \bar{\phi}_{1} \tag{19}
\end{align*}
$$

A Frobenius solution with exponent 0 at $y=0$ may be written as $\bar{\phi}_{2}(y)=\sum_{n=0}^{\infty} K_{n}(x) y^{n}$. Then, the integration of Equation (18) yields

$$
\begin{equation*}
\bar{\phi}_{1}(y)=c y^{x}-\Delta \sum_{n=0}^{\infty} K_{n}(x) \frac{y^{n}}{n-x} \tag{20}
\end{equation*}
$$

If $x \notin \mathbb{N}_{0}, c$ must be zero. This determines $\bar{\phi}_{1}(z)$ uniquely in terms of $\bar{\phi}_{2}(z)$ and the $K_{n}$ are thus given by the recurrence in Equation (11), leading to the regular spectrum.

Now, let us assume $x=n \in \mathbb{N}_{0}$. In this case, a solution for $\bar{\phi}_{2}(y)$ analytic at $y=0$ may be written as $\bar{\phi}_{2}(y)=\sum_{m=n+1}^{\infty} K_{m}(x) y^{m}$ because $x+1>0$ [41]. In this case, the $c$ in (20) need not to be zero, the $K_{m}$ satisfy still the recurrence in Equation (11), but with initial condition $K_{n}=0, K_{n+1}=(n+1)^{-1} c \Delta /(2 g)$ depending on c. $\bar{\phi}_{1}(y)$ reads then

$$
\begin{equation*}
\bar{\phi}_{1}(y)=c y^{n}-\Delta \sum_{m=n+1}^{\infty} K_{m} \frac{y^{m}}{m-n} \tag{21}
\end{equation*}
$$

Because $c$ multiplies both $\bar{\phi}_{1}$ and $\bar{\phi}_{2}$, it may be set to $2 g(n+1) / \Delta$. The solution will have parity $\sigma \in\{1,-1\}$ and be analytic in all of $\mathbb{C}$, if the $G$-function

$$
\begin{equation*}
G_{\sigma}^{(n)}(g, \Delta)=-\sigma \frac{2(n+1)}{\Delta}+\sum_{m=1}^{\infty} K_{n+m}\left(1+\sigma \frac{\Delta}{m}\right) g^{m-1} \tag{22}
\end{equation*}
$$

vanishes for parameters $g, \Delta$. One sees immediately that $G_{+}^{(n)}=G_{-}^{(n)}=0$ entails $\bar{\phi}_{1}(z+g)=\bar{\phi}_{2}(z+g) \equiv 0$, thus this state is non-degenerate if it exists. States of this type comprise the non-degenerate exceptional spectrum [42] and are characterized by a lifting of the pole of $G_{+}(x)$ (resp. $G_{-}(x)$ ) at $x=n$ for special values of $g, \Delta$, satisfying $G_{ \pm}^{(n)}(g, \Delta)=0$. The exceptional $G$-functions in Equation (22) are given in terms of absolutely convergent series expansions as the regular $G$-functions in Equation (10). The other possible Frobenius solution at $y=0, \bar{\phi}_{2}(y)=\sum_{m=0}^{\infty} K_{m} y^{m}$, leads to

$$
\begin{equation*}
\bar{\phi}_{1}(y)=c y^{n}-\Delta \sum_{m \neq n}^{\infty} K_{m} \frac{y^{m}}{m-n}-\Delta K_{n} y^{n} \ln (y) \tag{23}
\end{equation*}
$$

where the $K_{m}$ for $m \leq n$ are determined with the same recurrence as above and initial conditions $K_{-1}=0$, $K_{0}=1$, which fixes the overall factor of the wavefunction. This solution is only independent from the first and admissible if $n \geq 1$ and $K_{n}(n)=0$. If so, the $K_{m}$ for $m \geq n+1$ are computed recursively via Equation (11) with initial conditions $K_{n}=0, K_{n+1}=(n+1)^{-1}\left[c \Delta /(2 g)-K_{n-1}\right]$. Parity symmetry determines now the constant $c(\sigma)$,

$$
\begin{equation*}
\sum_{m \neq n}^{\infty} K_{m}\left(1+\sigma \frac{\Delta}{m-n}\right) g^{m}-c(\sigma) g^{n}=0 \tag{24}
\end{equation*}
$$

Equation (24) imposes no additional constraint on $g, \Delta$ besides $K_{n}(n)=0$, which is therefore sufficient for the presence of a doubly degenerate solution with $x=n$. Because $n \geq 1$, this type of degenerate solution cannot occur for $x=0$, whereas non-degenerate solutions with $x=0$ are possible.

For the choice $c=2 g K_{n-1} / \Delta$, one of the degenerate solutions reads

$$
\begin{align*}
& \bar{\phi}_{2}(y)=\sum_{m=0}^{n-1} K_{m} y^{n} \\
& \bar{\phi}_{1}(y)=\Delta \sum_{m=0}^{n-1} K_{m} \frac{y^{m}}{n-m}+\frac{2 g K_{n-1}}{\Delta} y^{n} . \tag{25}
\end{align*}
$$

The $\bar{\phi}_{j}(y)$ are polynomials in $y$, therefore Equation (25) is a quasi-exact solution with polynomial wave function, apart from the factor $e^{-g z}$ multiplying $\bar{\phi}_{1,2}$ in $\phi_{1,2}$. This quasi-exact solution is not a parity eigenstate but a linear combination of them. The parity eigenstates are in turn a linear combination of Equation (25) and states having the form of non-degenerate exceptional solutions. It is clear that the possibility of quasi-exact solutions in the QRM depends on the fact that the coefficients of the Frobenius solutions are determined by a three-term recurrence relation (Equation (11)). Otherwise, the single free integration constant $c$ would not suffice to break off the series expansions for $\bar{\phi}_{1,2}$ at finite order. This is the reason a quasi-exact spectrum does not exist in the isotropic Dicke model [27] but is possible in the anisotropic Dicke models, where more parameters can be adjusted to eliminate the higher orders in expansions given by recurrence relations with more than three terms [43].

## 5. Conclusions

The quantum Rabi model is the most simple theoretical description of the interaction between light and matter at strong coupling. Despite its simplicity, its spectrum displays many interesting and unusual features such as two-fold degeneracies confined to baselines, the almost equally spaced distribution of eigenvalues along the real axis and the quasi-exact spectrum. All these peculiarities can be traced back to the integrability of the quantum Rabi model, i.e. the fact that the Hilbert space of the discrete degree of freedom is two-dimensional and therefore equals the number of irreducible representations of its symmetry group, $\mathbb{Z}_{2}$. This symmetry also causes the qualitative deviations of the Rabi spectrum from the Jaynes-Cummings spectrum, although they coincide almost perfectly for small coupling. The Jaynes-Cummings model possesses a much larger continuous $U(1)$-symmetry and therefore many more level crossings in the spectral graph. Any approximation of the QRM which employs a kind of rotating-wave approximation introduces automatically this $U(1)$-symmetry and the concomitant unphysical level crossings, even if they do not occur in certain parameter ranges to which these approximations are thus confined.

Funding: This research received no external funding.
Acknowledgments: I wish to thank Michael Dzierzawa for providing Figure 4.
Conflicts of Interest: The author declares no conflict of interest.

## References

1. Cohen-Tannoudji, C.; Dupont-Roc, J.; Grynberg, G. Atom-Photon Interactions: Basic Processes and Applications; Wiley-VCH: Hamburg, Germany, 1992.
2. Rabi, I.I. On the Process of Space Quantization. Phys. Rev. 1936, 49, 324-328. [CrossRef]
3. Rabi, I.I. Space Quantization in a Gyrating Magnetic Field. Phys. Rev. 1937, 51, 652-654. [CrossRef]
4. Jaynes, E.T.; Cummings, F.W. Comparison of quantum and semiclassical radiation theories with application to the beam maser. Proc. IEEE 1963, 51, 89-109. [CrossRef]
5. Allen, L.; Eberly, J.H. Optical Resonance and Two-Level Atoms; Wiley: New York, NY, USA, 1987.
6. Amico, L.; Frahm, H.; Osterloh, A.; Ribeiro, G.A.P. Integrable spin-boson models descending from rational six-vertex models. Nucl. Phys. B 2007, 787, 283-300. [CrossRef]
7. Braak, D. Integrability of the Rabi Model. Phys. Rev. Lett. 2011, 107, 100401. [CrossRef]
8. Thompson, R.J.; Rempe, G.; Kimble, H.J. Observation of normal-mode splitting for an atom in an optical cavity. Phys. Rev. Lett. 1992, 68, 1132-1135. [CrossRef] [PubMed]
9. Symonds, C.; Bonnand, C.; Plenet, J.C.; Bréhier, A.; Parashkov, R.; Lauret, J.S.; Deleporte, E.; Bellessa, J. Particularities of surface plasmon-exciton strong coupling with large Rabi splitting. New J. Phys. 2008, 10, 065017. [CrossRef]
10. Forn-Díaz, P.; Lamata, L.; Rico, E.; Kono, J.; Solano, E. Ultrastrong coupling regimes of light-matter interaction. Rev. Mod. Phys. 2019, 91, 025005. [CrossRef]
11. Casanova, J.; Romero, G.; Lizuain, I.; García-Ripoll, J.J.; Solano, E. Deep Strong Coupling Regime of the Jaynes-Cummings Model. Phys. Rev. Lett. 2010, 105, 263603. [CrossRef]
12. Yoshihara, F.; Fuse, T.; Ashhab, S.; Kakuyanagi, K.; Saito, S.; Semba, K. Superconducting qubit-oscillator circuit beyond the ultrastrong-coupling regime. Nat. Phys. 2017, 13, 44-47. [CrossRef]
13. Niemczyk, T.; Deppe, F.; Huebl, H.; Menzel, E.P.; Hocke, F.; Schwarz, M.J.; Garcia-Ripoll, J.J.; Zueco, D.; Hümmer, T.; Solano, E.; et al Circuit quantum electrodynamics in the ultrastrong-coupling regime. Nat. Phys. 2010, 6, 772-776. [CrossRef]
14. Bloch, F.; Siegert, A. Magnetic Resonance for Nonrotating Fields. Phys. Rev. 1940, 57, 522-527. [CrossRef]
15. Klimov, A.B.; Chumakov, S.M. A Group-Theoretical Approach to Quantum Optics: Models of Atom-Field Interactions; John Wiley \& Sons: Weinheim, Germany, 2009.
16. Nielsen, M.A.; Chuang, I.L.; Chuang, I.L. Quantum Computation and Quantum Information; Cambridge University Press: Cambridge, UK, 2000.
17. Schuster, D.I.; Wallraff, A.; Blais, A.; Frunzio, L.; Huang, R.S.; Majer, J.; Girvin, S.M.; Schoelkopf, R.J. ac Stark Shift and Dephasing of a Superconducting Qubit Strongly Coupled to a Cavity Field. Phys. Rev. Lett. 2005, 94, 123602. [CrossRef] [PubMed]
18. Felicetti, S.; Sanz, M.; Lamata, L.; Romero, G.; Johansson, G.; Delsing, P.; Solano, E. Dynamical Casimir Effect Entangles Artificial Atoms. Phys. Rev. Lett. 2014, 113, 093602. [CrossRef] [PubMed]
19. Córcoles, A.D.; Magesan, E.; Srinivasan, S.J.; Cross, A.W.; Steffen, M.; Gambetta, J.M.; Chow, J.M. Demonstration of a quantum error detection code using a square lattice of four superconducting qubits. Nat. Commun. 2015, 6, 6979. [CrossRef] [PubMed]
20. Ciuti, C.; Bastard, G.; Carusotto, I. Quantum vacuum properties of the intersubband cavity polariton field. Phys. Rev. B 2005, 72, 115303. [CrossRef]
21. De Liberato, S. Light-Matter Decoupling in the Deep Strong Coupling Regime: The Breakdown of the Purcell Effect. Phys. Rev. Lett. 2014, 112, 016401. [CrossRef] [PubMed]
22. Feranchuk, I.D.; Komarov, L.I.; Ulyanenkov, A.P. Two-level system in a one-mode quantum field: Numerical solution on the basis of the operator method. J. Phys. A Math. Gen. 1996, 29, 4035-4047. [CrossRef]
23. Irish, E.K. Generalized Rotating-Wave Approximation for Arbitrarily Large Coupling. Phys. Rev. Lett. 2007, 99, 173601. [CrossRef]
24. Gan, C.J.; Zheng, H. Dynamics of a two-level system coupled to a quantum oscillator: Transformed rotating-wave approximation. Eur. Phys. J.D 2010, 59, 473-478. [CrossRef]
25. Judd, B.R. Exact solutions to a class of Jahn-Teller systems. J. Phys. C Solid State Phys. 1979, 12, 1685-1692. [CrossRef]
26. Arnol'd, V.I. Mathematical Methods of Classical Mechanics, 2nd ed.; Graduate Texts in Mathematics; Springer: New York, NY, USA, 1989.
27. Braak, D. Solution of the Dicke model forN= 3. J. Phys. B At. Mol. Opt. Phys. 2013, 46, 224007. [CrossRef]
28. Tavis, M.; Cummings, F.W. Exact Solution for an \$N\$-Molecule—Radiation-Field Hamiltonian. Phys. Rev. 1968, 170, 379-384. [CrossRef]
29. Miller, W.; Post, S.; Winternitz, P. Classical and quantum superintegrability with applications. J. Phys. A Math. Theor. 2013, 46, 423001. [CrossRef]
30. Caux, J.S.; Mossel, J. Remarks on the notion of quantum integrability. J. Stat. Mech. 2011, 2011, P02023. [CrossRef]
31. Eckle, H.P. Models of Quantum Matter: A First Course on Integrability and the Bethe Ansatz; Oxford University Press: Oxford, UK, 2019.
32. Berry, M.V.; Tabor, M. Level clustering in the regular spectrum. Proc. R. Soc. Lond. Math. Phys. Sci. 1977, 356, 375-394. [CrossRef]
33. Batchelor, M.T.; Zhou, H.Q. Integrability versus exact solvability in the quantum Rabi and Dicke models. Phys. Rev. A 2015, 91, 053808. [CrossRef]
34. Kuś, M. Statistical Properties of the Spectrum of the Two-Level System. Phys. Rev. Lett. 1985, 54, 1343-1345. [CrossRef] [PubMed]
35. Mehta, M.L. Random Matrices; Elsevier: London, UK, 2004.
36. Slavyanov, S.Y.; Lay, W. Special Functions: A Unified Theory Based on Singularities; Oxford University Press: Oxford, UK, 2000.
37. Zhong, H.; Xie, Q.; Batchelor, M.T.; Lee, C. Analytical eigenstates for the quantum Rabi model. J. Phys. A Math. Theor. 2013, 46, 415302. [CrossRef]
38. Sugiyama, S. Spectral Zeta Functions for the Quantum Rabi Models. Nagoya Math. J. 2016, 1-47. [CrossRef]
39. Felicetti, S.; Rossatto, D.Z.; Rico, E.; Solano, E.; Forn-Díaz, P. Two-photon quantum Rabi model with superconducting circuits. Phys. Rev. A 2018, 97. [CrossRef]
40. Duan, L.; Xie, Y.F.; Braak, D.; Chen, Q.H. Two-photon Rabi model: Analytic solutions and spectral collapse. J. Phys. A Math. Theor. 2016, 49, 464002. [CrossRef]
41. Ince, E.L. Ordinary Differential Equations; Dover: Gand County, UK, 2012.
42. Maciejewski, A.J.; Przybylska, M.; Stachowiak, T. Full spectrum of the Rabi model. Phys. Lett. A 2014, 378, 16-20. [CrossRef]
43. Peng, J.; Zheng, C.; Guo, G.; Guo, X.; Zhang, X.; Deng, C.; Ju, G.; Ren, Z.; Lamata, L.; Solano, E. Dark-like states for the multi-qubit and multi-photon Rabi models. J. Phys. A Math. Theor. 2017, 50, 174003. [CrossRef]
(C) 2019 by the author. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http:/ / creativecommons.org/licenses/by/4.0/).

## Article

# Behavior of Floquet Topological Quantum States in Optically Driven Semiconductors 

Andreas Lubatsch ${ }^{1, \dagger}$ and Regine Frank ${ }^{2,3, *, \dagger}$<br>1 University of Applied Sciences Nürnberg Georg Simon Ohm, Keßlerplatz 12, 90489 Nürnberg, Germany; lubatsch@th.physik.uni-bonn.de<br>2 Bell Labs, 600 Mountain Avenue, Murray Hill, NJ 07974-0636, USA<br>3 Serin Physics Laboratory, Department of Physics and Astronomy, Rutgers University, 136 Frelinghuysen Road, Piscataway, NJ 08854-8019, USA<br>* Correspondence: regine.frank@rutgers.edu or regine.frank@googlemail.com<br>$\dagger$ These authors contributed equally to this work.

Received: 22 July 2019; Accepted: 18 September 2019; Published: 4 October 2019


#### Abstract

Spatially uniform optical excitations can induce Floquet topological band structures within insulators which can develop similar or equal characteristics as are known from three-dimensional topological insulators. We derive in this article theoretically the development of Floquet topological quantum states for electromagnetically driven semiconductor bulk matter and we present results for the lifetime of these states and their occupation in the non-equilibrium. The direct physical impact of the mathematical precision of the Floquet-Keldysh theory is evident when we solve the driven system of a generalized Hubbard model with our framework of dynamical mean field theory (DMFT) in the non-equilibrium for a case of ZnO . The physical consequences of the topological non-equilibrium effects in our results for correlated systems are explained with their impact on optoelectronic applications.
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## 1. Introduction

Topological phases of matter [1-3] have captured our fascination over the past decades, revealing properties in the sense of robust edge modes and exotic non-Abelian excitations [4,5]. Potential applications of periodically driven quantum systems [6] are conceivable in the subjects of semiconductor spintronics [7] up to topological quantum computation [8] as well as topological lasers [9,10] in optics and random lasers [11]. Already topological insulators in solid-state devices such as $\mathrm{HgTe} / \mathrm{CdTe}$ quantum wells [12,13], as well as topological Dirac insulators such as $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ and $\mathrm{Bi}_{2} \mathrm{Sn}_{3}$ [14-16] were groundbreaking discoveries in the search for the unique properties of topological phases and their technological applications.

In non-equilibrium systems, it has been shown that time-periodic perturbations can induce topological properties in conventional insulators [17-20] which are trivial in equilibrium otherwise. Floquet topological insulators include a very broad range of physical solid state and atomic realizations, driven at resonance or off-resonance. These systems can display metallic conduction, which is enabled by quasi-stationary states at the edges [17,21,22]. Their band structure may have the form of a


Figure 1. ZnO structure (ab-plane). (a) non-centrosymmetric, hexagonal, wurtzite configuration; (b) centrosymmetric, cubic, rocksalt configuration (Rochelle salt) [30-32]. The rocksalt configuration is distinguished by a tunable gap from 1.8 eV up to 6.1 eV , a gap value of 2.45 eV is typical for the monocrystal rocksalt configuration without oxygen vacancies [33,34]. As such, the rocksalt configuration could be suited for higher harmonics generation under non-equilibrium topological excitation [35,36].

Dirac cone in three-dimensional systems [23,24], and Floquet Majorana fermions [25] have been conceptionally developed. Graphene and Floquet fractional Chern insulators have been recently investigated [26-28].

In this article, we show that Floquet topological quantum states can evolve in correlated electronic systems of driven semi-conductors in the non-equilibrium. We investigate ZnO bulk matter in the centrosymmetric, cubic rocksalt configuration, see Figure 1. The non-equilibrium is in this sense defined by the intense external electromagnetic driving field, which induces topologically dressed electronic states and the evolution of dynamical gaps, see Figure 2. These procedures are expected to be observable in pump-probe experiments on time scales below the thermalization time. We show that the expansion into Floquet modes [29], see Figure 3, is leading to results of direct physical impact in the sense of modeling the coupling of a classical electromagnetic external driving field to the correlated quantum many body system. Our results derived by Dynamical Mean Field Theory (DMFT) in the non-equilibrium provide novel insights in topologically induced phase transitions of driven otherwise conventional three-dimensional semiconductor bulk matter and insulators.

## 2. Quantum Many Body Theory for Correlated Electrons in the Non-Equilibrium

We consider in this work the wide gap semiconductor bulk to be driven by a strong periodic-in-time external field in the optical range which yields higher-order photon absorption processes. The electronic dynamics of the photo-excitation processes, see Figure 2, is theoretically modelled by a generalized, driven, Hubbard Hamiltonian, see Equation (1). The system is solved with a Keldysh formalism including the electron-photon interaction in the sense of the coupling of the classical electromagnetic field to the electronic dipole and thus to the electronic hopping. This yields an additional kinetic contribution. We solve the system by the implementation of a dynamical mean field theory (DMFT), see Figure 4, with a generalized iterative perturbation theory solver (IPT), see Figure 5. The full interacting Hamiltonian, Equation (1), is introduced as follows:

$$
\begin{align*}
H= & \sum_{i, \sigma} \varepsilon_{i} c_{i, \sigma}^{\dagger} c_{i, \sigma}+\frac{U}{2} \sum_{i, \sigma} c_{i, \sigma}^{\dagger} c_{i, \sigma} c_{i,-\sigma}^{\dagger} c_{i,-\sigma} \\
& -t \sum_{\langle i j\rangle, \sigma} c_{i, \sigma}^{\dagger} c_{j, \sigma}  \tag{1}\\
& +i \vec{d} \cdot \vec{E}_{0} \cos \left(\Omega_{L} \tau\right) \sum_{<i j>, \sigma}\left(c_{i, \sigma}^{\dagger} c_{j, \sigma}-c_{j, \sigma}^{\dagger} c_{i, \sigma}\right) .
\end{align*}
$$



Figure 2. Insulator to metal transition caused by photo-excitation. (a) schematic split of energy bands due to the local Coulomb interaction $U$. The gap is determined symmetrically to the Fermi edge $E_{F}$; (b) the periodic in time driving yields an additional hopping contribution $T(\tau)$ of electrons on the lattice (black) and the renormalization of the local potential, $E(\tau)$, as a quasi-energy. Colors of the lattice potential represent the external driving in time.


Figure 3. Schematic representation of the Floquet Green's function and the Floquet matrix in terms of absorption and emission of external energy quanta $\hbar \Omega . G_{00}^{\alpha \beta}(\omega)$ represents the sum of all balanced contributions; $G_{02}^{\alpha \beta}(\omega)$ describes the net absorption of two photons. $\alpha, \beta$ are the Keldysh indices.

In our notation, see Equation (1), $c^{\dagger},(c)$ are the creator (annihilator) of an electron. The subscripts $i, j$ indicate the site, $\langle i, j\rangle$ implies the sum over nearest neighboring sites.

The term $\frac{U}{2} \sum_{i, \sigma} c_{i, \sigma}^{\dagger} c_{i, \sigma} c_{i,-\sigma}^{\dagger} c_{i,-\sigma}$ results from the repulsive onsite Coulomb interaction $U$ between electrons with opposite spins. The third term $-t \sum_{\langle i j\rangle, c_{i, \sigma}} c_{i, \sigma}^{\dagger} c_{j, \sigma}$ describes the standard hopping processes of electrons with the amplitude $t$ between nearest neighboring sites. Those contributions form the standard Hubbard model, which is generalized for our purposes in what follows. The first term $\sum_{i, \sigma} \varepsilon_{i} c_{i, \sigma}^{\dagger} c_{i, \sigma}$ generalizes the Hubbard model with respect to the onsite energy, see Figure 2. The electronic on-site energy is noted as $\varepsilon_{i}$. The external time-dependent electromagnetic driving is described in terms of the field $\vec{E}_{0}$ with laser frequency $\Omega_{L}, \tau$, which couples to the electronic dipole $\hat{d}$ with strength $|\mathbf{d}|$. The expression $i \vec{d} \cdot \vec{E}_{0} \cos \left(\Omega_{L} \tau\right) \sum_{<i j>, \sigma}\left(c_{i, \sigma}^{\dagger} c_{j, \sigma}-c_{j, \sigma}^{\dagger} c_{i, \sigma}\right)$ describes the renormalization of the standard electronic hopping processes, as one possible contribution $T(\tau)$ in Figure 2, due to external influences.

### 2.1. Floquet States: Coupling of a Classical Driving Field to a Quantum Dynamical System

By introducing the explicit time dependency of the external field, we solve the generalized Hubbard Hamiltonian, see Equation (1). It yields Green's functions which depend on two separate time arguments which are Fourier transformed to frequency coordinates. These frequencies are chosen as the relative and the center-of-mass frequency $[38,39]$ and we introduce an expansion into Floquet modes

$$
\begin{align*}
G_{m n}^{\alpha \beta}(\omega) & =\int \mathrm{d} \tau_{1}^{\alpha} \mathrm{d} \tau_{2}^{\beta} e^{-i \Omega_{L}\left(m \tau_{1}^{\alpha}-n \tau_{2}^{\beta}\right)} e^{i \omega\left(\tau_{1}^{\alpha}-\tau_{2}^{\beta}\right)} G\left(\tau_{1}^{\alpha}, \tau_{2}^{\beta}\right) \\
& \equiv G^{\alpha \beta}\left(\omega-m \Omega_{L}, \omega-n \Omega_{L}\right) \tag{2}
\end{align*}
$$



Figure 4. Schematic representation of non-equilibrium dynamical mean field theory. (a) the semiconductor behaves in the here considered regime as an insulator: Optical excitations by an external electromagnetic field with the energy $\hbar \Omega$ yield additional hopping processes. These processes are mapped onto the interaction with the single site on the background of the surrounding lattice bath in addition to the regular kinetic processes and in addition to on-site Coulomb repulsion; (b) DMFT idea: The integration over all lattice sites leads to an effective theory including non-equilibrium excitations. The bath consists of all single sites and the approach is thus self-consistent. The driven electronic system may in principal couple to a surface-resonance or an edge state. The coupling to these states can be enhanced by the external excitation.

In general, Floquet [29] states are analogues to Bloch states. Whereas Bloch states are due to the periodicity of the potential in space, the spatial topology, the Floquet states represent the temporal topology in the sense of the temporal periodicity [35,38-46]. The Floquet expansion is introduced in Figure 3 as a direct graphic representation of what is described in Equation (2). The Floquet modes are labelled by the indices $(m, n)$, whereas $(\alpha, \beta)$ refer to the branch of the Keldysh contour $( \pm)$ and the respective time argument. The physical consequence of the Floquet expansion, however, is noteworthy, since it can be understood as the quantized absorption and emission of energy $\hbar \Omega_{L}$ by the driven quantum many body system out of and into the classical external driving field.

In the case of uncorrelated electrons, $U=0$, the Hamiltonian can be solved analytically and the retarded component of the Green's function $G_{m n}(k, \omega)$ reads

$$
\begin{equation*}
G_{m n}^{R}(k, \omega)=\sum_{\rho} \frac{J_{\rho-m}\left(A_{0} \tilde{\epsilon}_{k}\right) J_{\rho-n}\left(A_{0} \tilde{\epsilon}_{k}\right)}{\omega-\rho \Omega_{L}-\epsilon_{k}+i 0^{+}} \tag{3}
\end{equation*}
$$

Here, $\tilde{\epsilon}_{k}$ is the dispersion relation induced by the external driving field. $\tilde{\epsilon}_{k}$ is to be distinguished from the lattice dispersion $\epsilon$. $J_{n}$ are the cylindrical Bessel functions of integer order, $A_{0}=\vec{d} \cdot \vec{E}_{0}, \Omega_{L}$ is the external laser frequency. The retarded Green's function for the optically excited band electron is eventually given by

$$
\begin{equation*}
G_{\mathrm{Lb}}^{R}(k, \omega)=\sum_{m, n} G_{m n}^{R}(k, \omega) \tag{4}
\end{equation*}
$$

### 2.2. Dynamical Mean Field Theory in the Non-Equilibrium

The generalized Hubbard model for the correlated system, $U \neq 0$, in the non-equilibrium, Equation (1), is numerically solved by a single-site Dynamical Mean Field Theory (DMFT) [37,46-59]. The expansion into Floquet modes with the proper Keldysh description models the external time dependent classical driving field, see Section 2.1, and couples it to the quantum many body system. We numerically solve the Floquet-Keldysh DMFT [37,46] with a second order iterative perturbation theory (IPT), where the the local self-energy $\Sigma^{\alpha \beta}$ is derived by four bubble diagrams; see Figure 5 .

The Green's function for the interaction of the laser with the band electron $G_{\mathrm{Lb}}^{R}(k, \omega)$, Equation (4), is characterized by the wave vector $k$, where $k$ describes the periodicity of the lattice. It depends on the electronic frequency $\omega$ and the external driving frequency $\Omega_{L}$, see Equation (2), captured in the Floquet indices $(m, n)$. The DMFT self-consistency relation assumes the form of a matrix equation of non-equilibrium Green's functions, which is of dimension $2 \times 2$ in regular Keldysh space and of dimension $n \times n$ in Floquet space. The numerical algorithm is efficient and stable also for all values of the Coulomb interaction $U$.

In previous work [37,46,56], we considered an additional kinetic energy contribution due to a lattice vibration. Here, we take into account a coupling of the microscopic electronic dipole moment to an external electromagnetic field $[38,39]$ for a correlated system. We introduce the quantum-mechanical expression for the electronic dipole operator $\hat{d}$, see the last term r.h.s. Equation (1), and this coupling reads as $i \vec{d} \cdot \vec{E}_{0} \cos \left(\Omega_{L} \tau\right) \sum_{<i j>, \sigma}\left(c_{i, \sigma}^{\dagger} c_{j, \sigma}-c_{j, \sigma}^{\dagger} c_{i, \sigma}\right)$. This kinetic contribution is conceptually different from the generic kinetic hopping of the third term of Equation (1). The coupling $\hat{d} \cdot \vec{E}_{0} \cos \left(\Omega_{L} \tau\right)$ generates a factor $\Omega_{L}$ that cancels the $1 / \Omega_{L}$ in the renormalized cylindrical Bessel function in Equation (7) of Ref. [37] in the Coulomb gauge, $\vec{E}(\tau)=-\frac{\partial}{\partial \tau} \vec{A}(\tau)$ that is written in Fourier space as $\vec{E}\left(\Omega_{L}\right)=i \Omega_{L} \cdot \vec{A}\left(\Omega_{L}\right)$. The Floquet sum, which is a consistency check, is discussed in Section 3.3.

It has been shown by Ref. [49] that the coupling of an electromagnetic field modulation to the onsite electronic density $n_{i}=c_{i, \sigma}^{\dagger} c_{i, \sigma}$ in the unlimited three-dimensional translationally invariant system alone can be gauged away. This type of coupling can be absorbed in an overall shift of the local potential while no additional dispersion is reflecting any additional functional dynamics of the system. Therefore, such a system [26,60] will not show any topological effects as a topological insulator or a Chern insulator. In contrast, the coupling of the external electromagnetic field modulation to the dipole moment of the charges, and thus to the hopping term, see Equation (1), as a kinetic energy of the fermions, cannot be gauged away and is causing the development of topological states in the three-dimensional unlimited systems. A boundary as such is no necessary requirement. Line 3 of Equation (1) formally represents the electromagnetically induced kinetic contribution

$$
\begin{equation*}
i \vec{d} \cdot \vec{E}_{0} \cos \left(\Omega_{L} \tau\right) \sum_{<i j>, \sigma}\left(c_{i, \sigma}^{\dagger} c_{j, \sigma}-c_{j, \sigma}^{\dagger} c_{i, \sigma}\right)=e \sum_{\vec{r}} \hat{j}_{i n d}(\vec{r}) \cdot \vec{A}(\vec{r}, \tau), \tag{5}
\end{equation*}
$$

which is the kinetic contribution of the photo-induced charge current in-space dependent with $\vec{r}$

$$
\begin{equation*}
\vec{j}_{\text {ind }}(\vec{r})_{\delta}=-\frac{t}{i} \sum_{\sigma}\left(c_{\vec{r}, \sigma}^{\dagger} c_{\vec{r}+\delta, \sigma}-c_{\vec{r}+\delta, \sigma}^{\dagger} c_{\vec{r}, \sigma}\right) . \tag{6}
\end{equation*}
$$

The temporal modulation of the classical external electrical field in the (111) direction always causes a temporally modulated magnetic field contribution $\vec{B}(\vec{r}, \tau)=\nabla \times \vec{A}(\vec{r}, \tau)$ with $\vec{B}\left(\vec{r}, \Omega_{L}\right)$ in Fourier space, as a consequence of Maxwell's equations. In the following, we derive the non-equilibrium local density of states (LDOS) which comes along with the dynamical life-time of non-equilibrium states as an inverse of the imaginary part of the self-energy $\tau \sim 1 / \Im \Sigma^{R}$. A time reversal procedure induced by an external field will never be able to revise the non-equilibrium effect. The photon-electron coupling and thus the absorption will be modified and overall profoundly differing material characteristics are created. Conductivity and polarization of excited matter in the non-equilibrium are preventing any time-reversal processes in the sense of closing the Floquet fan again in this regime. The initial electromagnetic field thus causes a break of the time-reversal symmetry, and the current leads to the acquisition of a non-zero Berry flux. A Wannier-Stark type ladder [61] is created, which can be characterized by its Berry phase [62] as a Chern or a winding number or the $\mathbb{Z}_{2}$ invariants in three dimensions respectively [63].


Figure 5. Local self-energy $\Sigma^{\alpha \beta}$ within the iterated perturbation theory (IPT). The IPT as a second order diagrammatic solver with respect to the electron electron interaction $U$ is here generalized to non-equilibrium, $\pm$ indicates the branch of the Keldysh contour. The solid lines represent the bath in the sense of the Weiss-field $\mathcal{G}^{\alpha \beta}$; see Ref. [37].

## 3. Floquet Spectra of Driven Semiconductors

From the numerically computed components of the Green's function, we define [37] the local density of states (LDOS), $N\left(\omega, \Omega_{L}\right)$, where momentum is integrated out and Floquet indices are summed

$$
\begin{equation*}
N\left(\omega, \Omega_{L}\right)=-\frac{1}{\pi} \sum_{m n} \int \mathrm{~d}^{3} k \operatorname{Im} G_{m n}^{R}\left(\mathbf{k}, \omega, \Omega_{L}\right) \tag{7}
\end{equation*}
$$

In combination with the lifetime as the inverse of the imaginary part of the self-energy, $\tau \sim 1 / \Im \Sigma^{R}$, and the non-equilibrium distribution function

$$
\begin{equation*}
F^{n e q}\left(\omega, \Omega_{L}\right)=\frac{1}{2}\left(1+\frac{1}{2 i} \frac{\sum_{m} G_{0 m}^{\text {Keld }}\left(\omega, \Omega_{L}\right)}{\sum_{n} \operatorname{Im} G_{0 n}^{A}\left(\omega, \Omega_{L}\right)}\right), \tag{8}
\end{equation*}
$$

the local density of states $N\left(\omega, \Omega_{L}\right)$ can be experimentally determined as the compelling band structure of the non-equilibrium system.

We show results for optically excited semiconductor bulk, with a band gap in the equilibrium of 2.45 eV and typical parameters for $\mathrm{ZnO} . \mathrm{ZnO}$ in either configuration [33,34,64-66] is a very promising material for the construction of micro-lasers, quantum wells and optical components. In certain geometries and in connection to other topological insulators, it is already used for the engineering of ultrafast switches. ZnO , see Figure 1, is broadly investigated in the non-centro-symmetric wurtzite configuration and very recently in the centro-symmetric rocksalt configuration [31,32]. Its bandgap is estimated to be of 1.8 eV up to 6.1 eV depending on various factors as the pressure during the fabrication process. In either crystal configuration, the production of second or higher order harmonics under intense external excitations [67] is searched. It is of high interest for novel types of lasers.

### 3.1. Development and Lifetimes of Floquet Topological Quantum States in the Non-Equilibrium

In Figure 6, we investigate a wide gap semi-conductor band structure, and the band gap in equilibrium is assumed to be 2.45 eV . The semiconductor bulk shall be exposed to an external periodic-in-time driving field. The system is so far considered as pure bulk, so we are investigating Floquet topological effects in the non-equilibrium without any other geometrical influence. The excitation intensity in the results of Figure 6 a is considered to be $5.0 \mathrm{MW} / \mathrm{cm}^{2}$ and 10.0 MW $/ \mathrm{cm}^{2}$ in Figure 6b. DMFT as a solver for correlated and strongly correlated electronics as such is a spatially independent method. It is designed to derive bulk effects, whereas all k-dependencies have been integrated as the fundamental methodology. Therefore, we are not analyzing the k-resolved information of the Brillouin zone. As long as no artificial coarse graining with a novel length scale in the sense of finite elements or finite volumes is included, DMFT results in one, two and three dimensions are independent of any spatial information. In fact, however, the energy dependent LDOS profoundly changes with a varying excitation frequency and with a varying excitation intensity as well, which gives evidence that also the underlying k-dependent band structure is topologically


Figure 6. Floquet topological quantum states of the semiconductor bulk in the non-equilibrium. (a) the evolution of the LDOS in the non-equilibrium for varying excitation laser frequencies $\Omega_{L}$ up to $\Omega_{L}=4.0 \mathrm{eV}$ is shown. The excitation intensity $5.0 \mathrm{MW} / \mathrm{cm}^{2}$ is constant. The bandgap of ZnO rocksalt in equilibrium is 2.45 eV , see Figure 2, the gap is vanishing with the increase of the driving frequency and dressed states emerge as a consequence of the non-equilibrium AC-Stark effect [82,83]. The split bands are superposed by a doublet of Floquet fans which intersect. The formation of topological subgaps, see e.g., at $\hbar \Omega_{L}=0.9 \mathrm{eV}$ occurs; (b) the evolution of the LDOS for the excitation intensity of $10.0 \mathrm{MW} / \mathrm{cm}^{2}$ is shown. Spectral weight is shifted to a multitude of higher order Floquet-bands, while the original split band characteristics almost vanishes apart from the near-gap band edges. A variety of Floquet gaps is formed. At any crossing point, topologically induced transitions are possible, and the generation of higher harmonics can be enhanced. Panels on the right display the topology of the LDOS. The subgaps are very pronounced and the intersection of bands is visible as an increase of the LDOS which can be measurable in a pump-probe experiment. For a detailed discussion, please see Section 3.
modulated. A non-trivial topological structure of the Hilbert space is generated by external excitations even though our system in equilibrium is fully periodic in space and time. The time dependent external electrical field generates a temporally modulated magnetic field which results in a dynamical Wannier-Stark effect and the generation of Floquet states. Floquet states are the temporal analogue to Bloch states, and thus the argumentation by Zak [61] in principle applies for the generation of the Berry phase $\gamma_{m}$, since the solid is exposed to an externally modulated electromagnetic potential [62,68-70]. The Floquet quasi-energies, see Figure 3, are labeled by the Floquet modes in dependency to the external excitation frequency, and to the external excitation amplitude. The topological invariants, the Chern number as a sum over all occupied bands $n=\sum_{m=1}^{v} n_{m} \neq 0$ and the $\mathbb{Z}_{2}$ invariants include the Berry flux $n_{m}=1 / 2 \pi \int d^{2} \vec{k}\left(\nabla \times \gamma_{m}\right)$. The winding number is also consistently associated with the argument of collecting a non-zero Berry flux. We consider both regimes, where the driving frequency is smaller than the width of the semiconductor gap in equilibrium and also where it is larger and a very pronounced topology of states is generated. While the system is excited and thus evolving in non-equilibrium, a Berry phase is acquired and a non-zero Berry flux and thus a non-zero Chern number are characterizing the topological band structure as to be non-trivial. For one-dimensional, models $[61,71]$ with the variation of the external excitation frequency $\Omega_{L}$ replica of Floquet bands with a quantized change of the Berry phase $\gamma=\pi$ emerge in the spectrum. In three dimensions, the Berry phase is associated with the Wyckoff positions of the crystal and the Brillouin zone [61],
and, as such, it cannot be derived by the pure form of the DMFT. $\vec{k}$-dependent information can be derived by so-called real-space or cluster DMFT solutions (R-DMFT or CDMFT) [72-75]; however, they have not been generalized to the non-equilibrium for three-dimensional systems. It is important to note that the system out of equilibrium acquires a non-zero Berry phase and Coulomb interactions lead to a Mott-type gap that closes due to the superposition by crossing Floquet bands; however, the opening of non-equilibrium induced Mott-gap replica can also be found for $\Omega_{L}=0.95 \mathrm{eV}$. The replica are complete at $\Omega_{L}=1.9 \mathrm{eV}$; see Figure 6 a. For the increase of $\vec{E}_{0}$, these gap replica are again intersected by the next order of Floquet sidebands. The closing of the Mott-gap and the opening of side Mott-gaps, in the spectrum due to topological excitation, are classified as non-trivial topological effects. In Figure 7a, we present results of the LDOS for the same system of optically excited cubic ZnO rocksalt excited by an external laser energy of 1.75 eV and an increasing excitation intensity, Figure 7 b shows the corresponding inverse lifetime $\Im \Sigma^{R}$ and Figure 7 c shows the corresponding non-equilibrium distribution of electrons $F^{n e q}$. In addition, for very small excitation intensities, the result for the non-equilibrium distribution function $F^{\text {neq }}$ shows a profound deviation from the Fermi step in equilibrium. These occupied non-equilibrium states have a finite lifetime, especially at the inner band edges, which is a sign of the Franz-Keldysh effect [76-79], here in the sense of a topological effect, which is accessible in a pump-probe experiment.

The change of the polarization of the external excitation modifies the physical situation and the result. In particular, circular and elliptically polarized light can be formally written as a superposition of linear polarized waves. Thus, in the pure uncorrelated case, $U=0$, one could think that the setup can be formally implemented in the sense of coupled matrices. In the strongly correlated system at hand, the physics is fundamentally different. The solution for the strongly correlated case, $U \neq 0$, in the non-equilibrium, including DMFT, will become more sophisticated since the coupled matrices will result in the entanglement of processes in some sense. This can be deduced from the result in Figure 7 b , which displays the modification of non-equilibrium life-times of electronic states due to the varying excitation amplitudes. Such a modification is also qualitatively found for varying excitation frequencies.

The classification of correlated topological systems is an active research field [26,80,81]. At this point, we refer to Section 3.3 in this article, where we show, in our theoretical results the analysis of the single Floquet modes. For the investigation of the LDOS and the occupation number $F^{n e q}$, as well as for the lifetimes of the non-equilibrium states, an artificial cut-off of the Floquet series, as it is described in the literature, does not make sense from the numerical physics point of view of DMFT in frequency space. This would hurt basically conservation laws and the cut-off would lead to a drift of the overall energy of the system; see Section 3.3. However, according to the bulk-boundary correspondence [2,3], the results of this work for bulk will be observed in a pump-probe experiment at the surface of the semiconductor sample. In the following, we discuss the development of Floquet topological states for an increasing external driving frequency $\Omega_{L}$, see Figure 6, and, for an increasing amplitude of the driving, see Figure 7.


Figure 7. (a) energy spectra of Floquet topological quantum states of the semiconductor bulk in the non-equilibrium. The evolution of the LDOS is displayed for the single excitation energy of $\hbar \Omega_{L}=$ 1.75 eV , wavelength $\lambda=710.0 \mathrm{~nm}$ and an increasing external driving intensity up to $10.0 \mathrm{MW} / \mathrm{cm}^{2}$. Spectral weight is shifted by excitation to Floquet sidebands and a sophisticated sub gab structure is formed. In the non-equilibrium, such topological effects in correlated systems are non-trivial. The bandgap in equilibrium is 2.45 eV , the Fermi edge is 1.225 eV , and the width of each band is 2.45 eV as well; (b) inverse lifetime $\Im \Sigma^{R}$ of Floquet states of electromagnetically driven ZnO rocksalt bulk in the non-equilibrium; (c) non-equilibrium distribution function $F^{\text {neq }}$ of electrons in optically driven bulk ZnO rocksalt. Parameters in (b,c) are identical to (a). For a detailed discussion, please see Section 3.

### 3.2. Topological Generation of Higher Harmonics and of Optical Transparency

When we increase the external excitation energy of the system $\Omega_{L}$ from 0 eV to 4.0 eV , Floquet topological quantum states as well as the topologically induced Floquet band gaps for bulk matter
are developed. Both valence and conduction band split in a multitude of Floquet sub-bands which cross each other. In Figure 6a, the evolution of a very clear Floquet fan for the valence as well as for the conduction band of the correlated matter in the non-equilibrium is found. When the excitation energy is increased up to 0.45 eV , the original band gap is subsequently closing, and the first crossing point in the semiconductor gap along the Fermi edge is found at 0.45 eV . With the increase of the excitation intensity, see Figure 6b, higher order Floquet sidebands are gaining spectral weight, and we find the next prominent crossing point at the Fermi edge for 0.2 eV . Band edges of higher order Floquet bands form crossing points with those of the first order. For an excitation energy of 0.42 eV , the crossing points of the first side bands (02) with the higher number side bands are found at the atomic energy of 1.08 eV and 2.3 eV , so above the valence band edge and deep in the gap of the semiconductor. Semiconductors are well known for fundamental absorption at the band edge of the valence band. We find here that the absorption coefficient of the semiconductor is topologically modulated. Non-trivial transitions at the crossing points of Floquet-valence subbands and Floquet-conduction subbands become significant. A higher order Floquet subband is usually physically reached by absorption or generation of higher harmonic procedures and we find a high probability for a topologically induced direct transitions from the fundamental to higher order bands for those points in the spectrum where a Floquet band edge intersects with the inner band edge of the equilibrium valence band. At any band edge directional scattering can be expected if the lifetimes of states are of a value that is applicable to the expected scattering processes. In general, the optical refractive index is topologically modulated, and electromagnetically induced transparency will become observable for intense excitations. The topologically induced Floquet bands overlap and cross each other. Consequentially, very pronounced features and narrow subgaps are formed in the LDOS, which correspond with sharp spikes in the expected life-times in the non-equilibrium. Floquet replica of valence and conduction bands are formed and the dispersion is renormalized. We also find regions for excitation energies from $\hbar \Omega_{L}=0.5 \mathrm{eV}$ up to $\hbar \Omega_{L}=0.85 \mathrm{eV}$ and from $\hbar \Omega_{L}=1.1 \mathrm{eV}$ up to $\hbar \Omega_{L}=1.45 \mathrm{eV}$, which can be interpreted as a topologically induced metallic phase. These states are the result of the Franz-Keldysh effect [76-79] or AC-Stark effect, which is well known for high intensity excitation of semiconductor bulk and quantum wells $[82,83]$.

From the viewpoint of correlated electronics in the non-equilibrium, we interpret our results as follows. For finite excitation frequencies, an instantaneous transition to the topologically induced Floquet band structure and a renormalized dispersion is derived. In the bulk system clear Floquet bands develop, if the sample is excited by an intense electrical field. This is observable in Figure 6.

In Figure 7, we display the same system as in Figure 6 for constant driving energy of 1.75 eV and an increasing driving intensity up to $10.0 \mathrm{MW} / \mathrm{cm}^{2}$. We find the development of side bands and an overall vanishing semiconductor gap is found, which marks the transition from the semi-conductor to the topologically highly variable and switchable conductor in the non-equilibrium.

In this article, we do not investigate the coupling to a geometrical edge or a resonator mode. This will lead in the optical case to additional contributions in Equation (1) for the mode itself $\hbar \omega_{0} a^{\dagger} a$ and the coupling term of the resonator or edge mode to the electron system of the bulk $g \sum_{i, \sigma} c_{i, \sigma}^{\dagger} c_{i, \sigma}\left(a^{\dagger}+a\right) \cdot a^{\dagger}$ and $a$ are the creator and the annihilator of the photon, and $g$ is the variable coupling strength of the photonic mode to the electronic system [84]. From our results, here we can conclude already that, for semi-conductor cavities and quantum wells as well as for structures which enhance so called edge states, these geometrical edge or surface resonances will induce an additional topological effect within the full so far excitonic spectrum. It is an additional effect that occurs beyond the bulk boundary correspondence. Dressed states may release energy quanta, e.g., light, or an electronic current into the resonator component [38]. Thus, we expect from our results that such modes may become a sensible switch in non-equilibrium.

It can be expected as well that novel topological effects in the non-equilibrium occur from the geometry. If the energy of the system is conserved, these modes will have always an influence on the full spectrum of the LDOS, when the system is otherwise periodic in space and time. Thus, it is
to clarify whether such modes may be of technological use. For the investigation of ZnO as a laser material, the influences of surface resonators will be subject to further investigations. It is on target to find out all the signatures of a topologically protected edge mode in correlated and strongly correlated systems out of equilibrium, and to classify the significance of topological effects for the occurrence of the electro-optical Kerr effect, the magneto-optical Kerr effect (MOKE) or the surface magneto-optical Kerr effect (SMOKE). We believe that in correlated many-body systems out of equilibrium a bulk boundary correspondence is given and will be experimentally found. Those results become modified or enhanced by a coupling of bulk states with the geometry of a micro- or a nanostructure and their geometrical resonances.

### 3.3. Consistency of the Numerical Framework

The consistency of the numerical formalism is generally checked by the sum over all Floquet indices with the physical meaning that energy conservation must be guaranteed in the non-equilibrium. Consequentially, we do not take into account thermalization procedures and the system's temperature remains constant. The analysis of the numerical validity as the normalized and frequency integrated density of states

$$
\begin{equation*}
N_{i}\left(\Omega_{L}\right):=\int \mathrm{d} \omega N\left(\omega, \Omega_{L}\right)=1 \tag{9}
\end{equation*}
$$

is confirmed in this work for summing over Floquet indices up to the order of 10 . We discuss in Figure 8 on the l.h.s. the Floquet contributions with increasing number in steps of $n=0,2,4,6,8,10$. With an increasing order of the Floquet index, the amplitude of the Floquet contribution decreases towards the level of numerical precision of the DMFT self-consistency. This is definitely reached for $n=10$ and thus it is the physical argument to cut the Floquet expansion off for $n=10$. As a systems requirement, the Floquet contributions $G_{0 \pm n}$ are perfectly mirror symmetric with respect to the Fermi edge, whereas the sum of both contributions is directly symmetric with respect to the Fermi edge. These symmetries are generally a proof of the validity of the numerical Fourier transformation and the numerical scheme. The order of magnitude of each Floquet contribution with a higher order than $n=4$ is almost falling consistently with the rising Floquet index. We display results for the external laser wavelength of $\lambda=710.0 \mathrm{~nm}$ and the laser intensity of $3.8 \mathrm{MW} / \mathrm{cm}^{2}$; the ZnO gap is assumed to be 2.45 eV , which is ZnO rocksalt as a laser active material. We include Floquet contributions up to a precision of $10^{-3}$ with regard to their effective difference from the final result on the r.h.s of Figure 8 as the sum to the $n$ th-order. It corresponds to the accuracy of the self-consistent numerics.

The Floquet contributions, Figure 8, as such consequentially do not have a direct physical interpretation, however, the sum of all contributions is the local density of states, the LDOS, as a material characteristics. Whereas the lowest order Floquet contribution, compare Equation (2), $G_{00}$ is symmetric to the Fermi edge but strictly positive, higher order contributions $G_{0 \pm n}$ are mirror symmetric to each other and in sum they can have negative contributions to the result of the LDOS. The order of the Floquet contribution $n$ numbers the evolving Floquet side bands which emerge in the LDOS, compare Figure 6a. The increase of mathematical and numerical precision has direct consequences for the finding and the accuracy of physical results, and the investigation of the coupling of the driven electronic system of the bulk with edge and surface modes will therefore profit. Bulk-surface coupling effects in nanostructure and waveguides are of great technological importance and the advantage of this numerical approach in contrast to time dependent DMFT frameworks in this respect is obvious.
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Figure 8. Floquet contributions and accuracy check of the numerical results for the LDOS of driven semiconductor bulk. The bandgap in equilibrium is 2.45 eV , the Fermi edge is 1.225 eV . For discussion, please see Section 3.3.

## 4. Conclusions

We investigated in this article the development of Floquet topological quantum states in wide band gap semiconductor bulk as a correlated electronic system with a generalized Hubbard model and with dynamical mean field theory in the non-equilibrium. We found that optical excitations induce a non-trivial band structure and, in several frequency ranges, a topologically induced metal phase is found as a result of the AC-Stark effect. The intersection of Floquet bands and band edges induces novel transitions, which may lead to up- and downconversion effects as well as to higher harmonic generation. The semiconductor absorption coefficient is topologically modulated. Non-trivial transitions at the crossing points of the underlying equilibrium band structure with the intersecting Floquet fans become possible and their efficiency is depending on the excitation power. We also find the development of pronounced novel sub gaps as areas of electromagnetically induced transparency. We also presented a consistency check as a physical consequence of the Floquet sum, which ensures numerically energy conservation. Our results for semiconductor bulk can be tested optoelectronic and magneto-optoelectronic experiments; they may serve as a guide towards innovative laser systems. The bulk semiconductor under topological non-equilibrium excitations as such has to be reclassified. It will be of great interest to investigate the interplay of topological bulk effects with additional surface resonances, a polariton coupling, or a surface magneto-optical modulation.
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#### Abstract

The paradigmatic spin-boson model considers a spin degree of freedom interacting with an environment typically constituted by a continuum of bosonic modes. This ubiquitous model is of relevance in a number of physical systems where, in general, one has neither control over the bosonic modes, nor the ability to tune distinct interaction mechanisms. Despite this apparent lack of control, we present a suitable transformation that approximately maps the spin-boson dynamics into that of a tunable multiphoton Jaynes-Cummings model undergoing dissipation. Interestingly, the latter model describes the coherent interaction between a spin and a single bosonic mode via the simultaneous exchange of $n$ bosons per spin excitation. Resorting to the so-called reaction coordinate method, we identify a relevant collective bosonic mode in the environment, which is then used to generate multiphoton interactions following the proposed theoretical framework. Moreover, we show that spin-boson models featuring structured environments can lead to non-Markovian multiphoton Jaynes-Cummings dynamics. We discuss the validity of the proposed method depending on the parameters and analyse its performance, which is supported by numerical simulations. In this manner, the spin-boson model serves as a good analogue quantum simulator for the inspection and realization of multiphoton Jaynes-Cummings models, as well as the interplay of non-Markovian effects and, thus, as a simulator of light-matter systems with tunable interaction mechanisms.
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## 1. Introduction

The rapid technological progress we have experienced during the last few decades has made possible previously inconceivable experiments at the quantum regime, boosting their degree of precision, isolation and control to unprecedented limits [1]. Currently, quantum systems can be inspected in a very controllable manner in a number of distinct setups. This experimental breakthrough has therefore stimulated the emergence of research areas such as quantum information and computation and quantum simulation, where the exploitation of quantum effects will allow us to surpass both the capabilities of their classical counterparts in the near future [2]. In particular, quantum simulation considers a scenario in which
a well-controlled quantum system serves as a simulator of other inaccessible systems [3-5]. In this manner, interesting quantum dynamics (i.e., the target dynamics) may be explored using, for example, optical lattices [6] or trapped ions [7]. The target dynamics can be obtained either by decomposing the time-evolution propagator in a set of simple quantum operations (digital quantum simulation) or by finding a map that brings the Hamiltonian into the desired form of the model to be simulated (analogous to quantum simulation) [5]. In this article, we will consider the latter method, by using as a quantum simulator the paradigmatic spin-boson model [8,9].

The spin-boson model describes a spin immersed in an environment formed by a large, typically infinite, number of bosonic modes, in contrast to the quantum Rabi or Jaynes-Cummings models where the interaction comprises a single bosonic mode [10-13]. The spin-boson model encompasses very rich physics depending on how the spin couples with the distinct bosonic modes. Hence, while it is a minimal model to scrutinize the quantum effects of dissipation, it has application in a broad range of systems [8,9], ranging from defects in solid state platforms to quantum emitters in biological systems [14]. Moreover, much effort inspecting the spin-boson model has dealt with its critical behaviour, that is with the emergence of a quantum phase transition between a delocalized and a localized phase of the spin degree of freedom as one increases the spin-environment coupling [8]. The simulation of the spin-boson model (or of a generic open quantum system) in the strong coupling regime is however computationally very demanding, as acknowledged in [15-21], since the spin and the bosonic modes become entangled, forming a truly quantum many-body system. In some situations, one can still resort to analytical methods, which may simplify the problem considerably. Among these methods one finds the so-called reaction coordinate mapping [22-28], which can be viewed as a first step of the more general semi-infinite chain mapping of the environmental degrees of freedom [29,30]. The reaction coordinate is defined as a collective mode of the original environment oscillators. In this manner, one can bring the spin-boson model into the form of a generalized quantum Rabi model $[10,11,13]$ whose bosonic mode undergoes dissipation as it interacts with the residual environment. In particular cases, upon rearranging the original environmental degrees of freedom, the dissipation acquires a Markovian character, hence simplifying considerably the complexity of the problem (see for example [24]). It is also worth mentioning other attempts to capture quantum dynamics effectively with complex system-environment interactions, as for example the recent work relying on pseudo-modes [31], which builds on the proven equivalence for the dynamics of the system in both frames [32].

The quantum Rabi model (QRM), as well as its simplified version known as the Jaynes-Cummings model (JCM) [12] play a central role in the description of light-matter interacting systems and in quantum information science [2,13]. In these models, the interaction mechanism between the spin and bosonic degrees of freedom has a linear form, namely the spin gets excited or deexcited by absorbing or emitting one bosonic excitation. While this interaction is ubiquitous in quantum physics and with application in various experimental platforms [33], other forms of a spin-boson exchange mechanisms beyond this simple case are also of interest. On the one hand, interactions beyond the linear fashion are of relevance for several applications in quantum computation and simulation (e.g., the Kerr effect [34]). Furthermore, these exchange mechanisms may unveil interesting phenomena in light-matter systems [35,36], as well as in their multiple spin counterparts [37]. One possible generalization of the QRM or JCM consists of considering a spin-multiphoton interaction, where the spin exchanges $n$ excitations simultaneously with the bosonic mode. Such a generalization is often regarded as n-photon QRM or JCM, (nQRM or nJCM), and it has recently attracted attention mainly in its $n=2$ form [35,36,38-41], although models with $n>2$ have been also analysed [42]. From an experimental point of view, however, such multiphoton terms are typically hard to attain. Thus, its realization may benefit from quantum simulation protocols, allowing for enough tunability and control over multiphoton interaction terms, as proposed using optical trapped ions [35,38] or superconducting qubits [40]. These latter schemes realize effective multiphoton
exchange terms by exploiting the nonlinear fashion in which the spin and bosonic degrees of freedom couple. It is however still possible to realize such multiphoton models even when the setup comprises solely a linear, i.e., standard, interaction mechanism, and thus, it is not suited for a direct simulation of these models, as shown in [43].

In this article, we follow the theoretical framework developed in [43,44], combining the ideas of the reaction-coordinate mapping [22-28] to show that the paradigmatic spin-boson model, featuring a continuum of bosonic modes, can serve as an analogue quantum simulator for the realization of different dissipative multiphoton Jaynes-Cummings models by tuning the frequency and bias parameter of the spin. In this manner, we demonstrate the emergence of a connection between the dynamics of these paradigmatic and fundamental quantum models, which was not previously unveiled. Moreover, as the spin-boson model is of considerable experimental significance, i.e., it describes the ubiquitous scenario of a two-level system interacting with an arbitrary environment, our method paves the way for the simulation of multiphoton Jaynes-Cummings models in distinct setups. In particular, by considering a full spin-boson model, we naturally extend the theoretical framework beyond the standard local master equation description of dissipation effects in the simulator, as considered in [44]. Furthermore, we show that the simulated multiphoton Jaynes-Cummings models may acquire non-Markovian behaviours when the spin-boson model features a structured environment, thus highlighting the suitability of the proposed theoretical framework to explore aspects of non-Markovianity in distinct light-matter interacting systems.

The article is organized as follows. In Section 2, we introduce the spin-boson model, while in Section 3, we explain how to map the spin-boson model into a different Hamiltonian comprising the desired spin-multiphoton interaction terms and discuss how the dissipative effects must be transformed into the aimed model. For that, we first introduce the reaction coordinate mapping in Section 3.1, while in Section 3.2, we explain how to extend the theoretical framework to incorporate further bosonic modes in the realization of the desired multiphoton model. After having provided the theoretical derivation of how to perform the analogue quantum simulation, we present examples and numerical results for the simulation of different multiphoton Jaynes-Cummings models in Section 4. Finally, we summarize the main conclusions of this article in Section 5.

## 2. The Spin-Boson Model

The spin-boson model describes a two-level system interacting with a large, typically infinite, number of bosonic modes, which constitute the environment. This model has been acknowledged as a paradigm for the inspection of quantum dissipation and quantum-to-classical transition [8,9]. As many physical systems can be well approximated as a two-level system for sufficient low temperature, the spin-boson model has become a cornerstone in the description of quantum effects in diverse physical realizations, ranging from quantum-based setups [8,9] to biological complexes [14]. In addition, this model has played a key role in the development of the theory of open quantum systems [45], providing a suitable test-bed to benchmark distinct approximations and tools aimed to deal with the large number of environment degrees of freedom efficiently. Moreover, the relevance of the spin-boson model also encompasses the context of critical systems, as it features a quantum phase transition between spin localized and delocalized phases (see References $[46,47]$ and the references therein). Hence, the spin-boson model exhibits rich physics, and it is of fundamental relevance in many different areas of research.

The Hamiltonian of the spin-boson model can be written as:

$$
\begin{equation*}
H_{\mathrm{SB}}=H_{\mathrm{S}}+H_{\mathrm{E}}+H_{\mathrm{S}-\mathrm{E}} \tag{1}
\end{equation*}
$$

where each contribution reads as:

$$
\begin{align*}
H_{\mathrm{S}} & =\frac{\epsilon_{0}}{2} \sigma_{z}+\frac{\Delta_{0}}{2} \sigma_{x},  \tag{2}\\
H_{\mathrm{E}} & =\sum_{k} \omega_{k} c_{k}^{\dagger} c_{k}  \tag{3}\\
H_{\mathrm{S}-\mathrm{E}} & =\sigma_{x} \sum_{k} f_{k}\left(c_{k}+c_{k}^{\dagger}\right) . \tag{4}
\end{align*}
$$

The first two terms represent the free-energy Hamiltonians of the spin and environment, while the last describes the interaction between them. Here, we consider that the frequency splitting of the spin is given by $\Delta_{0}$, while $\epsilon_{0}$ accounts for the bias between the eigenstates of the two-level system $| \pm\rangle$ and with $\vec{\sigma}=\left(\sigma_{x}, \sigma_{y}, \sigma_{z}\right)$ the usual spin- $\frac{1}{2}$ Pauli matrices (see Figure 1a). Hence, $\sigma_{x}| \pm\rangle= \pm| \pm\rangle, \sigma_{z}|e\rangle=|e\rangle$ and $\sigma_{z}|g\rangle=-|g\rangle$. The interaction with the environment is dictated by $H_{S-E}$, where the $k^{\text {th }}$ mode with energy $\omega_{k}$ is coupled to the spin with a strength $f_{k}$. These bosonic modes fulfil the usual commutation relation $\left[c_{k}, c_{k^{\prime}}^{\dagger}\right]=\delta_{k, k^{\prime}}$. Remarkably, the system-environment interaction can be completely characterized in terms of the spectral density, $J_{\mathrm{SB}}(\omega)=\sum_{k} f_{k}^{2} \delta\left(\omega-\omega_{k}\right)$, which here is assumed to be known. In anticipation of the developed theoretical framework that allows us to bring $H_{S B}$ into the form of a multiphoton Jaynes-Cummings model, we comment that while the frequency splitting $\Delta_{0}$ tunes the multiphoton order of the interaction, the bias parameter $\epsilon_{0}$ will be proportional to the interacting strength of the simulated model (see Section 3).

In addition, we comment that one could consider the application of $n_{d}$ drivings onto the spin. As discussed in $[43,44]$, under certain conditions that we will explain in the following section, applying spin drivings enables the simultaneous realization of different multiphoton Jaynes-Cummings interaction terms. In this manner, while a multiphoton Jaynes-Cummings model can be attained without the need for any driving, $n_{d}=0$, the realization of a multiphoton quantum Rabi model requires the application of at least one, i.e., $n_{d}=1$. In general, the free-energy Hamiltonian of the spin under $n_{d}$ drivings with amplitude $\epsilon_{j}$ and detuning $\Delta_{j}$ with respect to the spin frequency splitting $\Delta_{0}$ reads as:

$$
\begin{equation*}
H_{\mathrm{S}, \mathrm{~d}}=\frac{\Delta_{0}}{2} \sigma_{x}+\sum_{j=0}^{n_{d}} \frac{\epsilon_{j}}{2}\left[\cos \left(\Delta_{j}-\Delta_{0}\right) t \sigma_{z}+\sin \left(\Delta_{j}-\Delta_{0}\right) t \sigma_{y}\right] \tag{5}
\end{equation*}
$$

Clearly, setting $\epsilon_{j>0}=0$ ( or $\Delta_{j}=\Delta_{0}$ ), we recover the form of the standard drivingless $H_{\mathrm{S}}$ given in Equation (2). For the sake of simplicity, in this article, we will focus on cases with $n_{d}=0$, i.e., aiming to realize multiphoton Jaynes-Cummings models. However, we stress that the procedure explained in the following can be applied in a straightforward manner when $n_{d}>0$.


Figure 1. (a) Spin-boson model in the customary star configuration, where each of the circles corresponds to a harmonic oscillator of the environment with frequency $\omega_{k}$ interacting with the spin through $\sigma_{x} f_{k}\left(c_{k}+c_{k}^{\dagger}\right)$, before the reaction coordinate mapping. In (b), we show an underdamped spin-boson spectral density $J_{\mathrm{SB}}(\omega)$, peaked at $\omega_{0}$ (cf. Equation (8)). Upon the reaction coordinate mapping, a collective degree of freedom is included into the system, which in turn interacts with the residual environment, as sketched in (c) (see the main text for further details). For an underdamped $J_{\mathrm{SB}}(\omega), J_{\mathrm{RC}}(\omega)$ adopts a Markovian form, as depicted in (b). Such interaction with a collective coordinate can be exploited to realize Hamiltonians containing multiphoton interaction terms, as indicated in (c) and explained in detail in Section 3. For structured environments, one can still rearrange the original environment using more collective coordinates into the augmented system $S^{\prime}$, where each of them interacts now with its own residual environment, as sketched in (d) (see Section 3.2 for further details).

## 3. Analogue Simulation of Multiphoton Spin-Boson Interactions

The task now consists of bringing the spin-boson Hamiltonian $H_{S B}$ into the form of a $n$-photon model, i.e, into a model containing interaction terms of the form $\sigma^{ \pm} a^{n}$ and $\sigma^{ \pm}\left(a^{\dagger}\right)^{n}$. For that, one could perform the approximate mapping used in $[43,44]$ directly onto $H_{S B}$. This would require the selection of a particular bosonic mode out of the environment with frequency $\omega_{q}$ to now play the role of $a$ in the interaction with the $\operatorname{spin}\left(c_{q} \rightarrow a\right)$, while treating the rest of $c_{k \neq q}$ as a residual environment. Here, however, we resort to a more sophisticated procedure, based on the so-called reaction coordinate (RC) mapping [22-28], which consists of rearranging the environment degrees of freedom, such that a small number of collective coordinates can be included in the Hamiltonian part, which in turn interact with the residual environment. In certain cases, the open-quantum system description of the augmented system is considerably simplified with respect to the original system plus environment. Clearly, if the spin-boson model involves just a discrete number of modes, the reaction-coordinate procedure then trivially retrieves the original discrete environment.

### 3.1. Reaction Coordinate Mapping

In the following, we summarize how to make use of the RC mapping for a spin-boson model, which has been studied previously in different works [24,25], while referring to Appendix A and References [22-28] for further details of the calculations and of the RC mapping.

We shall start by defining a collective mode or reaction coordinate, described by the annihilation and creation operators $a$ and $a^{\dagger}$, such that:

$$
\begin{equation*}
\lambda\left(a+a^{\dagger}\right)=\sum_{k} f_{k}\left(c_{k}+c_{k}^{\dagger}\right) \tag{6}
\end{equation*}
$$

while the residual environmental degrees of freedom transform into $b_{k}$ and $b_{k}^{\dagger}$, requiring that the latter appear in a normal form in the Hamiltonian. In this manner, the original spin-boson Hamiltonian adopts the form of $H_{\mathrm{SB}}=H_{\mathrm{S}+\mathrm{RC}}+H_{\mathrm{RC}-\mathrm{E}^{\prime}}+H_{\mathrm{E}^{\prime}}$, where the former is given by:

$$
\begin{equation*}
H_{\mathrm{S}+\mathrm{RC}}=\frac{\Delta_{0}}{2} \sigma_{x}+\Omega a^{\dagger} a+\lambda \sigma_{x}\left(a+a^{\dagger}\right)+\sum_{j=0}^{n_{d}} \frac{\epsilon_{j}}{2}\left[\cos \left(\Delta_{j}-\Delta_{0}\right) t \sigma_{z}+\sin \left(\Delta_{j}-\Delta_{0}\right) t \sigma_{y}\right] \tag{7}
\end{equation*}
$$

and the other two terms are $H_{\mathrm{RC}-\mathrm{E}^{\prime}}+H_{\mathrm{E}^{\prime}}=\left(a+a^{\dagger}\right) \sum_{k} g_{k}\left(b_{k}+b_{k}^{\dagger}\right)+\left(a+a^{\dagger}\right)^{2} \sum_{k} \frac{g_{k}^{2}}{\omega_{k}}+\sum_{k} \omega_{k} b_{k}^{\dagger} b_{k}$. The reaction coordinate map is completed upon the identification of the parameters $\lambda, \Omega$, and $g_{k}$ or, thus, $J_{\mathrm{RC}}(\omega)=\sum_{k} g_{k}^{2} \delta\left(\omega-\omega_{k}\right)$. For certain cases, such mapping allow for an exact relation between the original and transformed parameters [28]. Indeed, considering an underdamped spin-boson spectral density in the initial spin-boson model,

$$
\begin{equation*}
J_{\mathrm{SB}}(\omega)=\frac{\alpha \Gamma \omega_{0}^{2} \omega}{\left(\omega_{0}^{2}-\omega^{2}\right)^{2}+\Gamma^{2} \omega^{2}} \tag{8}
\end{equation*}
$$

one can show that the resulting spectral density for the residual environment interacting with the reaction coordinate reads as:

$$
\begin{equation*}
J_{\mathrm{RC}}(\omega)=\gamma \omega e^{-\omega / \Lambda} \tag{9}
\end{equation*}
$$

provided $\Lambda / \omega \gg 1$ and where the parameters are related according to $\gamma=\Gamma /\left(2 \pi \omega_{0}\right), \Omega=\omega_{0}$, and $\lambda=$ $\sqrt{\pi \alpha \omega_{0} / 2}$ (see Appendix A or [22-24,28] for further details of this derivation). Here, the frequency $\omega_{0}$ in $J_{\mathrm{SB}}(\omega)$ denotes the position at which the spectral density features a maximum, while $\Gamma$ and $\alpha$ account for its width and strength, respectively. For $J_{\mathrm{RC}}(\omega)$, the coupling strength is given by $\gamma$. In this manner, by augmenting the system incorporating a collective mode, the original spin-boson model with $J_{\mathrm{SB}}(\omega)$ is transformed into a spin plus reaction coordinate, which now in turn interacts with a Markovian environment, where the standard Born-Markov approximations can be performed [45]. Indeed, the master equation governing the dynamics of the augmented system, spin plus reaction coordinate, reads as (see Appendix A for the details of the calculation, which closely follows [24]):

$$
\begin{equation*}
\dot{\rho}_{\mathrm{S}+\mathrm{RC}}(t)=-i\left[H_{\mathrm{S}+\mathrm{RC}}, \rho_{\mathrm{S}+\mathrm{RC}}(t)\right]-\left[x,\left[\chi, \rho_{\mathrm{S}+\mathrm{RC}}(t)\right]\right]+\left[x,\left\{\Theta, \rho_{\mathrm{S}+\mathrm{RC}}(t)\right\}\right] . \tag{10}
\end{equation*}
$$

with $x=a+a^{\dagger}$, while the quantities $\chi$ and $\Theta$ define the rates affecting the reaction coordinate. They are defined as:

$$
\begin{align*}
\chi & \approx \frac{\pi}{2} \sum_{j k} J_{\mathrm{RC}}\left(\xi_{j k}\right) \operatorname{coth}\left(\beta \xi_{j k} / 2\right) x_{j k}\left|\phi_{j}\right\rangle\left\langle\phi_{k}\right|  \tag{11}\\
\Theta & \approx \frac{\pi}{2} \sum_{j k} J_{\mathrm{RC}}\left(\xi_{j k}\right) x_{j k}\left|\phi_{j}\right\rangle\left\langle\phi_{k}\right| \tag{12}
\end{align*}
$$

where $x_{j k}=\left\langle\phi_{j}\right| x\left|\phi_{k}\right\rangle, H_{\mathrm{S}+\mathrm{RC}}\left|\phi_{j}\right\rangle=\varphi_{j}\left|\phi_{j}\right\rangle$, and $\xi_{j k}=\varphi_{j}-\varphi_{k}$.

Having obtained the reaction coordinate Hamiltonian, we undertake the transformation of $H_{S+R C}$, and thus, of Equation (10), to achieve a model that comprises spin-multiphoton interaction terms. For that purpose, we will introduce two auxiliary Hamiltonians $H_{a}$ and $H_{b}$, which will arise in the intermediate steps by moving into a suitable interaction picture and transforming them accordingly. The first step consists indeed of moving to a rotating frame in which $H_{\mathrm{S}+\mathrm{RC}} \equiv H_{a, 1}^{I}$ where $H_{a}=H_{a, 0}+H_{a, 1}$ with $H_{a, 0}=-\Delta_{0} / 2 \sigma_{x}$. In this manner, we find:

$$
\begin{equation*}
H_{a}=\Omega a^{\dagger} a+\lambda \sigma_{x}\left(a+a^{\dagger}\right)+\sum_{j=0}^{n_{d}} \frac{\epsilon_{j}}{2}\left[\cos \Delta_{j} t \sigma_{z}+\sin \Delta_{j} t \sigma_{y}\right] . \tag{13}
\end{equation*}
$$

while Equation (10) transforms into:

$$
\begin{equation*}
\dot{\rho}_{a}(t)=-i\left[H_{a}, \rho_{a}(t)\right]-\left[x,\left[\hat{\chi}, \rho_{a}(t)\right]\right]+\left[x,\left\{\hat{\Theta}, \rho_{a}(t)\right\}\right] . \tag{14}
\end{equation*}
$$

where $\hat{\chi}=U_{a, 0} \chi U_{a, 0}^{\dagger}$ and $\hat{\Theta}=U_{a, 0} \Theta U_{a, 0}^{+}$, such that $U_{x}=\mathcal{T} e^{-i \int_{0}^{t} d s H_{x}(s)}$ is the time-evolution operator of a Hamiltonian $H_{x}$. Then, we perform a further transformation using the unitary operator $T(\alpha)$, defined as $T(\alpha)=1 / \sqrt{2}\left[D^{\dagger}(\alpha)(|e\rangle\langle e|-|g\rangle\langle e|)+D(\alpha)(|g\rangle\langle g|+|e\rangle\langle g|)\right]$ with $D(\alpha)=e^{\alpha a^{\dagger}-\alpha^{*} a}$ the standard displacement operator. Hence, $H_{b} \equiv T^{\dagger}(-\lambda / \Omega) H_{a} T(-\lambda / \Omega)$ such that $\rho_{b}=T^{\dagger} \rho_{a} T$, which leads to (see Appendix B for further details):

$$
\begin{equation*}
\dot{\rho}_{b}=-i\left[H_{b}, \rho_{b}\right]-\left[T^{\dagger} x T,\left[T^{\dagger} \hat{\chi} T, \rho_{b}(t)\right]\right]+\left[T^{\dagger} x T,\left\{T^{\dagger} \hat{\Theta} T, \rho_{b}(t)\right\}\right], \tag{15}
\end{equation*}
$$

where the Hamiltonian $H_{b}$ can be written as:

$$
\begin{equation*}
H_{b}=\Omega a^{\dagger} a+\sum_{j=0}^{n_{d}} \frac{\epsilon_{j}}{2}\left[\sigma^{+} e^{2 \lambda\left(a-a^{\dagger}\right) / \Omega} e^{-i \Delta_{j} t}+\text { H.c. }\right] \tag{16}
\end{equation*}
$$

Hence, the dissipator acting on $\rho_{b}$ has the same form as in Equation (14), but with transformed operators, namely $T^{\dagger} x T, T^{\dagger} \hat{\chi} T$, and $T^{\dagger} \hat{\Theta} T$, where $T \equiv T(-\lambda / \Omega)$. Finally, by moving to an interaction picture with respect to $H_{b, 0}=(\Omega-\tilde{v}) a^{\dagger} a-\tilde{\omega} \sigma_{z} / 2$ and expanding the exponential in Equation (16) (the latter requires that $|2 \lambda / \Omega| \sqrt{\left\langle\left(a+a^{\dagger}\right)^{2}\right\rangle} \ll 1$ for truncating the exponential to a finite number of terms), we arrive at a Hamiltonian containing multiphoton interaction terms. The latter condition is commonly known as the Lamb-Dicke regime. In addition, we consider the driving frequencies to be $\Delta_{j}= \pm n_{j}(\tilde{v}-\Omega)-\tilde{\omega}$ with $|\Omega-\tilde{v}| \gg \epsilon_{j} / 2$, so that one can safely perform a rotating-wave approximation keeping only those terms that are resonant, i.e., time independent (see Appendix B for further details of the calculation). Note that, as $H_{b}$ is similar to the Hamiltonian describing an optical trapped ion under the action of lasers driving vibrational sidebands [48], the procedure to obtain Jaynes-Cummings or quantum Rabi models is analogous to those cases [ $35,49,50$ ]. In this manner, we can approximate $H_{b, 1}^{I} \equiv U_{b, 0}^{\dagger} H_{b, 1} U_{b, 0} \approx H_{\mathrm{n}}$, where $H_{\mathrm{n}}$ contains the aimed at multiphoton interactions,

$$
\begin{equation*}
H_{\mathrm{n}}=\frac{\tilde{\omega}}{2} \sigma_{z}+\tilde{v} a^{\dagger} a+\sum_{j \in r} \frac{\epsilon_{j}(2 \lambda)^{n_{j}}}{2 \Omega^{n_{j}} n_{j}!}\left[\sigma^{+} a^{n_{j}}+\text { H.c. }\right]+\sum_{j \in b} \frac{\epsilon_{j}(2 \lambda)^{n_{j}}}{2 \Omega^{n_{j}} n_{j}!}\left[\sigma^{+}\left(-a^{\dagger}\right)^{n_{j}}+\text { H.c. }\right] . \tag{17}
\end{equation*}
$$

Note that the sets $r$ and $b$ encompass the terms with amplitude $\epsilon_{j}$ driving red- and blue-sidebands, that is those terms in Equation (5) with frequency $\Delta_{j \in r}=+n_{j}(\tilde{v}-\Omega)-\tilde{\omega}$ and $\Delta_{j \in b}=-n_{j}(\tilde{v}-\Omega)-\tilde{\omega}$. Each of these drivings will contribute with a multiphoton interaction, either $\sigma^{+} a^{n_{j}}+$ H.c. for $j \in r$ or $\sigma^{-} a^{n_{j}}+$ H.c. for $j \in b$, which produce transitions between the states $|m\rangle|g\rangle \leftrightarrow\left|m \mp n_{j}\right\rangle|e\rangle$. We stress that
for a time-independent spin-boson model, as given in Equations (1)-(4) (or equivalently with $n_{d}=0$ in $H_{S, d}$ as given in Equation (5), one obtains a single $n$-photon [anti]-Jaynes-Cummings interaction term, $\sigma^{+} a^{n}+$ H.c. $\left[\sigma^{+}\left(-a^{\dagger}\right)^{n}+\right.$ H.c. $]$, by choosing $\Delta_{0}=n(\tilde{v}-\Omega)-\tilde{\omega}\left[\Delta_{0}=-n(\tilde{v}-\Omega)-\tilde{\omega}\right]$ in the original spin-boson Hamiltonian $H_{\text {SB }}$. Thus, one needs the knowledge of the relevant bosonic frequency $\Omega$ to simulate multiphoton interaction terms properly.

In order to show how the dissipative part transforms, it is advisable to introduce the time-dependent unitary operator:

$$
\begin{equation*}
\Phi=U_{b, 0}^{\dagger} T^{\dagger} U_{a, 0} \tag{18}
\end{equation*}
$$

Then, one can see that, defining $\tilde{\chi}=\Phi \chi \Phi^{\dagger}, \tilde{\Theta}=\Phi \Theta \Phi^{\dagger}$ and $\tilde{x}=\Phi\left(a+a^{\dagger}\right) \Phi^{\dagger}$, the resulting master equation for $\rho_{\mathrm{n}}(t)$ is:

$$
\begin{equation*}
\dot{\rho}_{\mathrm{n}}(t)=-i\left[H_{\mathrm{n}}, \rho_{\mathrm{n}}(t)\right]-\left[\tilde{x},\left[\tilde{\chi}, \rho_{\mathrm{n}}(t)\right]\right]+\left[\tilde{x},\left\{\tilde{\Theta}, \rho_{\mathrm{n}}(t)\right\}\right] \tag{19}
\end{equation*}
$$

where the state $\rho_{\mathrm{n}}(t)$ of the multiphoton model is related to the original spin-boson upon the reaction coordinate mapping, $\rho_{\mathrm{S}+\mathrm{RC}}(t)$, through a unitary transformation:

$$
\begin{equation*}
\rho_{\mathrm{n}}(t) \approx \Phi \rho_{\mathrm{S}+\mathrm{RC}}(t) \Phi^{+} \tag{20}
\end{equation*}
$$

From the previous expression, it follows that the purity of the total state $\rho_{\mathrm{S}+\mathrm{RC}}$ and that of $\rho_{\mathrm{n}}$ are approximately equal. Moreover, the reduced spin state in the different frameworks are related according to $\operatorname{Tr}_{\mathrm{B}}\left[\rho_{\mathrm{SB}}(t)\right]=\operatorname{Tr}_{\mathrm{RC}}\left[\rho_{\mathrm{S}+\mathrm{RC}}(t)\right] \approx \operatorname{Tr}_{\mathrm{RC}}\left[\Phi^{\dagger} \rho_{\mathrm{n}}(t) \Phi\right]$, where $\operatorname{Tr}_{\mathrm{B}}[\cdot]$ and $\operatorname{Tr}_{\mathrm{RC}}[\cdot]$ denote the trace over the environment degrees of freedom and reaction coordinate, respectively. In this manner, having access to the spin degree of freedom, one can have access to the dissipative spin dynamics dictated by the master Equation (19) under a multiphoton Hamiltonian $H_{n}$, given in Equation (17), whose parameters can be tuned. In addition, we remark that the initial state at $t_{0}=0$ in the multiphoton frame is related to that of the spin-boson model as $\rho_{\mathrm{n}}(0)=T^{\dagger} \rho_{\mathrm{S}+\mathrm{RC}}(0) T$.

At this stage, a few comments regarding the validity of Equation (20) are in order. While the steps performed from $H_{\mathrm{S}+\mathrm{RC}}$ to $H_{b}$ are exact, $H_{\mathrm{n}}$ is attained in an approximate manner. The good functioning of the simulation depends on how these approximations are met. That is, Equation (20) holds within the Lamb-Dicke regime $|2 \lambda / \Omega| \sqrt{\left\langle\left(a+a^{\dagger}\right)^{2}\right\rangle} \ll 1$ and for parameters satisfying $|\Omega-\tilde{v}| \gg \epsilon_{j} / 2 \forall j$, so that one can perform a rotating-wave approximation. As a consequence, this approximation also sets a constraint on the total duration for a good simulation (see Appendix B). Note that, as the parameters $\lambda$ and $\Omega$ are directly related to the original spin-boson spectral density, these conditions set constraints onto the accessible parameters, as well as on the temperature of the environment. Furthermore, in order to observe coherent multiphoton dynamics, the noise rates in Equation (19) must be small compared to the parameters involved in $H_{\mathrm{n}}$. For the considered shape of $J_{\mathrm{SB}}(\omega)$, this translates into $\Gamma \ll \tilde{v}, \tilde{g}_{n}$, where $\tilde{g}_{n}=\epsilon_{0}(2 \lambda)^{n} /\left(2 \Omega^{n} n!\right)$ for an $n_{d}=0$ and $\Delta_{0}= \pm n(\tilde{v}-\Omega)-\tilde{\omega}$ (cf. Equation (17).

Finally, we comment that the previous scheme can be carried out beyond the Lamb-Dicke regime [44]. Admittedly, when the Lamb-Dicke approximation does not hold, the Hamiltonian $H_{\mathrm{n}}$ is no longer a good approximation to the dynamics. In this case, the Hamiltonian $H_{\mathrm{n}}$ must be replaced by a suitable nonlinear Jaynes-Cummings or quantum Rabi model, whose coupling constants crucially depend on the Fock-state occupation number in a nonlinear fashion [51-54]. These nonlinear, yet multiphoton Hamiltonians appear then as a good approximation to $H_{b}$, and thus to $H_{\mathrm{SB}}$ whenever $|2 \lambda / \Omega| \sqrt{\left\langle\left(a+a^{\dagger}\right)^{2}\right\rangle} \ll 1$ is not fulfilled, as recently shown in [44]. In this article, however, we will constrain ourselves to parameters within the Lamb-Dicke regime.

### 3.2. Structured Environments

As previously mentioned, the simulation of multiphoton spin-boson interactions is not restricted to a determined form of $J_{\mathrm{SB}}(\omega)$. Here, we show the derivation of the procedure to obtain an effective multiphoton Hamiltonian when the initial spin-boson model features a more complicated interaction with the environment. For simplicity, we consider that $J_{\mathrm{SB}}(\omega)$ can be split in two parts, $J_{\mathrm{SB}}(\omega)=$ $J_{\mathrm{SB}, 1}(\omega)+J_{\mathrm{SB}, 2}(\omega)$, although its generalization to more is straightforward. The first contribution, $J_{\mathrm{SB}, 1}(\omega)$, is considered here to be suitable for the realization of multiphoton interactions as described in Section 3.1. In addition, we will work under the assumption that the environment degrees of freedom corresponding to $J_{\mathrm{SB}, 2}(\omega)$ can be treated and simplified using again a collective or reaction coordinate, as sketched in Figure 1c.

As discussed previously, we identify a collective coordinate for each of the contributions to the spectral density $J_{\mathrm{SB}}(\omega)$. In this manner, we augment the system to include both reaction coordinates, denoted here by $\mathrm{S}^{\prime}=\mathrm{S}+\mathrm{RC}_{1}+\mathrm{RC}_{2}$. Hence, its Hamiltonian is given by:

$$
\begin{equation*}
H_{S^{\prime}}=H_{S, d}+\Omega_{1} a_{1}^{\dagger} a_{1}+\lambda_{1} \sigma_{x}\left(a_{1}+a_{1}^{\dagger}\right)+\Omega_{2} a_{2}^{\dagger} a_{2}+\lambda_{2} \sigma_{x}\left(a_{2}+a_{2}^{\dagger}\right), \tag{21}
\end{equation*}
$$

where $H_{\mathrm{S}, \mathrm{d}}$ is the original spin Hamiltonian, which may contain spin rotations, introduced in Equation (5), while the subscripts denote the corresponding reaction coordinate. The parameters $\lambda_{i}$ and $\Omega_{i}$ are determined by the spectral density $J_{\mathrm{SB}, \mathrm{i}}(\omega)$. The dynamics of the augmented system $\mathrm{S}^{\prime}$ is governed by the following master equation:

$$
\begin{align*}
\dot{\rho}_{S^{\prime}}(t)=-i\left[H_{S^{\prime}}, \rho_{S^{\prime}}(t)\right]-\left[x_{1},\left[\chi_{1}, \rho_{S^{\prime}}(t)\right]\right] & -\left[x_{2},\left[\chi_{2}, \rho_{S^{\prime}}(t)\right]\right] \\
& +\left[x_{1},\left\{\Theta_{1}, \rho_{S^{\prime}}(t)\right\}\right]+\left[x_{2},\left\{\Theta_{2}, \rho_{S^{\prime}}(t)\right\}\right], \tag{22}
\end{align*}
$$

where $x_{i}=a_{i}+a_{i}^{\dagger}$ for $i=1,2$, and $\chi_{i}$ and $\Theta_{i}$ are defined in analogy to Equations (11) and (12).
In order to find a suitable transformation to realize multiphoton interaction terms from $H_{S^{\prime}}$, we proceed in a similar manner as for a single reaction coordinate. That is, we first move to a rotating frame where $H_{S^{\prime}} \equiv H_{a, 1}^{I}$, with $H_{a}=H_{a, 0}+H_{a, 1}$ and $H_{a, 0}=-\Delta_{0} / 2 \sigma_{x}$. Therefore, the transformed Hamiltonian reads as:

$$
\begin{equation*}
H_{a}=\sum_{k=1,2} \Omega_{k} a_{k}^{\dagger} a_{k}+\lambda_{k} \sigma_{x}\left(a_{k}+a_{k}^{\dagger}\right)+\sum_{j} \frac{\epsilon_{j}}{2}\left[\cos \Delta_{j} t \sigma_{z}+\sin \Delta_{j} t \sigma_{y}\right] \tag{23}
\end{equation*}
$$

The next step is to perform the transformation using the unitary operator $T(\alpha)$. As previously mentioned, we consider that the first reaction coordinate is suitable for the quantum simulation of multiphoton interaction terms, due to the form of its spectral density. This argument enables one to choose $\alpha \equiv-\lambda_{1} / \Omega_{1}$, hence $H_{b} \equiv T^{\dagger}\left(-\lambda_{1} / \Omega_{1}\right) H_{a} T\left(-\lambda_{1} / \Omega_{1}\right)$. This transformation acts trivially on the second reaction coordinate, but it does affect the coupling between the latter and the spin. Finally, if we move to an interaction picture with respect to $H_{b, 0}=\left(\Omega_{1}-\tilde{v}_{1}\right) a_{1}^{\dagger} a_{1}-\tilde{\omega} \sigma_{z} / 2$, we obtain the Hamiltonian $H_{\mathrm{n}, 2} \approx H_{b, 1}^{I} \equiv U_{b, 0}^{+} H_{b, 1} U_{b, 0}$,

$$
\begin{align*}
H_{\mathrm{n}, 2}=\frac{\tilde{\omega}}{2} \sigma_{z}+\tilde{v} a_{1}^{\dagger} a_{1}+\Omega_{2} a_{2}^{\dagger} a_{2}-\lambda_{2} \sigma_{z}\left(a_{2}+a_{2}^{\dagger}\right) & +\sum_{j \in r} \frac{\epsilon_{j}}{2 n_{j}!}\left(\frac{2 \lambda_{1}}{\Omega_{1}}\right)^{n_{j}}\left[\sigma^{+} a_{1}^{n_{j}}+\text { H.c. }\right] \\
& +\sum_{j \in b} \frac{\epsilon_{j}}{2 n_{j}!}\left(\frac{2 \lambda_{1}}{\Omega_{1}}\right)^{n_{j}}\left[\sigma^{+}\left(-a_{1}^{\dagger}\right)^{n_{j}}+\text { H.c. }\right] \tag{24}
\end{align*}
$$

where we have considered $\Delta_{j}= \pm n_{j}\left(\tilde{v}-\Omega_{1}\right)-\tilde{\omega}$ and assumed the Lamb-Dicke regime $\left|\lambda_{1} / \Omega_{1}\right| \sqrt{\left\langle\left(a_{1}+a_{1}^{+}\right)^{2}\right\rangle} \ll 1$, and $\left|\Omega_{1}-\tilde{v}\right| \gg \epsilon_{j} / 2$ to perform a rotating-wave approximation. Note that, while the multiphoton terms are identical to those of $H_{\mathrm{n}}$ in Equation (17), the second reaction coordinate interacts with the spin degree of freedom. Indeed, depending on the parameters of $H_{n, 2}$, the effect of such an interaction may turn effectively into non-Markovian effects for the reduced state of the spin and first reaction coordinate, $\rho_{\mathrm{n}}=\operatorname{Tr}_{2}\left[\rho_{\mathrm{n}, 2}\right]$. The final master equation governing the dynamics of $\rho_{\mathrm{n}, 2}$ is:

$$
\begin{align*}
\dot{\rho}_{\mathrm{n}, 2}(t)=-i\left[H_{\mathrm{n}, 2}, \rho_{\mathrm{n}, 2}(t)\right]-\left[\tilde{x}_{1},\left[\tilde{\chi}_{1}, \rho_{\mathrm{n}, 2}(t)\right]\right] & -\left[\tilde{x}_{2},\left[\tilde{\chi}_{2}, \rho_{\mathrm{n}, 2}(t)\right]\right] \\
& +\left[\tilde{x}_{1},\left\{\tilde{\Theta}_{1}, \rho_{\mathrm{n}, 2}(t)\right\}\right]+\left[\tilde{x}_{2},\left\{\tilde{\Theta}_{2}, \rho_{\mathrm{n}, 2}(t)\right\}\right] \tag{25}
\end{align*}
$$

where the operators involved are defined as in the case involving a single reaction coordinate (cf. Equation (19)). It is worth stressing that the relation between the states given in Equation (20) still holds. From the previous derivation, one can observe that the extension to more collective coordinates is straightforward.

## 4. Examples and Numerical Simulations

In this section, we provide examples of the previously-explained general theoretical framework to investigate the performance of the quantum simulation of different multiphoton Hamiltonians $H_{n}$, as well as to discuss the limitation in the parameter regime for their realization. In particular, in Section 4.1, we first consider the case in which the original spin-boson model interacts just with a discrete number of modes, which can be viewed as a limit of vanishing spectral broadening $\Gamma \rightarrow 0$. This scenario will allow us to examine the validity of the required approximations without the effect of dissipation. Then, in Section 4.2, we will consider $\Gamma \neq 0$, where the reaction-coordinate mapping appears as a key step to realize a desired multiphoton Jaynes-Cummings model. The dynamics of each model is obtained by a standard numerical integration (fourth-order Runge-Kutta) of the corresponding master equation, namely Equations (10) and (19) for the spin-boson and multiphoton Jaynes-Cummings model, respectively. Note that for a structured environment, the master equations are given in Equations (22) and (25).

In all cases, we assess the performance of the realization of the targeted multiphoton Jaynes-Cummings models by means of the fidelity $F(t)$ between two states,

$$
\begin{equation*}
F(t)=\operatorname{Tr}\left[\sqrt{\sqrt{\rho_{1}(t)} \rho_{2}(t) \sqrt{\rho_{1}(t)}}\right]^{2} \tag{26}
\end{equation*}
$$

In particular, we will analyse to what extent is the relation given in Equation (20) satisfied. In other words, we will compare the aimed state of a multiphoton Jaynes-Cummings model $\rho_{\mathrm{n}}(t)$ with the one retrieved using the analogue simulator, $\Phi \rho_{\mathrm{S}+\mathrm{RC}}(t) \Phi^{\dagger}$, that is $\rho_{1}(t) \rightarrow \rho_{\mathrm{n}}(t)$ and $\rho_{2}(t) \rightarrow \Phi \rho_{\mathrm{S}+\mathrm{RC}}(t) \Phi^{+}$ in Equation (26). We remark that when two reaction coordinates are included, the state $\rho_{\mathrm{n}}(t)$ obeys the master equation given in Equation (25), whose Hamiltonian is $H_{n, 2}$, Equation (24), while $\rho_{\mathrm{S}+\mathrm{RC}}(t)$ must be replaced by $\rho_{S^{\prime}}$, as explained in Section 3.2.

In addition, we will show that the theoretical framework allows us to realize non-Markovian multiphoton Jaynes-Cummings models. Among the different measures for non-Markovianity [55], we resort to the one based on the trace distance [56], defined as:

$$
\begin{equation*}
\mathcal{D}\left(\rho_{x}, \rho_{y}\right)=\frac{1}{2} \operatorname{Tr}\left[\left|\rho_{x}-\rho_{y}\right|\right] . \tag{27}
\end{equation*}
$$

where $|A|=\sqrt{A^{\dagger} A}$. Then, non-Markovian evolutions can be characterized as those for which $\mathcal{D}\left(\rho_{x}(t), \rho_{y}(t)\right)$ increases during certain time intervals, that is for those for which the time-derivative of the trace distance for a pair of states $\rho_{x, y}$,

$$
\begin{equation*}
\sigma\left(t, \rho_{x, y}\right)=\frac{d}{d t} \mathcal{D}\left(\rho_{x}(t), \rho_{y}(t)\right) \tag{28}
\end{equation*}
$$

is $\sigma\left(t, \rho_{x, y}\right)>0$. In general, one has to maximize over all possible pairs of states $\rho_{x, y}$ in order to find a suitable non-Markovian measure [56]. For our purpose, however, it will be sufficient to show that $\sigma\left(t, \rho_{x, y}\right)>0$ for a certain pair of states in a multiphoton Jaynes-Cummings model and that it can be retrieved using a spin-boson model. That is, we calculate $\sigma\left(t, \rho_{x, y}\right)$ using two initial states $\rho_{x, y}$ in the multiphoton Jaynes-Cummings model and corroborate that $\sigma\left(t, \rho_{x, y}\right)$ is obtained to a very good approximation when the states $\rho_{x, y}(t)$ are replaced by their simulated ones using the spin-boson model, namely $\rho_{x}(t) \rightarrow \Phi \rho_{\mathrm{x}, \mathrm{S}+\mathrm{RC}}(t) \Phi^{+}$and $\rho_{y}(t) \rightarrow \Phi \rho_{\mathrm{y}, S+\mathrm{RC}}(t) \Phi^{+}$. In this manner, we offer a proof-of-principle that non-Markovian multiphoton models can be realized.

### 4.1. Dissipationless Multiphoton Jaynes-Cummings Models

We start considering the simplest case, namely when the spin-boson model simply involves the interaction with a discrete number of modes. This corresponds to either considering $\Gamma \rightarrow 0$ in the underdamped spectral density $J_{\mathrm{SB}}(\omega)$ or, equivalently, assuming that dissipation effects are sufficiently small so that they can be discarded. Note that for a single bosonic mode with $\Gamma=0$, the spin-boson model adopts the form of a generalized quantum Rabi model, which is indeed $H_{S+R C}$, as given in Equation (7). Recall that in this particular case, $H_{\mathrm{SB}} \equiv H_{\mathrm{S}+\mathrm{RC}}$, as there are no further modes in the system. In particular, we set $n_{d}=0$ in Equation (5) as we aim to realize a single multiphoton Jaynes-Cummings interaction. The Hamiltonian for a nJCM can be written in general as:

$$
\begin{equation*}
H_{\mathrm{nJCM}}=\frac{\tilde{\omega}}{2} \sigma_{z}+\tilde{v} a^{\dagger} a+\tilde{g}_{n}\left(\sigma^{+} a^{n}+\sigma^{-}\left(a^{\dagger}\right)^{n}\right) \tag{29}
\end{equation*}
$$

At resonant condition, $\tilde{\omega}=n \tilde{v}$, the coupling constant $\tilde{g}_{n}$ fixes the time required to transfer the population from the state $|e\rangle|0\rangle$ to $|g\rangle|n\rangle$, denoted as $\tau_{n}=\pi /\left(2 \tilde{g}_{n} \sqrt{n!}\right)$. Both are related to the spin-boson parameters as (cf. Equation (17)):

$$
\begin{align*}
& \tilde{g}_{n}=\frac{\epsilon_{0}}{2 n!}\left(\frac{2 \lambda}{\Omega}\right)^{n}  \tag{30}\\
& \tau_{n}=\frac{\sqrt{n!}}{\epsilon_{0}}\left(\frac{\Omega}{2 \lambda}\right)^{n} . \tag{31}
\end{align*}
$$

Clearly, as $2 \lambda / \Omega$ must be small to lie within the Lamb-Dicke regime, the coupling $\tilde{g}_{n}$ decreases considerably for increasing $n$, requiring longer evolution times under the spin-boson Hamiltonian to observe a significant effect, that is an evolution time of the order of $\tau_{n}$.

In Figure 2, we show the results for the realization of 2JCM and 3JCM models using a spin-boson model interacting with a single bosonic mode. In order to observe the paradigmatic Rabi oscillations between the states $|e\rangle|0\rangle$ and $|g\rangle|n\rangle$, we choose $\rho_{\mathrm{S}+\mathrm{RC}}(0)=|-\rangle\langle-| \otimes \rho_{\mathrm{RC}}^{\mathrm{th}}$ as an initial state for the spin-boson model, where $\rho_{\mathrm{RC}}^{\mathrm{th}}$ is a thermal state at temperature $\beta^{-1}$ for the reaction coordinate mode, containing $n^{\text {th }}=\left(e^{\beta \Omega}-1\right)^{-1}$ bosons. Recall that, as we consider here a single spectral density with $\Gamma=0$, the reaction coordinate mode is simply the unique mode that interacts with the spin degree of freedom. In this manner, the initial state for the simulated multiphoton models reads as $\rho_{\mathrm{nJCM}}(0)=T^{\dagger} \rho_{\mathrm{S}+\mathrm{RC}}(0) T$, which approximately amounts to $\rho_{\mathrm{nJCM}}(0) \approx|e\rangle\langle e| \otimes|0\rangle\langle 0|$ for sufficiently low temperature and small
$2 \lambda / \Omega$. The chosen parameters for the simulation of the 2JCM, plotted in Figure 2a,b, are $\pi \alpha=\epsilon_{0}=0.02 \omega_{0}$; recalling that $\Omega=\omega_{0}$, it results in $2 \lambda / \Omega=0.2$. Choosing $\tilde{v}=10^{-3} \Omega$ and $\tilde{\omega}=2 \tilde{v}$, the coupling in 2 JCM amounts to $\tilde{g}_{2}=0.2 \tilde{v}$. The initial reaction-coordinate thermal state, $\rho_{\mathrm{RC}}^{\text {th }}$, contains $n^{\text {th }}=10^{-3}$ bosons. In Figure 2b, we show how the quantum simulation of the 2 JCM model deteriorates for increasing number of bosons, as a large $n^{\text {th }}$ will eventually break down the Lamb-Dicke regime.


Figure 2. Dynamics of the simulated multiphoton Jaynes-Cummings models, $n=2$ (top) and $n=3$ (bottom). In Panels (a) and (c), we show the targeted dynamics (solid lines) and the one obtained using the spin-boson Hamiltonian (points) for $\left\langle a^{\dagger} a\right\rangle$ and $\left\langle\sigma_{z}\right\rangle$, as indicated in the plots and as a function of the time rescaled by $\tau_{n}$ (Equation (31)). In Panels (b) and (d), we plot the infidelity $1-F(t)$ between the ideal $\rho_{\mathrm{nJCM}}(t)$ state and its approximated one $\Phi \rho_{\mathrm{S}+\mathrm{RC}}(t) \Phi^{+}$for different conditions, namely in (b) for different temperatures (or mean occupation number $n^{\text {th }}$ ) and in (d) for different values of $\epsilon_{0} / \Omega$. See Section 4.1 for further details regarding the parameters and states considered in the simulation. JCM, Jaynes-Cummings model.

For the 3JCM, we choose again $\pi \alpha=0.02 \omega_{0}$, which leads to $2 \lambda / \Omega=0.2$. Then, we select the aimed coupling strength of the multiphoton interaction to be $\tilde{g}_{3}=0.1 \tilde{v}$ with $\tilde{\omega}=3 \tilde{v}$, while we vary $\epsilon_{0} / \omega_{0}$. The temperature is set to $\beta \Omega \approx 100$ so that $\rho_{\mathrm{RC}}^{\mathrm{th}} \approx|0\rangle\langle 0|$. As in the previous case, the dynamics are well retrieved; see Figure 2c, where we have set $\epsilon_{0} / \omega_{0}=2 \cdot 10^{-3}$. Note however that, as a consequence of the rotating-wave approximation performed to achieve a resonant third order (see Appendix B and cf. Equation (17)) and due to the longer times required to simulate a 3 JCM compared to the 2 JCM , the condition $|\Omega-\tilde{v}| \gg \epsilon_{0}$ must be better satisfied. Indeed, for $\epsilon_{0} / \omega_{0}=10^{-2}$, we already see a clear departure from the targeted dynamics, as indicated by a large infidelity $1-F(t) \gtrsim 10^{-1}$, as shown in Figure 2d.

In the following, we consider a spin interacting with two bosonic modes, again with $\Gamma_{1,2}=0$. As explained in Section 3.2, we perform the map onto the first bosonic mode to attain a multiphoton
interaction. Upon suitable transformations and approximations, the spin-boson model will take the form of a multiphoton Jaynes-Cummings model $H_{\mathrm{nJCM}, 2}$, where the subscript 2 indicates the presence of a second reaction coordinate in the system. The Hamiltonian $H_{\mathrm{nJCM}, 2}$ reads as:

$$
\begin{equation*}
H_{\mathrm{nJCM}, 2}=\frac{\tilde{\omega}}{2} \sigma_{z}+\tilde{v} a_{1}^{\dagger} a_{1}+\Omega_{2} a_{2}^{\dagger} a_{2}+\tilde{g}_{n}\left(\sigma^{+} a_{1}^{n}+\sigma^{-}\left(a_{1}^{\dagger}\right)^{n}\right)-\lambda_{2} \sigma_{z}\left(a_{2}+a_{2}^{\dagger}\right) . \tag{32}
\end{equation*}
$$

In this manner, the spin exchanges $n$ quanta with the first bosonic mode as in $H_{\mathrm{nJCM}}$, while the last term effectively shifts the spin frequency depending on the state of the second mode. The reduced state for the spin and first bosonic mode is given then by $\rho_{\mathrm{nJCM}}(t)=\operatorname{Tr}_{2}\left[\rho_{\mathrm{nJCM}, 2}(t)\right]$. Indeed, due to the interaction with the second bosonic mode, the multiphoton Jaynes-Cummings model may exhibit non-Markovian features. For that, we consider the spin-boson Hamiltonian $H_{S^{\prime}}$ given in Equation (21), which then approximately realizes $H_{\mathrm{nJCM}, 2}$. In particular, we select $\Delta_{0}=-2 \Omega_{1}$, so that the simulated model involves two-photon interaction terms, i.e., a 2JCM. The results are plotted in Figure 3, while the parameters are $\pi \alpha_{i}=0.02 \Omega_{i}$ such that $2 \lambda_{i} / \Omega_{i}=0.2$ for $i=1,2, \epsilon_{0} / \Omega_{1}=10^{-2}$. The coupling strength in $H_{2 J C M, 2}$ is given by $\tilde{g}_{2}=0.2 \tilde{v}$ with $\tilde{v}=\Omega_{2}$. As in the single-mode case, Rabi oscillations will be clearly visible selecting $\rho_{S^{\prime}}(0)=|-\rangle\langle-| \otimes \rho_{\mathrm{RC}_{1}}^{\mathrm{th}} \otimes \rho_{\mathrm{RC}_{2}}^{\mathrm{th}}$. After its transformation, this state corresponds approximately to an initial spin state $|e\rangle$ in the nJCM frame. In the same manner, in order to analyse the emergence of non-Markovian behaviour, we consider the initial states $|g\rangle\langle g|$ and $|e\rangle\langle e|$ for the spin in $H_{S^{\prime}}$. This implies initial spin states $| \pm\rangle$ in the nJCM frame, which for pure dephasing noise, it has been shown to be the pair of states maximizing $\sigma(t)$ [56]. The results plotted in Figure 3 have been performed considering a sufficiently low temperature such that $\rho_{\mathrm{RC}_{1,2}}^{\mathrm{th}} \approx|0\rangle\langle 0|$. We then compute the trace distance $\mathcal{D}\left(\rho_{x}, \rho_{y}\right)$ using the states $\rho_{x, y}(t)$ resulting in tracing out the second mode, $\operatorname{Tr}_{2}\left[\rho_{2 \mathrm{JCM}, 2}(t)\right]$, for the two different initial states $\rho_{2 J C M, 2}(0) \approx| \pm\rangle\langle \pm| \otimes \rho_{\mathrm{RC}_{1}}^{\mathrm{th}} \otimes \rho_{\mathrm{RC}_{2}}^{\mathrm{th}}$. As shown in Figure 3b, the time-derivative of the trace distance, $\sigma(t)$, becomes positive during certain intervals, a clear indication of the non-Markovian behaviour of the simulated multiphoton Jaynes-Cummings model. In addition, we also calculate the non-trivial evolution of the purity for the states $\rho_{\mathrm{S}+\mathrm{RC}_{1}}(t)$ and $\rho_{\mathrm{S}}(t)=\operatorname{Tr}_{\mathrm{RC}_{1}}\left[\rho_{\mathrm{S}+\mathrm{RC}_{1}}(t)\right]$, which is shown in Figure 3c. According to our theoretical framework, their purity is approximately equal to that of $\rho_{2 \mathrm{JCM}}(t)$ and the reduced spin state upon tracing both bosonic degree of freedom in the $2 \mathrm{JCM}, \operatorname{Tr}\left[\rho_{2 \mathrm{JCM}}(t)\right]$, respectively. Finally, the infidelity $1-F(t)$ between the targeted state $\rho_{2 \mathrm{JCM}, 2}(t)$ and its reconstructed one $\Phi \rho_{\mathrm{S}+\mathrm{RC}_{1}+\mathrm{RC}_{2}}(t) \Phi^{\dagger}$ in Figure 3d.


Figure 3. Cont.


Figure 3. Non-Markovian dynamics for a 2JCM and its simulation using a spin-boson model $H_{S^{\prime}}$. In Panel (a), we show the dynamics for the expectation values $\left\langle a_{i}^{\dagger} a_{i}\right\rangle$ with $i=1,2$ and $\left\langle\sigma_{z}\right\rangle$ for the target 2JCM model (solid lines) and its reconstructed values using $H_{S^{\prime}}$ (points). The considered initial state reads as $\rho_{\mathrm{S}^{\prime}}(0)=|-\rangle\langle-| \otimes \rho_{\mathrm{RC}_{1}}^{\mathrm{th}} \otimes \rho_{\mathrm{RC}_{2}}$, with $\beta$ very large such that $\rho^{\text {th }} \approx|0\rangle\langle 0|$. In (b), we plot the time-derivative of the trace distance, $\sigma(t)$, after tracing out the second bosonic mode and considering the initial states $|e\rangle$ and $|g\rangle$ for the spin in $H_{S^{\prime}}$, while both reaction coordinates find themselves in their vacuum. Clearly, $\sigma(t)>0$ during certain intervals, revealing the non-Markovianity introduced due to the interaction with the second mode. Panel (c) shows the evolution of purity for the state upon tracing the second mode, $\operatorname{Tr}\left[\rho_{\mathrm{S}+\mathrm{RC}}^{2}(t)\right]$ and for the reduced state of the spin, $\operatorname{Tr}\left[\rho_{\mathrm{S}}^{2}(t)\right]$, for the same case shown in (a). In Panel (d), we compare the infidelity $1-F(t)$ between the ideal state and the simulated one using $H_{S^{\prime}}$ for the three different initial states employed here. We refer to Section 4.1 for further details regarding the parameters and states considered in the simulation.

### 4.2. Dissipative Multiphoton Jaynes-Cummings Models

We now consider a more realistic scenario in which the spin-boson model interacts with an environment whose spectral density has an underdamped shape, i.e., $J_{\mathrm{SB}}(\omega)$ has the form of Equation (8) with $\Gamma \neq 0$. In this manner, we extend the theoretical framework beyond the standard local master equation description [44]. As explained in Section 3.1, this situation can be mapped using a reaction coordinate, which now in turn interacts with a Markovian residual environment. The evolution of the state of the augmented system, spin and reaction coordinate, evolves according to the master equation given in Equation (10). Indeed, the effect of spectral broadening, $\Gamma \neq 0$, introduces dissipation into the simulated multiphoton Jaynes-Cummings model, whose state now obeys the master Equation (19). We remark that the performance of the simulated dissipative model is not altered when the effect of dissipation is taken into account correctly. Nevertheless, whenever $\Gamma \gg \tilde{v}$, dissipation dominates the dynamics, and the paradigmatic Rabi oscillations will eventually fade away. In Figure 4, we show the results of numerical simulations aimed to retrieve a 2 JCM with different $\Gamma / \tilde{v}$ values and for different quantities. As for Figure 2, we used $\pi \alpha=\epsilon_{0}=0.02 \omega_{0}$, so that $2 \lambda / \Omega=0.2$. We chose again $\tilde{v}=10^{-3} \Omega$ and $\tilde{\omega}=2 \tilde{v}$, and therefore, the coupling in 2 JCM amounts to $\tilde{g}_{2}=0.2 \tilde{v}$, while the temperature is such that $\rho_{\mathrm{RC}}^{\text {th }}$ contains $n^{\text {th }}=10^{-3}$ bosons. The spin is initialized in the $|-\rangle$ state, so that $\rho_{\mathrm{S}+\mathrm{RC}}(0)=|-\rangle\langle-| \otimes \rho_{\mathrm{RC}}^{\mathrm{th}}$. In particular, the value $\Gamma / \tilde{v}=2 \cdot 10^{-1}$ considered in Figure 4a already produces a significant departure from the Rabi oscillation between the states $|e\rangle|0\rangle$ and $|g\rangle|2\rangle$ in the dissipationless 2JCM (cf. Figure 2a for $\Gamma=0$ ). Note that the results plotted in Figure 4a correspond to a critically-damped 2JCM since $\Gamma=\tilde{g}_{2}$. As plotted in Figure $4 b$, the effect of the dissipation is clearly visible in the evolution of the purity for both the total state (spin plus bosonic mode) and the reduced spin state, namely $\operatorname{Tr}\left[\rho_{\mathrm{S}+\mathrm{RC}}^{2}(t)\right]$ and $\operatorname{Tr}\left[\rho_{\mathrm{S}}^{2}(t)\right]$. As in previous cases, the purity of these states is directly related to those of the simulated model as a consequence of the relation $\rho_{2 \mathrm{JCM}}(t) \approx \Phi \rho_{S+R C}(t) \Phi^{\dagger}$. Furthermore, Rabi oscillations or population revivals appear in the evolution of von Neumann entropy, $S_{\mathrm{vN}}(\rho)=-\rho \log _{2} \rho$ for the reduced spin state. In particular,
for an initial state $\rho_{n J C M}(0) \approx|e\rangle\langle e| \otimes|0\rangle\langle 0|$ and due to the $n$-photon interaction with a bosonic degree of freedom, the spin state oscillates between a pure $\left(S_{\mathrm{vN}}=0\right)$ and a maximally-mixed state $\left(S_{\mathrm{vN}}=1\right)$ in a time $\tau_{n} / 2$. This further corroborates that one can witness the multiphoton transitions of the aimed multiphoton Jaynes-Cummings model monitoring the spin even without access or control on the bosonic environment. This is plotted in Figure 4 c for different $\Gamma / \tilde{v}$ values. Finally, we note that the performance of the quantum simulation is independent of the dissipation as demonstrated by the good fidelities attained in these cases (cf. Figure 4d), allowing for the simulation of different parameter regimes in a nJCM.


Figure 4. Dynamics of a dissipative 2JCM using a spin-boson model. In Panel (a), we show the dynamics of the expectation values of $\left\langle a^{\dagger} a\right\rangle$ and $\left\langle\sigma_{z}\right\rangle$, as in Figure 2, for the dissipative 2JCM (solid lines) and its simulation using the spin-boson model (points), for $\Gamma / \tilde{v}=2 \cdot 10^{-1}$ and $\rho_{\mathrm{S}+\mathrm{RC}}(0)=|-\rangle\langle-| \otimes \rho_{\mathrm{RC}}^{\mathrm{th}}$ with $n^{\text {th }}=10^{-3}$. For the same case, we also show in (b) the evolution of the purities for the spin state $\operatorname{Tr}\left[\rho_{\mathrm{S}}^{2}(t)\right]$ and for the total state $\operatorname{Tr}\left[\rho_{\mathrm{S}+\mathrm{RC}}^{2}(t)\right]$. In (c), we compare the different behaviour as $\Gamma / \tilde{v}$ varies for the von Neumann entropy of the reduced spin state, $S_{\mathrm{vN}}\left(\rho_{\mathrm{S}}(t)\right)$. The values of $\Gamma / \tilde{v}$ are indicated close to each curve. Finally, the state infidelity $1-F(t)$ between the targeted $\rho_{2 J C M}$ and its approximate simulation, $\Phi \rho_{\mathrm{S}+\mathrm{RC}}(t) \Phi^{\dagger}$, is plotted in Panel (d) for different $\Gamma / \tilde{v}$. See the main text for further details on the parameters employed for the simulation.

## 5. Conclusions

We have proposed a theoretical scheme to realize multiphoton Jaynes-Cummings models using the paradigmatic spin-boson model, which contains a continuum of bosonic modes, as an analogue quantum simulator. While the spin-boson model naturally lacks these multiphoton interaction terms, we make use of a suitable transformation that approximately maps the spin-boson model into a dissipative multiphoton Jaynes-Cummings model. Importantly, the parameters of the multiphoton model, as well as the order of the interaction can be controlled by tuning the frequency splitting and bias parameter of the spin in
the original spin-boson model. In order to bring the spin-boson model, typically interacting with an infinite number of bosonic modes, into the form of the aimed multiphoton model, we first rearrange the environment degrees of freedom using the so-called reaction-coordinate method [22-28]. This method allows us to include a set of collective bosonic modes into the coherent description of the problem, which then in turn interact with the residual environment. For certain types of interactions between the spin and the environment, characterized by the spectral density, the reaction coordinate mapping emerges as a powerful tool to reduce the complexity of the problem. In particular, for an underdamped spectral density, the reaction coordinate takes a simple form as it interacts with the residual environment in a Markovian fashion. The resulting Hamiltonian is then used to generate multiphoton interaction terms, following the theory explained in [43,44], while the dissipation effects must be transformed accordingly. Furthermore, we extend the scheme to spin-boson models with structured environments. In these cases, the original spin-boson Hamiltonian can be mapped onto the one of a spin interacting with more reaction coordinates. In this manner, we show how to extend the theoretical framework to account for these additional modes. In particular, due to the presence of two or more reaction coordinates, the attained multiphoton Jaynes-Cummings model can exhibit non-Markovian features. We perform numerical simulations starting from the spin plus reaction-coordinate Hamiltonians and aiming to realize different multiphoton Jaynes-Cummings models. We first perform simulations considering one reaction coordinate without dissipation to better illustrate the performance of the required approximations to achieve two- and three-photon Jaynes-Cummings models. We then demonstrate that non-Markovian multiphoton Jaynes-Cummings models can be indeed attained when a second reaction coordinate is included, as unveiled by the standard trace distance measure [56]. Finally, we provide numerical simulations investigating the interplay between spectral broadening, dissipation and the decoherence in the targeted multiphoton models.
Author Contributions: Conceptualization R.P. and J.C.; investigation, R.P., G.Z., I.A., E.S., M.P. and J.C.; supervision, E.S., M.P. and J.C.; writing R.P.; writing, review and editing, G.Z., I.A., E.S., M.P. and J.C.

Funding: G.Z. is supported by the H2020-MSCA-COFUND-2016 project SPARK(Grant No. 754507). R.P. and M.P. acknowledge the support by the SFI-DfEInvestigator Programme (Grant 15/IA/2864). M.P. acknowledges the H2020 Collaborative Project TEQ(Grant Agreement 766900), the Leverhulme Trust Research Project Grant UltraQuTe (Grant No. RGP-2018-266) and the Royal Society Wolfson Fellowship (RSWF $\backslash$ R3 $\backslash 183013$ ). J.C. acknowledges support by the Juan de la Cierva Grant IJCI-2016-29681. I.A. acknowledges support by Basque Government Ph.D. Grant No. PRE-2015-1-0394. We also acknowledge funding from Spanish MINECO/FEDER FIS2015-69983-P and Basque Government IT986-16. This material is also based on work supported by the U.S. Department of Energy, Office of Science, Office of Advance Scientific Computing Research (ASCR), Quantum Algorithm Teams (QAT) Program under Field Work Proposal Number ERKJ333. J.C. and E.S. acknowledge support from the projects QMiCS(820505) and OpenSuperQ(820363) of the EU Flagship on Quantum Technologies.
Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript; nor in the decision to publish the results.

## Appendix A. Reaction Coordinate Mapping

In this Appendix, we provide the necessary steps for the reaction coordinate mapping, as well as for the derivation of the master equation given in Equation (10), following closely [24]. As outlined in Section 3.1, given the Hamiltonian of the spin-boson system $H_{S B}=\frac{\epsilon_{0}}{2} \sigma_{z}+\frac{\Delta_{0}}{2} \sigma_{x}+\sigma_{x} \sum_{k} f_{k}\left(c_{k}+c_{k}^{\dagger}\right)+$ $\sum_{k} \omega_{k} c_{k}^{\dagger} c_{k}$, one can achieve the RC mapping by defining a collective coordinate such that $\lambda\left(a+a^{\dagger}\right)=$ $\sum_{k} f_{k}\left(c_{k}+c_{k}^{\dagger}\right)$, where $a$ and $a^{\dagger}$ are respectively the annihilation and creation operators of the RC. This transformation leads to a new Hamiltonian where the original system interacts with the residual environment only through the RC,

$$
\begin{equation*}
H=H_{\mathrm{S}+\mathrm{RC}}+H_{\mathrm{RC}-\mathrm{E}^{\prime}}+H_{\mathrm{E}^{\prime}} \tag{A1}
\end{equation*}
$$

where $H_{\mathrm{S}+\mathrm{RC}}$ is given by Equation (7), while $H_{\mathrm{RC}-\mathrm{E}^{\prime}}=\left(a+a^{\dagger}\right) \sum_{k} g_{k}\left(b_{k}+b_{k}^{+}\right)+\left(a+a^{\dagger}\right)^{2} \sum_{k} \frac{g_{k}^{2}}{\omega_{k}}$, $H_{\mathrm{E}^{\prime}}=\sum_{k} \omega_{k} b_{k}^{\dagger} b_{k}$.

The crucial point of this procedure is to find an explicit relation between the spectral density of the original configuration, i.e. $J_{\mathrm{SB}}(\omega)=\sum_{k} f_{k}^{2} \delta\left(\omega-\omega_{k}\right)$, and the analogue quantity of the transformed system $J_{\mathrm{RC}}(\omega)=\sum_{k} g_{k}^{2} \delta\left(\omega-\omega_{k}\right)$. In order to obtain this relation, one can rephrase the problem classically. Indeed, since the spectral density only depends on the interaction between the system and the environment, one can momentarily regard the spin as a continuous coordinate $q$ subject to a potential $V(q)$. After solving the corresponding Hamilton equations of motion in the Fourier space, one obtains an equation of the form $\hat{L}_{\mathrm{SB}}(z) \hat{q}(z)=-\hat{V}^{\prime}(z)$, where $\hat{L}_{\mathrm{SB}}(z)=-z^{2}\left(1+\int_{0}^{+\infty} d \omega \frac{2 \int_{\mathrm{SB}}(\omega)}{\omega\left(\omega^{2}-z^{2}\right)}\right)$. Therefore, using the so-called Leggett prescription, one gets:

$$
\begin{equation*}
J_{\mathrm{SB}}(\omega)=\frac{1}{\pi} \lim _{\epsilon \rightarrow 0^{+}} \operatorname{Im}\left[\hat{L}_{\mathrm{SB}}(\omega-i \epsilon)\right] \tag{A2}
\end{equation*}
$$

One can reproduce the same calculation also after performing the RC mapping and express $J_{\mathrm{RC}}(\omega)$ in terms of the corresponding kernel $\hat{L}_{0}(z)$. However, since at this stage, we are just rearranging the environment in a more convenient way by using a suitable normal mode transformation, the integral kernel must be the same before and after the mapping; hence, one can use $\hat{L}_{0}(z)$ instead of $\hat{L}_{\mathrm{SB}}(z)$ in Equation (A2). By considering the Ohmic spectral density $J_{\mathrm{RC}}(\omega)=\gamma \omega e^{-\omega / \Lambda}$, one obtains:

$$
\begin{equation*}
J_{\mathrm{SB}}(\omega)=\frac{4 \gamma \Omega^{2} \lambda^{2} \omega}{\left(\Omega^{2}-\omega^{2}\right)^{2}+(2 \pi \gamma \Omega \omega)^{2}} \tag{A3}
\end{equation*}
$$

It is easy to see that one exactly recovers the underdamped spectral density given by Equation (8) by simply requiring that $\gamma=\Gamma /\left(2 \pi \omega_{0}\right), \Omega=\omega_{0}$, and $\lambda=\sqrt{\pi \alpha \omega_{0} / 2}$. Furthermore, one also needs to solve the dynamics, i.e., writing down the corresponding master equation for the mapped system, system plus reaction coordinate. The guiding idea is to treat exactly the coupling between the spin and the RC, while the interaction between the latter and the residual environment is treated perturbatively up to the second order. This enables us to rely on the standard Born-Markov approximation, provided that either the coupling between the augmented system and the residual environment is weak or the residual environment correlation time is short compared to the relevant time scale of the system. Within this approximation, one can work out a master equation that, in the Schrödinger picture, reads as:

$$
\begin{aligned}
\dot{\rho}(t)=-i\left[H_{\mathrm{S}+\mathrm{RC}}, \rho(t)\right] & -\int_{0}^{\infty} d \tau \int_{0}^{\infty} d \omega J_{\mathrm{RC}}(\omega) \cos \omega \tau \operatorname{coth}\left(\frac{\beta \omega}{2}\right)[A,[A(-\tau), \rho(t)]] \\
& -\int_{0}^{\infty} d \tau \int_{0}^{\infty} d \omega J_{\mathrm{RC}}(\omega) \frac{\cos \omega \tau}{\omega}\left[A,\left\{\left[A(-\tau), H_{\mathrm{S}+\mathrm{RC}}\right], \rho(t)\right\}\right]
\end{aligned}
$$

where $\rho \equiv \rho_{\mathrm{S}+\mathrm{RC}}, A=a+a^{\dagger}$, and the residual environment is assumed to be in a thermal state, i.e., $\rho_{E^{\prime}}=$ $e^{-\beta H_{\mathrm{E}^{\prime}}} / \operatorname{Tr}_{\mathrm{E}^{\prime}}\left\{e^{-\beta H_{\mathrm{E}^{\prime}}}\right\}$.

In order to obtain an expression for the interaction picture operators, one can proceed by truncating the space of the augmented system up to $n$ basis states and numerically diagonalising the Hamiltonian $H_{\mathrm{S}+\mathrm{RC}}$. To this end, let $\left|\phi_{n}\right\rangle$ be an eigenstate of $H_{\mathrm{S}+\mathrm{RC}}$, i.e., $H_{\mathrm{S}+\mathrm{RC}}\left|\phi_{j}\right\rangle=\varphi_{j}\left|\phi_{j}\right\rangle$; therefore, the operator $A$ can be expanded as $A=\sum_{j k} A_{j k}\left|\phi_{j}\right\rangle\left\langle\phi_{k}\right|$, while in the interaction picture, one has:

$$
\begin{equation*}
A(t)=\sum_{j k} A_{j k} e^{i \widetilde{\zeta}_{j k} t}\left|\phi_{j}\right\rangle\left\langle\phi_{k}\right| \tag{A4}
\end{equation*}
$$

where $A_{j k}=\left\langle\phi_{j}\right| A\left|\phi_{k}\right\rangle$, and $\xi_{j k}=\varphi_{j}-\varphi_{k}$. Finally, by plugging Equation (A4) into Equation (A4) and assuming the imaginary parts to be negligible, one gets the final form of the master equation given by Equation (10).

## Appendix B. Derivation of $H_{b}$ and $H_{\mathrm{n}}$

In this Appendix, we show how to obtain the Hamiltonians $H_{b}$ and $H_{\mathrm{n}}$, given in Equations (16) and (17), respectively. In particular, for $H_{b}$, the following expressions are needed:

$$
\begin{aligned}
T^{\dagger}(\alpha) a^{\dagger} a T(\alpha) & =a^{\dagger} a+|\alpha|^{2}-\sigma_{z}\left(a \alpha^{*}+a^{\dagger} \alpha\right), \\
T^{\dagger}(\alpha) \sigma_{x} T(\alpha) & =-\sigma_{z} \\
T^{\dagger}(\alpha) \sigma_{y} T(\alpha) & =-i D(2 \alpha) \sigma^{+}+\text {H.c., } \\
T^{\dagger}(\alpha) \sigma_{z} T(\alpha) & =D(2 \alpha) \sigma^{+}+\text {H.c., } \\
T^{\dagger}(\alpha) \sigma_{x}\left(a+a^{\dagger}\right) T(\alpha) & =-\sigma_{z}\left(a+a^{\dagger}\right)+2 \operatorname{Re}[\alpha] .
\end{aligned}
$$

Thus, the resulting Hamiltonian $H_{b}=T^{\dagger} H_{a} T$, with $H_{a}=\Omega a^{\dagger} a+\lambda \sigma_{x}\left(a+a^{\dagger}\right)+\sum_{j} \epsilon_{j} / 2\left(\cos \Delta_{j} t \sigma_{z}+\right.$ $\left.\sin \Delta_{j} t \sigma_{y}\right)$, reads:

$$
\begin{equation*}
H_{b}==\Omega a^{\dagger} a-\Omega \sigma_{z}\left(a \alpha+a^{\dagger} \alpha^{*}\right)-\lambda \sigma_{z}\left(a+a^{\dagger}\right)+\sum_{j=0}^{n_{d}} \frac{\epsilon_{j}}{2}\left[\sigma^{+} D(2 \alpha) e^{-i \Delta_{j} t}+\text { H.c. }\right], \tag{A5}
\end{equation*}
$$

where we have neglected a constant energy shift. Therefore, by selecting $\alpha=-\lambda / \Omega$, we obtain a simple Hamiltonian to pursue multiphoton interactions, namely:

$$
\begin{equation*}
H_{b}=\Omega a^{\dagger} a+\sum_{j} \frac{\epsilon_{j}}{2}\left[\sigma^{+} e^{2 \lambda\left(a-a^{\dagger}\right) / \Omega} e^{-i \Delta_{j} t}+\text { H.c. }\right] \tag{A6}
\end{equation*}
$$

which is indeed Equation (16). Moving now to an interaction picture w.r.t. $H_{b, 0}=(\Omega-\tilde{v}) a^{\dagger} a-\tilde{\omega} \sigma_{z} / 2$, we obtain:

$$
\begin{equation*}
H_{b, 1}^{I}=\tilde{v} a^{\dagger} a+\frac{\tilde{\omega}}{2} \sigma_{z}+\sum_{j} \frac{\epsilon_{j}}{2}\left[\sigma^{+} e^{-i\left(\Delta_{j}+\tilde{\omega}\right) t} e^{2 \lambda\left(a(t)-a^{\dagger}(t)\right) / \Omega}+\text { H.c. }\right] \tag{A7}
\end{equation*}
$$

with $a(t)=a e^{-i(\Omega-\tilde{v}) t}$. Requiring $|2 \lambda / \Omega| \sqrt{\left\langle\left(a+a^{\dagger}\right)^{2}\right\rangle} \ll 1$ and selecting $\Delta_{j}=\Delta_{n}^{ \pm} \equiv \pm n(\tilde{v}-\Omega)-\tilde{\omega}$, we resonantly drive multiphoton Jaynes-Cummings interaction terms, while the rest of the terms in the expansion of the exponential term are off-resonant and rotating with a large frequency compared to its amplitude, i.e., $n|\Omega-\tilde{v}| \gg \epsilon_{j} / 2$ (for zeroth order) where $n$ is the selected order of the interaction $\sigma^{ \pm} a^{n}$. In this manner, performing these two approximations, one obtains:

$$
\begin{equation*}
H_{\mathrm{n}}=\frac{\tilde{\omega}}{2} \sigma_{z}+\tilde{v} a^{\dagger} a+\sum_{j \in r} \frac{\epsilon_{j}(2 \lambda)^{n_{j}}}{2 \Omega^{n_{j}} n_{j}!}\left[\sigma^{+} a^{n_{j}}+\text { H.c. }\right]+\sum_{j \in b} \frac{\epsilon_{j}(2 \lambda)^{n_{j}}}{2 \Omega^{n_{j}} n_{j}!}\left[\sigma^{+}\left(-a^{\dagger}\right)^{n_{j}}+\text { H.c. }\right], \tag{A8}
\end{equation*}
$$

where $\Delta_{j \in r}=n_{j}(\tilde{v}-\Omega)-\tilde{\omega}$ and $\Delta_{j \in b}=-n_{j}(\tilde{v}-\Omega)-\tilde{\omega}$, which corresponds to Equation (17). The largest error committed in the previous approximation stems from the zeroth order in the expansion of the exponential. These contributions are of the form $\epsilon_{j} / 2\left(\sigma^{+} e^{i n_{j}(\Omega-\tilde{v}) t}+\right.$ H.c. $)$, which will produce a significant effect after a time $t \approx n_{j}(\Omega-\tilde{v}) / \epsilon_{j}^{2}$. For a single $n$-photon interaction term, population transfer occurs in a characteristic time $\tau_{n}=\sqrt{n!}(\Omega / 2 \lambda)^{n} / \epsilon_{0}$ (see Section 4.1). Hence, we can provide a rough estimate for the duration of a correct simulation of the desired multiphoton Jaynes-Cummings model to be $t=k \tau_{n}$ with $k \approx(2 \lambda / \Omega)^{n} n(\Omega-\tilde{v}) /\left(\epsilon_{0} \sqrt{n!}\right)$.
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#### Abstract

We propose a method to generate nonclassical states of light in multimode microwave cavities. Our approach considers two-photon processes that take place in a system composed of $N$ extended cavities and an ultrastrongly coupled light-matter system. Under specific resonance conditions, our method generates, in a deterministic manner, product states of uncorrelated photon pairs, Bell states, and $W$ states in different modes on the extended cavities. Furthermore, the numerical simulations show that the generation scheme exhibits a collective effect which decreases the generation time in the same proportion as the number of extended cavity increases. Moreover, the entanglement encoded in the photonic states can be transferred towards ancillary two-level systems to generate genuine multipartite entanglement. Finally, we discuss the feasibility of our proposal in circuit quantum electrodynamics. This proposal could be of interest in the context of quantum random number generator, due to the quadratic scaling of the output state.
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## 1. Introduction

The state-of-the-art devices exhibiting quantum behaviour has grown extensively in the last two decades. Remarkable platforms such as superconducting circuits [1-3] and circuit quantum electrodynamics (QED) [4,5] have allowed the implementation of microwave quantum photonics [6,7], where superconducting electrical circuits mimic the behavior of atoms and cavities [8-10]. In this manner, the capability of tailoring internal circuit parameters to obtain devices with long coherence times and switchable coupling strengths yielded quantum optics experiments such as electromagnetically induced transparency [11], photon blockade [12], and lately to manipulate the parity symmetric of an artificial atom in situ [13] to name a few. A distinctive aspect of microwave photonics is the inherent nonlinearity coming from Josephson junction devices that makes possible to build photonic crystals with Kerr and Cross-Kerr nonlinearities much larger than the one observed in optical devices [14-18]. This allows for enhancing processes such as parametric down conversion [19-22], and the generation of nonclassical states of light [23-27]. Likewise, the notable features of superconducting circuits have also triggered a bunch of proposals for microwave photon generation in systems composed of a large number of cavities. In this context, it is possible to find proposals for the generation of entangled photon states such as NOON (MOON), corresponding to
a photonic state where the resonator $A$ has $N(M)$ or zero quanta, entangled with resonator $B$ with zero or $N$ quanta [28-32] states, studies of correlated photons emitted from a cascade system [33], as well as the implementation of a controlled NOT gate (CNOT) gate between qubits encoded in a cavity [34], among other applications [35-37].

On the other hand, circuit QED has also made it possible to achieve light-matter coupling strengths such as the ultrastrong (USC) [38-43] and deep-strong (DSC) [44,45] regimes of light-matter coupling [46,47]. In both cases, as the coupling strength between the light and matter becomes comparable (USC) or larger than the frequency of the field mode (DSC), the rotating wave approximation breaks down and the simplest model that describes the physical situation is the quantum Rabi model [46,48,49]. This model exhibits a discrete parity symmetry and an anharmonic energy spectrum that provide a set of resources for quantum information tasks and quantum simulations [50-60].

Unlike the previous proposal based on microwave photonic state generation, where the considered system works in the single-mode approximation [61-64], and the generation time remains constant independently of the number of subsystems [65], we propose a method to generate nonclassical states of light in multimode microwave cavities. Our approach considers two-photon processes taking place in a system composed of two extended cavities and an ultrastrongly coupled light-matter system, hereafter called quantum Rabi system. Under specific resonance conditions, our method allows a deterministic generation of identical photonic quantum states on different modes, which can be uncorrelated photon state or correlated Bell and $W$ states. Furthermore, we could extend our protocol to $N$ (up to six) cavities. The extension of our system gives rise to a decrease in the generation time of the photonic states. This collective effect arises from the form of the effective coupling obtained in the effective model. In addition, the numerical simulations show that the generation times decrease in the same proportion as the number of extended cavities increases, reducing the detrimental effect due to the interaction of the system with the environment. On the other hand, we show the generation of genuine multipartite entangled states when coupling an ancillary system to each cavity. Finally, we propose a physical implementation of our scheme considering near-term technology of superconducting circuits.

This paper is organized as follows: in Section 2, we introduce our physical scheme. In Section 3, we discuss about the main aspects of the physics of the quantum Rabi system, that is, its parity symmetry and the underlying selection rules for state transitions. In Section 4, we discuss the two-photon processes presented in our physical system, and the generation of nonclassical states of light. In Section 5, we show that our model allows for generating copies of density matrices. In Section 6, we study swapping processes for the generation of genuine multipartite entanglement. In Section 7, we present a physical implementation of our method in superconducting circuits. Finally, in Section 8, we present our concluding remarks.

## 2. The Model

Let us consider a two-level system of frequency $\omega_{q}$ interacting with a quantized electromagnetic field mode of frequency $\omega_{\text {cav }}$ in the USC regime. This system is described by the quantum Rabi Hamiltonian $[48,49](\hbar=1)$

$$
\begin{equation*}
\mathcal{H}_{\mathrm{QRS}}=\omega_{\mathrm{cav}} a^{\dagger} a+\frac{\omega_{q}}{2} \sigma^{z}+g \sigma^{x}\left(a^{\dagger}+a\right) \tag{1}
\end{equation*}
$$

Here, $a^{\dagger}(a)$ is the creation (annihilation) boson operator for the field mode, the operators $\sigma^{x}$ and $\sigma^{z}$ are the Pauli matrices describing the two-level system, and $g$ is the light-matter coupling strength. In addition, $N$ two-mode resonators [66], each supporting $M=2$ modes of frequencies $\omega_{1}^{\ell}$ and $\omega_{2}^{\ell}$, are coupled to the edges of the quantum Rabi system through field quadratures. Notice that each mode
couples to the quantum Rabi system with coupling strengths $J_{1}^{\ell}$ and $J_{2}^{\ell}$, respectively. This physical situation will be described by the Hamiltonian

$$
\begin{align*}
\mathcal{H} & =\mathcal{H}_{\mathrm{QRS}}+\mathcal{H}_{\mathrm{c}}+\mathcal{H}_{I}  \tag{2}\\
\mathcal{H}_{\mathrm{c}} & =\sum_{\ell=1}^{N}\left(\omega_{1}^{\ell} b_{\ell}^{\dagger} b_{\ell}+\omega_{2}^{\ell} c_{\ell}^{\dagger} c_{\ell}\right)  \tag{3}\\
\mathcal{H}_{I} & =\sum_{\ell=1}^{N}\left[J_{1}^{\ell}\left(b_{\ell}^{+}+b_{\ell}\right)+J_{2}^{\ell}\left(c_{\ell}^{+}+c_{\ell}\right)\right]\left(a+a^{+}\right) \tag{4}
\end{align*}
$$

where $b_{\ell}^{\dagger}\left(b_{\ell}\right)$ and $c_{\ell}^{\dagger}\left(c_{\ell}\right)$ are the creation (annihilation) boson operators for the first and second field mode of the $\ell$ th cavity, respectively. Notice that the coupling strength between resonators $J_{1,2}^{\ell}$ can be several orders of magnitude smaller than $\omega_{1,2}^{\ell}$ [67]. Hence, the counter-rotating terms present in Equation (4) can be neglected through the rotating wave approximation (RWA) [68] leading to the following interaction Hamiltonian:

$$
\begin{equation*}
\mathcal{H}_{I}=\sum_{\ell=1}^{N}\left[\left(J_{1}^{\ell} b_{\ell}+J_{2}^{\ell} c_{\ell}\right) a^{\dagger}+\left(J_{1}^{\ell} b_{\ell}^{\dagger}+J_{2}^{\ell} c_{\ell}^{\dagger}\right) a\right] . \tag{5}
\end{equation*}
$$

In what follows, we will discuss the features of the energy spectrum of the quantum Rabi system, that is, its anharmonicity and the internal symmetry arising in the USC regime.

## 3. Parity Symmetry $\mathbb{Z}_{2}$ and Selection Rules

The energy spectrum of the quantum Rabi system presents interesting features, which promises to be useful for quantum information processing [50-55]. These features correspond to the anharmonicity of the energy levels and the selection rules imposed by the $\mathbb{Z}_{2}$ symmetry arising in the USC regime. In Figure 1, we show the first four energy levels of quantum Rabi system as a function of $g / \omega_{\text {cav }}$, where we see an anharmonic energy spectrum. Moreover, in the quantum Rabi system, it is possible to define the parity operator $\mathcal{P}=-\sigma^{z} \otimes e^{i \pi a^{\dagger} a}$ that has a discrete spectrum $p= \pm 1$. Notice that $\mathcal{P}$ commutes with the quantum Rabi system Hamiltonian, $\left[H_{\mathrm{QRS}}, \mathcal{P}\right]=0$, thus enabling the diagonalization of both operators in a common basis $\{|E, p\rangle\}_{E=0}^{\infty}$. We label each quantum state regarding two quantum numbers, $E$ corresponds to the energy level while $p$ denotes its parity value. In Figure 1, states with parity $+1(-1)$ are denoted by the continuous orange (dashed blue) line. As a consequence, the Hilbert space of the quantum Rabi system is divided into two parts, the even and the odd parity subspaces. This allows, depending on the kind of driving, the possibility of connecting states with different or equal parity. For instance, it has been proven that drivings like $\mathcal{H}_{D} \sim\left(a^{\dagger}+a\right)$ and $\mathcal{H}_{D} \sim \sigma^{x}$ connect states belonging to different subspaces [55]. This happens because the matrix element $\langle E, \pm| \mathcal{H}_{D}\left|E^{\prime}, \mp\right\rangle \neq 0$. Moreover, for a driving like $\mathcal{H}_{D} \sim \sigma^{z}$, only states with equal parity can be connected since the matrix element $\langle E, \pm| \mathcal{H}_{D}\left|E^{\prime}, \pm\right\rangle \neq 0$.


Figure 1. (a) energy spectrum of the Hamiltonian in Equation (1) as a function of the coupling strength $g$. Blue dashed lines stand for states with parity $p=+1$. Orange continuous lines correspond to states with parity $p=-1 ;(\mathbf{b})$ diagram of the energy levels at $g=0.6 \omega_{\text {cav }}$. In these numerical calculations, we use $\omega_{q}=0.8 \omega_{\text {cav }}$.

## 4. Two Photon Process Mediated by a Quantum Rabi System

Here, we propose the implementation of a two-photon process mediated by the quantum Rabi system, which relies on its anharmonicity and the selection rules previously discussed. In particular, we provide specific resonance conditions between the two-mode cavities and the quantum Rabi system to achieve the phase matching condition analogue to the usual parametric down-conversion process in optical systems.

Let us consider the following set of parameters for quantum Rabi system $\omega_{q}=0.8 \omega_{\text {cav }}$ and $g=0.6 \omega_{\text {cav }}$. In this case, as shown in Figure 1, the first three energy levels form a cascade $\Xi$ system similar to Rydberg atoms studied in cavity quantum electrodynamics [69,70]. The ground and second excited state have parity $p=+1$, while the first excited state has parity $p=-1$ (see Figure 1b). Notice that this behaviour on the energy levels is valid for $g<0.4 \omega_{\text {cav }}$. Otherwise, the parity value of the lowest energy levels does not resemble a cascade energy configuration. In such a case, it is not possible to implement a two-photon process. According to the type of interaction of the two-mode cavities with the quantum Rabi system, see Equation (4), a single photon will not be able to produce a transition between the second excited state $|2,+\rangle$ and the ground state $|0,+\rangle$ since it is forbidden by parity. However, these states can be connected through a second-order process. The latter may occur when the sum of frequencies of the modes, belonging to a cavity, matches that of the energy transition between the ground and the second excited state of the quantum Rabi system, i.e., $\omega_{1}^{\ell}+\omega_{2}^{\ell}=v_{20}$. Moreover, the frequency of each mode must be far-off-resonance with respect to the frequency of the first excited state $\omega_{1,2}^{\ell} \gg v_{10}$. Under these conditions, the intermediate level can be adiabatically eliminated leading to the effective Hamiltonian

$$
\begin{equation*}
\mathcal{H}_{\mathrm{eff}}^{\ell}=\mathcal{H}_{\mathrm{QRS}}+\mathcal{H}_{\mathrm{c}}+\sum_{\ell, \ell^{\prime}=1}^{N} \mathcal{J}_{\ell}^{\ell^{\prime}}\left(b_{\ell}^{\dagger} c_{\ell^{\prime}}^{+} \mathcal{S}^{-}+b_{\ell} c_{\ell^{\prime}} \mathcal{S}^{+}\right) \tag{6}
\end{equation*}
$$

which describes simultaneous two-photon processes in both cavities. Here, $S^{+}=|2,+\rangle\langle 0,+|$ corresponds to the ladder operator of the quantum Rabi system in the effective two-level basis. Furthermore, the effective coupling strength $\mathcal{J}_{\ell}^{\ell^{\prime}}$ is defined as follows:

$$
\begin{equation*}
\mathcal{J}_{\ell}^{\ell^{\prime}}=J_{1}^{\ell} J_{2}^{\ell^{\prime}} \chi_{01} \chi_{21}\left[\frac{1}{\Delta_{10}^{1}}+\frac{1}{\Delta_{21}^{2}}\right] \tag{7}
\end{equation*}
$$

Here, we define the matrix element of the operator $a$ in the quantum Rabi system basis as $\chi_{k j}^{ \pm}=\langle k,+| a|j,-\rangle$ and the quantum Rabi system-mode detuning $\Delta_{k j}^{1,2}=\omega_{1,2}^{\ell}-v_{k j}$. The Hamiltonian
in Equation (6) gives rise to several parametric down conversion processes mediated by the quantum Rabi system, i.e., by starting with one excitation on the quantum Rabi system of energy $v_{20}$, it may produce a pair of photons of frequencies $\omega_{1}$ and $\omega_{2}$. The photons generated by this scheme will distribute on the two-mode cavities according to the relation $\omega_{1}^{\ell}+\omega_{2}^{\ell^{\prime}}=v_{20}$. Depending on the number of cavities $N$, this condition enables us to generate two uncorrelated single-photons ( $N=1$ ), or produce identical entangled states of different frequencies such as Bell states $(N=2)$ or $W$ states ( $N \geq 3$ ). For the cases, $N=\{1,2,3\}$, the effective Hamiltonians read

$$
\begin{align*}
& \mathcal{H}_{\text {eff }}^{1}=\mathcal{J}_{2}^{1}\left[b_{1}^{\dagger} c_{1}^{\dagger} \mathcal{S}^{-}+b_{1} c_{1} \mathcal{S}^{+}\right],  \tag{8a}\\
& \mathcal{H}_{\text {eff }}^{2}=\mathcal{J}_{2}^{1}\left[b_{1}^{\dagger} c_{1}^{\dagger}+b_{2}^{\dagger} c_{2}^{\dagger}+b_{1}^{\dagger} c_{2}^{\dagger}+b_{2}^{\dagger} c_{1}^{\dagger}\right] \mathcal{S}^{-}+\text {H.c, }  \tag{8b}\\
& \mathcal{H}_{\text {eff }}^{3}=\mathcal{J}_{2}^{1}\left[b_{1}^{\dagger} c_{1}^{\dagger}+b_{2}^{\dagger} c_{2}^{\dagger}+b_{3}^{\dagger} c_{3}^{\dagger}+b_{1}^{\dagger} c_{2}^{\dagger}+b_{1}^{\dagger} c_{3}^{\dagger}+b_{2}^{\dagger} c_{1}^{\dagger}+b_{2}^{\dagger} c_{3}^{\dagger}+b_{3}^{\dagger} c_{1}^{\dagger}+b_{3}^{\dagger} c_{2}^{\dagger}\right] \mathcal{S}^{-}+\text {H.c. } \tag{8c}
\end{align*}
$$

The protocol works as follows: we initially consider the entire system in its ground state i.e., $|\Psi(0)\rangle=|0,+\rangle \otimes_{\ell, \ell^{\prime}}^{N}\left|0_{\ell}, 0_{\ell^{\prime}}\right\rangle$. Afterwards, one may excite the quantum Rabi system with a microwave pulse with frequency $v=v_{20}$. Notice that $v_{20}$ is not resonant with the frequency of the two-mode resonators. Thus, the resonator modes coupled dispersively to the quantum Rabi system remaining in the vacuum state. This interaction can be modelled by the Hamiltonian $\mathcal{H}_{D}=\Omega \cos \left(v_{20} t\right) \sigma^{z}$. Notice that $\mathcal{H}_{D}$ preserves the $\mathbb{Z}_{2}$ symmetry of the quantum Rabi system, thus enabling transitions between states of equal parity. The state of the system, after an interaction time $t=\pi / \Omega$, is given by $|\Psi(\pi / \Omega)\rangle=|2,+\rangle \otimes_{\ell, \ell^{\prime}}^{N}\left|0_{\ell}, 0_{\ell^{\prime}}\right\rangle$. Then, the system evolves under the Hamiltonian (2) for a time $t_{S}=\pi /\left(2 \mathcal{J}_{2}^{1}\right), t_{B}=\pi /\left(4 \mathcal{J}_{2}^{1}\right)$, or $t_{W}=\pi /\left(6 \mathcal{J}_{2}^{1}\right)$, for generating uncorrelated single photons, pair of Bell states, or pair of $W$ states, respectively. As a result, the quantum Rabi system excitation generates two photons distributed on the cavities satisfying the relation $\omega_{1}^{\ell}+\omega_{2}^{\ell^{\prime}}=v_{20}$. The wave functions of the system after algebraic manipulation read

$$
\begin{align*}
\left|\Psi\left(\pi / \Omega+\pi / 2 \mathcal{J}_{2}^{1}\right)\right\rangle_{S} & =|+, 0\rangle \otimes\left|1_{\omega_{1}}\right\rangle \otimes\left|1_{\omega_{2}}\right\rangle  \tag{9a}\\
\left|\Psi\left(\pi / \Omega+\pi / 4 \mathcal{J}_{2}^{1}\right)\right\rangle_{B} & =|+, 0\rangle \otimes\left|\Psi_{\omega_{1}}^{+}\right\rangle \otimes\left|\Psi_{\omega_{2}}^{+}\right\rangle  \tag{9b}\\
\left|\Psi\left(\pi / \Omega+\pi / 6 \mathcal{J}_{2}^{1}\right)\right\rangle_{W} & =|+, 0\rangle \otimes\left|W_{\omega_{1}}\right\rangle \otimes\left|W_{\omega_{2}}\right\rangle \tag{9c}
\end{align*}
$$

where $\left|\Psi_{\omega_{n}}^{+}\right\rangle$is the Bell state for photons of frequency $\omega_{n}$ distributed over different resonators, that is, $\left|\Psi_{\omega_{n}}^{+}\right\rangle=\frac{1}{\sqrt{2}}\left[\left|1_{\omega_{n}}\right\rangle\left|0_{\omega_{n}}\right\rangle+\left|0_{\omega_{n}}\right\rangle\left|1_{\omega_{n}}\right\rangle\right]$. In addition, the state $\left|W_{\omega_{n}}\right\rangle$ stands for a $W$ state of a single photon of frequency $\omega_{n}$ distributed over different cavities. For the case of three cavities, $\left|W_{\omega_{n}}\right\rangle$ is given by [71]

$$
\begin{equation*}
\left|W_{\omega_{n}}\right\rangle=\frac{1}{\sqrt{3}}\left(\left|1_{\omega_{n}}\right\rangle\left|0_{\omega_{n}}\right\rangle\left|0_{\omega_{n}}\right\rangle+\left|0_{\omega_{n}}\right\rangle\left|1_{\omega_{n}}\right\rangle\left|0_{\omega_{n}}\right\rangle+\left|0_{\omega_{n}}\right\rangle\left|0_{\omega_{n}}\right\rangle\left|1_{\omega_{n}}\right\rangle\right) . \tag{10}
\end{equation*}
$$

This state represents one photon of frequency $\omega_{n}$ which can be distributed over three different cavities In Figure 2, we show the numerical calculations of the above-mentioned protocol. Here, we compute the population evolution of states $|\Psi(0)\rangle$, and states $|\Psi\rangle_{S},|\Psi\rangle_{B}$, and $|\Psi\rangle_{W}$ given in Equation (9). The parametric interaction can produce either uncorrelated photon states of different frequency or identical entangled states of modes belonging to distinct cavities. Furthermore, the simulations show that the state generation time decreases as $1 / N$. This can be explained by analysing the structure of Equation (8). As the effective Hamiltonians describe a quantum dynamics in a reduced two-dimensional Hilbert space, the matrix elements between the initial state $|\Psi(0)\rangle$ and $|\Psi\rangle_{S},|\Psi\rangle_{B}$, and $|\Psi\rangle_{W}$ are proportional to the normalization of the desired state, that is, $\sqrt{N} \times \sqrt{N}$, where $N=1$ stands for single photons, $N=2$ for Bell states, and $N \geq 3$ for $W$ states. In other words, the matrix elements of the effective Hamiltonians are proportional to the number of two-mode cavities. By considering the following parameters for the quantum Rabi system, $\omega_{\text {cav }}=2 \pi \times 13.12 \mathrm{GHz}$ [38], qubit frequency $\omega_{q}=0.8 \omega_{\text {cav }}$, and light-matter coupling strength $g=0.6 \omega_{\text {cav }}$, we can estimate $\left|\chi_{10}\right|=0.8188$ and $\left|\chi_{21}\right|=1.235$. In addition, we choose $\omega_{1}^{n}=0.25 v_{20}$,
$\omega_{2}^{n}=0.75 v_{20}, J_{1}^{n}=0.0075 v_{20}$, and $J_{2}^{n}=0.0053 v_{20}$. In this case, the state generation times are about $t_{S} \approx 25.10(8)(\mathrm{ns}), t_{B} \approx 12.55(4)(\mathrm{ns}), t_{W} \approx 8.369(4)(\mathrm{ns})$ for $N=3$, and $t_{W} \approx 6.28(\mathrm{~ns})$ for $N=4$ (see Figure 2).


Figure 2. Population evolution of the Hamiltonian in Equation (2) for initial state $|\Psi(0)\rangle=$ $|2,+\rangle \otimes_{\ell, n}^{N, M}\left|0_{\ell}^{n}\right\rangle$ with cases $N=1$ (a), $N=2$ (b), $N=3$ (c), and $N=4$ (d) two-mode cavities. Blue continuous line is the evolution of the initial state $|\Psi(0)\rangle$. (a) orange dotted line denotes the population of $|\Psi\rangle_{S}=|0,+\rangle \otimes\left|1_{\omega_{1}}\right\rangle \otimes\left|1_{\omega_{2}}\right\rangle ;(\mathbf{b})$ green dotted line stands for the population of $|\Psi\rangle_{B}=|0,+\rangle \otimes\left|\Psi_{\omega_{1}}^{+}\right\rangle \otimes\left|\Psi_{\omega_{2}}^{+}\right\rangle$; and (c) red dotted line stands for $|\Psi\rangle_{W}=|0,+\rangle \otimes\left|W_{\omega_{1}}\right\rangle \otimes\left|W_{\omega_{2}}\right\rangle$; (d) purple dotted line stand for the $|\Psi\rangle_{W}=|0,+\rangle \otimes\left|W_{\omega_{1}}\right\rangle \otimes\left|W_{\omega_{2}}\right\rangle$, where this $W$ contains four modes. The parameters for these calculations can be found in the main text.

It is interesting to mention that Bell and GHZ states have been proposed to be generated in coupled systems in the USC regime of cQED [72]. The authors consider the two-level system and the field modes as separate entities. In such a case, the USC regime only contributes to counter-rotating terms allowing multi-photon interaction terms. Our work considers the USC system formed by a field mode and a qubit as a whole. Thus, the properties on the energy spectrum of the USC system allow us to generate multi-photon states by coupling the USC system to two-mode resonators in a second order process to specific resonance conditions. Finally, our scheme allows for generating copies of $W$ states spatially distributed in the two-mode resonator setups.

## 5. Copies of Density Matrices

In the above section, we have demonstrated that our system can generate identical copies of pure microwave photon states ( $N=1,2,3$ ). Here, we demonstrate that even including loss mechanisms our protocol can still generate copies of density matrices with high fidelity. Since our proposal includes
an ultrastrongly coupled light-matter system, the dissipative dynamics will be described by the master equation [73]

$$
\begin{align*}
\dot{\rho}(t) & =i[\rho(t), \mathcal{H}]+\sum_{\ell=1}^{N} \kappa_{\ell} \mathcal{D}\left[b_{\ell}\right] \rho(t)+\sum_{\ell=1}^{N} \kappa_{\ell} \mathcal{D}\left[c_{\ell}\right] \rho(t) \\
& +\sum_{E, E>E^{\prime}}\left(\Gamma_{\kappa}^{E E^{\prime}}+\Gamma_{\gamma}^{E E^{\prime}}+\Gamma_{\gamma_{\phi}}^{E E^{\prime}}\right) \mathcal{D}\left[|E, p\rangle\left\langle E^{\prime}, p^{\prime}\right|\right] \rho(t) \tag{11}
\end{align*}
$$

Here, $\mathcal{H}$ is the Hamiltonian of Equation (2) and $\mathcal{D}[O] \rho=1 / 2\left(2 O \rho O^{\dagger}-\rho O^{\dagger} O-O^{\dagger} O \rho\right)$ is the Liouvillian operator. Furthermore, $\kappa_{\ell}^{n}$ stands for photon loss rate for each cavity mode. $\Gamma_{\kappa}^{E E^{\prime}}, \Gamma_{\gamma}^{E E^{\prime}}$ and $\Gamma_{\gamma_{\phi}}^{E E^{\prime}}$ are the dressed decay rates associated with the quantum Rabi system, and they are defined as $\Gamma_{\kappa}^{E E^{\prime}}=\frac{\kappa}{\omega_{\text {cav }}} \nu_{E E^{\prime}}\left|X_{E E^{\prime}}\right|^{2}, \Gamma_{\gamma}^{E E^{\prime}}=\frac{\gamma}{\omega_{q}} \nu_{E E^{\prime}}\left|\sigma_{E E^{\prime}}^{x}\right|^{2}$ and $\Gamma_{\gamma \phi}^{E E^{\prime}}=\frac{\gamma_{\phi}}{\omega_{q}} \nu_{E E^{\prime}}\left|\sigma_{E E^{\prime}}^{z}\right|^{2}$, where $\kappa, \gamma$ and $\gamma_{\phi}$ are the bare photon leakage, relaxation, and depolarizing noise rates, respectively. In the derivation of the master equation, it has to be assumed that the spectral densities describing the system-environment interactions correspond to an ohmic bath [74,75]. In this case, the impedance $Z(\omega)$ of each circuit element can be modelled as a resistor [76].

To study the robustness of our protocol under loss mechanisms, first we will examine the generation of copies of density matrices for the cases of $N=1,2,3$ two-mode cavities. As mentioned in the previous section, the whole system is initialized in the state $|\Psi(0)\rangle=|0,+\rangle \otimes_{\ell, \ell^{\prime}}^{N}\left|0_{\ell,} 0_{\ell^{\prime}}\right\rangle$. Then, we let the system to evolve under Equation (11) for three different times: $t_{S}=\pi /\left(2 \mathcal{J}_{2}^{1}\right)$, $t_{B}=\pi /\left(4 \mathcal{J}_{2}^{1}\right)$, and $t_{W}=\pi /\left(6 \mathcal{J}_{2}^{1}\right)$, for $N=1, N=2$, and $N=3$ two-mode cavities, respectively. Once the corresponding density matrix $\rho(t)$ is obtained, we trace over the quantum Rabi system and modes $\omega_{2}\left(\omega_{1}\right)$ to obtain the reduced density matrix $\rho_{\omega_{1}}\left(\rho_{\omega_{2}}\right)$, which contains only degrees of freedom associated with the mode $\omega_{1}\left(\omega_{2}\right)$ distributed on different two-mode cavities. Table 1, first row, shows the fidelity between both reduced density matrices $\mathcal{F}\left(\rho_{\omega_{1}}, \rho_{\omega_{2}}\right)=\operatorname{Tr}\left(\rho_{\omega_{1}} \rho_{\omega_{2}}\right)$. These results allow us to conclude that both quantum states are identical up to $99 \%$ fidelity for a single cavity, and up to $98 \%$ fidelity for two and three cavities. Table 1 also shows the fidelities of generating the states of Equation (9), which is, $\mathcal{F}_{S}=\operatorname{Tr}\left(\rho\left(t_{S}\right) \rho_{S}\right), \mathcal{F}_{B}=\operatorname{Tr}\left(\rho\left(t_{B}\right) \rho_{S}\right)$, and $\mathcal{F}_{W}=\operatorname{Tr}\left(\rho\left(t_{W}\right) \rho_{S}\right)$, where $\rho(t)$ have been numerically calculated from Equation (11). The high fidelities of our protocol are mainly due to the fast state generation times as compared with the loss rates. Our numerical calculations have been carried out with realistic circuit QED parameters at temperature $\mathrm{T}=15 \mathrm{mK}$ [77]. For the quantum Rabi system decay rates, we consider values $\kappa=2 \pi \times 0.10 \mathrm{MHz}, \gamma=2 \pi \times 15 \mathrm{MHz}$ and $\gamma_{\phi}=2 \pi \times 7.69 \mathrm{MHz}$ and for the cavities $\kappa_{\ell}^{n}=\kappa$.

The way to cease the system dynamics once we have obtained the entangled states is to tune the frequency of the two-level system forming the QRS. In such a case, the QRS becomes far off-resonant with the two-mode cavities, and the state does not evolve anymore. The time at which the system maintains the quantum state must be of the order of the decay time of the cavity. We do not expect that the decay time of the QRS affects this process, due to the fact that the QRS is in its ground state $|0,+\rangle$.

Table 1. Summarized fidelity values between the states $\rho_{\omega_{\ell}}$ obtained through of the master Equation (17) with the fictitious states $\rho_{\text {probe }}$ and $\rho_{\text {tensor }}$ for the case where the quantum Rabi system is coupled to $n=\{1,2,3\}$ two-mode cavity.

|  | $\boldsymbol{N}=\mathbf{1}$ | $\boldsymbol{N}=\mathbf{2}$ | $\boldsymbol{N}=\mathbf{3}$ |
| :---: | :---: | :---: | :---: |
| $\mathcal{F}\left(\rho_{\omega_{1},} \rho_{\omega_{2}}\right)$ | 0.9898 | 0.9818 | 0.9832 |
| $\mathcal{F}_{S}$ | 0.9892 | - | - |
| $\mathcal{F}_{B}$ | - | 0.9945 | - |
| $\mathcal{F}_{W}$ | - | - | 0.9904 |

## 6. Entanglement Swapping between Distant Superconducting Qubits

In this section, we study the transfer of entanglement generated into the field modes towards distant superconducting circuits. Let us consider a pair of two-level systems coupled at the end of each cavity. As we shall see later in Section 7, our physical implementation will consider $\lambda / 4$ transmission line resonators, and superconducting flux qubits to guarantee strong coupling between them. In such a case, we describe the system with the following Hamiltonian

$$
\begin{equation*}
\mathcal{H}_{\mathrm{ES}}=\mathcal{H}+\sum_{\ell=1}^{2} \frac{\omega_{q \ell}^{n}}{2} \sigma_{\ell}^{z}+\sum_{\ell=1}^{2} \lambda_{\ell} \sigma_{\ell}^{x}\left(b_{\ell}+b_{\ell}^{+}\right)+\lambda_{\ell}^{\prime} \sigma_{\ell}^{x}\left(c_{\ell}+c_{\ell}^{\dagger}\right), \tag{12}
\end{equation*}
$$

where $\mathcal{H}$ is the Hamiltonian defined in Equation (2). Moreover, $\sigma_{\ell}^{x}$ and $\sigma_{\ell}^{z}$ are Pauli matrices describing the two-level systems, $\left\{b_{\ell}, c_{\ell}\right\}$, are the annihilation boson operators of the extended cavities. Additionally, $\lambda_{\ell}$, and $\lambda_{\ell}^{\prime}$ are the coupling strength between the two-level system with the first and second field mode cavity, respectively. Depending on whether the two-level systems are resonant with either mode $\omega_{\ell}^{1}$ or $\omega_{\ell}^{2}$, the process with the coupling strength $\lambda_{\ell}$ or $\lambda_{\ell}^{\prime}$ becomes dispersive $\left|\omega_{\ell}^{1}-\omega_{q \ell}^{n}\right| \gg\left\{\lambda_{\ell}, \lambda_{\ell}^{\prime}\right\}$ [78], and therefore we neglect it via the rotating wave approximation. The following master equation describes the system dynamics

$$
\begin{equation*}
\dot{\rho}(t)=i\left[\rho(t), \mathcal{H}_{\mathrm{ES}}\right]+\sum_{\ell=1}^{N} \gamma_{\ell} \mathcal{D}\left[\sigma_{\ell}^{-}\right] \rho(t)+\sum_{\ell=1}^{N} \gamma_{\phi_{\ell}} \mathcal{D}\left[\sigma_{\ell}^{z}\right] \rho(t) . \tag{13}
\end{equation*}
$$

The last two terms describe the loss mechanisms acting on the two-level system, i.e., relaxation on the qubit at a rate $\gamma$ and depolarizing noise at rate $\gamma_{\phi}$. The entanglement swapping protocol is the following; we initialize the whole system in its ground state

$$
\begin{equation*}
\rho_{0}=|0,+\rangle\langle 0,+| \bigotimes_{\ell, \ell^{\prime}}^{N}\left|0_{\ell}, 0_{\ell^{\prime}}\right\rangle\left\langle 0_{\ell}, 0_{\ell^{\prime}}\right| \bigotimes_{\ell}^{N}\left|g_{\ell}\right\rangle\left\langle g_{\ell}\right| . \tag{14}
\end{equation*}
$$

We dispersively couple the two-level systems with the field modes on the cavities $\left(\left|\omega_{\ell}^{1,2}-\omega_{q \ell}\right| \gg\right.$ $\left(\lambda_{\ell}, \lambda_{\ell}^{\prime}\right)$ ) [78]. Then, we drive the quantum Rabi system to prepare it in the second excited state $|2,+\rangle$

$$
\begin{equation*}
\rho_{1}=|2,+\rangle\langle 2,+| \bigotimes_{\ell, \ell^{\prime}}^{N}\left|0_{\ell}, 0_{\ell^{\prime}}\right\rangle\left\langle 0_{\ell}, 0_{\ell^{\prime}}\right| \bigotimes_{\ell}^{N}\left|g_{\ell}\right\rangle\left\langle g_{\ell}\right| . \tag{15}
\end{equation*}
$$

This state is the initial condition of our scheme. Afterwards, we let the system evolve under the Hamiltonian in Equation (13). Due to the dispersive qubit-resonator interaction, the two-level systems do not evolve. After a time $t=\pi /\left(2 \mathcal{J}_{\text {eff }}\right)$, the density matrix of the system reads

$$
\begin{equation*}
\rho_{2}=|0,+\rangle\langle 0,+| \bigotimes_{\ell}^{N}\left|\Psi_{\omega_{\ell}}^{+}\right\rangle\left\langle\Psi_{\omega_{\ell}}^{+}\right| \bigotimes_{\ell}^{N}\left|g_{\ell}\right\rangle\left\langle g_{\ell}\right| . \tag{16}
\end{equation*}
$$

The next step is to avoid the generated photons coming back to the quantum Rabi system. To achieve it, we tune far-off resonance the quantum Rabi system and the resonators by changing the qubit frequency that belongs to the quantum Rabi system. Afterwards, we put into resonance the external two-level system with either $\omega_{\ell}^{1}$ or $\omega_{\ell}^{2}$ field modes. In such a case, for a time $t=\pi /\left(2 \lambda_{\ell}\right)$ $\left(t=\pi /\left(2 \lambda_{\ell}^{\prime}\right)\right)$, the system evolves to

$$
\begin{align*}
& \rho_{3}=|0,+\rangle\langle 0,+| \bigotimes_{\ell=1}^{N}\left|0_{\omega_{1}^{\ell}}\right\rangle\left\langle 0_{\omega_{1}^{\ell}}\right| \otimes\left|\Psi_{\omega_{2}^{\ell}}\right\rangle\left\langle\Psi_{\omega_{2}^{\ell}}\right| \otimes|\Phi\rangle\langle\Phi|,  \tag{17}\\
& \rho_{3}=|0,+\rangle\langle 0,+| \bigotimes_{\ell=1}^{N} \mid \Psi_{\omega_{2}^{\ell}}\left\langle\Psi_{\omega_{2}^{\ell}}\right| \otimes\left|0_{\omega_{2}^{\ell}}\right\rangle\left\langle 0_{\omega_{2}^{\ell}}\right| \otimes|\Phi\rangle\langle\Phi| . \tag{18}
\end{align*}
$$

Here, $|\Phi\rangle=\left(\left|g_{1} e_{2}\right\rangle+\left|e_{1} g_{2}\right\rangle\right) / \sqrt{2}$ is a Bell state of the pair of qubits. This protocol is illustrated in Figure 3. On the other hand, Figure 4 shows the real and imaginary part of the reduced density matrix for the pair of qubits after performing the protocol. As the figure shows, even though the loss mechanisms act on the system, the entanglement of the modes can be transferred to the qubits with high fidelity. For the two-level systems coupled to the first mode ( $\omega_{1}^{\ell}$ ), the fidelity is $\mathcal{F}=0.9960$, and $\mathcal{F}=0.9976$ when the qubit is resonant with the second mode $\left(\omega_{2}^{\ell}\right)$. This transfer occurs at the time scale of $t_{S_{1}}=23.08[\mathrm{~ns}]$ and $t_{S_{2}}=16.32$ [ns], respectively.


Figure 3. Gate sequence for the entanglement swapping protocol. At first, the quantum Rabi system is initialized from $|0,+\rangle$ to $|2,+\rangle$ via a driving acting on $\sigma^{z}$. Afterwards, the system evolves under the gate $U_{\text {eff }}=\exp \left(-i t \mathcal{H}_{\text {eff }} / \hbar\right)$. Then, the auxiliary two-level systems are tuned to the mode $\omega_{1}\left(\omega_{2}\right)$. Thus, the system starts to evolve under $\mathcal{H}_{E S}$ to entangle the qubits.


Figure 4. Real and imaginary part of the reduced density matrix composed of the two qubits coupled to the field mode of frequency $\omega_{1}(\mathbf{a})$ and mode $\omega_{2}(\mathbf{b})$. The fidelity between the simulated state and the Bell state $|\Phi\rangle=(|e g\rangle+\mid e g)\rangle / \sqrt{2}$ is (a) $\mathcal{F}=0.9960$ and (b) $\mathcal{F}=0.9976$.

## 7. Implementation in Circuit QED

We depict the schematic implementation of our system in Figure 5. The circuit is composed of a non-uniform $\lambda / 2$ transmission line resonator of length $d$ galvanically coupled to a four-junction flux qubit at the middle of the resonator. The non-uniform shape of the resonator produces an increasing on its inductance in the vicinity of the qubit. In addition, the additional junction on the flux-qubit in the shared wire also produces an increase on the inductance of the resonator. As a result, the qubit-resonator coupling strength can achieve the USC regime [38]. Moreover, at the edges of this $\lambda / 2$ resonator, one may couple up to six additional $\lambda / 4$ transmission line resonator also of length d via capacitances. The capacitive coupling follows the same procedure as in Ref. [79]. In such a case, the finger pattern between the superconducting metal and the substrate form the capacitive coupling at the end of these resonators. The orthogonal arrangement between the two-mode cavity reduces the crosstalk between these resonators, reducing the cavity-cavity interaction. The Lagrangian representing this situation for $N=2$ resonators (extension to more two-mode resonators is straightforward) reads

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}_{\mathrm{QRS}}+\mathcal{L}_{\mathrm{c}}+\mathcal{L}_{I}, \tag{19}
\end{equation*}
$$

where $\mathcal{L}_{\mathrm{QRS}}$ is the quantum Rabi system Lagrangian constituted by the $\lambda / 2$ transmission line resonator coupled to a four-junction flux qubit, $\mathcal{L}_{\mathrm{C}}$ is the two-mode $\lambda / 4$ transmission line resonator Lagrangian, whereas $\mathcal{L}_{I}$ stands for the resonator-resonator coupling Lagrangian obtained from the capacitive coupling. The quantum Rabi system Lagrangian is given by

$$
\begin{equation*}
\mathcal{L}_{\mathrm{QRS}}=\int_{0}^{d} d z\left[\frac{c}{2}\left[\partial_{t} \psi(z, t)\right]^{2}-\frac{1}{2 l}\left[\partial_{z} \psi(z, t)\right]^{2}\right]+\sum_{k=1}^{4}\left[\frac{C_{J, k}}{2} \dot{\varphi}_{k}^{2}+E_{J, k} \cos \left(\frac{\varphi_{k}}{\phi_{0}}\right)\right] . \tag{20}
\end{equation*}
$$

Here, $\psi(z, t)$, and $\varphi_{k}$ correspond to the flux nodes for the $\lambda / 2$ transmission line resonator and the four-Josephson flux qubit, respectively. These variables are related with the voltage drop through the specific branch component by means the relation $\psi(z, t)=\int_{-\infty}^{t} V\left(t^{\prime}\right) d t^{\prime}[80,81]$. Furthermore, $c$ and $l$ are the capacitance and inductance per unit length of the resonator, while $C_{J, k}$ and $E_{J, k}$ are the capacitance and energy describing the $k$-th Josephson junction. The two-mode resonator Lagrangian is given by

$$
\begin{equation*}
\mathcal{L}_{\mathrm{C}}=\sum_{\ell=1}^{N=2}\left\{\int_{0}^{d} d z\left[\frac{c_{\ell}}{2}\left[\partial_{t} \phi_{\ell}(z, t)\right]^{2}-\frac{1}{2 l_{\ell}}\left[\partial_{z} \phi_{\ell}(z, t)\right]^{2}\right]\right\}+\frac{C_{r}}{2}\left[\partial_{t} \phi_{1}(d, t)\right]^{2}+\frac{C_{r}}{2}\left[\partial_{t} \phi_{2}(0, t)\right]^{2}, \tag{21}
\end{equation*}
$$

where $\phi_{\ell}, \ell=1,2$ is the flux node describing the $\ell$ th two-mode resonator. Moreover, $c_{\ell}$, and $l_{\ell}$ stand for the capacitance and inductance per unit length of the $\ell$ th two-mode resonator. Furthermore, $C_{r}$ is the coupling capacitance between the two-mode resonators with the QRS resonator. Finally, $\mathcal{L}_{I}$ is the interaction Lagrangian given by

$$
\begin{equation*}
\mathcal{L}_{I}=-C_{r}\left[\dot{\phi}_{1}(d, t) \dot{\psi}(0, t)+\dot{\psi}(d, t) \dot{\phi}_{2}(0, t)\right] . \tag{22}
\end{equation*}
$$

As the two-level system with the resonator forming the quantum Rabi system is ultrastrongly coupled, we will expect in principle that the qubit also couples with the two-mode resonators. However, this does not occur due to the nature of the coupling between the flux-qubit with the transmission line resonator; as the $\lambda / 2$ couples to the flux-qubit through the current, the latter should be placed at the position where the current reaches its maximum to achieve the USC coupling regime. In the $\lambda / 2$ resonator, this position corresponds to the centre of the line. Thus, the edges of the QRS resonator have zero current and the qubit two-mode resonator coupling vanishes. As a result, the two-mode resonators couple to the QRS only through the resonator.


Figure 5. Schematic illustration of our superconducting circuit implementation. Here, the quantum Rabi system is composed of a $\lambda / 2$ transmission line resonator (grey resonator) interacting with a superconducting flux qubit located at the middle point to achieve the USC regime. In addition, the $\lambda / 2$ resonator is coupled at its edges forming a finger pattern to two-mode transmission lines (blue resonators) through capacitive coupling. The limitation to keep up to six resonators relies on the reduction of the crosstalk between the resonators. The crosstalk induces a mutual-inductance effect that leads to a resonator-resonator coupling given by the following Hamiltonian. Furthermore, at the end of the two-mode transmission line resonator superconducting flux qubit $Q_{\ell}$ are coupled.

### 7.1. Rabi System Hamiltonian

For this derivation, we assume $E_{J, 1}=E_{J, 2}=E_{J}, E_{J, 3}=\alpha E_{J}$ and $E_{J, 4}=\gamma E_{J}$. Moreover, the fluxoid quantization relation on the superconducting loop is given by

$$
\begin{equation*}
\varphi_{1}-\varphi_{2}+\varphi_{3}+\varphi_{4}=-2 \pi f_{x} \tag{23}
\end{equation*}
$$

where $f_{x}$ is the frustration parameter defined as $f_{x}=\phi_{\text {ext }} / \Phi_{0}$. On the other hand, we assume that the Josephson inductance of the fourth junction is smaller than the inductance of the flux-qubit loop, thus most of the current flowing through the resonator [38]. As a consequence, the qubit acts as a small perturbation of the transmission line resonator. Thus, the phase difference is given by $\varphi_{4}=\Delta \psi$, where $\Delta \psi=\psi\left(z_{i}, t\right)-\psi\left(z_{i-1}, t\right)$ corresponds to the phase difference of the $\lambda / 2$ transmission line resonator at the position where the four Josephson junction is placed. Thus, the Lagrangian takes the following form

$$
\begin{align*}
\mathcal{L}_{\mathrm{QRS}} & =\int_{0}^{d} d z\left[\frac{c}{2}\left[\partial_{t} \psi(z, t)\right]^{2}-\frac{1}{2 l}\left[\partial_{z} \psi(z, t)\right]^{2}\right]+\frac{C_{J}}{2}\left[\dot{\varphi}_{1}^{2}+\dot{\varphi}_{2}^{2}+\alpha\left(\dot{\varphi}_{2}-\dot{\varphi}_{1}-\Delta \dot{\psi}\right)^{2}+\gamma \Delta \dot{\psi}^{2}\right]  \tag{24}\\
& +E_{J}\left[\cos \left(\frac{\varphi_{1}}{\phi_{0}}\right)+\cos \left(\frac{\varphi_{2}}{\phi_{0}}\right)+\gamma \cos \left(\frac{\Delta \psi}{\phi_{0}}\right)+\alpha \cos \left(\frac{\varphi_{2}-\varphi_{1}+\phi_{\mathrm{ext}}-\Delta \psi}{\phi_{0}}\right)\right] .
\end{align*}
$$

We are assuming the superconducting phase on the loop is well localized, thus the potential energy can be expanded in powers of $\Delta \psi / \phi_{0}$ [51], allowing us to express the quantum Rabi system Lagrangian in the following form

$$
\begin{equation*}
\mathcal{L}_{\mathrm{QRS}}=\mathcal{L}_{\mathrm{r}}+\mathcal{L}_{\mathrm{q}}+\mathcal{L}_{\mathrm{qr}} \tag{25}
\end{equation*}
$$

where $\mathcal{L}_{\mathrm{r}}$ is the Lagrangian of the resonator with an embedded junction

$$
\begin{equation*}
\mathcal{L}_{\mathrm{r}}=\int_{0}^{d} d z\left[\frac{c}{2}\left[\partial_{t} \psi(z, t)\right]^{2}-\frac{1}{2 l}\left[\partial_{z} \psi(z, t)\right]^{2}\right]+\frac{C_{J}(\alpha+\gamma)}{2} \Delta \dot{\psi}+\gamma E_{J} \cos \left(\frac{\Delta \psi}{\phi_{0}}\right) . \tag{26}
\end{equation*}
$$

Moreover, $\mathcal{L}_{\mathrm{q}}$ is the usual three-junction flux qubit Lagrangian [8]
$\mathcal{L}_{\mathrm{q}}=\frac{C_{J}}{2}\left[(1+\alpha)\left(\dot{\varphi}_{1}^{2}+\dot{\varphi}_{2}^{2}\right)-2 \alpha \dot{\varphi}_{2} \dot{\varphi}_{1}\right]+E_{J}\left[\cos \left(\frac{\varphi_{1}}{\phi_{0}}\right)+\cos \left(\frac{\varphi_{2}}{\phi_{0}}\right)+\alpha \cos \left(\frac{\varphi_{2}-\varphi_{1}+\phi_{\mathrm{ext}}}{\phi_{0}}\right)\right]$.
Finally, $\mathcal{L}_{\mathrm{qr}}$ is the qubit-resonator Lagrangian; this term has two contributions: capacitive and galvanic coupling, and reads

$$
\begin{equation*}
\mathcal{L}_{\mathrm{qr}}=-\alpha C_{J}\left(\dot{\varphi}_{1}+\dot{\varphi}_{2}\right) \Delta \dot{\psi}-\frac{\alpha E_{J}}{\phi_{0}} \sin \left(\frac{\varphi_{1}-\varphi_{2}+\phi_{\mathrm{ext}}}{\phi_{0}}\right) \Delta \psi \tag{28}
\end{equation*}
$$

In the flux qubit, the capacitive energy is smaller than the inductive energy [38]. Thus, we neglect the capacitive term, obtaining

$$
\begin{equation*}
\mathcal{L}_{\mathrm{qr}}=-\frac{\alpha E_{J}}{\phi_{0}} \sin \left(\frac{\varphi_{1}-\varphi_{2}+\phi_{x}}{\phi_{0}}\right) \Delta \psi \tag{29}
\end{equation*}
$$

We obtain the Lagrangian for the transmission line resonator by computing its equation of motion. In such a case, the flux $\psi(z, t)$ obeys the wave equation whose solution for the $\lambda / 2$ transmission line resonator is given by

$$
\begin{align*}
& \psi(z, t)=\sum_{m} \mathcal{U}_{m}(z) \mathcal{G}_{m}(t),  \tag{30}\\
& \psi(z, t)=\sum_{m}\left[A_{m} \cos k_{m}(z-d / 2)+B_{m} \sin k_{m}(z+d / 2)\right] \mathcal{G}_{m}(t), \tag{31}
\end{align*}
$$

where $k_{m}$ is the wave vector of the resonator with the embedded junction, which is obtained through the dispersion relation

$$
\begin{equation*}
k_{m} \tan \left(\frac{k_{m} d}{2}\right)=\frac{2 l}{L_{J}}\left[1-\left(\frac{v k_{m}}{\omega_{p}}\right)^{2}\right] \tag{32}
\end{equation*}
$$

with $v=\sqrt{1 / l_{c}}$ is the transmission line resonator wave velocity, $L_{J}=\gamma \phi_{0}^{2} / E_{J}$ is the Josephson inductance. In addition, $\omega_{p}=1 / \sqrt{L_{J} C_{J}}$ is the plasma frequency of the embedded junction. Replacing the flux $\psi(z, t)$ on the Lagrangian given in Equation (21), we arrive at

$$
\begin{equation*}
\mathcal{L}_{\mathrm{r}}=\sum_{m}\left[\frac{\eta_{m} \dot{\mathcal{\mathcal { G } _ { m }}}(t)^{2}}{2}-\frac{\eta_{m}^{2} \omega_{m}^{2} \mathcal{G}_{m}^{2}(t)}{2}\right] \tag{33}
\end{equation*}
$$

where $\eta_{m}$ is the effective capacitance [17]. By applying the Legendre transformation, we arrive at the classical Hamiltonian

$$
\begin{equation*}
\mathcal{H}_{\mathrm{r}}=\sum_{m}\left[\frac{\Pi_{m}^{2}}{2 \eta_{m}}+\frac{\eta_{m}^{2} \omega_{m}^{2} G_{m}^{2}}{2}\right] \tag{34}
\end{equation*}
$$

Here, $\Pi_{m}=\partial \mathcal{L} / \partial\left[\dot{G}_{m}\right]$ is the canonical conjugate momenta. We proceed to quantize the Hamiltonian promoting the following operators:

$$
\begin{align*}
\Pi_{m} & =\sqrt{\frac{\hbar}{2 \eta_{m} \omega_{m}}}\left(a_{m}^{\dagger}+a_{m}\right)  \tag{35}\\
G_{m} & =i \sqrt{\frac{\hbar \eta_{m} \omega_{m}}{2}}\left(a_{m}^{\dagger}-a_{m}\right) . \tag{36}
\end{align*}
$$

Replacing these operators in the Hamiltonian $\mathcal{H}_{r}$ we arrive at the transmission line resonator quantum Hamiltonian

$$
\begin{equation*}
\mathcal{H}_{\mathrm{r}}=\sum_{m} \hbar \omega_{m}\left(a_{m}^{\dagger} a_{m}+\frac{1}{2}\right) . \tag{37}
\end{equation*}
$$

Now, let us consider the Lagrangian of the four-junction flux qubit given in Equation (27). Close to the degeneracy point $\phi_{x}=\phi_{0} / 2$, the system can be truncated to the two lowest eigenstates, whose Hamiltonian is given by

$$
\begin{equation*}
\mathcal{H}_{\mathrm{q}}=\frac{\hbar \omega_{\mathrm{q}}}{2} \sigma^{z} \tag{38}
\end{equation*}
$$

where $\omega_{\mathrm{q}}=\sqrt{\Delta^{2}+\varepsilon^{2}}$, with $\Delta$ the qubit gap, and $\varepsilon=2 I_{p}\left(\phi_{x}-\phi_{0} / 2\right)$, where $I_{p}$ is the persistent current on the superconducting loop. Furthermore, the interacting Lagrangian given in Equation (29) can be written in the two-level basis, in such case, the quantized Hamiltonian reads

$$
\begin{align*}
\mathcal{H}_{\mathrm{qr}} & =i \frac{\alpha E_{J} \Delta \mathcal{U}_{m}}{\phi_{0}} \sqrt{\frac{\hbar \eta_{m} \omega_{m}}{2}} S_{01} \sigma^{x}\left(a_{m}-a_{m}^{\dagger}\right)  \tag{39}\\
S_{01} & =\langle 0|\left[\sin \left(\frac{\varphi_{1}-\varphi_{2}+\phi_{x}}{\phi_{0}}\right)\right]|1\rangle \tag{40}
\end{align*}
$$

Thus, the quantum Rabi Hamiltonian is given by

$$
\begin{equation*}
\mathcal{H}_{\mathrm{QRS}}=\sum_{m} \hbar \omega_{m} a_{m}^{\dagger} a_{m}+\frac{\hbar \omega_{q}}{2} \sigma^{z}+\hbar \sum_{m} g_{m} \sigma^{x}\left(a_{m}^{\dagger}+a_{m}\right) \tag{41}
\end{equation*}
$$

Notice that the coupling strength between the transmission line resonator and the artificial atom depends on two factors: the position at which the two-level system is placed, and the nature of the coupling, i.e., galvanic or capacitive. In our case, as the artificial atom corresponds to a flux-qubit, it is coupled to the current on the transmission line resonator. As a consequence, the two-level system only couples to even modes because the odd modes have a node [39] in the flux qubit position as illustrated in Figure 6a. The spectrum of the multi-mode Rabi system is depicted in Figure 6b. Notice that the energy spectrum of the multimode quantum Rabi system preserves the parity symmetry exhibited by the single mode quantum Rabi system (see Figure 1). Furthermore, for a wide range of coupling strength $g$, the low-lying energy states exhibit the same selection rules observed in the single mode Rabi system. Thus, by adding more complexity to the mediator system (quantum Rabi system), our proposed generation scheme is still useful due to the preserve of the selection rules on the system:

$$
\begin{equation*}
\mathcal{H}_{\mathrm{QRS}}=\hbar \omega_{\mathrm{cav}} a^{\dagger} a+\frac{\hbar \omega_{q}}{2} \sigma^{z}+\hbar g \sigma^{x}\left(a^{\dagger}+a\right) \tag{42}
\end{equation*}
$$



Figure 6. (a) sketch of the current distribution of the first three resonator modes for the $\lambda / 2$ transmission line resonator. The vertical black line corresponds to the position at which the artificial atom is placed. (b) Energy spectrum of the Hamiltonian in Equation (41) considering the first three field modes. Orange lines corresponds to energy levels with parity $p=+1$, whereas blue dashed line stands for energy levels with parity $p=-1$.

### 7.2. Multimode Cavity Hamiltonian

To obtain the Hamiltonian of the two-mode cavities, let us consider the Lagrangian given in Equation (21) for $N=2$ resonators

$$
\begin{equation*}
\mathcal{L}_{\mathrm{c}}=\sum_{\ell=1}^{N=2}\left\{\int_{0}^{d} d z\left[\frac{c_{\ell}}{2}\left[\partial_{t} \phi_{\ell}(z, t)\right]^{2}-\frac{1}{2 l_{\ell}}\left[\partial_{z} \phi_{\ell}(z, t)\right]^{2}\right]\right\}+\frac{C_{r}}{2}\left[\partial_{t} \phi_{1}(d, t)\right]^{2}+\frac{C_{r}}{2}\left[\partial_{t} \phi_{2}(0, t)\right]^{2} . \tag{43}
\end{equation*}
$$

For the specific implementation, we consider boundary conditions defining a $\lambda / 4$ resonator, where the current at the ends where the two-mode resonator coupled to the QRS resonator is zero, and the voltage reaches its maximum. These conditions are given by

$$
\begin{array}{r}
-\partial_{z} \phi_{1}(0, t)=-\partial_{z} \phi_{2}(d, t)=0 \\
\partial_{t} \phi_{1}(d, t)=\partial_{t} \phi_{2}(0, t)=0 \tag{45}
\end{array}
$$

By solving the wave equation with the previous boundary conditions, we obtain the expression for the flux on the $\ell$ th $\lambda / 4$ transmission line resonator

$$
\begin{equation*}
\phi_{1}=\sum_{n} A_{n} \cos \left(q_{n, \ell} z\right) G_{n}(t) ; \quad \phi_{2}=\sum_{n} B_{n} \cos q_{n, \ell}(z-d) G_{n}(t) \tag{46}
\end{equation*}
$$

where $G_{n}$ satisfy the time-dependent part of the wave equation. Moreover, $q_{n, \ell}$ corresponds to a quasi-momentum satisfying the following dispersion relation:

$$
\begin{equation*}
q_{n, \ell}=\frac{1}{v_{\ell} l_{\ell} C_{r}} \cot \left(q_{n} d\right) \tag{47}
\end{equation*}
$$

By replacing the expression of the fluxes $\phi_{1}$, and $\phi_{2}$ and performing the Legendre transformation, we arrive at the quantum $\lambda / 4$ transmission line resonator Hamiltonian

$$
\begin{equation*}
\mathcal{H}_{\mathrm{c}}=\sum_{\ell=1}^{N} \sum_{n} \hbar \omega^{\ell, n}\left(b_{\ell, n}^{+} b_{\ell, n}+\frac{1}{2}\right) . \tag{48}
\end{equation*}
$$

Here, the index $n$ runs over all the mode on the transmission line, whereas the index $\ell$ stands for the number of multi-mode resonator coupled to the QRS. Notice that in principle all the modes
of the $\lambda / 4$ are involved in the system dynamics. However, numerical simulations show that, due to the resonance condition on our system, the field mode greater than three does not induce dynamics in the system. Thus, by keeping the notation given in Equation (1), we rewrite the Hamiltonian in Equation (48) as follows:

$$
\begin{equation*}
\mathcal{H}_{\mathrm{c}}=\sum_{\ell=1}^{N}\left[\hbar \omega_{1}^{\ell}\left(b_{\ell}^{\dagger} b_{\ell}+\frac{1}{2}\right)+\hbar \omega_{2}^{\ell}\left(c_{\ell}^{\dagger} c_{\ell}+\frac{1}{2}\right)\right], \tag{49}
\end{equation*}
$$

where $\omega_{1}^{\ell}$ and $\omega_{2}^{\ell}$ correspond to the frequency of the first and second field mode of the $\ell$ th $\lambda / 4$, respectively. Likewise, $b_{\ell}$ and $c_{\ell}$ are the boson operator for the first and second field mode, respectively.

### 7.3. Complete Model

With the Hamiltonian of the free system already obtained in the previous section, we are able to write the interacting Hamiltonian of the complete system. Before the application of the Legendre transformation, the Lagrangian in Equation (22) turns on the interaction Hamiltonian

$$
\begin{equation*}
\mathcal{H}_{I}=C_{r}\left[\dot{\phi}_{1}(d, t) \dot{\psi}(0, t)+\dot{\psi}(d, t) \dot{\phi}_{2}(0, t)\right] . \tag{50}
\end{equation*}
$$

By replacing the expression of the fluxes $\psi(z, t)$ and $\phi_{\ell}(z, t)$ already obtained, we arrive at the quantum interaction Hamiltonian

$$
\begin{align*}
\mathcal{H}_{I} & =\sum_{\ell=1}^{N} \sum_{m}\left[J_{1}^{\ell, m}\left(b_{\ell}^{+}+b_{\ell}\right)+J_{2}^{\ell, m}\left(c_{\ell}^{+}+c_{\ell}\right)\right]\left(a_{m}+a_{m}^{\dagger}\right)  \tag{51}\\
J_{1}^{\ell, m} & =\frac{\hbar C_{r}}{2} \sqrt{\frac{1}{\eta_{m} \bar{\eta}_{n, \ell} \omega_{m} \omega_{1}^{\ell}}} \psi(0) \phi_{1}(d),  \tag{52}\\
J_{2}^{\ell, m} & =\frac{\hbar C_{r}}{2} \sqrt{\frac{1}{\eta_{m} \bar{\eta}_{n, \ell} \omega_{m} \omega_{2}^{\ell}}} \psi(d) \phi_{1}(0) . \tag{53}
\end{align*}
$$

Here, $\bar{\eta}_{n, \ell}$ is the effective capacitance of the $\lambda / 4$ transmission line resonator. Notice that capacitive coupling strength between resonators is commonly at least one order of magnitude smaller than the bare frequency of the field mode frequency. Thus, for resonator in the Giga Hertz regime, coupling strength $J_{1,2}^{\ell, m}$ are within the Mega Hertz regime. In the single mode approximation for the QRS resonator, we obtain

$$
\begin{equation*}
\mathcal{H}_{I}=\sum_{\ell=1}^{N}\left[J_{1}^{\ell}\left(b_{\ell}^{\dagger}+b_{\ell}\right)+J_{2}^{\ell}\left(c_{\ell}^{\dagger}+c_{\ell}\right)\right]\left(a+a^{\dagger}\right) \tag{54}
\end{equation*}
$$

Thus, the complete system Hamiltonian is given by

$$
\begin{align*}
\mathcal{H} & =\hbar \omega_{\mathrm{cav}} a^{\dagger} a+\frac{\hbar \omega_{q}}{2} \sigma^{z}+\hbar g \sigma^{x}\left(a^{\dagger}+a\right)+\sum_{\ell=1}^{N}\left[\hbar \omega_{1}^{\ell}\left(b_{\ell}^{\dagger} b_{\ell}+\frac{1}{2}\right)+\hbar \omega_{2}^{\ell}\left(c_{\ell}^{\dagger} c_{\ell}+\frac{1}{2}\right)\right] \\
& +\sum_{\ell=1}^{N}\left[J_{1}^{\ell}\left(b_{\ell}^{\dagger}+b_{\ell}\right)+J_{2}^{\ell}\left(c_{\ell}^{\dagger}+c_{\ell}\right)\right]\left(a+a^{\dagger}\right) \tag{55}
\end{align*}
$$

To assure that our approximations are valid, we compute the system dynamics for the case of $N=1$ resonator that contains three modes. As we see in Figure 7, due to the third mode, it is not resonant with the QRS energy transition. This contribution does not affect the generation scheme.


Figure 7. Population evolution of the Hamiltonian in Equation (2) for the case where the multi-mode resonator contains three modes. The system is prepared in the state $|\Psi(0)\rangle=|2,+\rangle \otimes_{\ell, n}^{N, M}\left|0_{\ell}^{n}\right\rangle$. The blue continuous line is the evolution of the initial state $|\Psi(0)\rangle$. The orange dotted line denotes the population of $|\Psi\rangle_{S}=|0,+\rangle \otimes\left|1_{\omega_{1}}\right\rangle \otimes\left|1_{\omega_{2}}\right\rangle$. The parameters for these calculations can be found in the main text.

### 7.4. Driving the Superconducting Qubit

We can drive the two-level system by applying a time-dependent magnetic field on the superconducting loop (see Figure 5). In such case, the energy gap $\omega_{q}$ can be expressed as

$$
\begin{equation*}
\omega_{q}(t)=\sqrt{\Delta^{2}+\varepsilon^{2}(t)} \tag{56}
\end{equation*}
$$

where $\varepsilon(t)=\varepsilon_{\mathrm{DC}}+\varepsilon_{\mathrm{AC}} \cos \left(\omega_{L} t\right)$ is the time-dependent energy on the system, which contains DC and AC contributions [82]. For $\varepsilon_{D C} \gg \varepsilon_{A C}$, we can write the flux-qubit energy as

$$
\begin{equation*}
\omega_{q}=\sqrt{\Delta^{2}+\varepsilon_{D C}^{2}}+\frac{\varepsilon_{\mathrm{DC}} \varepsilon_{\mathrm{AC}}}{\sqrt{\Delta^{2}+\varepsilon_{D C}^{2}}} \cos \left(\omega_{L} t\right) \tag{57}
\end{equation*}
$$

Thus, the flux-qubit driving Hamiltonian is given by

$$
\begin{equation*}
\mathcal{H}_{q}(t)=\frac{\omega_{q}}{2} \sigma^{z}+\Omega \cos \left(\omega_{L} t\right) \sigma^{z} \tag{58}
\end{equation*}
$$

## 8. Conclusions

In summary, we have shown the usefulness of the quantum Rabi system to generate photons under suitable configuration. Based on the selection rules and the anharmonicity present in the quantum Rabi system, it is possible to find the specific matching condition for producing two-photon processes, analogous to the observed in the parametric frequency conversion. This condition allows us to generate in a deterministic manner uncorrelated or correlated photon states, Bell and $W$ states. The protocol mentioned above, together with available optical to microwave photon converter technologies, may be a useful resource to perform tasks as distributed quantum computing or quantum cryptography.

On the other hand, the proposed protocol could work as a quantum random number generator (QRNG) in the microwave regime. Unlike the optical regime where QRNGs are based on single mode and polarization states of photons, our proposal considers two-mode states of photons. As a consequence, we observe a quadratic increase in the amount of possible quantum random numbers that would be generated in comparison with the single-mode case. Moreover, due to the fact that our system generates simultaneously identical maximally entangled photonic states of different
frequency, this state resembles a $N^{2}$-side dice, where each side is associated with the probability to find the photons of frequency $\omega_{1}$ and $\omega_{2}$ in one of the two modes in $N$ cavities. Thus, the multiphoton process mediated by the quantum Rabi system occurring on the two-mode cavities provides an efficient way to produce quantum random numbers. This efficiency relies on two main aspects of our protocol. The former is concerned with the collective effect producing a decrease of the generation time as the number of cavities increases, permitting the avoidance of the bias produced by the interaction of the system with the environment. The latter concerns the multimode configuration of our scheme. As we previously mentioned, the inclusion of the multimode systems allows us to increase the amount of possible quantum random numbers as the number of devices required decrease. Finally, we have also proposed a possible experimental implementation of our scheme considering near-term technology on circuit quantum electrodynamics in the ultrastrong coupling regime.
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#### Abstract

We show, in a formal way, how a class of complex quasiprobability distribution functions may be introduced by using the fractional Fourier transform. This leads to the Fresnel transform of a characteristic function instead of the usual Fourier transform. We end the manuscript by showing a way in which the distribution we are introducing may be reconstructed by using atom-field interactions.
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## 1. Introduction

It has been already shown that quasiprobability distribution functions may be reconstructed by the measurement of atomic properties in ion-laser interactions [1] and two-level atoms interacting with quantized fields [2,3]. Such measurements of the wave function are realized usually by measuring atomic observables, namely, the atomic inversion and polarization [4-7].

Although the first quasiprobability distribution functions were introduced in the quantum realm [8-12], and are useful among other things to visualize the nonclassicality of states, for instance, the squeezing of quadratures [13,14], they may be also used to analyze classical signals $[15,16]$.

Ideal interactions, i.e., without taking into account an environment, have shown to lead to the reconstruction of the Wigner function [3] by taking advantage of its expression in terms of the parity operator. However, the interaction of a system with its environment [17] leads to s-parametrized quasiprobability distribution functions [18-20]

$$
\begin{equation*}
F(\alpha, s)=\frac{2}{\pi(1-s)} \sum_{k=0}^{\infty}\left(\frac{s+1}{s-1}\right)^{k}\langle k| D^{\dagger}(\alpha) \rho D(\alpha)|k\rangle \tag{1}
\end{equation*}
$$

where $D(\alpha)=\exp \left(\alpha a^{\dagger}-\alpha^{*} a\right)$, with $a$ and $a^{\dagger}$ the annihilation and creation operators of the harmonic oscillator, respectively, is the Glauber displacement operator [21]. The state $D(\alpha)|k\rangle=|\alpha, k\rangle$ is a so-called displaced number state [22]. Note that, in order to reconstruct a given quasiprobability function it is needed to displace the system by an amplitude $\alpha$ and then measure the diagonal elements of the displaced density matrix.

The parameter $s$ defines different orderings and therefore different quasiprobability distribution functions (QDF). The Glauber-Sudarshan $P$-function [21,23] is given for $s=1$, and is used to obtain averages of functions of normal ordered creation and annihilation operators; $s=-1$ gives the Husimi

Q-function, used to obtain averages of functions of anti-normal ordered creation and annihilation operators, while $s=0$ is used for the symmetric ordering and gives the Wigner function.

Equation (1) may be rewritten as

$$
\begin{equation*}
F(\alpha, s)=\frac{2}{\pi(1-s)} \operatorname{Tr}\left\{\left(\frac{s+1}{s-1}\right)^{a^{\dagger} a} D^{\dagger}(\alpha) \rho D(\alpha)\right\} \tag{2}
\end{equation*}
$$

that, by using the commutation properties under the symbol of trace, and if the system is in a pure state $|\psi\rangle$, may be casted into

$$
\begin{equation*}
F(\alpha, s)=\frac{2}{\pi(1-s)} \operatorname{Tr}\left\{D(\alpha)\left(\frac{s+1}{s-1}\right)^{a^{\dagger} a} D^{\dagger}(\alpha) \rho\right\}=\frac{2}{\pi(1-s)}\langle\psi| D(\alpha)\left(\frac{s+1}{s-1}\right)^{a^{\dagger} a} D^{\dagger}(\alpha)|\psi\rangle . \tag{3}
\end{equation*}
$$

Recent studies have openned the possibility of measuring, instead of observables, non-Hermitian operators [24]. It would be plausible that such measurements could be related to complex quasiprobability distributions like the McCoy-Kirkwood-Rihaczek-Dirac distribution functions [9,10,12,25].

In this contribution we would like to introduce other kind of complex quasiprobabilities that, although they could be introduced simply by taking $s$ as a complex number, we introduce them in a formal way by considering the fractional Fourier transform (FrFT) [26-28] of a signal. Then, by writing the Dirac-delta function in terms of its FrFT, we are able to write a general expression for complex quasiprobability distributions in terms of the Fresnel transform. Indeed, the representation of these complex quasiprobability distributions in terms of a Fresnel transform implies that they are solutions of a paraxial wave equation [3]. Finally, by using an effective Hamiltonian for the atom-field interaction, we show how this quasiprobability distribution function may be reconstructed.

## 2. Fractional Fourier Transform

Up to a phase, the fractional Fourier Transform of a signal $\psi(x)$ can be written by the following expression [26-28]

$$
\begin{equation*}
\mathcal{F}_{\omega}[\psi(x)]=\exp \left(-i \omega \hat{a}^{\dagger} \hat{a}\right) \psi(x) \tag{4}
\end{equation*}
$$

that may be expressed in terms of an integral transform as

$$
\begin{equation*}
\mathcal{F}_{\omega}[\psi(x)]=\int_{-\infty}^{+\infty} d x^{\prime} K\left(x, x^{\prime} ; \omega\right) \psi\left(x^{\prime}\right) \tag{5}
\end{equation*}
$$

where

$$
\begin{equation*}
K\left(x, x^{\prime} ; \omega\right)=\frac{1}{\sqrt{2 \pi i}} \sqrt{\frac{e^{i \omega}}{\sin \omega}} \exp \left[i \frac{x^{2}}{2} \cot \omega+i \frac{x^{\prime 2}}{2} \cot \omega-i x x^{\prime} \csc \omega\right] \tag{6}
\end{equation*}
$$

Then, if we consider Equation (6) as a propagator, Dirac's delta distribution function takes the form

$$
\begin{align*}
& \delta\left(x-x^{\prime}\right)=\int_{-\infty}^{+\infty} d x^{\prime \prime} K\left(x, x^{\prime \prime} ;-\omega\right) K\left(x^{\prime \prime}, x^{\prime} ; \omega\right) \\
& =\frac{1}{2 \pi \sin \omega} e^{i \frac{i^{\prime 2}}{2} \cot \omega-i \frac{x^{2}}{2} \cot \omega} \int_{-\infty}^{+\infty} d x^{\prime \prime} e^{i x^{\prime \prime}\left(x-x^{\prime}\right) \csc \omega}  \tag{7}\\
& =\frac{1}{2 \pi} \exp \left[i \frac{x^{\prime 2}}{2} \cot \omega-i \frac{x^{2}}{2} \cot \omega\right] \int_{-\infty}^{+\infty} d x^{\prime \prime} \exp \left[i x^{\prime \prime}\left(x-x^{\prime}\right)\right] .
\end{align*}
$$

Now, if we apply the fractional Fourier transform to the Dirac delta function we obtain

$$
\begin{equation*}
\mathcal{F}_{\omega}[\delta(x-y)]=\int_{-\infty}^{+\infty} d x^{\prime} K\left(x, x^{\prime} ; \omega\right) \delta\left(x^{\prime}-y\right)=K(x, y ; \omega) \tag{8}
\end{equation*}
$$

Then, applying the inverse fractional Fourier transform to Equation (8) we obtain an alternative representation of the Dirac delta distribution function

$$
\begin{align*}
\delta(x-y) & =\mathcal{F}_{-\omega}\left[\mathcal{F}_{\omega}[\delta(x-y)]\right]=\int_{-\infty}^{+\infty} d x^{\prime \prime} K\left(x, x^{\prime \prime} ;-\omega\right) K\left(x^{\prime \prime}, y ; \omega\right) \\
& =\frac{1}{2 \pi} \exp \left[i \frac{y^{2}}{2} \cot \omega-i \frac{x^{2}}{2} \cot \omega\right] \int_{-\infty}^{+\infty} d x^{\prime} \exp \left[i x^{\prime}(x-y)\right] . \tag{9}
\end{align*}
$$

From the above equation it may be seen that there is a phase multiplying the usual integral representation of the Dirac delta function, that although could be omitted by using properties of the delta function, we keep in order to obtain a quasiprobability distribution function as a fractional Fourier (Fresnel) transform of the characteristic function.

## 3. Probability Distribution in the Phase Space

We define $\mathcal{J}(q, p)$, a probability distribution in the phase space, as

$$
\begin{equation*}
\mathcal{J}(q, p)=\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} d q^{\prime} d p^{\prime} \mathcal{P}\left(q^{\prime}, p^{\prime}\right) \delta\left(q^{\prime}-q\right) \delta\left(p-p^{\prime}\right) \tag{10}
\end{equation*}
$$

and then, by using Equation (9), this distribution may be rewritten as

$$
\begin{equation*}
\mathcal{J}(q, p)=\frac{1}{4 \pi^{2}} e^{i \frac{q^{2}}{2} \cot \alpha-i \frac{p^{2}}{2} \cot \beta} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} d u d v e^{i u p-i v q} \operatorname{Tr}\left\{\hat{\rho} e^{i v \hat{q}-i u \hat{p}+i \frac{\hat{p}^{2}}{2} \cot \beta-i \frac{\hat{q}^{2}}{2} \cot \alpha}\right\} \tag{11}
\end{equation*}
$$

that because

$$
\begin{equation*}
e^{i v \hat{q}-i u \hat{p}+i \frac{\hat{p}^{2}}{2} \cot \beta-i \frac{\hat{q}^{2}}{2} \cot \alpha}=e^{-i \frac{u^{2}}{2} \tan \beta} e^{i \frac{v^{2}}{2} \tan \alpha} e^{i u \tan \beta \hat{q}} e^{-i v \tan \alpha \hat{p}} e^{i \frac{\hat{p}^{2}}{2} \cot \beta-i \frac{\hat{p}^{2}}{2} \cot \alpha} e^{i v \tan \alpha \hat{p}} e^{-i u \tan \beta \hat{q}}, \tag{12}
\end{equation*}
$$

Equation (11) takes the form

$$
\begin{align*}
& \mathcal{J}(q, p)=\frac{1}{4 \pi^{2}} e^{i \frac{q^{2}}{2} \cot \alpha-i \frac{p^{2}}{2} \cot \beta} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} d u d v e^{i u p-i v q} e^{-i \frac{u^{2}}{2} \tan \beta} e^{i \frac{v^{2}}{2} \tan \alpha} \times \\
& \times \operatorname{Tr}\left\{\hat{\rho} e^{i u \tan \beta \hat{q}} e^{-i v \tan \alpha \hat{p}} e^{i \frac{\hat{p}^{2}}{2} \cot \beta-i \frac{\hat{q}^{2}}{2} \cot \alpha} e^{i v \tan \alpha \hat{p}} e^{-i u \tan \beta \hat{q}}\right\} \tag{13}
\end{align*}
$$

Now, by using the equivalence

$$
\begin{equation*}
e^{i u \tan \beta \hat{q}} e^{-i v \tan \alpha \hat{p}}=e^{\frac{i}{2} u v \tan \alpha \tan \beta} e^{i u \tan \beta \hat{q}-i v \tan \alpha \hat{p}} \tag{14}
\end{equation*}
$$

Equation (13) may be casted into the final expression

$$
\begin{align*}
\mathcal{J}(q, p)=\frac{1}{4 \pi^{2}} e^{i \frac{q^{2}}{2}} \cot \alpha-i \frac{p^{2}}{2} \cot \beta & \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} d u d v e^{i u p-i v q} e^{-i \frac{u^{2}}{2} \tan \beta} e^{i \frac{v^{2}}{2} \tan \alpha} \times \\
& \times \operatorname{Tr}\left\{\hat{\rho} e^{i u \tan \beta \hat{q}-i v \tan \alpha \hat{p}} e^{i \frac{\hat{p}^{2}}{2} \cot \beta-i \frac{\hat{p}^{2}}{2} \cot \alpha} e^{i v \tan \alpha \hat{p}-i u \tan \beta \hat{q}}\right\} \tag{15}
\end{align*}
$$

Case $\cot \alpha=-\cot \beta=\pi$
The above quasiprobability distribution function is defined for a range of parameters $\alpha$ and $\beta$, however, for the sake of simplicity, we will consider the case $\cot \alpha=-\cot \beta=\pi$.

We may relate the quasiprobability distribution function $\mathcal{J}(q, p)$ to the Wigner function, by noting that, for $\cot \alpha=-\cot \beta=\pi$, Equation (15) has the form

$$
\begin{equation*}
\mathcal{J}(q, p)=\frac{1}{4 \pi^{2} i} e^{i \pi\left(\frac{p^{2}}{2}+\frac{q^{2}}{2}\right)} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} d u d v e^{i u p-i v q} e^{i \frac{i^{2}}{2 \pi}+i \frac{v^{2}}{2 \pi}} \operatorname{Tr}\left\{\hat{\rho} e^{-i \frac{u \hat{\boldsymbol{q}}}{\pi}-i \frac{v \hat{p}}{\pi}}(-1)^{\hat{n}} e^{i \frac{u \hat{\hat{\rho}}}{\pi}+i \frac{v \hat{p}}{\pi}}\right\} \tag{16}
\end{equation*}
$$

According to trace representation of Wigner function [20]

$$
\begin{equation*}
\mathcal{W}\left(\frac{v}{\pi},-\frac{u}{\pi}\right)=\operatorname{Tr}\left\{\hat{\rho} \frac{1}{\pi} e^{-i \frac{u \hat{\hat{p}}}{\pi}-i \frac{v \hat{\rho}}{\pi}}(-1)^{\hat{n}} e^{i \frac{u \hat{\hat{\imath}}}{\pi}+i \frac{v \hat{\rho}}{\pi}}\right\}, \tag{17}
\end{equation*}
$$

we write the distribution $\mathcal{J}(q, p)$ as the Fresnel transform of the Wigner function

$$
\begin{equation*}
\mathcal{J}(q, p)=\frac{1}{4 \pi i} e^{i \pi\left(\frac{p^{2}}{2}+\frac{q^{2}}{2}\right)} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} d u d v e^{i u p-i v q} e^{i \frac{u^{2}}{2 \pi}+i \frac{v^{2}}{2 \pi}} \mathcal{W}\left(\frac{v}{\pi},-\frac{u}{\pi}\right) \tag{18}
\end{equation*}
$$

It is easy to show that the quasiprobability distribution (18) can be normalized

$$
\begin{gather*}
\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} d q d p \mathcal{J}(q, p)=\frac{\pi}{2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} d x d y\left[\frac{1}{2 \pi} \int_{-\infty}^{+\infty} d p e^{i x p}\right]\left[\frac{1}{2 \pi} \int_{-\infty}^{+\infty} d q e^{-i y q}\right] e^{-i \frac{x^{2}}{2 \pi}-i \frac{y^{2}}{2 \pi}} \operatorname{Tr}\left\{\hat{\rho} e^{i y \hat{q}-i x \hat{p}}\right\}  \tag{19}\\
=\frac{\pi}{2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} d x d y \delta(x) \delta(y) e^{-i \frac{x^{2}}{2 \pi}-i \frac{y^{2}}{2 \pi}} \operatorname{Tr}\left\{\hat{\rho} e^{i y \hat{q}-i x \hat{p}}\right\}=\frac{\pi}{2} \operatorname{Tr}\{\hat{\rho}\}=\frac{\pi}{2} .
\end{gather*}
$$

Therefore, for normalization reasons, the quasiprobability distribution is finally given in the form

$$
\begin{equation*}
\mathcal{J}(q, p)=\frac{1}{4 \pi^{2}} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} d u d v e^{i u p-i v q} e^{-i \frac{u^{2}}{2 \pi}-i \frac{v^{2}}{2 \pi}} \operatorname{Tr}\left\{\hat{\rho} e^{i v \hat{q}-i u \hat{\rho}}\right\}, \tag{20}
\end{equation*}
$$

that, by applying the change of variables $\beta=u / \sqrt{2}+i v / \sqrt{2}$ takes the form

$$
\begin{equation*}
\mathcal{J}(\alpha)=\frac{1}{2 \pi^{2}} \int d^{2} \beta e^{\alpha \beta^{*}-\alpha^{*} \beta} e^{-\frac{i}{\pi}|\beta|^{2}} \operatorname{Tr}\{\hat{\rho} \hat{D}(\beta)\} \tag{21}
\end{equation*}
$$

with $\alpha=q / \sqrt{2}+i p / \sqrt{2}$.
From the above expression it is direct to show that the Wigner function

$$
\begin{equation*}
W(\alpha)=\int d^{2} \beta e^{\alpha \beta^{*}-\alpha^{*} \beta}\{\rho D(\beta)\} \tag{22}
\end{equation*}
$$

and the function $\mathcal{J}(\alpha)$ may be easily related by the differential relation

$$
\begin{equation*}
\mathcal{J}(\alpha)=\exp \left\{\frac{i}{\pi} \frac{\partial^{2}}{\partial \alpha \partial \alpha^{*}}\right\} W(\alpha) \tag{23}
\end{equation*}
$$

The above quasiprobability function may be written as a trace by noting that

$$
\begin{equation*}
\frac{1}{2 \pi^{2}} \int d^{2} \beta \exp \left(-\frac{i}{\pi}|\beta|^{2}\right) \hat{D}(\beta)=\frac{1}{2 i+\pi}\left(\frac{2 i-\pi}{2 i+\pi}\right)^{\hat{n}} \tag{24}
\end{equation*}
$$

that leads to the trace representation of $\mathcal{J}(q, p)$

$$
\begin{equation*}
\mathcal{J}(q, p)=\frac{1}{2 i+\pi} \operatorname{Tr}\left\{\hat{\rho} \hat{D}(\alpha)\left(\frac{2 i-\pi}{2 i+\pi}\right)^{\hat{n}} \hat{D}^{\dagger}(\alpha)\right\} . \tag{25}
\end{equation*}
$$

Last equation allows us to show that $\mathcal{J}(q, p)$ is correctly normalized, for this we do the double integration

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \mathcal{J}(q, p) d q d p=\operatorname{Tr}\left\{\hat{\rho} \frac{2}{\pi+2 i} \int d^{2} \alpha \hat{D}(\alpha) \hat{D}^{+}\left(\alpha e^{i \theta}\right) e^{i \theta \hat{n}}\right\}=\operatorname{Tr}\left\{\hat{\rho} \hat{A} e^{i \theta \hat{n}}\right\} \tag{26}
\end{equation*}
$$

where we have defined

$$
\begin{equation*}
e^{i \theta}=\frac{2 i-\pi}{2 i+\pi}, \tag{27}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{A}=\frac{2}{\pi+2 i} \int d^{2} \alpha e^{i \sin \theta|\alpha|^{2}} \hat{D}\left(\alpha\left(1-e^{i \theta}\right)\right)=\frac{1}{\pi^{2}} \iint d^{2} z_{1} d^{2} z_{2}\left|z_{1}\right\rangle\left\langle z_{2}\right| B\left(z_{1}, z_{2}, z_{1}^{*}, z_{2}^{*}\right) \tag{28}
\end{equation*}
$$

with

$$
\begin{array}{r}
B\left(z_{1}, z_{2}, z_{1}^{*}, z_{2}^{*}\right)=\frac{2}{\pi+2 i} \int d^{2} \alpha e^{i \sin \theta|\alpha|^{2}}\left\langle z_{1}\right| \hat{D}\left(\alpha\left(1-e^{i \theta}\right)\right)\left|z_{2}\right\rangle \\
=\frac{2\left\langle z_{1} \mid z_{2}\right\rangle}{\pi+2 i} \int_{-\infty}^{+\infty} d \alpha_{x} \exp \left(-\left(1-e^{i \theta}\right) \alpha_{x}^{2}+\alpha_{x}\left(\left(1-e^{i \theta}\right) z_{1}^{*}-\left(1-e^{-i \theta}\right) z_{2}\right)\right) \times \\
\times \int_{-\infty}^{+\infty} d \alpha_{y} \exp \left(-\left(1-e^{i \theta}\right) \alpha_{x}^{2}+i \alpha_{y}\left(\left(1-e^{i \theta}\right) z_{1}^{*}+\left(1-e^{-i \theta}\right) z_{2}\right)\right)  \tag{29}\\
=\frac{2\left\langle z_{1} \mid z_{2}\right\rangle}{\pi+2 i} \frac{\pi}{1-e^{i \theta}}\left[-\left(1-e^{-i \theta}\right) z_{1}^{*} z_{2}\right]=\left(-\frac{\left|z_{1}\right|^{2}}{2}-\frac{\left|z_{2} e^{-i \theta}\right|^{2}}{2}+z_{1}^{*}\left(e^{-i \theta} z_{2}\right)\right) \\
\left\langle z_{1}\right| e^{-i \theta \hat{n}}\left|z_{2}\right\rangle .
\end{array}
$$

By replacing Equation (29) into Equation (28) we obtain

$$
\begin{equation*}
\hat{A}=e^{-i \theta \hat{n}} \tag{30}
\end{equation*}
$$

that shows that Equation (26) is correctly normalized

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \mathcal{J}(q, p) d q d p=\operatorname{Tr}\left\{\hat{\rho} e^{-i \theta \hat{n}} e^{i \theta \hat{n}}\right\}=\operatorname{Tr}\{\hat{\rho}\}=1 \tag{31}
\end{equation*}
$$

## 4. Kirkwood Distribution and $\mathcal{J}(q, p)$ Distribution

The Kirkwood distribution is defined as $[12,25,29,30]$

$$
\begin{equation*}
\mathcal{K}(q, p)=\frac{1}{4 \pi^{2}} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} d u d v e^{i u p-i v q} e^{i \frac{i v}{2}} \operatorname{Tr}\left\{\hat{\rho} e^{i v \hat{q}-i u \hat{p}}\right\}, \tag{32}
\end{equation*}
$$

or an alternative way to write it as an expectation value [31] is

$$
\begin{equation*}
\mathcal{K}(q, p)=\frac{1}{\sqrt{2} \pi} e^{\frac{q^{2}}{2}+\frac{p^{2}}{2}+i q p}\langle-i \sqrt{2} p| e^{\frac{\hat{a}^{2}}{2}} \hat{\rho} e^{-\frac{\hat{\theta}^{\dagger 2}}{2}}|\sqrt{2} q\rangle . \tag{33}
\end{equation*}
$$

The Kirkwood function belongs to a class of QDFs that although is complex, still has the same amount of information as other real QDFs, namely Wigner, Glauber Sudarshan or Husimi distribution functions.

Being the QDF $\mathcal{J}(q, p)$ and Kirkwood distributions complex functions we show now some differences between them.

### 4.1. Number State

The Kirkwood $\mathcal{K}(q, p)$ and $\mathcal{J}(q, p)$ distributions for number state $|n\rangle$, are represented by the following equations

$$
\begin{equation*}
\mathcal{K}_{n}(q, p)=\frac{i^{n}}{2^{n} n!\pi \sqrt{2}} e^{-\frac{q^{2}}{2}-\frac{p^{2}}{2}+i q p} H_{n}(q) H_{n}(p) \tag{34}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{J}_{n}(q, p)=\frac{1}{2 i+\pi}\left(\frac{2 i-\pi}{2 i+\pi}\right)^{n} \exp \left(-\frac{\pi\left(q^{2}+p^{2}\right)}{2 i+\pi}\right) L_{n}\left(\frac{2 \pi^{2}\left(q^{2}+p^{2}\right)}{4+\pi^{2}}\right), \tag{35}
\end{equation*}
$$

where, $H_{n}(x)$ and $L_{n}(x)$ are Hermite and Laguerre polynomials, respectively.

### 4.2. Superposition of Two Coherent States

Now, we consider a superposition of two coherent states as:

$$
\begin{equation*}
\left|\psi_{ \pm}\right\rangle=\frac{1}{\sqrt{2 \pm 2 \operatorname{Re}\left\langle\alpha_{1} \mid \alpha_{2}\right\rangle}}\left(\left|\alpha_{1}\right\rangle \pm\left|\alpha_{2}\right\rangle\right), \tag{36}
\end{equation*}
$$

where $\alpha_{k}=q_{k} / \sqrt{2}+i p_{k} / \sqrt{2}$, such that the $\operatorname{Kirkwood} \mathcal{K}(q, p)$ and the $\mathcal{J}(q, p)$ distributions for the superposition of two coherent states, $\left|\psi_{ \pm}\right\rangle$, is given by

$$
\begin{array}{r}
\mathcal{J}_{ \pm}(q, p)=\frac{1}{2 i+\pi} \frac{1}{2 \pm 2 \operatorname{Re}\left\langle\alpha_{1} \mid \alpha_{2}\right\rangle}\left(\exp \left(-\frac{\pi}{2 i+\pi}\left(\left(q-q_{1}\right)^{2}+\left(p-p_{1}\right)^{2}\right)\right)\right) \\
\frac{1}{2 i+\pi} \frac{1}{2 \pm 2 \operatorname{Re}\left\langle\alpha_{1} \mid \alpha_{2}\right\rangle}\left(\exp \left(-\frac{\pi}{2 i+\pi}\left(\left(q-q_{2}\right)^{2}+\left(p-p_{2}\right)^{2}\right)\right)\right) \\
\pm \frac{1}{2 i+\pi} \frac{1}{2 \pm 2 \operatorname{Re}\left\langle\alpha_{1} \mid \alpha_{2}\right\rangle}\left(\exp \left(\frac{i}{2}\left(q\left(p_{1}-p_{2}\right)-p\left(q_{1}-q_{2}\right)\right)\right)\left\langle\alpha_{2}-\alpha \mid e^{i \theta}\left(\alpha_{1}-\alpha\right)\right\rangle\right)  \tag{37}\\
\pm \frac{1}{2 i+\pi} \frac{1}{2 \pm 2 \operatorname{Re}\left\langle\alpha_{1} \mid \alpha_{2}\right\rangle}\left(\exp \left(-\frac{i}{2}\left(q\left(p_{1}-p_{2}\right)-p\left(q_{1}-q_{2}\right)\right)\right)\left\langle\alpha_{1}-\alpha \mid e^{i \theta}\left(\alpha_{2}-\alpha\right)\right\rangle\right)
\end{array}
$$

and

$$
\begin{aligned}
& K_{ \pm}(q, p)=\frac{1}{\sqrt{2} \pi} \frac{\exp \left(-\frac{q^{2}}{2}-\frac{p^{2}}{2}+i q p\right)}{2 \pm 2 \operatorname{Re}\left\langle\alpha_{1} \mid \alpha_{2}\right\rangle}\left(\exp \left(-\frac{1}{2}\left(q_{1}^{2}+p_{1}^{2}\right)+\left(q q_{1}-p p_{1}\right)+\frac{i}{2} q_{1}\left(p_{1}+2 p\right)+\frac{i}{2} p_{1}\left(q_{1}-2 q\right)\right)\right) \\
& \quad+\frac{1}{\sqrt{2} \pi} \frac{\exp \left(-\frac{q^{2}}{2}-\frac{p^{2}}{2}+i q p\right)}{2 \pm 2 \operatorname{Re}\left\langle\alpha_{1} \mid \alpha_{2}\right\rangle}\left(\exp \left(-\frac{1}{2}\left(q_{2}^{2}+p_{2}^{2}\right)+\left(q q_{2}-p p_{2}\right)+\frac{i}{2} q_{2}\left(p_{2}+2 p\right)+\frac{i}{2} p_{2}\left(q_{2}-2 q\right)\right)\right) \\
& \quad \pm \frac{1}{\sqrt{2} \pi} \frac{\exp \left(-\frac{q^{2}}{2}-\frac{p^{2}}{2}+i q p\right)}{2 \pm 2 \operatorname{Re}\left\langle\alpha_{1} \mid \alpha_{2}\right\rangle}\left(\exp \left(-\frac{1}{2}\left(q_{1}^{2}+p_{2}^{2}\right)+\left(q q_{1}-p p_{2}\right)+\frac{i}{2} q_{2}\left(p_{2}+2 p\right)+\frac{i}{2} p_{1}\left(q_{1}-2 q\right)\right)\right) \\
& \quad \pm \frac{1}{\sqrt{2} \pi} \frac{\exp \left(-\frac{q^{2}}{2}-\frac{p^{2}}{2}+i q p\right)}{2 \pm 2 \operatorname{Re}\left\langle\alpha_{1} \mid \alpha_{2}\right\rangle}\left(\exp \left(-\frac{1}{2}\left(q_{2}^{2}+p_{1}^{2}\right)+\left(q q_{2}-p p_{1}\right)+\frac{i}{2} q_{1}\left(p_{1}+2 p\right)+\frac{i}{2} p_{2}\left(q_{2}-2 q\right)\right)\right),
\end{aligned}
$$

respectively.
We plot both distribution in Figures 1 and 2. In both figures a more uniform behaviour may be seen in the QDF $\mathcal{J}_{ \pm}(q, p)$ than in the Kirkwood function. In fact, the real and imaginary parts of the distribution we have introduced here, look like Wigner function for number states (Figure 1) and Scrhödinger cat states (Figure 2).


Figure 1. In figures $(\mathbf{a}, \mathbf{c})$ we can see the phase space distribution of the real and imaginary parts of the Kirkwood function for a number state $|n=3\rangle$. In figures (b,d) we see the distribution $\mathcal{J}(q, p)$, for the same number state, again, the real and imaginary parts, respectively.


Figure 2. In figures ( $\mathbf{a}, \mathbf{c}$ ) we can see the phase space distribution of the real and imaginary parts of the Kirkwood function for two superposition of coherent states $\left|\psi_{+}\right\rangle$wiht $q_{1}=-q_{2}=4$ and $p_{1}=p_{2}=0$. In figures $(\mathbf{b}, \mathbf{d})$ we see the distribution $\mathcal{J}(q, p)$, again, the real and imaginary parts, respectively.

## 5. Reconstruction of Distribution $\mathcal{J}(\alpha)$

It is not difficult to show that the real part of QDF $\mathcal{J}(\alpha)$ may be measured. This can be achieved by measuring the atomic polarization in the dispersive interaction between an atom and a quantized field [3], whose Hamiltonian reads

$$
\begin{equation*}
H=-\chi a^{\dagger} a \sigma_{z} \tag{38}
\end{equation*}
$$

with $\sigma_{z}=|e\rangle\langle e|-|g\rangle\langle g|$, the Pauli matrix corresponding to the atomic inversion operator, where $|g\rangle$ and $|e\rangle$ represent the ground and excited states of the two-level atom. The parameter $\chi$ is the dispersive coupling constant. The above Hamiltonian yields the evolution operator

$$
\begin{equation*}
U(t)=\exp \left\{-i \chi t a^{\dagger} a \sigma_{z}\right\} \tag{39}
\end{equation*}
$$

from which we can obtain the evolved wavefunction $|\psi(t)\rangle=U(t)|\psi(0)\rangle$, that allows the calculation of averages of different observables.

The average of observable $\sigma_{x}=|e\rangle\langle g|+|g\rangle\langle e|$ then can be obtained for an arbitrary initial field, which we conveniently write as $\left|\psi_{F}(0)\right\rangle=\hat{D}^{\dagger}(\alpha)|\phi(0)\rangle$ and the atom is initially in a superposition of atomic states, $\left|\psi_{A}(0)\right\rangle=\frac{1}{\sqrt{2}}(|g\rangle+|e\rangle)$. Then we write

$$
\begin{equation*}
\left\langle\sigma_{x}(t)\right\rangle=\frac{1}{2}\left(\langle\phi(0)| \hat{D}(\alpha) \exp \left\{2 i \chi t a^{\dagger} a\right\} \hat{D}^{\dagger}(\alpha)|\phi(0)\rangle+\text { c.c. }\right) . \tag{40}
\end{equation*}
$$

Of course, if in this equation we set $t=\pi /(2 \chi)$, we would recover the Wigner distribution function [3,18,32,33], as

$$
\begin{equation*}
\left\langle\sigma_{x}\left(\frac{\pi}{2 \chi}\right)\right\rangle=\langle\phi(0)| \hat{D}(\alpha) \cos \left\{\pi a^{\dagger} a\right\} \hat{D}^{\dagger}(\alpha)|\phi(0)\rangle, \tag{41}
\end{equation*}
$$

is proportional to the $s$-parametrized quasiprobability distribution function of Equation (2) for $s=0[1-3,32,33]$.

It is also easy to show that the imaginary part of the QDF may be associated to the observable $\sigma_{y}=i(|e\rangle\langle g|-|g\rangle\langle e|)$

$$
\begin{equation*}
\left\langle\sigma_{y}(t)\right\rangle=\frac{i}{2}\left(\langle\phi(0)| \hat{D}(\alpha) \exp \left\{2 i \chi t a^{\dagger} a\right\} \hat{D}^{\dagger}(\alpha)|\phi(0)\rangle-c . c .\right) . \tag{42}
\end{equation*}
$$

If we set the interaction time $t=\frac{\arctan \frac{4 \pi}{\pi^{2}-4}}{2 \chi}$, we obtain that

$$
\begin{equation*}
\operatorname{Re}\{\mathcal{J}(\alpha)\} \propto\left\langle\sigma_{x}\right\rangle, \quad \operatorname{Im}\{\mathcal{J}(\alpha)\} \propto\left\langle\sigma_{y}\right\rangle . \tag{43}
\end{equation*}
$$

Therefore, by measuring the polarizations $\sigma_{x}$ and $\sigma_{y}$ we are able to measure the QDF $\mathcal{J}(\alpha)$.

## 6. Conclusions

We have introduced a set of parametrized (in terms of $\alpha$ and $\beta$ ) quasiprobability distribution functions, Equation (15), by using the fractional Fourier transform. This has lead us to generalize QDF to Fresnel transforms of the characteristic function instead of their usual Fourier transforms. We have also shown how such QDF may be reconstructed in the dispersive atom-field interaction. We have also given a (differential) relation that allows the calculation of the newly introduced QDF from the Wigner function.

Finally, we would like to stress that the distribution function we are introducing may be of importance in problems in which non-Hermitian operators are measured.
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