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Abstract: The special issue on “Ice Crystals” includes seven contributed papers, which give the wide
varieties of topics related to ice crystals. They focus on the interface structure of ice, the physical
properties of hydrate crystals and the freezing properties of water controlled by antifreeze proteins.
The present issue can be considered as a status report reviewing the research that has been made
recently on ice crystals. These papers provide research information about the recent development of
ice crystal research to readers.

Keywords: ice crystal

Ice crystals are the most ubiquitous material in the cryosphere environment of the Earth, in the
planetary system, and also in our daily lives. In recent years, ice crystals have increased in importance
as one of the key materials for finding solutions to settle various environmental concerns at a global
scale. Furthermore, ice crystals are also expected as one of the unique materials which are extremely
useful to various applications, for example, the food sciences, medical sciences, and other various
fields. Dealing with these interesting subjects, research on ice crystals has been more actively pursued
in recent years.

Since research on ice crystals is included in many different fields, communications and discussions
among researchers are not sufficient, nor are they smooth. Publications related to ice crystals are also
distributed in various journals, such as those dealing with physics, chemistry, biology, geoscience,
planetary science, crystal growth, and others. Consequently, this special issue will provide a platform
for discussion among the researchers working in different fields.

This special issue may include various subjects related to the structures, phase transitions, surface
and interfaces, defects, crystal growth, clathrate hydrate, chemical properties, biological aspects,
glaciological aspects, planetary aspects, and others for ice crystals, studied by theoretical, experimental,
numerical and observational methods. This special issue presents seven papers, covering phase
transition, surface and interface, clathrate, and biological aspects. Here we will briefly summarize the
contents of papers appeared in this issue.

Two contributions related to the structures and physical properties of ice crystals confined in
nanoscale porous materials. Zeng and Li [1] discussed the formation of the quasi-liquid layer (QLL)
at the interface between the confined ice and the pore walls. Freezing of the water confined in thin
pores can be destructive to the porous frame, but the effect of QLL remains still far from being fully
understood. They clarified that the existence of QLL at the interface narrows the gaps between the
predicted and measured freezing deformations. On the other hand, Wan et al. [2] discussed the
decomposition of methane hydrate confined inside the nanoscale pores of silica gel.

Computer simulation studies for ice crystals are important in order to understand the structure
and the dynamic properties of ice. This special issue includes three interesting papers related to
the computer simulation. Huda et al. [3] discussed the origin of negative thermal expansivity of ice
crystal, which has been experimentally observed at low temperature conditions. They first showed
that the original monatomic water model using the quasi-harmonic approximation could not this
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property of ice, but a simple prescription, namely re-adjusting a so-called tetrahedrality parameter,
proposed to recover the negative thermal expansion. This is an interesting result to understand on of
the mysterious ice crystal properties. Liu et al. [4] discussed the formation mechanism of THF hydrate
based on the ab initio calculations and ab initio molecular dynamics simulations. They found that
weak hydrogen bonds exist between THF and water molecules. This finding suggests that the THF can
promote water molecules from the planar pentagonal or hexagonal ring. On the other hand, Mochizuki
and Matsumoto [5] presents an interesting paper related to the activities of antifreeze proteins. It is
well-known that antifreeze proteins protect organisms living in subzero environments from freezing
injury, which render them potential applications for cryopreservation of living cells, organs, and
tissues. They clarified that the water molecules confined between a pair of insect hyperactive antifreeze
proteins is discontinuously expelled as the two proteins approach each other at a certain distance.

Another article related to the antifreeze protein was presented by Perez et al. [6] They assessed
the function of antifreeze proteins in the solution of cryoprotective agents such as glycerol and
propylene glycol, we have the applied site-directed spin labeling technique to a Type I antifreeze
protein. They finally illustrate that antifreeze proteins can also play an active role in cryoprotective
agent solutions for cryopreservation applications.

The last paper published in this special issue was an interesting and unique one. Mo et al. [7]
discussed the ice crystal coarsening in ice cream during the cooling process. Ice cream is a complex
multi-phase structure and its perceived quality is closely related to the small size of ice crystals in
the product. Consequently, quantitative understanding of the coarsening process of ice particles is
important to optimize the manufacturing process of ice cream. They discuss the relation between the
coarsening process and the sugar concentration in ice cream.

In conclusion, this special issue presents advances in recent studies about ice crystals and provides
helpful information for future studies related to ice crystals.

Acknowledgments: I thank all the authors who contributed to this special issue for preparing interesting papers.

Conflicts of Interest: The author declare no conflict of interest.

References

1. Zeng, Q.; Li, K. Quasi-Liquid Layer on Ice and Its Effect on the Confined Freezing of Porous Materials.
Crystals 2019, 9, 250. [CrossRef]

2. Wan, L.; Zhou, X.; Chen, P.; Zang, X.; Liang, D.; Guan, J. Decomposition Characterizations of Methane
Hydrate Confined inside Nanoscale Pores of Silica Gel below 273.15 K. Crystals 2019, 9, 200. [CrossRef]

3. Huda, M.M.; Yagasaki, T.; Matsumoto, M.; Tanaka, H. Negative Thermal Expansivity of Ice: Comparison of
the Monatomic mW Model with the All-Atom TIP4P/2005 Water Model. Crystals 2019, 9, 248. [CrossRef]

4. Liu, J.; Yan, Y.; Yan, Y.; Zhang, J. Tetrahydrofuran (THF)-Mediated Structure of THF·(H2O)n=1–10:

A Computational Study on the Formation of the THF Hydrate. Crystals 2019, 9, 73. [CrossRef]
5. Mochizuki, K.; Matsumoto, M. Collective Transformation of Water between Hyperactive Antifreeze Proteins:

RiAFPs. Crystals 2019, 9, 188. [CrossRef]
6. Perez, A.F.; Taing, K.R.; Quon, J.C.; Flores, A.; Ba, Y. Effect of Type I Antifreeze Proteins on the Freezing and

Melting Processes of Cryoprotective Solutions Studied by Site-Directed Spin Labeling Technique. Crystals
2019, 9, 352. [CrossRef]

7. Mo, J.; Groot, R.D.; McCartney, G.; Guo, E.; Bent, J.; van Dalen, G.; Schuetz, P.; Rockett, P.; Lee, P.D. Ice Crystal
Coarsening in Ice Cream during Cooling: A Comparison of Theory and Experiment. Crystals 2019, 9, 321.
[CrossRef]

© 2019 by the author. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

2



crystals

Article

Effect of Type I Antifreeze Proteins on the Freezing
and Melting Processes of Cryoprotective Solutions
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Abstract: Antifreeze proteins (AFPs) protect organisms living in subzero environments from freezing
injury, which render them potential applications for cryopreservation of living cells, organs, and
tissues. Cryoprotective agents (CPAs), such as glycerol and propylene glycol, have been used as
ingredients to treat cellular tissues and organs to prevent ice crystal’s formation at low temperatures.
To assess AFP’s function in CPA solutions, we have the applied site-directed spin labeling technique
to a Type I AFP. A two-step process to prevent bulk freezing of the CPA solutions was observed
by the cryo-photo microscopy, i.e., (1) thermodynamic freezing point depression by the CPAs; and
(2) inhibition to the growth of seed ice crystals by the AFP. Electron paramagnetic resonance (EPR)
experiments were also carried out from room temperature to 97 K, and vice versa. The EPR results
indicate that the spin labeled AFP bound to ice surfaces, and inhibit the growths of ice through the bulk
freezing processes in the CPA solutions. The ice-surface bound AFP in the frozen matrices could also
prevent the formation of large ice crystals during the melting processes of the solutions. Our study
illustrates that AFPs can play an active role in CPA solutions for cryopreservation applications.

Keywords: antifreeze protein; spin labeling; cryo-photo microscopy; electron paramagnetic resonance;
cryoprotective agent; ice crystal

1. Introduction

Antifreeze proteins (AFPs) and antifreeze glycoproteins (AFGPs) protect organisms living in
subzero environments from freezing injury, and even death [1–10]. The mechanism relies on inhibiting
the growth of seed ice crystals, and the recrystallization of ice [11]. Type I AFPs have α-helical
secondary structures with molecular weights in the range of 3.3–4.5 kDa [4,12–14]. The HPLC6 isoform
of type I AFPs [12,13,15–19] has the amino acid sequence: DTASDAAAAAAL TAANAKAAAEL
TAANAAAAAAATAR, which contains three 11-residue repeat units beginning with Thr residues [15,20–23].
It was reported that HPLC6 peptides bind to the 12 equivalent bipyramidal planes of ice Ih (hexagonal
ice) along the <1 1 0 2> direction [24]. Thus, the binding of the AFP to these surfaces confines the
growth of ice crystal to a bipyramidal shape [25–27]. Many experimental results from the studies of
mutagenesis and their antifreeze activities [27–33], solid-state NMR [17–19], and site-directed spin
labeling technique [34] have demonstrated that the underlined residues in the above sequence bind to
the ice surface.

It was also discovered that some northern fishes, such as rainbow smelt, Osmerus mordax dentex,
produced glycerol in addition to AFPs when the seawater was at subzero temperatures to avoid
freezing by increasing the osmolality of their body fluids [35]. The concentration of glycerol was
found to be temperature dependent. Because glycerol did not appear to be widely distributed among
arctic fishes, it was, thus, suggested that two potential problems might be associated with the smelt
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antifreeze proteins, including not being entirely effective in stopping ice growth, and being excluded
from cells because of its small molecular size, which in turn provided limited freezing protection to
cells. Therefore, glycerol might be a solution against freezing damage because it is nontoxic at low
concentrations, and could also freely pass through cell membranes to lower the freezing points of
water on both sides through colligative effect. It was proposed that antifreeze proteins are the first
line of defense against freezing, while glycerol production is reserved as a backup for the time when
minimum temperatures were encountered.

AFPs are potentially useful for cryopreservation of living cells, tissues, and organs [36].
Cryopreservation is a method for long-term preservation of living substances at low temperatures
without causing fatal freezing damage [37]. Cryoprotective agents (CPAs), such as glycerol, dimethyl
sulfoxide, and propylene glycol, have been used as the major ingredients of CPA solutions to treat
cellular tissues and organs to prevent the formation of ice crystals, which may cause cell and tissue
damages [38]. We believe that the addition of AFPs to CPA solutions could add an additional protective
mechanism for cryopreservation applications.

Glycerol was also used as a major ingredient of antifreeze fluids in automotive applications [39]
before being replaced by ethylene glycol. The latter has a lower freezing point. Glycerol is non-toxic
at low concentration and non-corrosive as well, while can withstand relatively high temperatures.
Deicing and anti-icing fluids, used in surface applications to melt ice and prevent ice formation in
winter, respectively, are typically composed of ethylene glycol or propylene glycol, along with other
additives, such as thickening agents, surfactants, corrosion inhibitors, and colored UV-sensitive dyes.
These additives could be toxic to environments. Ethylene glycol is toxic to living organisms, and could
remain in the ground even during rainfall because is has high adhesion to soil. Propylene glycol is
considerably less toxic, and has lower adhesion to soil. Thus, propylene glycol has high mobility in
soil and potentially leaches into groundwater, while being rapidly degraded in all environmental
media [40]. Research in the area of antifreeze fluidics is significantly towards the direction for ecological
environment. Thus, the use of AFPs as an active ingredient in deicing and anti-icing fluids could
enhance their antifreeze property, and meanwhile is eco-friendly.

In this study, site-directed spin labeling (SDSL) technique [34,41–49] was used to study the effect
of type I AFPs on the freezing and melting processes of solutions comprised of glycerol, and propylene
glycol, respectively, through analyzing the cryo-photo microscopic images of ice crystals, and the EPR
(electron paramagnetic resonance) spectra. The molecular information obtained from the EPR spectra
and the microscopic information from the observed ice crystals provide complementary information to
show how the AFP interacted with ice surfaces and the surrounding solutions during the freezing and
melting processes.

2. Materials and Methods

2.1. Materials

The wild Type I AFPs were purchased from A/F Protein Inc. (Waltham MA, USA) (99%).
The cysteine-substituted HPLC6 isoforms of type I AFPs in the 23rd leucine residue (L23C),
and the 17th alanine residue (A23C), respectively, were synthesized by Biomatik Corporation
(Wilmington, Delaware). The purities of the peptides are > 95%. L23C has the following sequence
DTASDAAAAAAL TAANAKAAAEC TAANAAAAAAA TAR, and A17C has the following sequence
DTASDAAAAAAL TAANCKAAAEL TAANAAAAAAA TAR, where the underlined residues bind
to ice surface [17–19,34,50–53]. The L23C cysteine side chain points to the water phase [34] after
binding to the ice surface, while the A17C cysteine replaced the ice binding alanine residue. The MSL
(4-maleimido-2, 2,6,6-tetramethyl-1-piperidinyloxy) spin label was purchased from Sigma-Aldrich
(CAS Number 15178-63-9). Dialysis tubes with a membrane mesh size of 1 kDa were purchased from
Sigma-Aldrich (CAS Number PURD10005-1KT). Phosphate buffered saline tablets (Cas # BP2944-100)
were purchased from Fisher Scientific to make the buffer solution at pH 7.4.
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2.2. Syntheses of the Spin Labeled HPLC6 Peptides

One (1.0) mg of L23C peptides were dissolved in a 0.5 mL pH 7.4 buffer solution held in an
Eppendorf vial (2-mL volume), and 1.565 mg of MSL was dissolved in a 0.25 mL 100% ethanol. The two
solutions were mixed in a vial. The vial was wrapped with aluminum foil, and the reaction took place
under shaking conditions via a vortex mixer for 2–4 h in a 4 ◦C cold room. Then, the sample was
lyophilized. The obtained solid powder was dissolved in 0.5 mL deionized (DI) water and transferred
into a dialysis tube. The dialysis was done in DI water at 4 ◦C. Several changes of water were made at
1 h, 2 h, 4 h, 6 h, and overnight. The dialyses were continued for a longer time (if needed) until no
EPR signal could be detected in the DI water. The purified products were lyophilized and stored in a
−20 ◦C freezer.

A MALDI-TOF mass spectrometer (Voyager-DE™ STR Biospectrometry™Workstation) was used
to verify the masses of the spin-labeled L23C and A17C HPLC6 mutants. The matrix was comprised
of alpha-cyano-4-hydroxycinnamic acid, 3% TFA, acetonitrile, and DI water. The mass spectra of
the original L23C and A17C peptides, and their spin-labeled products have been provided in the
supplemental file of our previous publication [34].

2.3. EPR Experiments and Line-Shape Simulations

Three solutions were analyzed by the EPR method, including 2.0 mg/mL of the spin-labeled L23C
peptide in DI water, that in 5 (volume) % glycerol, and that in 5 (volume) % propylene glycol. Solutions
were placed in individual capillaries and fire sealed. The capillaries were immersed in hexane solvent
in EPR tubes.

EPR experiments were carried out using a Bruker X-Band CW EMX EPR Spectrometer (Bruker
BioSpin Corporation, Billerica, MA, USA). The following EPR parameters were used: Center
field—3360.880 G; sweep width—300.00 G; resolution—1024 points; time constant—0.640 ms; sweep
time—5.243 s; modulation frequency—100.0 kHz; and modulation amplitude—1.00 G. X-band
frequencies from 9.445 to 9.460 GHz were used. Sample temperatures were controlled using an
ER 4141VT-UM nitrogen variable-temperature system (77–500 K). EPR temperature readings were
corrected using a thermocouple with iced water. Samples were first run at room temperature, then
at lower temperatures using heater-regulated cold nitrogen gas generated from a liquid-nitrogen
tank. When the assigned temperature was reached (usually in 5–10 min, depending on the cooling
conditions), the temperature was maintained for five more minutes. We repeatedly ran the EPR spectra
at the same temperatures for a longer time to ensure that the EPR spectra did not change any further
after 5 min.

Rotational correlation times of the spin label, along with the component line-shapes, were
calculated for each EPR spectrum. Theoretical simulations of the EPR spectra of the spin-labeled
peptides were performed using the Multi-Component EPR Fitting program (version 742) and LabVIEW
software. This EPR simulation program was developed by Dr. Christian Altenbach (University of
California, Los Angeles, CA, USA) [54–56].

2.4. Cryo-Photo Microscopic Method

Optical observations of the ice crystals in the AFP solutions were carried out with a set of equipment,
including a custom-built Otago nanoliter osmometer, a thermoelectric temperature controlling device
with a temperature-controlled cooling stage, an Olympus BX 51 microscope (maximum magnification
800× with a resolution of 1 micron), and a RETIGA 2000R Color Video Camera. The temperature
sensor is placed directly on the sample holder; thus, providing a sensitive temperature probe with the
accuracy of the temperature reading within ±0.01 ◦C. The temperature was controlled through the
electrical thermostat on the stage, and the cooling process was assisted by heat exchange with 50%
isopropyl flowing through tubing at −15 ◦C by the aid of two cooling pumps cooling at −2 ◦C and
−20 ◦C, respectively.
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3. Results and Discussion

3.1. The Growths of Ice Crystals in the Spin-Labeled L23C and A17C CPA Solutions

A seed ice crystal in an AFP solution was initiated by rapidly decreasing the temperature of the
sample approximately four degrees per second until reaching −10 ◦C, then continue decreasing until
reaching −20 ◦C with a rate of six degrees per second, referred to as flash-freezing. After flash freezing
the whole solution to a low temperature (<−20 ◦C), the temperature was raised to −10 ◦C at a rate
of four degrees per second, then the temperature was slowly increased to the melting point of the
frozen bulk solution. From this point on, the temperature was manually controlled with a rate of
±0.01 ◦C. The temperature was then varied around the bulk melting point to capture a seed ice crystal.
A seed ice crystal had to grow on the basal planes with the decrease in temperature due to the binding
of AFP to the other facets, and its shape was finally confined to a bipyramid by the AFP while the
rest of the solution stayed in super-cooled condition. Further lowering the temperature to a point
allowed the ice crystal to grow abruptly (the so-called ‘burst’ in literature) typically from the tips of the
bipyramid and spreading into the whole solution. Figure 1a shows the cryo-photo microscopic images
of the growth of an ice crystal in a 2.0 mg/mL spin-labeled L23C water solution (solution a), (b) shows
those in a 2.0 mg/mL spin-labeled L23C in a 5% glycerol solution (solution b), and (c) shows those in a
2.0 mg/mL spin-labeled L23C in a 5% propylene glycol solution (solution c). All the ice crystals were
confined to bipyramidal shapes when the temperatures were decreased to some points, and the ice
crystals eventually burst into the solutions at further lowered temperatures. We define the antifreeze
activity of an AFP as the difference between the melting point of the single ice crystal and the bursting
point of the single ice crystal in an AFP solution. (The antifreeze activity so defined was also called
thermal hysteresis in most other publications. Here, we focus on the behavior of a single ice crystal in
an AFP solution, while the definition of thermal hysteresis emphasizes the bulk freezing property of
an AFP solution.) For example, the melting point of the single ice crystal in the spin labeled AFP water
solution was 0.0 ◦C, and the bursting point of the ice crystal was −0.29 ◦C. Thus, the antifreeze activity
of the spin labeled AFP in water is 0.29 ◦C in the 2.0 mg/mL AFP solution. The melting points of the
other two ice crystals in solution (b) and solution (c) were −0.79 ◦C and −1.70 ◦C, respectively, and
the corresponding bursting points of these single ice crystals were −1.08 ◦C and −1.99 ◦C, resulting in
antifreeze activities of 0.29 ◦C in both of the CPA solutions. To compare with the negative control, spin
labeled A17C, we have also studied the behaviors of ice crystals in the A17C CPA solutions. Figure 1d,e
show the growths of ice crystals in a 2.0 mg/mL spin-labeled A17C in the 5% glycerol solution, and
those in the 5% propylene glycol solution, respectively. As expected, the seed ice crystals grew into
sheet-like shapes, showing that the ice crystals grew primarily on the prisms because the spin labeled
A17C did not bind to the ice surfaces.

6
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0.04°C 0.18 °C –0.29 °C 

(a) 

   
0.80°C 0.82 °C 0.99 °C 

   
1.08 °C 1.08 °C 1.09 °C 

(b) 

   
–1.73 °C 1.74°C 1.76°C 

  
1.98 °C 1.99 °C 2.01 °C 

(c) 

   
0.81 °C 0.83 °C 0.83 °C 

(d) 

   
1.71 °C 1.71 °C 1.71 °C 

(e) 

Figure 1. Cryo-photo microscopic images of ice crystals confined by 2.0 mg/mL spin-labeled L23C in
(a) water; (b) 5% glycerol solution, and (c) 5% propylene glycol solution, and (d) and (e) cryo-photo
microscopic images of ice crystals grown in the 2.0 mg/mL spin labeled A17C in the 5% glycerol solution,
and 5% propylene glycol solution, respectively. (The differences in hue were caused by different filters
used when the images were taken, and the bubbles were caused by the dissolved air in the solutions.)
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Figure 2a shows the melting and bursting points of the ice crystals versus the concentrations of
the spin-labeled L23C in water and the CPA solutions. (See the inset for the belongings of the curves.)
It shows that the melting points of the ice crystals in these solutions did not vary with the increase of
the concentrations of the spin-labeled AFP, but the bursting points decreased. Figure 2b shows the
antifreeze activities of the spin-labeled AFP in these solutions at different concentrations. It shows that
all the antifreeze activities of the spin labeled AFPs were the same at the same AFP concentrations in
the three solutions although the melting points and bursting points of the ice crystals in these solutions
with the same AFP concentrations were different. The results indicate that the antifreeze activities
solely reflects the effect of the AFP on inhibiting the growth of ice crystals in the water and CPA
solutions. It appears that the CPAs did not have a collaborative effect on the antifreeze activities. Thus,
the experimental results show a two-step process to prevent ice growths in the AFP CPA solutions, i.e.,
(1) the thermodynamic freezing point depressions by glycerol and propylene glycol, respectively; and
(2) inhibition to the growth of seed ice crystals by the AFPs.

(a) (b) 

Figure 2. (a) Melting and bursting points of ice crystals in the spin labeled L23C water, 5% glycerol,
and 5% propylene glycol solutions, respectively; and (b) antifreeze activities of the wild Type I AFP,
and the spin-labeled L23C in water, 5% glycerol and 5% propylene glycol solutions, respectively.

For comparison, the antifreeze activities of wild Type I AFPs in water are also given in Figure 2b.
The antifreeze activities of the spin-labeled L23C are a little lower than those of the wild type I AFPs.
Although the spin label was attached to the non-ice binding residue, which faces the water phase,
the antifreeze activities were affected to some extent. This is also true for a few other spin-labeled
type I AFPs on other non-ice binding residues [34]. The experimental results indicate that the binding
constant of an AFP to the ice surface is determined by both the ice-binding motifs and the properties
of other residues. We believe that the binding of AFP to ice surface induced a Water-AFP-Ice (WAI)
interphase between the ice phase and water phase [57]. The concentration of AFP in the interphase
is much higher than that in the bulk water phase, thus the lowered freezing point of water in the
interphase. The spin label is hydrophobic and bulkier than the replaced leucine side chain, which
slightly changed the balance between the hydrophobicity and hydrophilicity of the wild type I AFP,
resulting in a decreased spontaneity to form the WAI interphase, and, thus, less antifreeze activity.
This behavior shows the nature of thermodynamic equilibrium of AFP’s ice binding. Otherwise, if
the binding of AFP to ice surface were irreversible, all kinds of AFPs would have the same antifreeze
activity, which would disagree with literature on this subject. Our theoretical model is the ice surface
adsorption enhanced the colligative effect of AFPs in the WAI interphase [57]. An AFP’s antifreeze
activity is determined by the decreased Gibbs energy of the WAI interphase leading to the decreased
freezing point in the interphase. A larger binding constant makes the AFP’s concentration higher in
the WAI interphase; thus a lowered freezing point of water in the WAI interphase. The WAI interphase
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acts as a thermodynamic barrier between the ice phase and the water phase. The ice phase was in
thermal equilibrium with the WAI interphase while the water phase was in super-cooled condition.

3.2. EPR Results of the Spin Labeled Type I AFP in the CPA Solutions

Figure 3a,b show some typical experimental EPR spectra, and their simulated EPR spectra of the
2.0 mg/mL spin labeled L23C in the 5% glycerol solution through the freezing process, and melting
process, respectively. The temperatures and corresponding correlation times are given in the inset
of the spectra. The nitroxide radical has a triplet EPR spectrum, due to the coupling of the electron
spin with the 14N nucleus spin. Narrow lineshape shows free tumbling of the molecule in a solution.
With the decrease in temperature, the lineshape became broader, showing the restricted motion of the
spin labels, due to the freezing of the solution. Spectral simulation allows us to obtain the rotational
correlation time (τc) for the motion of the spin labels, and also possibly the number of components
included in the spectrum. For a random molecular tumbling, τc roughly corresponds to the average
time for a molecule to progress through one radian. Here, the correlation time primarily represents
that of chemical bond rotation of the MSL spin label, while the tumbling of the whole spin labeled AFP
was much slower, especially after the solutions were frozen. Figure 4a,b show those of the 2.0 mg/mL
spin labeled L23C in the 5% propylene glycol solution. The simulations show that one EPR spectral
component existed at higher temperatures (> ~245 K), and minimum two components could fit the
spectra well at lower temperatures for both the freezing and melting processes.

  

  

(a) 

Figure 3. Cont.
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(b) 

Figure 3. Typical experimental EPR spectra and their simulated EPR spectra of the 2.0 mg/mL
spin labeled L23C in the 5% glycerol solution through the freezing process (a), and melting process
(b), respectively.

  

  

(a) 

Figure 4. Cont.
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(b) 

Figure 4. Typical experimental EPR spectra, and their simulated EPR spectra of the 2.0 mg/mL spin
labeled L23C in the 5% propylene glycol solution through the freezing process (a), and melting process
(b), respectively.

Figure 5a shows the curves of correlation times (τc) of the 2.0 mg/mL spin labeled L23C in
the 5% glycerol solution versus temperature (T) through the freezing process and melting process,
respectively. (See the inset for belongings of the curves.) The correlation times increased with the
decrease in temperature in the freezing process, showing the decreased kinetic energy of the chemical
bond rotation of the spin label, and also steric hindrance of the chemical bond rotation, due to the
freezing of the surrounding fluid at low temperatures. The slope of the curve changed rapidly between
250.0 K and 230.0 K, and meanwhile, more than one component of the simulated EPR spectra started
appearing at 243.0 K, which shows that the surroundings of the MSL spin labels began to freeze at
temperatures below 245 K. To show the sharp changes of the curves more visually, dotted red lines
were drawn through the average values of the three near linear regions. The two-component model
allowed us to fit the EPR spectra well at low temperatures, while the one-component model yielded
poor fitting. However, more-component models would also allow us to fit the EPR spectra at the low
temperatures. Thus, the two-component model should be understood as the distribution of correlation
times between the shorter one and the longer one of the two components. The correlation times
increased rapidly from 230.0 to 210.0 K, and then turned to increase slowly until the lowest experimental
temperature of 97.0 K. The steep slope ranging from 230.0 to 210.0 K indicates that freezing of the
surroundings around the MSL spin labels progressed quickly, while the slow increase below 200 K
indicates that the surroundings of the MSL spin labels became solidified although hardness of the
frozen solution continued to increase until 97 K. As shown in Figure 5b, curves of the correlation times
versus temperature for the spin labeled L23C in the propylene glycol solution are similar to those of the
glycerol solution. The freezing processes monitored by the spin labels attached to the L23C in the CPA
solutions were quite different from that in water [34]. The latter showed a sharp local phase transition
at 251.6 K. However, no sharp phase transitions were observed in the CPA solutions. The freezing
curves in Figure 5a,b illustrate that the eutectic points decreased with the decrease in temperature,
due to the increased amount of ice, which made the concentrations of the CPAs in the solution phases
higher at lower temperatures. Distributions of the correlation times during the freezing processes
indicate the heterogeneous environments surrounding different spin labels although not significant
above 200 K. The spin labeled L23C bound to ice surfaces, while the spin labels interacted with water
and glycerol, or propylene glycol in the WAI interphase during the freezing process. The thickness of
the WAI interphase could have a distribution, which affected the mobility of the spin labels in a range.
The solidified matrices below 200 K made the spin label’s surroundings more anisotropic, thus broader
distributions of the correlation times.
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(a) (b) 

 
(c) (d) 

Figure 5. (a) Curves of correlation times (τc) of the 2.0 mg/mL spin labeled L23C in the 5% glycerol
solution versus temperature through the freezing process, and melting process; (see the inset in the
Figure.); (b) those of the 2.0 mg/mL spin labeled L23C in the 5% propylene glycol solution; (c) those
of the 2.0 mg/mL spin labeled A17C in the 5% glycerol solution; and (d) those of the 2.0 mg/mL spin
labeled A17C in the 5% propylene glycol solution.

Curves of the correlation times versus temperature through the melting processes are similar to
those of the freezing processes, but with broader distributions of correlation times, and larger average
correlation times than those of the freezing curves for both of the CPA solutions. Recall that a larger
correlation time means less mobility of the spin label. Therefore, it appears that the spin labeled L23C
inhibited the ice growth during the freezing processes of the CPA solutions, thus shorter correlation
times compared with those during the melting processes at the same temperatures. In other words,
the melting happened at closer thermal equilibrium temperatures. The broader distributions of the
correlation times during the melting processes could indicate that the melting points (eutectic points)
are not quite spatially homogeneous in the samples. As compared with the inactive spin labeled A17C
below, this phenomenon can be related to the ice surface binding of spin labeled L23C possibly during
the freezing processes.

To compare with the negative control, we have run the EPR experiments on the 2.0 mg/mL
spin labeled A17C in the 5% glycerol solution, and the 5% propylene glycol solution through the
freezing and melting processes. The experimental and simulated EPR spectra are shown in Figure 6a,b
and Figure 7a,b respectively. As in the L23C CPA solutions, the two-component model was used
to simulate the EPR spectra at low temperatures. Curves of the corresponding correlation times
versus temperatures are shown in Figure 5c,d for the A17C in the glycerol, and propylene glycol
solutions, respectively. Different from the spin labeled L23C CAP solutions, the freezing curves and
melting curves are quite close, showing that the inactive spin labeled A17C did not bind to ice surfaces.
As shown by the crossing points of the dotted red lines between 250 K and 230 K, the freezing point of
the A17C CPA solutions were about five degrees higher than the L23C CPA solutions, further showing
that the active spin labeled L23C inhibited the ice growths during the freezing process. Another
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noticeable phenomenon is that the correlation times of the A17C CPA solutions decreased slower
during the melting processes at temperatures higher than 240 K, which can also be observed on the
corresponding EPR spectra in Figure 6 (260 K) and Figure 7 (248 K). The broader EPR linewidths
during the melting processes indicate slower rotational motions, or longer correlation times of the spin
labels. This phenomenon shows that the spin labeled A17C peptides did not bind to ice surfaces, but
were instead pushed to aggregate due to the freezing of the solutions. Thus, the dissolution process of
the spin labeled A17C peptides could not be as fast as the individually ice surface bound spin labeled
L23C peptides during the melting process. Results of the control experiments further indicate that the
spin labeled L23C bound to ice surfaces during the frozen process and in the frozen CPA matrices.

  

  

(a) 

  

(b) 

Figure 6. Typical experimental EPR spectra, and their simulated EPR spectra of the 2.0 mg/mL spin
labeled A17C in the 5% glycerol solution in the freezing process (a), and melting process (b), respectively.
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(a) 

  

(b) 

Figure 7. Typical experimental EPR spectra, and their simulated EPR spectra of the 2.0 mg/mL spin
labeled A17C in the 5% propylene glycol solution in the freezing process (a), and melting process
(b), respectively.

4. Conclusions

Both results of cryo-photo microscopy and EPR spectral analysis indicate that the spin labeled
AFP bound to ice surfaces at all temperatures as long as ice formed in the CPA solutions. A two-step
process, i.e., (1) thermodynamic freezing point depression by the CPAs, and (2) inhibition on the
growth of ice crystals by the AFP, occurred to prevent the formation of bulk ice in the CPA solutions at
low temperatures. The spin labeled AFP bound to ice surfaces during the bulk freezing process, and
appeared to inhibit the ice growth in the CPA solutions at low temperatures. The ice surface bound
AFP in the frozen bulk solutions could also prevent ice recrystallization during the melting process.
We, therefore, conclude that AFPs are potentially useful as an active ingredient to make CPA solutions
for preventing cryo-damages of living cells, organs and tissues, and for industrial applications.
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47. Štrancar, J.; Kavalenka, A.; Urbančič, I.; Ljubetič, A.; Hemminga, M.A. SDSL-ESR-based protein structure
characterization. Eur. Biophys. J. 2010, 39, 499–511. [CrossRef] [PubMed]

48. Klare, J.P.; Steinhoff, H.-J. Spin labeling EPR. Photosynth Res. 2009, 102, 377–390. [CrossRef] [PubMed]
49. Hideg, K.; Hankovszky, O.H. Chemistry of Spin-labeled Amino Acids and Peptides. In Spin Labeling Theory

and Applications; Berliner, L.J., Reuben, J., Eds.; Plenum Press: New York, NY, USA; London, UK, 1989;
pp. 427–487.

50. Chao, H.; Sönnichsen, F.D.; DeLuca, C.I.; Sykes, B.D.; Davies, P.L. Structure-function relationship in the
globular type III antifreeze protein: identification of a cluster of surface residues required for binding to ice.
Protein Sci. 1994, 3, 1760–1769. [CrossRef]

51. DeLuca, C.I.; Chao, H.; Sonnichsen, F.D.; Sykes, B.D.; Davies, P.L. Effect of type III antifreeze protein dilution
and mutation on the growth inhibition of ice. Biophys. J. 1996, 71, 2346–2355. [CrossRef]

52. Deluca, C.I.; Davies, P.L.; Ye, Q.; Jia, Z. The effects of steric mutations on the structure of type III antifreeze
protein and its interaction with ice. J. Mol. Biol. 1998, 275, 515–525. [CrossRef]

53. Graether, S.P.; DeLuca, C.I.; Baardsnes, J.; Hill, G.A.; Davies, P.L.; Jia, Z. Quantitative and qualitative analysis
of type III antifreeze protein structure and function. J. Biol. Chem. 1999, 274, 11842–11847. [CrossRef]

54. Altenbach, C. Multi-Component EPR Fitting Version 742, LabVIEW Software: Austin, TX, USA.
55. Takacs, I.M.; Mot, A.; Silaghi-Dumitrescu, R.; Damian, G. Hemoglobin Side Chains by Spin Labeled EPR

Spectroscopy. Studia UBB Phys. 2013, 58, 49–58.
56. Couto, S.G.; Nonato, M.C.; Costa-Filho, A.J. Site directed spin labeling studies of Escherichia coli

dihydroorotate dehydrogenase N-terminal extension. Biochem. Biophys. Res. Commun. 2011, 414, 487–492.
[CrossRef] [PubMed]

57. Mao, Y.; Ba, Y. Ice-Surface Adsorption Enhanced Colligative Effect of Antifreeze Proteins in Ice Growth
Inhibition. J. Chem. Phys. 2006, 125, 091102. [CrossRef] [PubMed]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

17



crystals

Article

Ice Crystal Coarsening in Ice Cream during Cooling:
A Comparison of Theory and Experiment

Jingyi Mo 1,2,*, Robert D. Groot 3, Graham McCartney 1,2, Enyu Guo 4, Julian Bent 5,

Gerard van Dalen 3, Peter Schuetz 5, Peter Rockett 1 and Peter D. Lee 1,2,*

1 Department of Mechanical Engineering, University College London, London WC1E 7JE, UK;
Graham.McCartney@nottingham.ac.uk (G.M.); peterrockett33@gmail.com (P.R.)

2 Research Complex at Harwell, RAL, Didcot OX11 0FA, UK
3 Unilever Research & Development, Olivier van Noortlaan, 3133AT Vlaardingen, The Netherlands;

Rob.Groot@unilever.com (R.D.G.); Gerard-van.Dalen@unilever.com (G.v.D.)
4 School of Materials Science and Engineering, Dalian University of Technology, Dalian 116024, China;

eyguo@dlut.edu.cn
5 Unilever R&D, Colworth MK44 1LQ, UK; Julian.Bent@unilever.com (J.B.); Peter.Schuetz@unilever.com (P.S.)
* Correspondence: j.mo@ucl.ac.uk (J.M.); peter.lee@ucl.ac.uk (P.D.L.); Tel.: +44-(0)-1235-567789 (P.D.L.)

Received: 19 April 2019; Accepted: 21 June 2019; Published: 25 June 2019

Abstract: Ice cream is a complex multi-phase structure and its perceived quality is closely related to the
small size of ice crystals in the product. Understanding the quantitative coarsening behaviour of ice
crystals will help manufacturers optimise ice cream formulations and processing. Using synchrotron
X-ray tomography, we measured the time-dependent coarsening (Ostwald ripening) of ice crystals in
ice cream during cooling at 0.05 ◦C/min. The results show ice crystal coarsening is highly temperature
dependent, being rapid from ca. −6 to −12 ◦C but significantly slower at lower temperatures.
We developed a numerical model, based on established coarsening theory, to calculate the relationship
between crystal diameter, cooling rate and the weight fraction of sucrose in solution. The ice crystal
diameters predicted by the model are found to agree well with the measured values if matrix diffusion
is assumed to be slowed by a factor of 1.2 due to the presence of stabilizers or high molecular weight
sugars in the ice cream formulation.

Keywords: ice cream; microstructure; ice crystals; tomography; modelling; coarsening kinetics

1. Introduction

Ice cream is a popular diary product whose microstructure is one of the critical factors that
determines its sensorial perception. Structurally, ice cream is a complex colloid system that is composed
of ice crystals, air bubbles and partially coalesced fat droplets, all of which are surrounded by an
unfrozen matrix containing sucrose, proteins and stabilizer [1–3]. However, an assembly of fine crystals
is thermodynamically far from equilibrium and crystals coarsen over time [4–6]. The control of the
crystal size is widely recognized as a critical factor in the development of a smooth and creamy texture
desired by consumers; large ice crystals will be perceived as being grainy and coarse [1].

Therefore, it is of great interest for the food scientist to develop a predictive description of
physical mechanisms that govern the kinetics of the coarsening in order to inhibit a deterioration
in the quality of ice cream. The characteristic sizes of this multi-phase material vary considerably,
e.g., air bubbles 20–150 μm, ice crystals 10–75 μm, and fat particles 0.4–4 μm as well as fat particle
aggregates ~10 μm [1]. A glass transition is observed around −30 ◦C at which the microstructure is
relatively stable. However, experimental studies on the growth of ice crystals in ice cream have shown
that phase coarsening is very significant in the temperature range −15 to −5 ◦C [7]. The manufacture of
ice cream commonly involves two stages: Freezing and hardening. During initial freezing, occurring
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in a scraped-surface freezer (SSF) at around −5 ◦C, about half of the water in a homogenised ice
cream mixture is frozen rapidly, and air is also incorporated into the product. After exiting the SSF,
the bulk of the mixture is filled into containers and placed in an air blast freezer for hardening until the
temperature in the core of the mixture reaches ~−18 ◦C over a period of time, usually around 2 hours
with a cooling rate ~0.1 ◦C/min. The final product is stored at temperatures ranging from −23 to −18 ◦C
before distribution to the consumer. Thus, the factors affecting ice crystal size variation during these
stages need to be well understood.

The microstructural coarsening observed in many systems (including ice crystals in sucrose
solutions and in ice cream) comprising a dispersion of fine particles in a matrix phase, is an effect which
is known as Ostwald ripening [6,8–11]. This refers to the increase in the size-scale of the dispersed
phase with time to minimize the total surface energy coming from curvature effects [12]. The process
occurs by diffusion through the matrix. The diffusion is driven by the Gibbs Thomson effect i.e.,
the solute concentration in the matrix in equilibrium with larger particles is different from that with
the smaller particles such that the larger particles grow in size at the expense of the smaller ones,
which shrink.

The earliest work of Lifshitz-Slyozov and Wagner (LSW) on Ostwald ripening dates to 1961 and is
referred to as the LSW theory [12,13]. It is only strictly valid for a precipitate (particle) volume fraction
approaching zero and ignores the effect of volume fraction of the dispersed phase. In real systems e.g.,
ice crystal—sucrose solution, as is found in ice cream, a finite volume fraction (typically 20 to 30%) of ice
crystals is present. Many attempts have been developed to improve upon the LSW theory by extending
its applicability to a finite volume fraction. Marsh and Glicksman [14], for example, employed the
concept of a statistical “field cell” and “transport field” to describe the diffusional interaction among
each particle size class. Other approaches are reviewed in reference [15–22].

In a recent paper, van Westen and Groot [23] demonstrated that for a model system of
polycrystalline ice within an aqueous solution of sugars the coarsening rates could be predicted
on the basis of Ostwald ripening theory with relative deviations to experimental values not exceeding
a factor of 2. However, this required that the theory accounts for a number of effects. First, that the
solution is nonideal, nondilute and of different density from the crystals, secondly, the effect of ice-phase
volume fraction on the diffusional flux between crystals is accurately described, and thirdly, all relevant
material properties are carefully estimated. In a further paper the same authors [24] simulated the
effect of thermal cycling on ice crystal coarsening in aqueous sucrose solutions and showed that their
model correctly predicted an experimentally observed increase in coarsening rate for a thermally
cycled sample compared to one that is coarsened isothermally. They identified that faster diffusivity at
elevated temperatures is an important factor for enhanced ripening as observed in temperature cycling,
which suggests that slow cooling from a high initial temperature may be important for the growth of
large ice crystals.

However, it is a major challenge to validate models of the behaviour of ice crystals in ice cream due
to the lack of methods which can visualise its three-dimensional (3D) microstructure. Pinzer et al. [25]
used a laboratory X-ray microCT in a cold room to investigate the long term microstructural evolution
of ice cream and quantified changes in air cell and ice crystal size during thermal cycles between
−16 to −5 ◦C over a period of 24 hours. However, resolution of the structure was a limitation with this
instrument. More recently Guo et al. [7,26] and Mo et al. [27] have reported time-resolved synchrotron
computed tomography (sCT) studies of the microstructural evolution of ice cream. In the work of
Mo et al. [27] in situ experimental observations clearly reveal the coarsening of ice crystals during
continuous cooling experiments on ice cream in the range −5 to −23 ◦C but only a limited quantification
of crystal dimensions was undertaken.

Therefore, the main aim of the present study on ice cream was to compare the predictions of
a model for coarsening in a sample undergoing continuous cooling with ice crystal size measurements
obtained from in situ sCT studies. In this paper we first extend our original isothermal Ostwald
ripening model [23,24] to distinguish the effects of diffusivity and ice fraction from the effect of phase

19



Crystals 2019, 9, 321

ripening at a fixed cooling rate. Next, we simulate phase coarsening in microstructures reflecting the
same volume fraction as used experimentally. Finally, we compare predictions based on simulation
with the in situ experimental measurements of ice crystal dimensions.

2. Model Theory

Our previous papers concerning the Ostwald ripening of ice crystals in aqueous sucrose
solution [23,24] have provided a detailed analysis of Ostwald ripening and have addressed both
isothermal Ostwald ripening in aqueous solutions [23] and also the effect of temperature cycling on
the Ostwald ripening of ice crystals in an aqueous solution of sugars [24]. In this section we aim to
provide only a brief overview of the background theory which will be sufficient to understand the
modelling results reported in the present paper.

The kinetic equation describing the growth or shrinkage rate of an individual particle of radius, a,
is given by Equation (1) [20,21]:

da
dt

=
D
a

(
Δ − 2d0

a

)
(1)

where Δ = 1−Cs/Cs,eq is the supersaturation far away from the particle surface (Cs is the concentration of
solute in the matrix phase at the interface with the particle and Cs,eq is the thermodynamic equilibrium
solute concentration at that temperature). D is the Fick diffusion coefficient and d0 is the (chemical)
capillary length of the Gibbs Thomson equation [8] and t is time. The definition of d0 is given in detail
in Supplementary Materials.

Crystals will grow when they are larger than a critical radius a* = 2d0/Δ and shrink when they
are smaller than a*. An alternative formulation can be obtained in terms of mole fractions and
Maxwell–Stefan diffusion [23].

2.1. Isothermal Coarsening

When the temperature is constant, the dispersed phase fraction quickly approaches its
quasi-equilibrium value. The particle size distribution approaches a scaling function f (a/〈a 〉, φ) which
depends on the relative crystal size z = a/〈a 〉, and on the particle volume fraction φ. Typical examples
of a stationary crystal size distribution are shown in Figure 1. The black curve marked LSW shows
the distribution from the Lifshitz-Slyozov–Wagner theory. This theory is only valid for vanishing ice
volume fraction, however. The red curve is calculated from the Marsh–Glicksman (MG) theory [14] for
an ice volume fraction φ of 0.6.

Figure 1. Stationary crystal size distribution for volume fraction φ = 0 (LSW) and for φ = 0.6 (MG).
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At a fixed temperature, the mean particle radius, 〈a 〉, grows at a rate that is proportional to t1/n,
where n depends on the growth mechanism. When growth is controlled by diffusion through the
matrix, n takes the value 3,

〈a 〉n = 〈a 〉n0 + Kt (2)

where 〈a 〉0 is the mean radius at time t = 0, and K is the coarsening rate constant and Equation (2)
describes how the mean radius increases over time at constant temperature.

The earliest work of Lifshitz-Slyozov and Wagner (LSW) on Ostwald ripening in which Equation (2)
was derived is strictly valid in the limit of zero dispersed phase volume fraction. Many extensions of
the LSW approach have been developed but all predict the temporal law given by Equation (2) but
with a rate constant K that increases with volume fraction [15].

This coarsening rate constant K has two main contributions and can be written as [23]

K =
8
9
ξ(T)g(φ) (3)

The factor 8/9 is the classical LSW result for vanishing volume fraction. The factor ξ(T)
depends on surface energy and diffusivity, the driving forces responsible for coarsening and g(φ)
is a non-dimensional geometric factor that accounts for the diffusion distance. It depends on the
mathematical form of the crystal size distribution and on the ice volume fraction, φ.

The dimensional factor ξ(T) is given by a complicated expression containing the molar volumes
of ice and water, the melting curve of the phase diagram (liquidus line), the surface energy between ice
and water (temperature dependent), and the Maxwell–Stefan diffusion coefficient.

For the sucrose-water system a polynomial fit to the temperature-dependent contribution is given
in Ref. [23], but this may not allow extrapolation to temperatures far below −14 ◦C. Based on the
raw data, a new Padé fit is made which is more reliable for extrapolations. This is represented by
Equation (4):

ln ξ(T) =
b0 + b1T + b2T2

1 + b3T + b4T2 (4)

with b0 = 7.874452 μm3/min, b1 = −2.84417 μm3/min/K, b2 = −0.38216 μm3/min/K2,
b3 = −0.78445 μm3/min/K and b4 = 0.020165 μm3/min/K2, where ξ(T) is expressed in μm3/min,
and temperature in ◦C. This fit was based on the data between −14 ◦C < T < −1.5 ◦C, where the raw
data were most reliable, i.e., the equilibrium ice fraction was not based on extrapolation. Both fits are
shown in Figure 2.

 
Figure 2. Dimensional factor ξ(T) appearing in the coarsening rate (black curve). The green dash-dot
curve is the polynomial fit by Van Westen and Groot [23] and the red dashed curve is the present
Padé fit.
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The geometric factor g(φ) has been the subject of several theories and simulation methods.
Following the earlier work by Van Westen and Groot, a convenient fit to simulation data is given by
their Equation (37) [23] which is Equation (5) below:

g(φ) = 1 + 2.04
φ3/7

1−φ (5)

2.2. Coarsening during Cooling

When a system is cooled the supersaturation in Equation (1) increases hence more crystals start to
grow. This changes the size distribution and the rate of Ostwald ripening.

During continuous cooling the total variation of the mean cubed particle radius involves the sum
of two terms as follows:

d〈a3〉 =
⎛⎜⎜⎜⎜⎜⎜⎝
∂
〈
a3
〉

∂ f

⎞⎟⎟⎟⎟⎟⎟⎠
t

d f +

⎛⎜⎜⎜⎜⎜⎜⎝
∂
〈
a3
〉

∂t

⎞⎟⎟⎟⎟⎟⎟⎠
f

dt

=

〈
a3
〉

f
d f +

(
∂
〈
a3
〉
/∂t
)

f(
d〈a 〉3/∂t

)
f

Kdt

=
〈a3〉

f
d f + h(φ)Kdt

(6)

where f is the ice crystal mass fraction.
This is an approximation, because we assume quasi-equilibrium conditions at each point in time.

This is justified in the Supplementary Materials.
The first term describes the change of mean crystal volume under an infinitely fast ice

fraction variation, for which the number of ice crystals is fixed. In that case we have
〈
a3
〉
∝ f,

hence
(
∂
〈
a3
〉
/∂ f
)
t
=
〈
a3
〉
/ f . The second term describes the change of mean crystal volume due to

isothermal Ostwald ripening. It contains a factor h(φ) =
(
∂〈a3〉/∂t

)
f
/(∂〈a 〉3/∂t) f = 〈a3〉/〈a 〉3 to

correct the growth law (Equation (2)) to calculate d
〈
a3
〉

rather than d〈a 〉3. For an equilibrium distribution

in isothermal conditions the ratio 〈a3〉/〈a 〉3 is constant over time, because the distribution has scaling
behaviour. Therefore, the ratio of the above partial time derivatives is equal to the ratio 〈a3〉/〈a 〉3 itself.

The geometric function h(φ) = 〈a3〉/〈a 〉3 which appears in Equation (6) is needed to transform
radius-averaged Ostwald ripening into volume-averaged ripening. Marsh and Glicksman gave
tabulated data for the first three moments of the size distribution as function of the crystal volume
fraction [14]. From these data we calculate a fit that is given by:

h(φ) = 1 +
(3

5

)4
+ 0.1167

φ0.32

1− 0.38 φ2.5 (7)

To find the mean cubed particle diameter, 2
〈
a3
〉

1/3, (also known as D3,0) as a function of time
we employ a numerical integration scheme to solve Equation (6). We decrease the temperature by
a small step δT (< 0) and calculate the corresponding time step from a chosen cooling rate B = −dT/dt.
The calculation uses critically assessed thermophysical and phase diagram data that have been
described previously [23,24].

3. Experimental Procedures and Data Analysis

To validate the model for Ostwald ripening of ice cream, a bespoke cold stage capable of precise
thermal cycling combined with the in situ synchrotron tomographic imaging technique described in
detail previously was employed to determine the structural changes undergone [7,26,27].
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3.1. Sample Preparation and Thermal Cycling

Fresh ice cream (40% ice and 5% fat), prepared by Unilever R&D (Colworth, UK) was scooped
out and left at room temperature to melt. Kapton tubes (specification: inner diameter 3 mm and wall
thickness 67 μm, American Durafilm Co. Inc, Holliston, MA, USA) were filled with this liquid mixture
with a syringe, followed by mounting them onto a cold stage specially designed for operation in the
synchrotron beamline which is described in our previous papers [7,26,27].

The in situ experiments were performed in the following manner. The Kapton tube with the ice
cream specimen was mounted onto the cold stage at −3 ◦C (just below the melting point). Then its
temperature was rapidly reduced down to −23 ◦C with a fast ramp rate of −5 ◦C/min and held at this
temperature for 10 min. The specimen was subsequently heated to −6 ◦C, at the same ramp rate as the
cooling ramp rate, and maintained there for 10 min. A long–term slow cooling was then applied to
study global parameters for phase coarsening, such as the particle size distribution. The system was
subsequently cooled down from −6 ◦C until a temperature of −23 ◦C was reached with a slow cooling
ramp rate of −0.05 ◦C/min. The overall thermal history for coarsening experiments is shown in Figure 3.
Eight tomographic scans were performed at the temperatures indicated by the diamond symbols on
Figure 3 to study the phase coarsening changes during cooling. Care was taken to ensure that the
sub-volumes used for the measurements were free from bubbles. Therefore, the model assumption of
a continuous unfrozen matrix phase was valid for the measured volumes.

Figure 3. The thermal history of the ice cream mixture specimen during the in situ coarsening
experiments. The temperature points where the tomographic scans were reconstructed are indicated as
pink diamond markers.

3.2. Characterization by Synchrotron X–ray Computed Tomography (sCT)

A detailed description of the sCT approach has been reported previously [7,26,27] and is briefly
summarised here. Combined coarsening experiments with in situ acquisition of tomographic scans
were carried out at the high brilliance I13-2 beamline at Diamond Light Source (DLS, Harwell, UK)
using a pink beam. The tomographic scans were recorded by a 2560 × 2160 pixel PCO Edge 5.5
CMOS camera combined with a single crystal CdWO4 scintillator. The specimen-to-camera distance
was optimized to ~35 mm with a final pixel-resolution of 0.81 μm. During the in situ experiments,
each tomographic run includes collecting 720 projections evenly spaced over a 180◦ rotation with
the exposure time of 0.1 s. In this study, a total of eight tomographic scans were recorded at the
following temperatures: −6.0, −7.0, −8.2, −9.6, −12.2, −15.5, −18.0 and −23 ◦C; these are indicated by
the diamond symbols on Figure 3. These scans were then pre-processed and the tomographic slices for
the respective temperatures were reconstructed.
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3.3. Volume Data Reconstruction and Pre-Processing

The collected 2D projections, i.e. radiographs, were virtually stacked to form sinograms.
Any apparent continuous lines from sinogram images were removed by interpolation in order to reduce
ring artefacts which is a result from imperfections from the detector/camera. The sinograms were
then used to mathematically reconstruct the volume slices using a filtered back projection (FBP) based
algorithm. Because the ice cream samples were relatively low attenuating to the incident X-ray beam,
the reconstructed volumes exhibited a relatively high level of background noise. In order to reduce
noise, the 3D volumes were first median (3 × 3 × 3) filtered and then followed by a morphological
operation-based method as descried previously [27]. The data were then binarised using global
thresholding. All the volumes were carefully checked visually, and any obvious segmentation
imperfections were corrected manually using Avizo 9.4 (FEI Visualization Sciences Group, Mérignac,
33700, France).

3.4. 3D Based Quantification of Ice Crystal Dimensions

Owing to the interconnected–network structure of ice crystals, it is not appropriate to segment
them into individual components as they appear as interconnected clusters. Thus, a 3D image-based
quantification method was developed and employed to analyze the size of ice crystals in the ice
cream samples. This method is similar to the techniques for 3D porous structure characterisation
and quantification for biomedical and geological materials as described in detail previously [27–29].
Briefly, we employed a series of sampling spheres with varying diameter, and the size distribution
in the ice crystal phase was obtained by measuring the cumulative volume of ice crystal that can be
reached by different sampling spheres [27]. Using this methodology, a modal value of the crystal
diameter was obtained for each of the four sub-volumes examined at each of the temperatures for
which sCT scans were performed.

4. Results and Discussion

4.1. Model Calculations

4.1.1. Relative Importance of Diffusivity and Ice Fraction

To gain insight into the relative importance of the factors driving Ostwald ripening during cooling,
the rate constant h·K was calculated for a range of sucrose solution concentrations and the results are
shown in Figure 4. The term h·K is proportional to g(φ)·h(φ)·ξ(T) where h is given by Equation (7), K is
given by Equation (3) and the temperature dependent ice volume fraction, φ, is calculated as set out in
Supplementary Materials.
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Figure 4. Coarsening rate constant for sucrose weight fractions of 26%, 28%, 30% and 32%. The curves
end at the respective melting points.

The rate constant depends on temperature and on ice volume fraction, but it does not depend
on the crystal size. At the melting point, the crystals are far apart because the ice volume fraction
tends to zero. As temperature drops, the rate passes through a maximum and then drops again
because diffusivity decreases towards lower temperatures. The position of the maximum shifts to lower
temperatures and lower coarsening rates when sucrose concentration is increased. In fact, the amount
of coarsening is quite sensitive to the sucrose fraction; if the weight fraction of sucrose (denoted as fs) is
increased from 26% to 32%, the maximum coarsening rate reduces by a factor 2.

The variation of the two factors namely the geometrical factor g(φ)·h(φ), and the dimensional
temperature dependent factor ξ(T) were also examined independently. It is found that the geometric
factor varies only slightly over a wide sucrose composition range whereas the dimensional temperature
dependent factor increases significantly at lower sucrose fractions, shown in Figure 5.

 

Figure 5. Contributions to the volumetric Ostwald ripening rate (at the temperature where hK(T) has
its maximum) plotted against sucrose mass fraction, fs. Values are normalised relative to their value at
fs = 0.3.

Since the variation in ξ(T) is dominated by the variation of diffusivity, we conclude that fast
diffusivity at high temperatures is the most important factor responsible for strong crystal coarsening
at slow cooling rates; geometric structure effects are secondary.
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4.1.2. Coarsening at a Fixed Cooling Rate in Sucrose Solutions

Consider now a sample containing ice crystals that starts at temperature TH and then drops to
a final temperature TF at a fixed rate B = −dT/dt. In that case, the crystal size is calculated by numerically
integrating the following equation:

d〈a3〉 =
⎛⎜⎜⎜⎜⎜⎜⎝
〈
a3
〉

f
d f
dT
− hK

B

⎞⎟⎟⎟⎟⎟⎟⎠dT (8)

This follows directly from Equation (6) where the first term represents the increase in mean crystal
volume due to cooling alone and the second term represents the contribution of Ostwald ripening
during continuous cooling. See Supplementary Materials for details of the numerical procedure.

Whether the first or the second term in Equation (8) dominates the crystal size depends on the
initial crystal size and on the cooling rate. Selected model calculations are shown in Figure 6 in which
the volumetric mean diameter, D3,0, is plotted versus temperature, T. The volumetric mean diameter
is defined as D3,0 = 2〈a3〉1/3. The calculation was performed for ice crystals in a 30 wt% sucrose
solution (melting point −2.7 ◦C), cooled at a rate of 0.01 ◦C/min (full curves) and at 0.1 ◦C/min (dashed
curves), starting at 5 μm (black) and 10 μm (green) initial radius. The initial temperature, TH, is chosen
as −3.0 ◦C. The calculations show that fast or slow cooling may change the crystal diameter by a factor
~2 for the same composition, hence the number of crystals may change by an order of magnitude.

 
Figure 6. Volumetric mean diameter D3,0 calculated for ice crystals in 30 wt% sucrose solution, cooled
at a rate of 0.01 ◦C/min (full curves) and for 0.1 ◦C/min (dashed curves), starting at 5 (black) and
10 (green) μm radius.

4.1.3. Influence of Additives in Ice Cream Formulations

In full ice cream formulations, polymers are added that give enhanced storage stability. We suggest
that the reason for this enhanced storage stability is that the time scale of Ostwald ripening is governed
by the slowest mass transport process, which in the case of a polymer network in a sucrose solution will
be the collective motion of the polymer. The sucrose solution is then acting as a viscous background
medium through which the polymer moves. The rate by which the polymer network diffuses
depends on elasticity modulus of the network, and the viscous flow through the network pores [30,31].
The collective diffusion coefficient of a polymer network is then inversely proportional to its friction
factor, which in turn depends on the pore size of the network, and hence on the polymer concentration.
Following the theory of Barrière and Leibler [32], it could be suggested that the rate of Ostwald ripening
might be related to fp–3/2, where fp is the polymer mass fraction in the formulation. For example,
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λ-carrageenan (which is a common additive to ice cream) behaves as a loosely entangled polymer
network [33], and could possibly reduce the ripening rate.

4.2. Experimental Observations and Comparison with Numerical Model

4.2.1. Morphological Evolution of Ice Crystals and Quantification of Dimensions

Figure 7 shows the 3D rendering of ice crystals from representative regions of the same size and
the colour rendering represents the local thickness of each particle. The 3D evolution during the slow
cooling cycle imposed in the sCT experiment with a cooling rate of 0.05 ◦C/min is clearly observable.
The ice crystals are very fine initially. During the initial stages of cooling from −6 to −8.2 ◦C there is
significant microstructural evolution with clear coarsening, Figure 7a–c, as well as an increase in ice
volume fraction due to the decreasing temperature.

 
Figure 7. 3D visualisation of ice crystal morphological evolution during the slow cooling experiment:
(a) −6 ◦C, (b) −7.0 ◦C, (c) −8.2 ◦C, (d) −9.6 ◦C, (e) −12.2 ◦C, (f) 15 ◦C, (g) −18.0 ◦C and (h) −23.0 ◦C. Ice
crystals are colour–rendered using local thickness. Scale bar is 50 μm.

Averaged modal values of ice phase dimensions were calculated by the 3D accessible volume
method described in Section 3.4. The averaged modal values were computed from four sub-volumes
which were randomly extracted from the global reconstructed volume. As expected from the 3D
visualisations, at the beginning of the slow cooling regime, the ice crystals were very fine with a modal
size of 7.8 μm. During the slow cooling regime with a ramp rate of 0.05 ◦C/min, the modal size first
increased significantly from 7.8 μm at −6.0 ◦C and to 21.8 μm at −15.0 ◦C. Thereafter, the trend of
increasing crystal size continued but at a much lower coarsening rate. This is presumably due to the
slower diffusivity at lower temperature (as predicted by the model), resulting in a reduced rate of ice
crystal coarsening.

4.2.2. Comparison between Measured and Calculated Ice Crystal Dimensions

In Figure 8, which are the plots of ice crystal diameter versus temperature, our measured modal
dimensions from the sCT in situ experiment are compared to the mean crystal diameters calculated by
the numerical model for a cooling rate of 0.05 ◦C/min from −6 ◦C to −23 ◦C. The detailed data used for
this calculation are given in the Supplementary Materials. There is evidently a difference between the
calculated and measured crystal dimensions during continuous cooling. In order to achieve a fit of the
model to the experimental data shown in Figure 8 (R2 = 0.97) the diffusivity used in the calculations
had to be decreased by an overall factor of 1.2 compared to that for a pure sucrose solution containing
the same wt% of sucrose (solid yellow line). This offset can be explained by a reduction in ripening
rate due to the addition of hydrocolloid viscosifiers in the ice cream mix studied, in line with the
behaviour proposed by Barrière and Leibler [32]. This observed reduction in rate lies well within
the reduction in rates of crystal ripening for additions of λ-carrageenan to sucrose solutions which
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have been observed in a separate study which will be the subject of a future paper. This observed
reduction in rate lies well within the reduction in rates of crystal ripening for additions of l-carrageenan
to sucrose solutions which have been observed in a separate study which will be the subject of a future
paper. The diffusivity reduction factor is expected to be larger at higher ice fractions because the
polymer network gets more concentrated in the matrix phase as the temperature falls. This effect
has been neglected here. Note further, that the model calculates D3,0 whereas in the experimental
work the 3D accessible volume method was used to calculate modal values of crystal dimensions.
Given the differences in measured and calculated dimensional features, the most notable finding
is that the model correctly predicts the trend in ice crystal coarsening as the temperature decreases
during continuous cooling. In conclusion, the presence of stabilisers or high molecular weight sugars,
which are empirically added to ice cream, possibly improve product quality through their effect on
reducing the coarsening of ice crystals especially at higher temperatures.

Figure 8. The diameter of ice crystals (modal values obtained from the 3D accessible volume method)
measured from in situ sCT data (orange circles), compared with the diameter predicted by the present
numerical model (solid blue line, the adjusted calculation; solid yellow line, the original calculation).
Model diameter is calculated as D3,0 For the calculations, we used the water and sucrose fractions
fw0 = 0.55 and fs = 0.29 respectively. Error bars correspond to the range of the modal values.

5. Conclusions

The microstructural evolution of ice crystals in a commercial ice cream during continuous slow
cooling was visualised and quantified with synchrotron X-ray tomography. Ice crystals present at
a relatively high temperature of −6 ◦C coarsen by the well-known Ostwald ripening mechanism:
Small crystals, or areas of high curvature, dissolve and large crystals grow. This process is strongly
temperature-dependent, and to a lesser extent dependent on the geometry of the ice suspension
structure. To model this process during continuous cooling, equilibrium theory of Ostwald ripening of
dense suspensions of spherical crystals is applied. Our results reveal the following:

(1) As expected, the 4D measurements (3D plus time) from synchrotron X-ray tomography show
that coarsening of ice crystals occurs during cooling at 0.05 ◦C/min. The coarsening rate is rapid
at high temperature (−6 to −15 ◦C) but slows down significantly as the temperature falls further.
Qualitatively, the number density of crystals also decreases during the cooling.

(2) The numerical model to calculate Ostwald ripening of ice crystals in a sucrose solution (with a finite
volume fraction) cooled at a steady rate to −18 ◦C predicts that fast (0.1 ◦C/min) or slow cooling
(0.01 ◦C/min) will lead to significantly different crystal sizes. The volumetric mean diameter, D3,0

differs by a factor of ~2 for the same sucrose mass fraction and starting crystal size.
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(3) The diameters of ice crystals in an ice cream formulation, measured by in situ sCT experiments,
show good agreement with the model calculations if the diffusivity used in the calculations is
reduced by a factor of 1.2 compared to that for a pure sucrose solution. Since the Ostwald ripening
theory compares well with the experimental data for sucrose solutions [30,31] we conjecture that
stabilisers and high molecular weight sugars in ice cream retard diffusion and hence slow down
Ostwald ripening. More experiments are needed to confirm this conjecture.

In summary, the results demonstrate the powerful insights into material behaviour that can be
achieved by combining 4D synchrotron X-ray tomography with physically based numerical modelling.
They clearly reveal the critical temperature range for controlling the coarsening behaviour of ice
particles in ice cream that is crucial to maintaining product quality and good sensory perception.

Supplementary Materials: Supplementary information is available online at http://www.mdpi.com/2073-4352/9/6/321/s1.
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List of Symbols

a Particle radius
a* Critical particle radius
〈a 〉 Mean particle radius
〈a 〉0 Mean particle radius at time t = 0〈
a3
〉

Mean value of the cube of the particle radius
bi Fitting constant in the equation for ξ(T)
B Cooling rate
Cs Concentration of solute in the matrix phase at the interface
Cs,eq Thermodynamic equilibrium concentration of solute in the matrix phase
D Fick diffusion coefficient
D3,0 Mean cubed particle diameter = 2

〈
a3
〉

1/3

d0 Capillary length of the Gibbs Thomson equation
f Ice phase mass fraction
fp Polymer mass fraction
fs Sucrose mass fraction
g(φ) Non-dimensional geometric factor accounting for diffusion distance
h(φ) Non-dimensional geometric factor relating radius and volume coarsening
K Rate constant for isothermal coarsening
T Temperature, ◦C
TH Initial temperature, ◦C
TF Final temperature, ◦C
t Time
Δ Supersaturation far away from the particle surface
φ Particle or ice phase volume fraction
ξ(T) Dimensional factor
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Abstract: Freezing of the water confined in thin pores can be destructive to the porous frame, but the
effect of the quasi-liquid layer (QLL) between the confined ice and the pore walls remains still far from
being fully understood. In the present study, the physical origins of the intermediate phase of QLL
were discussed by thermodynamic analyses. Different interactions on QLL bring different models
to estimate its thickness, which generally decays with temperature decreasing. Four representative
models of QLL thickness were selected to unveil its effect on the growing rates and extents of ice
in a concrete. The engineering consequences of the confined freezing were then discussed in the
aspects of effective pore pressures built from the confined ice growth and deformations framed
by a poro-elastic model. Overall, thickening QLL depresses ice growing rates and contents and,
consequentially, decreases pore pressures and material deformations during freezing. The QLL
corrections also narrow the gaps between the predicted and measured freezing deformations. The
findings of this study contribute to profound understandings of confined freezing that may bridge
over physical principles and engineering observations.

Keywords: freezing; quasi-liquid layer; pressure; deformation

1. Introduction

Since the first postulation of a quasi-liquid layer (QLL) on ice over 160 years ago,
the understandings of its structure and links to our daily life (e.g., skating on ice and anti-freezing
agent to keep food fresh) have been increasingly advanced [1–5]. Generally, this QLL, depending on
the environmental temperature and what media ice is exposed to, ranges from one to several water
molecular layers [6–13]. Predicting the thickness of QLL always faces challenges especially when the
phase transition from water to ice is beyond the bulk freezing. A pertinent example is the freezing
of the water confined in thin pores, which can be influenced by many factors such as the geometry
confinement that regulates the crystal anisotropy, the curvature effect that depresses the freezing
temperature, and the actions of the pore walls on the pore fluid [1,3,11,14–17]. Indeed, in chemical,
environmental, and civil engineering, the confined freezing is more frequently quoted because almost
all materials (except pure metals and crystals) are, more or less, in porous structures, and the phase
transition of the water confined in the pores may occur in certain conditions during freezing [3,18].
However, the understandings of the possible influences of QLL on the freezing process of the confined
water and the engineering consequences remain far from being completed.

To date, great efforts have been made to accumulate the knowledge of confined freezing by
advanced experiments and simulations [6–12,19,20]. An example of the corresponding achievements
may be the continually-developed cryoporometry techniques that allow us to measure the pores at
nano-scales with the corrections of QLL [19,21]. As a typical porous material, concrete (and other
cement-based materials like cement paste and mortar) may perform at low temperature, and confined
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freezing will occur in the material. However, the research on the role QLL plays and its effects on
the mechanical consequences of concrete has been limitedly reported [20,22–24]. In the present study,
attempts were made to address how and to what extent the QLL between ice and the pore wall affects
the confined freezing of a porous concrete.

In what follows, physical bases for confined freezing are briefly reviewed to display the
generalized links between QLL thickness and temperature. The QLL data were collected from
comprehensive experiments and simulations. Four different models of QLL thickness were then
selected to demonstrate the QLL effect on the ice rising rates and contents in a porous concrete sample.
Those QLL data were then implanted into a poro-elastic model to unravel the influences of QLL on the
pore pressures built by ice crystallization and, consequentially, the material deformations. The scope
of this study strictly followed the classic physico-chemical regimes of water, ice, pore confinement,
and their interactions, and some simplifications of the properties of those phases were necessitated.
The results of this study shed light on the understandings of the engineering consequences of confined
freezing occurring in porous materials.

2. Physical Bases for Confined Freezing

2.1. Freezing in Pores

Physically, to form ice crystals in either bulk or confined water, the free energy (or chemical
potential) of the ice must be lower than (or at least equal to) that of the liquid water. Here, we assumed
that ice crystals can spontaneously form in the pores once the ice-water equilibrium was reached,
and the kinetic issues (e.g., ice nucleation and water supercooling [25]) are out of the scope of this
study. Figure 1 illustrates a snapshot of a partially-freezing pore network at a subzero temperature.
For simplification, only a coarse pore chamber with two thin pore entries (or throats) is demonstrated
in the figure. As displayed in Figure 1, ice occupies the pore chamber with a unique QLL in the
thickness of t between the ice and the pore wall. Due to the curvature effect of the pore, which can
lower the free energy of the confined water, freezing takes place at a depressed temperature, which
can be described by the Gibbs–Thompson (GT) equation [19],

T0 − Tm =
2κT0γcl

ΔHf
(1)

where Tm (K) is the melting temperature in equilibrium; T0 (K) is the bulk freezing temperature of
water in the standard condition (P = 1 atm); κ (1/m) is the mean curvature of the pore; γcl (N/m) is
the surface tension of ice exposed to liquid water; ΔHf (J/m3) is the fusion enthalpy. The GT equation
has been extensively applied to capture the shifts in freezing temperature of pore fluids confined in
various porous materials [19,20,22].

Figure 1. Cross-sectional view of a pore filled with an ice and connected with small entries.
A quasi-liquid layer (QLL) with a thickness of t between the ice and the pore wall exists to achieve a
physico-chemically-stable status of the confined freezing system.
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Due to the complex pore networks of porous materials [26], even if the thickness of QLL is known,
it remains difficult to estimate the ice volume due to the complex pore geometry and anisotropy. Here,
we assumed that the partially-frozen pores are convex in principle, then the volume V and surface area
A of the pores and the confined ice crystals that are separated by the QLLs can be estimated by [27],

Vc = Vp − Ap

(
t − κt2

)
(2a)

Ac = Ap (1 − 2κt) (2b)

where the subscripts p and c denote the pores and ice crystals, respectively. Here, the mean pore
curvature κ can be determined by the principle radii of curvature r1 and r2 through κ = (A/2)

∫
(1/r1 +

1/r2)dr [28]. Once the pore geometries in a porous material were identified, Equation (2) helped build
an integrated equation to estimate the ice content in the porous medium during freezing.

2.2. QLL on Ice

A disordered phase will exist on a solid ice surface in equilibrium if it can lower the free energy
of the system; that is, if by its existence, an intermediate layer of thickness, t, reduces the total excess
free energy. Physically, in an ice-QLL-substrate system, the total free energy changes come from (1)
the heat release by ice formation, (2) the formation of a new liquid-crystal surface, and (3) the energy
disturbance by the sandwich-like ice-QLL-substrate structure [3,4,27].

The thickness of QLL between ice and substrate, t, is intrinsically related to its potential,
F(t), which depends on the acting forces between the solid-liquid and liquid-ice interfaces [4,14].
The thermodynamic bases for the relationships between F and t can be found in Appendix A. There
are several regimes governing the acting forces on the intermediate QLL phase. One widely-adopted
regime is that the forces decay exponentially with the distance between the ice and substrate
surfaces [3,14,19], i.e., F = 1 − exp (−2t/ε), with ε being the characteristic decay length, which
can be determined by experiments [6]. In this case, the QLL thickness can be expressed as,

t =
−ε

2
ln

[
εΔHf (Tm − T)

2T0Δγ

]
(3)

where Δγ (N/m) is the surface energy differences when the supposed substrate-crystal (sc) interface is
replaced by the liquid-crystal (lc) and liquid-substrate (ls) ones (that is, a QLL inserts between the ice
and the pore wall shown in Figure 1) and can be expressed as Δγ = γsc − (γlc + γls). Equation (3),
indeed, conforms to the well-used approximating form, t ∝ ln(Tm − T), for representing the t − T
relation [14,19,29].

However, there may exist complex physical actions on the QLL phase, e.g., the long- and
short-range electrostatic, nonretarded, and retarded van der Waals interactions [3]. Depending on the
sorts of interactions, Wettlaufer et al. [30] suggested a generalized power decaying equation of the
interfacial potential F(t), F = tn/ (tn + σn), with σ being a typical interatomic distance. In general, σ

is far lower than t (σ � t), and the potential decaying equation can be simplified to F ≈ 1 − (σ/t)n.
In the case of the power decaying function of the potential, the QLL thickness can be given by:

t =
[ΔHf (Tm − T)

nΔγσnT0

]−1/(1+n)

(4)

If, for instance, the interfacial actions between two microscopic bodies in a limiting separation are
dominated by the long-range electrostatic forces, whose long-range potential decays with the square
of the distance (n = 2), F = t2/

(
t2 + σ2) ≈ 1 − σ2/t2, Equation (4) then reduces to,

t =
[ΔHf (Tm − T)

2Δγσ2T0

]−1/3

(5)

34



Crystals 2019, 9, 250

In fact, Equation (5) captures the well-used semi-empirical model for estimating the thickness of QLL
on ice, t ∝ (Tm − T)−1/3 [31].

2.3. Discussion on QLL Data and Models

The continually-developed experimental and simulative techniques have greatly accumulated our
knowledge of the molecular structures of QLL and its thickness. Figure 2 illustrates the QLL thickness
data acquired from the literature [6–12,19,29,31–36]. When dealing with those data, we ranked the
data by author and neglected the thickness differences in different crystal faces, despite that surface
melting takes place anisotropically on ice crystal surfaces [1,11].

Figure 2. QLL thickness data from the literature [6–12,19,29,31–36]. The QLL thickness data reported
in Furukawa and Nada (1997) [11], Conde et al. (2008) [10], and Limmer and Chandler (2014) [7] were
obtained by molecular dynamic simulations; those in Elbaum et al. (1993) by interference microscopy;
those in Dosch et al. (1995) [12] by glancing-angle X-ray scattering; those in Gilpin (1980) [36] by
theoretical calculation; those in Doppenschmidt and Butt (2000) [6] by atomic force microscopy; those
in Bluhm et al. (2002) [8] by photoelectron spectroscopy; those in Sadtchenko and Ewing (2002) [34] by
infrared spectroscopy; those in Petrov and Furo (2009) [19] by thermodynamic estimations; and those
in Liljeblad et al. (2017) [9] by total internal reflection Raman, vibrational sum frequency, and NMR
spectroscopies. The t − T line reported in Goertz et al. (2009) [33] was regressed from the experimental
data measured by interfacial force microscopy and that in Brun et al. (1973) [32] by differential scanning
calorimetry. The t − T curves of d-1, d-2, d-3, and d-4 are representatively selected for unraveling the
influences of QLL on freezing of porous materials; see Table 1.

At first glance, from Figure 2, the QLL thickness varied by up to three orders of magnitude for a
set temperature, depending on the measurements. A primary factor that dominates the QLL thickness
may be the different methods used to detect the QLL phase on ice and to measure its thickness.
For instance, Golecki and Jaccard [29] employed a channeling technique of nuclear backscattering that
is sensitive to crystalline imperfection to detect the thickness of QLL on pure ice and found rather large
values of the QLL thickness (e.g., ≈100 nm at −1 ◦C); while Doppenschmidt and Butt [6] measured
the QLL thickness on ice surfaces by atomic force microscopy (AFM) and obtained much thinner data
(e.g., ≈32 nm at −1 ◦C). Another dominative factor may be the surfaces with which ice crystals are in
contact. Indeed, experimental studies have demonstrated that the thickness of the QLL between ice
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and amorphous SiO2 is always less than 10 nm [9,37]. Last but not least, the impurities of ice will also
impact the surface melting and its thickness [18]. An AFM measurement on ice containing 10 mM KCl
indicated that the QLL on the contaminated ice is much higher than that on pure ice [6]. For more data
and discussions about QLL, the readers may refer to the comprehensive reviews [3,14,18] and a book
chapter [1].

Since the thickness of QLL on ice is dominated by the actions on the intermediate phase,
different physical interactions can induce different models (see for instance the models shown in
Section 2.2). Indeed, those physical interactions depend on the surfaces to which ice crystals are
exposed. For example, a theoretical study by Wettlaufer et al. [30] revealed that the premelting
behavior of the ice confined in soils is beyond the classic van der Waals interactions, rather in the
regime of the long-rang electrostatic interactions. This means that the potential-distance function
can be represented by F = 1 − σ2/t2, so the thickness of the QLL on the soil-confined ice roughly
conforms to Equation (5). Moreover, it was implied that the exponential decaying regime may be
suitable to estimate the QLL thickness for freely-exposed ice crystals (Equation (3)), whereas the power
decaying regime for those in contact with solid surfaces (Equation (4)) [14]. However, experimental
data (e.g., [37]) suggested that the QLL between ice and SiO2 substrate also conforms to the logarithmic
law, t ∝ ln(Tm − T). The data recalled in Figure 2 also imply that both the exponential and power
decaying regimes may capture the same t − T data to some extent.

One may also integrally consider both the short-and long-range potentials of the QLL on ice [4],
which, however, will bring two inevitable troubles in assessing its thickness. The primary one is that the
explicit and simple expressions like Equations (3) and (5) cannot be obtained, and complex numerical
calculations are required. The other one is that the parameters of both the short-and long-range
potentials are rather difficult to obtain, because how they work in establishing the QLL phase on a
surface remains an open question [13]. Here, therefore, the simply uncoupled short-and long-range
potentials are discussed to unravel the physical regimes of the QLL on ice.

Table 1. Selected t − T curves.

Item Value (nm) Method Ref.

d-1 (lower bound) t = 0.3 Monolayer water molecule [3]
d-2 t = 1.97|ΔT|(−1/3) Estimated from sorption data [31]
d-3 t = 32 − 21 lg(ΔT) Measured by AFM [6]
d-4 (upper bound) t = 95 − 54 lg(ΔT) Estimated by proton channeling [29]

To elucidate the influences of QLL on the freezing behaviors of porous materials, we here
representatively selected four t − T curves, i.e., d-1 (monolayer water molecule), d-2 (power decay
of the QLL potential, long-rang interaction), d-3, and d-4 (exponential decay of the QLL potential,
short-range interaction) marked in Figure 2 and listed in Table 1. Specifically, the size of the monolayer
water molecule (d-1) was set as the lower bound of the QLL thickness, even though it is not necessary
to limit the QLL thickness [9]. The d-4 curve was set as the upper bound of the QLL thickness. We shall
understand that the selected t − T curves may not strictly conform to the freezing regimes we will
discuss (i.e., freezing in pores); however, the interpretations on confined freezing with the QLL in
different thickness models will shed much light on the engineering consequences of freezing where
this intermediate phase is often ignored.

3. Ice Content in Porous Media

3.1. QLL-Modified GT Equation

One of the core issues concerning freezing in porous media is the ice content in the pores at
a subzero temperature, which is vitally important due to the significant engineering consequences
(e.g., weathering of stones and damage of buildings and infrastructures). Following the GT equation
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and assuming that the freezing of water occurs in a cylindrical pore with radius rp, we can rewrite
Equation (1) as,

rp = rc + t =
2T0γcl

ΔHf (T0 − Tm)
+ t (6)

Here, the possible water-QLL-ice contact-line effect was not considered (if it exists). This
expression suggests that the presence of QLL in thickness t can further depress the equilibrium
temperature for ice formation in a confined space, as the curvature of the confined ice is altered by the
QLL (κ = 1/

(
rp − t

)
).

Figure 3a shows in what pore sizes the confined water can freeze under a certain temperature
depression when different datasets of QLL thickness (Table 1) are employed. When plotting Figure 3,
a constant value of 2T0γcl/ΔHf ≈ 30 nm · K was employed [19]. At a subzero temperature, thickening
the QLL tends to enlarge the pore radius to accommodate the ice that should always match the pore
curvature in equilibrium. This effect is more significant for the freezing in nanopores [15,38]. If we
considered a pore with a radius of 100 nm, which is rigid (no frame deformation) and pre-saturated
with water, then the ice content (= (r − t)2 /r2 for cylindrical pores) would vary with the QLL thickness.
As displayed in Figure 3b, ice occupies the whole pore in the cases of non-QLL and the QLL thickness
of d-1 once the temperature drops to around −0.302 ◦C. For the QLL thickness of d-2, which remains
insignificant, the ice content instantaneously rises to around 96% at −0.305 ◦C and then increases
slightly due to the continual decrease in the QLL thickness. When the d-3 model of QLL thickness
is used, the freezing temperature is depressed to around −0.53 ◦C because the QLL-corrected size
for ice is sharply narrowed to around 62 nm at this temperature; and the instantaneous ice content is
depressed as well (φc = 0.622 = 0.38). When the t − T curve is governed by the d-4 model, the freezing
temperature and the instantaneous ice content become −1.72 ◦C and 0.03, respectively (Figure 3b).
Due to the continually-thinning process of the QLL with the depressed temperature, the ice content
continually increases.

Figure 3. (a) The plots of pore radius against depressed temperature predicted by the Gibbs–Thompson
(GT) equation with different datasets of QLL thickness; (b) the variation of ice content with depressed
temperature in the pore of 100 nm.

Note that the real pore structure of porous materials would be much more complex than the
simply mono-sized and cylindrical pores; therefore, the ice content would be also beyond the results
displayed in Figure 3b. For macroporous and mesoporous materials, the contribution of the QLL to the
ice (or liquid) fraction would be small relative to that of the GT effect [3,39]. For nano-porous materials,
like porous silica [38], the QLL contribution cannot be neglected. Furthermore, for porous building
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materials, e.g., cement-based materials that show very broad pore ranges from nano- to macro-sizes,
the QLL effect may play its part at different pore scales to different extents. Furthermore, the value of
2T0γcl/ΔHf may change with different surface and curvature conditions (21–53 nm·K [19]), but the
specific value will not change the main observations displayed in Figure 3.

3.2. Pore Structure Associated Ice Content

We here took a real concrete sample as an example to demonstrate the QLL effect on the ice
content in porous materials under freezing. The pore structure of the concrete was determined by
mercury intrusion porosimetry (MIP). The MIP porosity and total porosity (in reference to the status of
the sample dried at 105 ◦C) were 0.138 and 0.181, respectively. With the maximum mercury intrusion
pressure of 414 MPa, the contact angle between the pore wall and mercury front of 130 ◦ and the
surface tension between vapor and liquid mercury of 485 N/m, the pore size distribution (PSD) of
the concrete sample can be obtained by the Washburn equation [40]; see the insert panel of Figure 4.
Clearly, multiple peaks in the PSD curve can be observed due to the fact that different pores at different
scales integrally dominate the pore spatial distribution. The pore peak around 10 μm (marked A in
the insert panel in Figure 4) may denote the coarse capillary pores between the cement clinkers and
the coarse pores in the interfacial transition zone (ITZ) between the aggregates and the cement matrix.
The pore peak at 200 nm (marked B) may represent the capillary pores between the cement hydrates
(or termed as the inter-particle space [41]). The peak at the thinner size (marked C) may reflect the
thin capillary pores and coarse gel pores: the space between the layered C-S-H gel clusters. One shall
understand that the very fine interlayer pores (<1 nm) cannot be detected by MIP [42]. Last but not the
least, the pore structure measured by MIP may be biased by the oversimplified assumptions of the
pore geometries and the physical principles (the Washburn equation) applied for the test.

Figure 4. Ice fractions of a concrete sample (water to cement ratio of 0.6) under freezing estimated by the
GT equation with the selected QLL models and the experimental ice content reported in [43]. The insert
panel is the pore size distribution of the concrete determined by mercury intrusion porosimetry (MIP)
with the marks A, B, and C, respectively, representing the coarse pores, capillary pores, and gels pores
in the concrete sample. The shadowed areas with the same marks denotes the consequences of ice
formation in those pores.
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The ice content of the concrete sample can be estimated by the GT equation (Equation (6)) with
the PSD data. Again, assuming that the penetration of ice in any pore is strictly under thermodynamic
equilibrium and neglecting the possible effect of the ions in the pore fluid [44], the accumulative ice
content φc at a temperature T can be given by:

φc =
∫ T

T0

∂φc

∂T
dT =

∫ T

T0

∂

[∫ rGT
p

∞
∂φp
∂rp

(
1 − t(T)

rp

)2
dr
]∣∣∣

rp−t≥rc

∂rc

∂rc

∂T
dT (7)

where rGT
p denotes the minimum pores in which ice can penetrate under the GT equation.

In Equation (7), all parameters are known except for ∂φp/∂rp, which can be read from the MIP
PSD data. The expression in the square brackets represents the changes in ice content induced by both
the filling of new pores and the thinning of QLLs. The readers may find some alternative methods to
Equation (7) for estimating the ice content of porous materials under freezing by different porosimetries
(e.g., [24,45,46]). In this study, because the minimum accessible pore radius of the MIP test was 1.5 nm,
which yielded the required lowest temperature by the GT equation of −20 ◦C, the analyses thus
stopped at this temperature.

Figure 4 shows the ice contents of the concrete sample with the selected QLL models. At first
glance, the existence of QLL will always decrease the ice fraction at any subzero temperature, and the
thicker is the QLL, the lower is the ice fraction. These can be reasonably understood as the supposed ice
phase that is adjacent to the pore walls is replaced by the interfacial QLL phase. Due to the significant
sensitivity of the ice front size to the depressed temperature in equilibrium, a very slight deviation of
the temperature from the freezing point will cause a heavy filling of ice in the pores that are larger than
the equilibrium GT size. For instance, a temperature shift down to −0.01 ◦C would cause the freezing
of the pores larger than 3 μm, so the freezing of the pores at Mark A will not be shown in Figure 4.
These ice-filled pores occupied around 13% of the total pore volume, and the QLL effect, as expected,
was minor. This temperature drop is negligible in engineering, but shows remarkable impact on ice
formation in macro pores, e.g., the pores in Mark A of the concrete sample. As temperature dropped
further, the QLL effect rose. The ice fillings in the capillary pores (Mark B) and the gel pores (Mark C)
can be reflected by the steeper plots of ice fraction against depressed temperature (Figure 4). For the
cases of relatively small values of QLL thickness (e.g., d-1 and d-2), the similarly-shaped curves with
the steep characteristic slopes at the same temperature intervals can be figured out. When the d-3 and
d-4 models were used, the freezing of the water confined in the thin pores was significantly delayed
or depressed. Obvious evidence was that the steep Stage B that initially began at around −0.4 ◦C
was delayed to around −10 ◦C for the freezing of the water confined in the same pores with the very
thick QLLs (Figure 4). Although those freezing delays were physically exaggerated because of the
overestimated thickness values of the QLLs between the pore walls and the ice crystals by the d-3 and
d-4 models, the results displayed in Figure 4 were mathematically reasonable. For instance, according
to Equation (1), the pores with a width of 100 nm (radius of 50 nm) will freeze at −0.6 ◦C without the
QLL effect, but the freezing temperature will be shifted to −8 ◦C with the QLL effect following the
thickness model of d-4.

For comparison purposes, the experimental ice fractions of a concrete sample with the same
water to cement ratio evaluated by the freezing and thawing phases of DSC measurement [43] are
plotted in Figure 4. Due to the significant supercooling of water, ice crystals nucleated at −5 ◦C,
then explosively grew in the pores that are larger than the GT size. After that, the ice growth that
should be governed by the available pore water became much slower. At −20 ◦C, only 38% of the
total pore water was frozen to ice, and it increased to 50% at −50 ◦C [43]. The ice fraction data from
the thawing phase were slightly higher than those from the freezing phase after the nucleation stage
(i.e., <−10 ◦C, Figure 4). The hysteresis of the ice fraction between freezing and thawing may come
from the pore curvature-induced metastability of the confined phase, which is an intrinsic property of
the pore system defined by the pore structure and the interfacial interactions [19]. Since the confined
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thawing can avoid the supercooling effect, it generally approaches more closely the equilibrium case
if the thawing speed is not very fast and thus is often adopted for pore structure measurement by
cryoporometry [19,21]. The results plotted in Figure 4 show that the ice fraction curve with the QLL
thickness of d-3 was close to that from the DSC thawing data [43]. However, this does not imply that
the QLL thickness of d-3 dominated the intermediate QLL phase between the ice crystals and the pore
walls of the concrete sample. As a matter of fact, two reasons may account for this observation. Firstly,
the pore structure of the concrete sample may deviate from the real one since MIP only detects open
pores in limited pore ranges (e.g., 3 nm in this study), and secondly, our estimation strictly relied on
thermodynamic equilibrium, which cannot be achieved in either practice or rigorous experimental
tests. Overall, the results displayed in Figure 4 indeed evidence the significant role QLL plays, and the
integral understandings of this interfacial phase between ice crystals and substrates are wanted in
the future.

4. Mechanical Consequences of Confined Freezing

4.1. Freezing Pressures

Once confined freezing takes place, the significant volume difference between ice and water will
induce large hydraulic pressures on pore walls, which may mainly account for the frost damage in
cement-based materials [23] and rocks [47], the frost heave in soils, and other relevant issues [3,48].
Here, we employed a simplified poroelastic model that involves the interactions among the ice,
unfrozen water, and the material skeleton in the elastic regimes [24] to evaluate the hydraulic pressures.
The effective hydraulic pressure over the pore-fluid domain in a porous material, < Pdφ >, can be
given by [24]:

< Pdφ >≈ 0.09Ks (1 − φ)3 φφc

2 − 2φ2 + φ3 (8)

where Ks is the bulk modulus of the material skeleton, and the constant 0.09 denotes the volume
fraction change when water crystallizes to ice during freezing. When deducing Equation (8), the small
density variations of ice and water were neglected, and the relation of K = Ks(1− φ)3 with K being the
bulk modulus of the empty porous sample [49] was employed for exploring the porosity variation due
to the deformation of the skeleton under pressure. Equation (8) indicates that the hydraulic pressure
induced by the confined freezing was proportional to the ice content. Furthermore, softening the
material skeleton will decrease the hydraulic pressure due to the fact that the deformations by the
material itself can provide more space for pressure relaxation.

In addition to the hydraulic pressure, the crystallization process itself will also generate a pressure
(termed as the crystallization pressure) on local pore walls even without volume change [50]. Unlike
the hydraulic pressure that should be evenly and isotropically exerted on the entire pore system,
the crystallization pressures acted on pore walls locally depending on the pore geometries and the
depressed temperature. Therefore, the effective crystallization pressure over the ice-filled domain,
< Pcφc >, can be given by,

< Pcφc >=
∫ φGT

c

0
Pcdφc ≈ ∑ (1 − λ)

ΔHf

T0
(T0 − Tm)Δφc (9)

where φGT
c is the maximum equilibrium ice content according to the GT equation and λ is the

shape factor, with λ = 0.5 and 1, respectively, representing the cylindrical and spherical pores [45].
An unsaturated freezing-thawing test suggested that the shape factor of concrete varied from 0.3–0.6
depending on the pore sizes [51]. In this study, λ = 0.5 was used, because the ice contents were
calculated based on the pores of the cylinder.

Figure 5 displays the hydraulic and crystallization pressures estimated by Equations (8) and (9),
respectively, based on the ice content data shown in Figure 4. During calculating, Ks = 25 GPa [52]
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was used. As shown in Figure 5a, the significant hydraulic pressure shifts up to 14 MPa can be found
immediately after the freezing begins (−0.01 ◦C). This can be due to the instantaneous ice filling in
the macro-pores (Figure 4). For the cases of non-QLL and low QLL thickness values (d-1 and d-2),
the hydraulic pressures accumulated continually, heavily, and rapidly as the temperature decreased
down to −1 ◦C due to the large amount of ice forming in the capillary pores (Mark B in Figure 4).
The further decreases in temperature to −6 ◦C remained promoting the hydraulic pressures, but at
slower rates, owning to the delayed ice formation in the gel pores at nano-scales. After that, decreasing
temperature only generated limited ice crystals due to the limited pore water for freezing, which
consequentially accumulates only slight hydraulic pressures. For the thick QLL cases (d-3 and d-4),
the hydraulic pressures augmented continually and consistently at relatively slow rates after the
rapid rises at the beginning stage of freezing (Figure 5a). Those, again, were the consequences of ice
formations in confined freezing that were sensitive to the QLL thickness (Figure 4). For example, due
to the very depressed ice formation in the pores with the thick QLL of d-4, the final hydraulic pressure
at −20 ◦C arrived at 36 MPa, only 40% of that without the QLL (88.5 MPa).

Figure 5. (a) Hydraulic pressures of confined freezing induced by the density change and (b)
crystallization pressures induced by the curvature effect during freezing with different models of
QLL thickness.

The crystallization pressures, unlike the hydraulic pressures that were primarily determined by
the ice contents, showed different characteristics. Firstly, the crystallization pressures were far lower
than the hydraulic pressures (less than 2 MPa; see Figure 5b). One shall understand that Equation (9)
calculates the crystallization pressures that only work on locally-limited domains around ice crystals,
which is different from the general expression without the working domains (e.g., Pc ≈ 1.2(T0 − Tm)

MPa [22,50]). Due to the very limited amount of the formed ice at each temperature decreasing step,
the effective crystallization pressures were relatively small. Secondly, the crystallization pressures
almost accumulated linearly with the temperature deceasing. This was intrinsically due to the
algorithm of Equation (9), in which the weight factor (T0 − Tm) before Δφc always increased as
the temperature deceased. However, the effect of QLL on the crystallization pressures remained similar
to the hydraulic pressures, that is the thicker was the QLL, the lower were the pressures (Figure 5b).

Overall, the existence of QLL between ice crystals and pore walls tended to lower the effective
hydraulic and crystallization pressures, and the former one was more sensitive to the amount and rate
of ice accumulation in the confined freezing.
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4.2. Links to Frost Deformations of Porous Materials

In order to bridge over the pressures that are generally exerted on local phases and the
macro-deformations of porous materials that are integrally over the whole tested specimens,
a poro-elastic approach [22,23,53,54] was employed. For a freely-deformable porous material without
external restrictions, the linear deformation, ε, of the material under a subzero temperature can be
given by,

ε =
< Pcφc > + < Pdφ >

3K
+ α(T − T0) (10)

where α is the thermal expansion coefficient of the material. Here, α = 15.7× 10−6 (1/K) was estimated
from the experimental data reported in [43].

Figure 6a shows the calculated freezing deformations of the concrete under freezing with the
selected QLL thickness models. The material deformations were the direct consequences of the
effective pore pressures (Figure 5). Clearly, the first freezing at the temperature shift down to −0.1 ◦C
will cause the instantaneous expansions up to 3.3 × 10−4 mm/mm for all cases, which was indeed
due to the rapidly raised hydraulic pressures up to 15 MPa (Figure 5). Those significant expansions
continued as the ice accumulated in big pores (Segment A in Figure 6a). Later, the deformations with
different QLL models diverged and grew according to the combined actions of the effective pore
pressures and the thermal shrinkages. For the cases of non-QLL and low-thickness QLLs (d-1 and
d-2), the deformation rising extents and rates decreased progressively as the temperature decreased
(Segment B in Figure 6a), which was indeed due to the delayed ice formation in the capillary and gel
pores. At the same time, the material always shrank with the temperature decreasing (see the solid
line in Figure 6a). When the rises in pore pressure induced by the ice crystallization in fine pores could
not compensate for the thermal shrinkages, the material began to shrink. In this study, shrinkages
started (although insignificantly; see Segment C in Figure 6a and the acquired shrinkages in Figure 6b)
when the temperature was lowered to −8 ◦C for the cases of non-QLL, d-1 and d-2. For the cases of
d-3 and d-4, however, the material did not show shrinkages due to the fact that the freezing of the
water confined in the capillary and gel pores was significantly delayed by the thick QLLs.

Figure 6a also displays the deformations of concrete upon freezing and thawing obtained from
experimental measurements [43]. Four deformation segments can be singled out from the freezing
deformation-temperature curve. A slight shrinkage occurred at T > −1 ◦C (Segment S in Figure 6)
owning to the supercooling of the confined water that may be attributed to either the actions of
the dissolved ions [44] or the natural kinetic-associated freezing process that requires a meta-stable
status beyond the thermodynamic equilibria [25]. Later, in the temperature range between −1 ◦C and
−2.6 ◦C, freezing deformation rose rapidly and significantly (Segment A’) due to the ice formation in
the coarse pores. Then, the deformation rise became less and slower between −2.6 ◦C and −7.5 ◦C
(Segment B’), followed by a constantly increased, but rather minor deforming stage (Segment C’) below
−7.5 ◦C due to the continually-depressed ice formations. Roughly, the freezing deformations were
close to the results of the non-QLL, d-1 and d-2 cases, predicted by the poroelastic analyses (Figure 6b),
while the thawing data to those of d-3 and d-4 cases. This may inform that the poroelastic analysis
can, to some extent, capture the physical regimes of confined freezing. Similar results were reported
elsewhere [22,24]. However, large deviations between the experimental and predicted data can be
observed at the early freezing stages. Specifically, the very first supercooling stage (Segment S) cannot
be captured by the model because our predictions were strictly under thermodynamic equilibria and
the pore water was only physically regulated by the curvature effect. The deviations from equilibrium
cannot be avoided for a real freezing test, so the ice formation in any pore scale would always be
delayed, which would cause biases between the predicted and measured deformations, as displayed
in Figure 6. Indeed, the crystallization of the massive supercooled water in confined pores can cause
a so-called thermal-shock effect that may bring additional damage to the porous material under
freezing [55]. Another important reason accounting for the deformation deviations between the
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experimental and modeled results may be the pore pressure relaxation that always occurs in the real
freezing process of porous media [23,56], but was not considered here.

Figure 6. (a) Deformations of the concrete sample estimated by the poroelastic model with the different
models of QLL thickness and the experimental results reported in [43]. In this figure, the experimental
thawing data were corrected according to the set of ε = 0 at T = T0. Three segments of the modeled
freezing deformations with different rising extents are marked as A, B, and C to represent the significant,
moderate, and slight deformation rises by the delayed ice formation in different pores. The same
freezing stages for the experiment data are marked as A’, B’, and C’, respectively. The process of
supercooling monitored by the experiments is marked as S. (b) The comparison of the deformations at
each segment between the experimental data and the predicted results in the non- and low-thickness
QLL cases (d-1 and d-2).

Despite the acceptable agreements between the experimental and predicted deformations, some
important issues that are intimately related to the complex confined freezing, but have not been
fully addressed in the present study deserve further discussion. Firstly, the thermodynamic and
structurally-configurational properties of the water and ice confined in nanopores were assumed to be
the same as those of the bulk phases. This assumption may be challenged by the disordered structure
of ice and water by the actions of pore walls [18]. For instance, it was reported that water in nanopores
freezes to cubic ice instead of hexagonal ice with lower free energy [15,16]. Secondly, the possible
influences of high pressure on the structure and physical properties of the confined water, ice, and
QLLs were not considered here, while the increasingly-reported evidence has supported that high
pressures can substantially change the crystal structures of ice and its growth mechanisms [17,57].
Thirdly, the pore structure of cement-based materials is far more complex than the grade cylinders
as assessed by the MIP method. Our previous studies indicated that the pores (and their surfaces)
in cement-based materials are constructed in “chaos” (or fractal) patterns [26]. Theoretical analyses
showed that fractal substrates can substantially impact the nucleation rate and crystal size [58–60].
For a material with such complex pores, the local curvature effect may further influence local ice
structures and, consequentially, freezing kinetics and the stresses generated [61,62]. Last but not least,
our predictions were carried out under the elastic regime, in which all phases deformed elastically
and linearly with the pressures generated by different sources. Local pressures (e.g., crystallization
pressures) were homogenized into some pattern (Equation (9)) to get the integral body stresses, which
may be too simple to represent the real stress field in the material. Deepened understandings of the
influences of those issues on the ice-QLL-substrate system and the engineering consequences deserve
further rigorous investigations in the future.
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5. Conclusions

• The intermediate phase, QLL, with a structure different from ice and water, exists to stabilize
the ice exposed to different media or in contact with different substrates under freezing.
The thickness of QLL generally decays with the temperature decreasing, which can be captured
by the thermodynamic models with the long-and short-range interactions between the ice and
the substrate.

• Four different models of QLL thickness were representatively employed to correct the GT equation
and to address its effect on the ice content of a concrete sample, whose pore structure was
determined by MIP. Under thermodynamic equilibria, the concrete with broad PSD at multiple
scales showed the unevenly rising extents and rates of ice against the depressed temperature.
The thickened QLL can delay the freezing temperature and depress the ice content of the water
confined in the pores.

• When confined freezing occurs in a porous material, the hydraulic pressures due to the volume
difference between ice and water build up depending on the pore structure and material properties.
The crystallization pressures that are generated by the penetration of ice into thin pores almost
increase linearly with the depressed temperature. Both pressures decrease with thickening of
the QLL.

• The freezing deformations of porous materials depend on the effective pore pressures built by the
confined freezing and the thermal shrinkages during freezing. The QLL corrections seem to mitigate
the deviations between the predicted and measured freezing deformations. The underlined
physical regimes are indeed associated with the QLL-associated ice content in freezing pores,
and some related issues remain to be advanced in the future.
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Appendix A

The free energy changes ΔG(T, t) of the representative water-filled pore before and after freezing,
which depend on the temperature T and QLL thickness t, can be given by,

ΔG(T, t) =
T − T0

T0
ΔHf Vc︸ ︷︷ ︸

Freezing heat

+ γlc Ac︸ ︷︷ ︸
New surface

+ ΔγApF(t)︸ ︷︷ ︸
Disturbance in surface energy

(A1)

Note that Equation (A1) is different from the generally used expression that only involves the local
surface-energy changes by the intermediate phase (ΔG(T, t) = γlc + ΔγF(t)) [3]. More discussions
about Equation (A1) can be found elsewhere [3,4,27].

Since the intermediate QLL is generated to stabilize the ice-solid system, the total free energy is
required to be minimal in equilibrium. The partial derivative of ΔG(T, t) with respect to t was then
conducted in Equation (A1), which yields,

∂ΔG(T, t)
∂t

= 0 = −Ap

[
T − T0

T0
ΔHf (1 − 2κt) + 2κγlc − Δγ

∂F(t)
∂t

]
(A2)

When deducing Equation (A2), the relations, ∂Vc/∂t = −Ap (1 − 2κt) and ∂Ac/∂t = −2κAp

from Equation (2), were used. Considering further the limited contribution of the QLL (i.e., 2κt � 1)
and the GT equation (Equation (1)), Equation (A2) reduces to ∂F/∂t = ΔHf (T − Tm)/ΔγT0. This
relation reveals that the differential interfacial potential against thickness is primarily determined by
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the changes in temperature (T − Tm). Estimating the thickness of QLL relies on how the interfacial
potential F(t) is chosen, although the required parameters may vary conditionally (e.g., Δγ).
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Abstract: We calculate the thermal expansivity of ice I for the monatomic mW model using the
quasi-harmonic approximation. It is found that the original mW model is unable to reproduce the
negative thermal expansivity experimentally observed at low temperatures. A simple prescription
is proposed to recover the negative thermal expansion by re-adjusting the so-called tetrahedrality
parameter, λ. We investigate the relation between the λ value and the Grüneisen parameter to explain
the origin of negative thermal expansion in the mW model and compare it with an all-atom water
model that allows the examination of the effect of the rotational motions on the volume of ice.

Keywords: Negative thermal expansivity; mW model; Grüneisen parameter

1. Introduction

Liquid water freezes into ice I under ambient pressure. One of interesting characteristics of ice I
is its negative thermal expansivity at low temperatures [1–5]. This was also recovered by theoretical
study [6]. The thermal expansivity of a crystal can be related to the so-called Grüneisen parameter.
For a mode with frequency ν, this parameter is defined as γ = −(d ln ν/d ln V) [7]. The quantity is
positive for stretching modes. This is evident from the sharp increase in the potential energy with
a decrease in the bond length caused by the Pauli exclusion principle. By contrast, the Grüneisen
parameter can be negative for bending modes. The negative thermal expansivity is realized when
the Grüneisen parameter of the bending modes is negative and the positive contribution from the
stretching modes is small enough.

The Gibbs energy calculation with the quasi-harmonic approximation is a useful computational
approach to examine the thermal properties of crystals [8]. This method allows for the calculation
of the temperature dependence of the equilibrium volume of a crystal, from which one can obtain
the thermal expansivity. It also enables one to calculate the components of the thermal expansivity,
that is, the heat capacity and the Grüneisen parameters of individual intermolecular vibrational
modes. The quality of the results depends strongly on the employed force field. Excellent results
can be obtained from ab initio methods considering a high level electron correlation with a large
basis set, but such calculations are quite time-consuming and may therefore not be suitable for the
treatment of ice I, for which the system size and the number of examined configurations should be
large enough to take the hydrogen-disorder into account [9]. In addition, properties of molecular
solids, including ice, are sensitive to van der Waals interactions while empirical models to correct
the van der Waals interactions for density functional theory (DFT) methods are not specialized for
ice [10]. At this point, classical force fields modelled to reproduce properties of ice I work better than
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ab initio force fields, except for the cleavage of chemical bonds. Of course, the ab initio calculation and
the path integral method are useful for examining the isotope effects and for taking into account the
anharmonic contributions [11–13]. Some discussions on the most effective method among these types
of calculations has been conducted [14].

Here, we take advantage of the excellent reproducibility of classical force fields parameterized
for liquid water and ice polymorphs. In passing, this kind of approach costs rather little, so that
we can handle not only a larger number of molecules (say 1000) in the simulation cell but also
many hydrogen-disordered structures, such as 100 different structures. The TIP4P/2005 model is one
such classical force field [15]. A water molecule consists of one oxygen atom without charge, two
positively charged hydrogen atoms, and one negatively charged site without mass. The oxygen atom
interacts with oxygen atoms of other molecules via the Lennard-Jones (LJ) potential. This model
reproduces the phase diagram of ice for a wide range of pressure except for the very high pressure
region [16–19]. TIP4P/2005 is a re-parameterized TIP4P model [20]. It has been demonstrated that the
thermal expansivity of ice I is negative at temperatures that are under 60 K when the original TIP4P
model is employed [6]. A similar method was applied to ice II and III [21].

The monatomic water (mW) model is a different type of empirical model for water [22]. This is
a single site water model, and the intermolecular interactions are described by the sum of the
short-ranged pair and three-body interactions. The computational cost of the mW model is quite low
because the number of interaction sites is reduced and because the long-range interactions are omitted.
Nevertheless, this model reproduces various properties of ice I well, such as the melting point. It has
been used frequently in molecular dynamics (MD) studies of nucleation and growth of not only ice I
but also clathrate hydrates [23,24]. The mW model was developed on the basis of the Stillinger-Weber
silicon model [25]. Although crystalline Si exhibits negative thermal expansivity, the Stillinger-Weber
Si potential does not reproduce this anomaly [26].

The negative thermal expansivity of ice Ih has recently been measured in a and c lattice directions.
Both measurements show an anisotropy in the thermal expansion between the a-axis and c-axis [3–5].
The temperature of the minimum thermal expansivity in those experiments shifts toward a low
temperature, around 30 K. The negative thermal expansivity is observed for some crystals with open
network structures, such as silicon, quartz, and silica zeolites. This fact suggests that the preference
of a molecule for a regular tetrahedral arrangement, which is the origin of the low density of ice,
is an important factor for the negative thermal expansivity [27]. In the mW model, the preference
is implemented by a parameter in the three body interaction term. In this study, we calculate the
thermal expansivity of ice I using the quasi-harmonic approximation and examine the effect of this
tetrahedrality parameter on the thermal expansivity. We also calculate the thermal expansivity for
the TIP4P/2005 model. The vibrational modes can be classified into the translation-dominant and
rotation-dominant modes because it is an all-atom model. We demonstrate that the coupling between
the two types of modes plays a vital role for the negative thermal expansivity of ice.

Our aim in this work is to explore how the mW model works in low temperatures by examining
the thermal expansivity of ice. The original potential for the Si atom has been made, and the negative
thermal expansion is recovered for amorphous Si only [28]. Therefore, it is of interest to examine if
the mW model can reproduce the negative thermal expansivity and how to revise it to lead to its
better reproducibility.

2. Method

2.1. Force Field Models and Structure of Ice

The potential energy of the mW model is the sum of the pairwise and three-body interactions [22]:

E = ε
∑

i

∑
j>i

φ2(rij) +
∑

i

∑
j�i

∑
k>j

φ3(rij, rik, θi jk), (1)
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with

φ2(r) = A
[
B
(
σ
r

)4
− 1
]

exp
(
σ

r− aσ

)
, (2)

and
φ3(r, s,θ) = λ[cosθ− cosθ0]

2 exp
( γσ

r− aσ

)
exp
( γσ

s− aσ

)
. (3)

The parameters are given in Table 1. The interaction is short-ranged: a molecule interacts
with a different molecule only when the distance between them is shorter than aσ = 0.43065 nm.
The three-body term is zero when the O-O-O angle is the tetrahedral angle ofθ0 = 109.47◦, and otherwise
it is positive. Therefore, the preference for tetrahedral arrangements increases with the increase of the
coefficient of the three body term, λ. In the mW model, this tetrahedrality parameter is set to 23.15 to
reproduce various properties of ice I and liquid water [22,24,29].

Table 1. Parameters of the mW model [22].

A 7.049556277

B 0.6022245584

γ 1.2

a 1.8

λ 23.15

θ0 109.47◦

σ 0.23925 nm

ε 25.895 kJ mol−1

The TIP4P/2005 model is an all-atom rigid model for water [15]. The intermolecular interactions
are described by pairwise additive Coulomb and LJ interactions. A negatively charged site without
mass, M, is located on the bisector of the H-O-H angle with an O-M distance of 0.01546 nm. The O-H
distance and the H-O-H angle are 0.09572 nm and 104.52◦, respectively. The partial charge on
each hydrogen atom is 0.5564 e. The LJ parameters of the oxygen atom are σO = 0.31589 nm and
εO = 0.774912 kJ mol−1.

The structure of ice in this study is ice Ic, consisting of 1000 water molecules. A hundred
hydrogen-disordered ice structures without net polarization are generated for the TIP4P/2005 model by
the GenIce tool [30]. For ices with the mW model, oxygen atoms are simply placed on the corresponding
lattice sites. The calculations are performed for numerous densities. The shape of the cell is kept cubic
throughout the expansion or compression. Periodic boundary conditions are applied to ensure that the
molecules are in the bulk phase without any surface effect.

2.2. Quasi-Harmonic Approximation

The Helmholtz energy of ice can be expressed as:

A(T, V) = Uq(V) + F(T, V) − TSc, (4)

where Uq(V) is the potential energy at 0 K, F(T, V) is the vibrational free energy, and Sc is the
configurational entropy. The vibrational free energy consists of the harmonic and anharmonic
contributions. The anharmonic part can be ignored at low temperatures at which the potential energy
surface is regarded to be parabolic in any direction. The harmonic vibrational free energy is given by:

Fh(T, V) = kBT
∑

i

ln
[
2sin h

(
h νi

2 kBT

)]
, (5)
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where h is the Planck constant, kB is the Boltzmann constant, and νi is the frequency of the i-th normal
mode. The steepest descent method is employed to obtain the crystalline configuration at T = 0 K and
its potential energy, Uq(V). Then, we calculate the mass-weighted Hessian matrix and diagonalize it
to obtain the normal mode frequencies. The equilibrium volume, 〈V〉, at a given pressure, p, and at
a temperature, T, is the volume that minimizes the following thermodynamic potential:

Ψ (V; T, p) = A(T, V) + pV. (6)

The pressure is set to 0.1 MPa in all of the calculations. The Gibbs free energy is given by:

G(T, p) = Ψ (〈V〉; T, p). (7)

3. Results

As will be shown below, the thermal expansivity is connected with the frequencies of the
intermolecular vibrations via the Grüneisen parameter and the heat capacity. Therefore, some
vibrational modes play a significant role in the appearance of its anomaly under cryogenic conditions.
The distribution, known as the density of states (DOS), reveals the vibrational characteristics of ice.
The calculated DOS resembles that of neutron scattering experiments, as shown in Figure 1 [9,31].
The DOS of the TIP4P/2005 model has two peaks. The modes in the lower frequency region of up to
400 cm−1 originate mostly from the translational motions, while the modes between 500 and 1000 cm−1

are associated mostly with the rotational (librational) motions. The frequency range of mW ice is limited
to 250 cm−1 because all of the modes arise from the translational motions. The calculated DOS for
TIP4P/2005 ice reproduces the overall feature of the experimental DOS. There are two distinct peaks in
the low frequency region in both experimental and TIP4P/2005 ice. The DOSs in the rotation-dominant
region agree roughly with each other. The mW model also has two distinct peaks in the low frequency
region. The peak position of the higher one is fairly different from either of the other two. However,
the position of the lower peak agrees with that of the TIP4P/2005 ice model and of the experimental
one. Since the modes in this low frequency region, which corresponds to the O-O-O bending, play
a central role in giving rise to a negative thermal expansivity [6], the mW model or its variants could
reproduce the negative thermal expansivity.

 
Figure 1. Densities of state of ice Ic calculated with the mW model (λ = 23.15) and that of the all-atom
model. The experimental neutron scattering data for ice Ih is also shown [31].

Although the mW model was developed for ice I, we attempt to use this model for other ice
phases. The thermodynamic potential, A + pV, is plotted against the molar volume for several ice
phases in Figure 2. The equilibrium molar volume, 〈V〉, is the volume at which the thermodynamic
potential is minimized. The equilibrium molar volume is reasonably obtained for ice Ic, Ih, II, and III.
The curves of ices II and III reside totally inside the parabola of ice I, meaning that they cannot be the
most stable phase at atmospheric pressure. When we elevate the pressure to 300 MPa, ice II and III can
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be stable relative to ice Ih with the mW model. We fail to obtain a smooth curve of the thermodynamic
potential for ice VI. Probably, the deviation from the perfect tetrahedral coordination is too large to
describe this ice structure through the mW model. The octahedral coordination of ice VII is also out of
the applicable range of the force field model. The octahedral coordination does not mean that there are
eight strong bonds for a molecule. It is impossible to distinguish four hydrogen bonding molecules
out of the eight neighbors in the mW model because of the absence of the hydrogen atoms. Another
limitation is that the mW model cannot describe the difference between hydrogen-disordered ice and
its hydrogen-ordered counterpart. Thus, there is no way to distinguish, for example, ice Ih from ice XI.

 
Figure 2. Thermodynamics potential, A + pV, for several ice structures at T = 20 K, obtained with the
mW model. The curve for ice Ic overlaps completely with that of ice Ih.

The thermodynamic potential of Ic is the same as that of Ih for the mW model in the framework
of the harmonic approximation, although Ih is slightly more stable than Ic experimentally. Because
the interaction range is limited to the nearest four neighbors and they form an ideal tetrahedral
arrangement both in ice Ih and Ic, no difference between them is expected for Uq at a fixed density.
No practical difference in the vibrational free energy is found. The free energy from the anharmonic
vibrations may give rise to the difference at high temperatures. Hereafter, we will not concern ourselves
with the stability difference and will examine only ice Ic.

The equilibrium molar volume for ice Ic is plotted in Figure 3 as a function of temperature. It is
evident that the thermal expansivity at low temperatures cannot be reproduced using the original
mW model (λ = 23.15). In addition, the molar volume of 18.19 cm3 mol−1 is much smaller than the
experimental value [3]. Figure 3 shows the volumes calculated with different λ values. We find that
the negative thermal expansivity is successfully reproduced when the λ value is small enough, though
only qualitatively.

 

Figure 3. Molar volume of ice Ic as a function of temperature for the mW model, calculated with several
λ values. The molar volume of ice Ih from the experimental data is also shown (red, right axis) [3].
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The equilibrium volume depends substantially on the tetrahedrality parameter, λ. A smaller λ
makes the hydrogen bond network more flexible and leads to a more compact packing, while the
tetrahedral coordination remains. As shown in Figure 4, the peaks in the DOS shift to a lower frequency
as a result of the increase in flexibility due to the decrease in λ from 23.15 to 13. Figure 5 plots the
thermal expansivity against the temperature. The critical λ value to recover the negative thermal
expansivity lies around 18.

 

Figure 4. DOSs for ice Ic of the mW model with the original and modified λ values.

 
Figure 5. Thermal expansivities of ice Ic calculated using the mW model with λ = 23.15 (purple line),
18.00 (green line), 15.00 (cyan line), and 13.00 (yellow line).

4. Discussion

We calculate the temperature dependence of the molar volume for both the TIP4P/2005 model
and the mW model. The purple curve in Figure 6 is the molar volume of ice Ic plotted against the
temperature calculated with the all-atom TIP4P/2005 model. The value of 20.05 cm3 mol−1 is close
to the experimental value for ice Ih, 19.3 cm3 mol−1 [3]. Figure 7 shows the thermal expansivity.
The thermal expansivity of the TIP4P/2005 model is negative below 60 K, which is in agreement with
the experimental result. We examine the effect of the coupling between the rotational and translational
modes on the volume and its temperature dependence. The Hessian matrix, K, can be expressed as:

K =

(
Ktt Ktr

Krt Krr

)
, (8)

where t and r denote the translational and rotational components, respectively. We obtain a matrix Kb
by removing the rotational-translational coupling elements, Ktr and Krt.

Kb =

(
Ktt 0
0 Krr

)
, (9)

53



Crystals 2019, 9, 248

The thermodynamic properties without the rotational-translational coupling are calculated from the
mode frequencies obtained by the diagonalization of the matrix Kb. Figure 6 shows that the volume
of ice only slightly increases due to the removal of the coupling. However, the negative thermal
expansivity disappears completely, as shown in Figure 7. It is also possible to eliminate the contributions
from the rotational modes, as well as those from the rotational-translational coupling, by removing Krr

in Equation (9). The volume calculated only from the translational motion is 19.38 3 cm3 mol−1, much
smaller than the original value of the TIP4P/2005 model, 20.05 cm3 mol−1. Notwithstanding this, both
the mW model and the TIP4P family reproduce the volume of liquid water fairly well [16], although
there is a large discrepancy in the volume of ice I. The underestimation of the volume for the mW
model may originate from the absence of the rotational modes. The shift to a higher frequency side
upon compression in the TIP4P/2005 model is observed for the modes associated with the rotational
motions, which is not shown but is a normal behavior against pressurization. This causes a decrease in
the volume.

 

Figure 6. Molar volume of ice Ic plotted against the temperature for the TIP4P/2005 model (purple),
that calculated without the rotational-translational coupling (cyan), and that calculated only with
the translational modes (green). The red curve is the volume of ice Ih from the experimental data.
The volume of the mW model with λ = 13 is also shown (yellow, right axis).

 

Figure 7. Thermal expansivity of ice Ic plotted against the temperature for the TIP4P/2005 model
(purple), that calculated without the rotational-translational coupling (cyan), and that calculated only
with the translational modes (green). The red curve is the thermal expansivity from the experimental
data [3]. The thermal expansivity of the mW model with λ = 13 is also shown (yellow).

The thermal expansivity, α, can be expressed as:

α =
γCvκT

3V
, (10)
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where γ is the Grüneisen parameter, Cv is the heat capacity, and κT is the isothermal compressibility.
The Grüneisen parameter is expressed as:

γ =
∑

i

γiCi/
∑

i

Ci , (11)

where γi and Ci are the Grüneisen parameter and heat capacity for the i-th mode, respectively. The mode
Grüneisen parameter of the i-th mode is defined as:

γi = −
(
∂ ln νi
∂ ln V

)
. (12)

The heat capacity of a mode is given by:

Ci = kB

(
hνi
kBT

)2[
exp
(

hνi
kBT

)
− 1
]−2

. (13)

Figure 8 shows the frequency dependence of the heat capacities of the vibrational modes defined as:

c(ν) =
∫ ν+Δν

ν

∑
i

δ(ν′ − ν)Cidν′, (14)

for the mW model with λ = 13 at three different temperatures. The heat capacity is almost zero for
modes with frequencies higher than 80 cm−1 at T = 20 K, reflecting the fact that only very low-frequency
modes can be thermally excited at such a low temperature.

 

Figure 8. Frequency dependence of the heat capacity of modes at temperatures 20 K (blue circle), 100 K
(green diamond), and 400 K (red open square) for the mW model with λ = 13.

The mode Grüneisen parameter is calculated as follows. First, the mass-weighted Hessian matrix
at the equilibrium volume, K0, is diagonalized as:

Λ0 = U†0K0U0, (15)

where Λ0 is the diagonalized matrix and U0 is the unitary matrix that diagonalizes K0. Next, the volume
of the system is scaled isotropically by a factor of 1.0015, and the mass-weighted Hessian for the
expanded system, Ke, is calculated. Similarly, the original system is scaled by 0.9985, and the
mass-weighted Hessian for the shrunken system, Ks, is calculated. The mode frequencies of the
expanded and the shrunken systems are calculated with the unitary matrix for the original volume:

Λe = U†0KeU0, (16)
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and
Λs = U†0KsU0. (17)

The differential value, γi, is numerically calculated from Λe and Λs. Figure 9 shows the frequency
dependence of the product γiCi for the mW model with λ = 13. The γi value is negative for the O-O-O
bending modes around 50 cm−1. When the temperature is low enough, only this part contributes to the
γ defined in Equation (11). At higher temperatures, the positive contributions from the high frequency
O-O stretching modes become dominant because of the increase in Ci. Therefore, the negative thermal
expansivity is observed only at low temperatures. A similar result was reported for the TIP4P model [6].

 

Figure 9. Frequency dependence of γiCi at temperatures 20 K (blue circle), 100 K (green diamond),
and 400 K (red open square) for the mW model with λ = 13.

As shown in Figure 5, the negative thermal expansivity is found for the mW model when the λ
parameter is small enough. Figure 10 presents the frequency dependence of γi. The mode Grüneisen
parameters are positive even in the region around 50 cm−1 for the original λ value of 23.15. This is
probably because the modes around 50 cm−1 with the original λ value have a lower O-O-O bending
character. However, a decrease in the λ value can loosen the geometrical restriction of the arrangement
on the three neighboring molecules and give rise to rather lower frequency modes, which may have
the bending character.

 

Figure 10. Frequency dependence of the mode Grüneisen parameter for the original λ (blue circle),
λ = 15 (green diamond), and λ = 13 (red open square).

5. Conclusions

We have calculated the chemical potential and volumetric properties of ice polymorphs with
the original mW potential, applying the quasi-harmonic approximation. It is found that only several
low-pressure ices (Ih, Ic, II, and III) are stable or metastable with the original mW model. The original
mW model does not reproduce the negative thermal expansivity at low temperatures for ice I. A revision
is proposed so as to recover the negative thermal expansivity. It is achieved by reducing one of the
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parameters of the force field model, λ, which was introduced for three molecules to favor the angle of
the ideal tetrahedral arrangement, 109.47◦. The origin of the negative thermal expansivity is examined
for the revised mW model in terms of the anomalous mode Grüneisen parameters. In particular,
the dependence of the mode Grüneisen parameters on the λ value is closely scrutinized. The magnitude
of the negative mode Grüneisen parameters generally increases with decreasing λ value.

The calculated thermodynamic properties for mW ice are compared with those of a more realistic
model, TIP4P/2005. The origin of the difference in the thermal expansivity is investigated by the
chemical potential, whose vibrational free energy part is calculated from the block diagonal matrix
in which all off-diagonal elements associated with translational-rotational degrees of freedom are
removed. This decoupling of the translational and rotational motions eliminates the anomaly in the
thermal expansivity and seems to be related to the observation that the negative thermal expansivity is
not recovered with the original mW potential. The rotational degree of freedom may help to absorb the
bare collisional motion between two adjacent oxygens through tight hydrogen bonding. The decrease
in the λ value in mW, which loosens the geometrical restriction of the arrangement on the three
neighboring molecules, seems to have a similar effect.
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Abstract: The formation and decomposition of gas hydrates in nanoscale sediments can simulate the
accumulation and mining process of hydrates. This paper investigates the Raman spectra of water
confined inside the nanoscale pores of silica gel, the decomposition characterizations of methane
hydrate that formed from the pore water, and the intrinsic relationship between them. The results
show that pore water has stronger hydrogen bonds between the pore water molecules at both 293 K
and 223 K. The structure of pore water is conducive to the nucleation of gas hydrate. Below 273.15 K,
the decomposition of methane hydrate formed from pore water was investigated at atmospheric
pressure and at a constant volume vessel. We show that the decomposition of methane hydrate is
accompanied by a reformation of the hydrate phase: The lower the decomposition temperature, the
more times the reformation behavior occurs. The higher pre-decomposition pressure that the silica
gel is under before decomposition is more favorable to reformation. Thus, reformation is the main
factor in methane hydrate decomposition in nanoscale pores below 273.15 K and is attributed to the
structure of pore water. Our results provide experimental data for exploring the control mechanism
of hydrate accumulation and mining.

Keywords: gas hydrate; decomposition; reformation; pre-decomposition pressure; nanoscale pores

1. Introduction

Gas hydrates are naturally occurring ice-like crystalline compounds in which the
hydrogen-bonded water molecules forming the hydrate lattice interact with the guest molecules
with van der Waals forces. The occurrence of gas hydrates is controlled by forming temperature,
forming pressure and the availability of appropriate gases and water. Gas hydrates are present
in sedimentary deposits in permafrost regions and beneath the sea in outer continental margins.
They were first discovered in the permafrost regions of Russia [1] and Canada’s Mackenzie Delta [2]
and subsequently in sediments of the Caspian Sea and Black Sea [3]. China has an abundance of gas
hydrate resources in the South China Sea, the Pearl River Delta, and the Qinghai permafrost regions [4].
Natural gas hydrate is a kind of clean energy, and energy concentrated in natural gas hydrates may be
an energy source for much of the 21st century [5].

Natural sediments bearing gas hydrates including coarse-grained and fine-grained sediments such
as sands, silts, and clays have a wide distribution of pore size and particle size. Pore size and particle
size affect the formation and dissociation behavior of gas hydrates in such sediments. Much work
has been carried out on hydrate formation and dissociation with powerful numerical tools and
experimental simulation [6–16]. The formation and decomposition of gas hydrates can also cause the
pore structure and flow properties to change [14]. X-ray radiography and 3D computed tomography
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(CT) have been used to measure xenon hydrate dissociation kinetics in a porous medium (sand)
through depressurization at the quasi-isothermal condition. It was found that hydrate surface area
controls gas hydrate dissociation kinetics in porous media [15]. The characteristics of methane hydrate
formation and dissociation in porous medium with different particle sizes using depressurization have
been discussed [16]. Meso-level simulation of gas hydrate dissociation in low-permeability marine
sediments was reported [17]. The interactions between gas, water, and hydrates by defining the pores
and the fluid flow in the pores using the discrete element model have been described. The microscale
effects on methane hydrate dissociation in the micro porous media channels including the microscale
effects on the multiphase flow behavior as well as the mass and heat transfer between phases have been
discussed [18–21]. Researchers have long tried to ascertain the equilibrium behavior of gas hydrate
formation in porous media with different pore size distributions from the macro scale to the micro
scale [22–30]. In addition, marine sediments hosting gas hydrates play an important role in controlling
the hydrate stability zone (HSZ) thickness on the seafloor [31–35].

The formation and decomposition of gas hydrates in nanoscale argillaceous silt, nanoscale calcium
carbonate, and clay can simulate the accumulation and mining process of hydrates. By studying the
mass transfer of these processes, we can explore the control mechanism of hydrate accumulation
and mining. Experimental results have shown the relationship between nanoscale pores bearing
gas hydrates and dissociation behavior [36–38]. The dissociation conditions of methane hydrates in
confined small pores were measured. Significant downward shifts of the dissociation temperature were
observed in porous glass [36]. The melting temperature depression and the shifted phase boundaries
were monitored [37]. The methane hydrate heat of dissociation into pore water and gas in 7-nm-radius
silica gel pores, obtained calorimetrically, was 45.92 kJ/mol [38]. Studies [36–38] have discussed the
effect of pore size distributions of fine-grained sediments on the dissociation temperature, phase
boundaries of gas hydrates, and the heat of dissociation.

Since the thermodynamics and kinetics of hydrate decomposition in nanoscale pores are very
complex, much further investigation is needed. The main purpose of this paper is to investigate the
effect of the decomposition temperature and the pre-decomposition pressure on the micro and macro
decomposition characterizations of methane hydrate below 273.15 K, which formed from the water
confined inside nanoscale pores of the silica gel.

The properties of water inside the nanoscale pores clearly have a significant impact on the
formation and dissociation of gas hydrate below 273.15 K. Temperature and the characteristics of the
porous media play important roles in the behavior of the water. In fact, in porous media, sometimes
some water does not freeze when cooled below 273.15 K [39,40]. The amount of unfrozen water
decreases with the lowering of the temperature. The relationship between the reduction in temperature
and the amount of unfrozen water was obtained by using the nuclear magnetic resonance (NMR)
technique [39]. In addition, liquid water also exists in equilibrium with bulk ice and bulk gas hydrate in
hydrophilic porous media [40]. X-ray diffraction measurements were performed to study the freezing
and melting behavior of water confined within SBA-15 with a pore radius of 3.9 nm [41]. It was found
that the freezing temperature increased continuously with increasing pore filling, and the melting of
the frozen pore water took place at 256 K, independent of the level of pore filling. The influence of
pore wall hydrophobicity on freezing and melting behavior of the confined water is very small [42].

These results show that nanopores inhibit the formation of ice. However, the influence of the
microstructure of nanoporous water on the formation and decomposition of hydrate is still unclear.
In addition, the content of unfrozen water has significant impact on physico-chemical and mechanical
properties of sediments [43]. Thus, it is necessary to investigate the effect of micro properties of the
water confined inside nanoscale pores on the dissociation of methane hydrate. The Raman structure
of nanoporous water remains unclear. This paper investigates the Raman spectral structure of water
confined inside the nanoscale pores of silica gel, the decomposition characterizations of methane
hydrate that formed from the pore water, and their intrinsic relationship.
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2. Experimental

2.1. Materials and Experimental Apparatus

Methane hydrate was synthesized from water confined inside silica gel pores. The silica gel used
was a synthetic silica gel with a pore diameter range of 15–20 nm, supplied by Qingdao Shuoyuan
Co., Ltd., Qingdao, China. The pore size, pore volume, and specific surface area of the silica gel were
determined using the ASAP2010 surface and pore size analyzer (Micromeritics, Atlanta, GA, USA).
The average pore volume was 1.19 mL/g. The specific surface area was 300–500 m2/g. Methane
gas was purchased from Foushan Nanhai Gas Co., Ltd., Foushan, China with a purity of 99.99%.
The system diagram of the methane hydrate sample synthesis and decomposition device is shown in
Figure 1. The experimental apparatus mainly consisted of a reactor, a thermostatically controlled air
bath, a gas injection system, some measurement units, and a data acquisition system. The principal
component of the apparatus was a reactor—a pressure vessel immersed in an air bath. The vessel
was made of stainless steel (1Cr18Ni9Ti), it had an internal volume of 25 mL and could be operated
up to 20 MPa. One resistance thermometer and one pressure transducer were inserted in the vessel
(Figure 1) to measure the temperature and pressure profile inside the vessel. A Pt100 thermometer
with a range of 223–373 ± 0.1 K was used, and the pressure transducer was model SS2 (Boxborough,
MA, USA) with a range of 0–20 MPa ± 0.25%. This hydrate forming system was used to prepare the
hydrate samples for microscopic measurements as well as decomposition measurements.

Figure 1. Experimental apparatus. 1, vacuum pressure gauge; 2, vacuum pump; 3, air bath; 4, buffer
tank; 5, pressure sensor; 6, platinum resistance temperature sensor; 7, stainless steel reactor; 8, pipeline;
9, pressure gauge; 10, data acquisition instrument; 11, computer.

To obtain microstructural features of water confined inside the pores of silica gel, a micro-laser
Raman spectrometer (Horiba, LabRam HR, Paris, France) was used to measure the Raman spectra
of water confined inside the pores of silica gel. The spectrometer was equipped with a single
monochromator of 600 grooves/mm grating and a multichannel air-cooled charge-coupled device
(CCD) detector. An Ar+ laser operating at 532 nm with a maximum power of 50 mW was used.
Before the sample was measured, the Raman spectrometer was calibrated with single crystal silicon
(520 cm−1). A cooling stage (Linkam BCS) was used to provide a temperature control system for
samples. The working parameters of the micro-laser Raman spectrometer are shown in Table 1.
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Table 1. Working parameters of the laser Raman spectrometer.

Working Parameters Setting Conditions

Laser source 532 nm
Laser power 80 mW

Objective lens magnification ×1–100
Grating scale 600 Grooves/mm

Raman shift range 500–4000 cm−1

Integration time 1–10 s

2.2. Experimental Procedures

2.2.1. Pore Water Confined Inside the Silica Gel Pores

In the experiment, to obtain pore water confined inside the pores of silica gel, the silica gel was
first dried at 377.15 K for 24 h, then cooled to room temperature. In the laboratory room, the relative
humidity of the air was about 30%. The amount of distilled water equal to the pore volume of the silica
gel was thoroughly mixed with the silica gel sample. Then, the sample was placed in a centrifuge at
3500 rpm for 30 min. The sample was sealed and allowed to stand for 5 days to ensure that the distilled
water was absorbed in the pores of the silica gel. Samples of pore water with different moisture
contents (33%, 67%, and 100%) were prepared.

2.2.2. Raman Spectra of Pore Water

The micro-laser Raman spectrometer was used to obtain the Raman spectra of pore water confined
inside the pores of silica gel. Samples of pore water were placed in the sample stages. They were
controlled at 293 K and 223 K by the cooling stage for 8 h, and then the Raman structure scanning
began. Samples with different moisture contents (33%, 67%, and 100%) were tested.

2.2.3. Hydrate Formation

A 6 g sample of silica gel with 100% water content was added into the reaction vessel, and a
vacuum was applied. The reaction vessel was washed by methane gas several times to ensure that
there was no air in the reaction vessel. The air bath was set to a temperature of 273.15 K. After the
temperature in the vessel and the temperature of the buffer tank were stabilized, the inside of the
reaction vessel was pressurized to 11.9 MPa. The pore water confined inside the pores of silica gel was
synthesized methane hydrate with methane gas. After about 3 days, the pressure in the reaction vessel
was stabilized at about 9.5 MPa, and the synthesis of methane hydrate was complete.

2.2.4. Micro Decomposition of Hydrate

The decomposition of methane hydrate sample confined inside silica gel pores at different
temperatures and under atmospheric pressure was tested by Raman spectrometry. Hydrate samples
were removed from the reactor and finely ground in liquid nitrogen; finally, they were stored in
liquid nitrogen. During the Raman measurement, hydrate samples were shifted to the sample stages
precooled at about 193 K. The Raman structure test of the methane hydrate sample was performed at
193 K before the decomposition of the sample started. During the decomposition, the methane hydrate
sample was controlled at 263 K, 253 K, and 245 K by the cooling stage. Scanning Raman spectroscopy
for one pass took about 4 min. During the decomposition, the Raman spectrometer scanned the
sample Raman spectroscopy, and then the next Raman structure scanning began. When the hydrate
characteristic Raman peak disappeared, the Raman spectroscopy scanning experiment was complete.

2.2.5. Macro Decomposition of Hydrate

We conducted experiments of decomposition of methane hydrate at a constant volume vessel
after dropping the pre-decomposition pressures (9.11 MPa, 2.41 MPa) to atmospheric pressure before
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decomposition to investigate the effect of the pre-decomposition pressure of methane hydrate on its
decomposition characteristics.

After the methane hydrate sample was synthesized, the pressure of the methane hydrate in the
reaction vessel was adjusted by releasing part of the gas, and the pressure was brought to a desired
pressure value. Finally, the methane hydrate sample was in a metastable or steady region. After 5 h,
the temperature and pre-decomposition pressure in the reaction vessel were stabilized. The gas in
the reaction vessel was released so that the instantaneous pressure in the vessel was atmospheric
pressure, and the gas valve was immediately closed. Consequently, the methane hydrate sample began
to decompose in the reaction vessel.

3. Results and Discussion

3.1. Raman Spectra of Pore Water

In general, the Raman spectra of O–H vibrations in liquid water under ambient condition have
been assigned as a bending vibration peak located at ~1640 cm−1 and a stretching vibration peak at
2800–3800 cm−1. The Raman O–H stretching bands can be classified as four or five Gaussian peaks with
different donor (D) and acceptor (A) hydrogen bonds. The corresponding structures (local hydrogen
bond network structure of water molecules) are DAA (single donor–double acceptor), DDAA (double
donor–double acceptor), DA (single donor–single acceptor), DDA (double donor–single acceptor), and
free O–H structure [44,45]. Of these, DDAA and DA are sensitive to temperature change [44]; within a
certain temperature range, as the temperature decreases, DA is partially converted into DDAA [44].

Raman O–H stretching bands of pore water samples and free water are shown in Figure 2.
The Raman shifts corresponding to the stretching vibration peaks of the pore water with a water content
of 100% are shown in Table 2. For convenience of comparison, the values from the literature [44,45]
are also listed in Table 2. In the Raman spectrum of pore water confined inside silica gel pores with a
water content of 100% at 293 K, the DDAA and DA are 3087 cm−1 and 3288 cm−1, shifting towards
lower wave numbers compared with the DDAA and DA structures of free water at 293 K. The bending
vibration peak of free water at 293 K appears near 1640 cm−1. The O–H bending vibration peak of
pore water is located at 1587 cm−1, shifting to a lower wave number compared with free water at
293 K. Accordingly, it can be seen that the attraction between the pore water molecules confined inside
the nanoscale pores increases, which weakens the effect of the O–H chemical bond. Strong hydrogen
bonds between water molecules change the physico-chemical properties of the water confined inside
the pores of silica gel.

  
(A) (B) 

Figure 2. Raman spectra of pore water.
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Table 2. Raman shift of DDAA (double donor–double acceptor) and DA (single donor–single acceptor)
in pore water with 100% pore filling.

Temperature (K) DDAA DA Reference

293 3220 3430 Water [44]
276 3223 3434 Water [45]
293 3231 3441 Water [45]
298 3227 3430 Water [This work]
293 3087 3288 Pore water [This work]
223 3063 3267 Pore water [This work]

At 293 K, DDAA and DA of pore water account for more than 90% of the Raman stretching
spectrum. Compared with free water at 293 K, the Gaussian peak of DDAA in the pore water is
clearly enhanced, while that of DA in the pore water is weakened; from this relationship, we see
that DA is partially converted into DDAA in the pore water. Compared with DA, the formation of
DDAA hydrogen bonding results in lower density, lower entropy, and higher enthalpy [44]. Therefore,
pore water has a lower density, lower entropy, and higher enthalpy than free water under ambient
conditions. With water contents of 33% and 67%, the Raman spectra of pore water exhibit Raman
spectral characteristics similar to those with water content of 100%. At 293 K, the Raman spectral
characteristics of pore water are independent of the levels of pore filling.

In pore water with water content of 100% at 223 K, DDAA and DA account for more than 90% of
the Raman stretching spectrum. The Raman spectra of pore water maintain a structure similar to those
of pore water at 293 K, but the Gaussian peaks shift to lower wave numbers. This result indicates that
the pore water at 223 K is still liquid water, and the attraction between the pore water molecules is
increased. Solid ice is not found. With water contents of 33% and 67%, the Raman spectra of pore water
exhibit Raman spectral characteristics similar to those in the pores with water content of 100% at 223 K.
It is thus shown that pore water exists in a unique structure independent of the levels of pore filling.

The Raman spectra of pore water are somewhat similar to those of super-cooled water, albeit with
Gaussian peaks shifted to lower wave numbers compared with super-cooled water. Consequently,
pore water has stronger hydrogen bonds between the pore water molecules and longer O–H chemical
bonds than that of the pore water molecules. In the absence of impurities, the homogeneous nucleation
of small ice nuclei requires the surmounting of a free-energy barrier. However, stronger hydrogen
bonds between the pore water molecules enlarge the energy barrier. In fact, the pore water at 223 K
may still be liquid. Therefore, nanopores can be potentially used as an inhibitor of ice formation.
Both neutron diffraction and NMR relaxation measurements have shown similar depressed freezing
and melting points of water/ice in mesoporous SBA-15 silica with ordered structures of cylindrical
mesopores with a pore diameter 8.6 nm [46].

In liquid water, a water molecule interacts with neighbouring water molecules through various
local hydrogen bonds. In pore water, DDAA and DA are the predominant hydrogen bonding networks
and the hydrogen bonding networks of DDAA of the pore water are enlarged. In the structure I of
gas hydrate, each water molecule is tetrahedrally surrounded by four neighbours through hydrogen
bonds. This raises the probability that the water molecule will be trapped in a tetrahedral hydrogen
bond network structure composed of water molecules. Therefore, the unique structure of pore water is
very conducive to the nucleation of gas hydrate. Nanopores can also be potentially used as a promoter
of gas hydrate formation.

3.2. Micro Decomposition of Hydrate

Figure 3 shows the Raman spectrum of methane hydrate during the decomposition process at
263 K and under atmospheric pressure. We can see the characteristic peak of the C–H Raman vibration
spectrum of a methane molecule at 2905 cm−1 and 2915 cm−1, respectively [47,48], which reflects
the different vibration of C–H of the methane molecule in cage 51262 and cage 512. It shows that
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the structure of the CH4 hydrates formed in porous silica gels is the same as that of the bulk CH4

hydrate (structure I) without structure transition. From 13C NMR results in the literature, it can also be
concluded that the structure of CH4 hydrates formed in porous silica gels (6.0, 15.0, and 30.0 nm) is the
same as that of the bulk CH4 hydrate (structure I) without structure transition [26].

Figure 3. Methane hydrate decomposition at 263 K and atmospheric pressure.

The characteristic Raman peak of the O–H bond of the large-sized methane hydrate appears at
about 3076 cm−1 [48]. The characteristic Raman peak of the O–H bond of the methane hydrate formed
inside the silica nanoscale pores appears at 3121 cm−1, shifting to a higher wave number in contrast
to the large-sized methane hydrate. This reflects the change in the lattice parameters of the methane
hydrate formed inside the nanoscale pores. From this, it can be judged that the synthesized sample is a
structure I methane hydrate crystal.

After 4 min of decomposition, in contrast to the initial moment (0 min), the Raman intensities of
the C–H bond at 2905 cm−1 and 2915 cm−1 decrease and the Raman peak of the O–H bond of the water
molecule is synchronously weakened. This indicates that the methane hydrate sample is decomposing.
After 8 min, the intensities of the C–H spectrum increase at both 2905 cm−1 and 2915 cm−1, and the
Raman peak of the O–H bond of the water molecule increases synchronously, indicating that methane
hydrate is reforming. At 8 min, the peak intensity is higher than that at 0 min. At the same time,
the peak intensity of the O–H bond is higher than that at 0 min, illustrating that the total amount of
methane hydrate is higher than the initial amount. It is inferred that the new methane hydrate phase is
derived not only from the reformation reaction of the water originating from the decomposition but
also from the reformation of the water residual from the sample synthesis reaction. It is assumed that
the residual water is completely converted into hydrate during the reformation, and the conversion
rate of pore water in the synthesis of the sample is estimated to be about 53.9%. After 12 min, the
peak intensities of the C–H spectrum at 2905 cm−1 and 2915 cm−1 decrease and the Raman peak
of the O–H bond of the water molecule decreases synchronously, compared with the results after
8 min. This indicates that the methane hydrate is continuing to decompose. Then, the Raman peaks of
the C–H and O–H bonds continue to decrease until they disappear, demonstrating that the methane
hydrate decomposes until the methane hydrate crystal disappears. Throughout the process, methane
hydrate undergoes decomposition–reformation–continuing decomposition until the crystal disappears
without ice peaks without self-preservation [49–51].

Figure 4 shows the Raman spectra of methane hydrate during decomposition at 253 K and
atmospheric pressure. After 4 min, the Raman peak intensities of the O–H and C–H bonds
are simultaneously weakened relative to 0 min, indicating that the methane hydrate sample is
decomposing. After 8 min, the Raman peaks of the O–H and C–H bonds increase synchronously,
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indicating that methane hydrate is reforming, and the peak intensity is higher than the 0 min peak
intensity. The newly formed methane hydrate is derived not only from the reformation reaction of the
water formed by the decomposition but also from the reformation of the water that is residual from the
sample formation. Then, the Raman peaks of the C–H and O–H bonds are weakened synchronously
until the Raman peaks disappear after 32 min, indicating the decomposition process of the methane
hydrate at this stage. After 36 min, the Raman peaks of the C–H and O–H bonds are enhanced,
indicating that the hydrate is reforming. Only a very small amount of methane hydrate forms, possibly
due to insufficient pressure in the pores of the silica gel. Thereafter, the methane hydrate decomposes
until the methane hydrate crystal disappears. Throughout, methane hydrate undergoes a process of
decomposition–reformation–continuing decomposition–reformation–decomposition. Until the Raman
peak of the C–H bond disappears, the O–H bond Raman peak remains strong, indicating that even
if the methane hydrate crystal disappears, a large amount of hydrate cage structure remains [52,53].
There is no ice peak in the whole process and there is no self-preservation effect.

Figure 4. Methane hydrate decomposition at 253 K and atmospheric pressure.

Figure 5 shows the Raman spectra of the decomposition of methane hydrate at 245 K and under
atmospheric pressure. During the whole decomposition process, multiple reformation processes occur.
This decomposition takes longer than at 253 K or 263 K under atmospheric pressure. It can be seen
that the lower is the temperature, the more favourable it is for reformation. There is no ice peak in
the whole process. At the end of the entire decomposition process, a large amount of hydrated cage
structure remains.

Temperature has an important influence on the hydrogen bond structure of the local network of
water molecules after the decomposition. Figure 6 shows the Raman peak of the O–H bond of water
molecules at the end of the decomposition. Methane hydrate decomposes into methane gas and a
broken cage structure. The methane gas slowly resolves from the nanoscale pores. The lower is the
decomposition temperature, the more intact is the cage structure that remains.

There is insufficient time for methane gas to overflow from the pores of silica gel during
the decomposition of methane hydrate (see Section 3.3). Thereby, methane gas generated from
decomposition enhances the pressure in the pores of silica gel. The structure of pore water is very
conducive to the nucleation of gas hydrate and is not conducive to the nucleation of ice (see Section 3.1).
When the pressure exceeds the equilibrium pressure of the phase, the formation reaction begins,
resulting in the phenomenon of reformation of the hydrate phase. The lower is the temperature, the
lower will be the phase equilibrium pressure, and the more times the reformation phenomenon occurs,
the longer the process of decomposition will take. The final product during the decomposition of
methane hydrate is a broken hydrated cage structure. The low temperature is favourable for the
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existence of the hydrated cage structure below 273.15 K. Thus, reformation is the main factor in
methane hydrate decomposition in the nanoscale pores of silica gel below 273.15 K at atmospheric
pressure, and the controlling factor causing reformation is the temperature.

Figure 5. Methane hydrate decomposition at 245 K and atmospheric pressure.

Figure 6. Raman peak of the O–H bond of water molecules after the end of decomposition.

Figure 7 shows the favourable cavity occupancy curve of methane hydrate during the
decomposition process at 263 K, 253 K, and 245 K, and under atmospheric pressure. The calculation
method is based on [54–56]. Figure 7 indicates that there is a weaker sensitivity on the large cavity
occupancy, and a relatively stronger sensitivity on the small cavity occupancy and total cavity
occupancy. The results are in reasonable agreement with calculations and experimental data [56,57].
The hydrate total cavity occupancy and small cavity occupancy increase after multiple decompositions
and reformation.

67



Crystals 2019, 9, 200

(a) At 263 K (b) At 253 K (c) At 245 K 

Figure 7. Methane hydrate occupancy curve.

3.3. Macro Decomposition of Hydrate

We investigated the effect of the pre-decomposition pressure on decomposition characteristics of
methane hydrate at a constant volume vessel. The decomposition conditions and results are shown in
Table 3 and Figures 8 and 9.

3.3.1. Decomposition from High Rre-Decomposition Pressure

After methane hydrate was synthesized, the temperature of the vessel was ~265.64 K and the
pre-decomposition pressure in the vessel was ~9.11 MPa. The pre-decomposition pressure in the vessel
was instantly reduced to atmospheric pressure. The methane hydrate sample in the pores of silica gel
decomposed in the vessel. The decomposition temperature and the pre-decomposition pressure in
the vessel during the process are shown in Figure 8. We see that the methane hydrate decomposition
process can be roughly divided into the three stages of rapid desorption of gas from the surface of
silica gel (stage A), hydrate decomposition (stage B), and internal slow desorption of adsorbed gas
from the pores (stage C). When the pressure is released to atmospheric pressure, it is the beginning
of stage A. The temperature inside the vessel is greatly reduced due to the throttling effect [58].
The desorption effect of methane gas from the surface of the nanoscale pores causes the pressure inside
the vessel to increase rapidly and is accompanied by a rapid rise in temperature caused by the rapid
desorption from the surface of the silica gel (stage A). This stage is the process of expansion of free gas.
When the temperature curve starts to rise slowly, it is the end of stage A and the beginning of stage B.
The decomposition reaction is usually endothermic, as heat is required to break the chemical bonds in
the methane hydrate undergoing decomposition. Therefore, at the decomposition stage of methane
hydrate, the temperature in the vessel is lower than the initial temperature before decomposition,
and the decomposed methane gas is released from the pores of silica gel so that the pressure in the
vessel increases. When the temperature curve shows an inflection point, it is the end of stage B and
the beginning of stage C. It takes ~56 min from start to finish of hydrate decomposition (stage B).
Because the water in the pores of silica gel cannot form ice (see Section 3.1), in stage B, methane
hydrate in the decomposition process has no self-preservation phenomenon. After the decomposition
of methane hydrate is complete, methane gas in the pores of silica gel is released. When the pressure
almost no longer increases and the pressure curve shows an inflection point, it is the end of stage C.
This desorption process of methane gas from the pores of silica gel takes ~149 min. Free methane gas
is produced more rapidly in stage A. Adsorbed methane gas is produced considerably more slowly
but lasts for a longer period in the final stage. Similar results have been reported for desorption of gas
from shale [59].
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Table 3. Description of decompositions.

Items
Decomposition

Temperature
K

Pre-Decomposition
Pressure

MPa

Stage B Time
Consumption

min

Stage C Time
Consumption

min

Total Time
Consumption

min

Run 1 265.64 9.11 56 149 205
Run 2 265.76 2.41 5 210 215

Figure 8. Decomposition from high pre-decomposition pressure.

It can be seen that the desorption process of methane gas (stage C) takes a longer time relative to
the decomposition stage (stage B). Figure 8 indicates that there is high pressure in the pores of silica
gel over a relatively long period of time. After the desorption (stage C) is complete, the pressure in
the vessel is ~2.0 MPa and the pressure in the pores of silica gel is ~2.0 MPa. From Figure 8, we can
assume that in the initial stage of desorption (early stage C), the gas pressure in the pores of silica
gel exceeds 2.6 MPa; at the initial stage of decomposition (early stage B), the pressure in the pores
of silica gel exceeds 3.6 MPa. Therefore, in the initial stage B, the pressure and temperature in the
vessel are conducive to the formation of methane hydrate; thus, the decomposition of methane hydrate
is accompanied by the reformation of methane hydrate in this initial stage. After reformation, the
pressure in the pores decreases, and the methane hydrate in the pores begins to decompose again.
The methane gas formed by the decomposition is slowly released so that the methane hydrate in the
pores decomposes again after a period of time. The methane gas formed by the decomposition is
slowly released. After a period of decomposition, the pressure in the pores rises again, satisfying the
condition of formation, and the methane hydrate reforms. Stage B takes ~56 min, and it can be seen
that the decomposition of methane hydrate is accompanied by multiple reformations in this stage.

3.3.2. Decomposition from Low Pre-Decomposition Pressure

After the temperature and the pressure were stabilized, part of the gas was released and the
pressure in the vessel was lowered to ~2.75 MPa. The temperature of the air bath was adjusted so that
the temperature in the vessel was ~265.76 K. After 5 h, the pre-decomposition pressure in the vessel
was ~2.41 MPa. All the gas in the vessel was instantly released, and the pre-decomposition pressure in
the vessel was instantly reduced to atmospheric pressure. The methane hydrate in the pores of silica
gel decomposed in the vessel.

The decomposition temperature and pressure in the decomposition process are shown in Figure 9.
Similarly, the methane hydrate decomposition process can be roughly divided into the three stages of
rapid desorption of gas from the surface of the silica gel (stage A), hydrate decomposition (stage B),
and internal slow desorption of gas from the pores of silica gel (stage C).
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Figure 9. Decomposition from low pre-decomposition pressure.

Since the initial pre-decomposition pressure in the vessel is only 2.41 MPa, the desorption effect
from the surface is not strong compared with the desorption effect of stage A in which the methane
hydrate drops pressure from 9.11 MPa to atmospheric pressure. Hydrate decomposition takes ~5 min
from the beginning to the end of the process (stage B). Thus, in stage B, methane hydrate decomposes
very rapidly. After the decomposition of methane hydrate, the desorption process of methane gas
from the pores of silica gel (stage C) takes ~210 min, which is quite a long time compared with stage B.
After desorption (stage C) is complete, the pressure in the vessel is ~1.0 MPa, and it can be inferred
from Figure 8 that the pressure in the pores of silica gel is ~1.0 MPa. It is preliminarily estimated that
in the initial stage C, the gas pressure in the pores of silica gel exceeds 1.24 MPa, and the pressure in
the pores of silica gel in the initial stage B exceeds 1.32 MPa. Therefore, in the initial stage B, there is
no condition for hydrate reformation. Since the water in the pores of silica gel cannot form ice (see
Section 3.1), there is no self-preservation effect at stage B. Residual water maintains a unique structure.

Therefore, the main factors of methane hydrate decomposition in the nanoscale pores of silica
gel below 273.15 K at a constant volume vessel are reformation, and the controlling factor causing
reformation is the pre-decomposition pressure of the silica gel before depressurization.

3.4. Mechanism of Hydrate Decomposition

The nano-silica gel particle constituting the silica gel skeleton has a silicon oxytetrahedral structure,
and the Si atoms on the surface form a silanol group with the structural water contained in the colloid.
In this study, the adsorption of silica gel pores on water molecules was used to obtain pore water
confined inside silica gel pores. After the hydrate is formed in the pores of the silica gel, a residual water
film remains on the surface of the hydrate (Figure 10). Jung et al. [60] reported similar observations
for the methane hydrate reformation in capillary tubes. Hydrate formation in capillary tubes reveals
complex formation/dissociation processes.

We can also use the van der Waals–Platteeuw model [54] to explain the methane hydrate
reformation phenomenon during the decomposition. According to this model, the dissociation
condition of methane hydrates confined in pores shifts because of changes in the water activity,
compared with that of the bulk hydrate at a given pressure [28,36,61]. The decrease in dissociation
temperature is inversely proportional to the pore size. The hydrate decomposition process is
equivalent to the process of increasing the effective pore size (Figure 10), due to the partial methane
hydrate crystal transferring into water. Conversely, the hydrate formation process is equivalent
to the process of reducing the effective pore size, due to the partial pore water transferring into
methane hydrate crystal. Therefore, during the decomposition, the dissociation condition of methane
hydrates confined inside the pores of silica gel shifts down (Figure 11). When the temperature
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and pressure are in the hydrate phase equilibrium stable region, hydrate reforms. At this time,
the effective pore size starts to reduce. Then, the dissociation condition of methane hydrates
confined inside the pores shifts up. When the temperature and pressure are under the hydrate
phase equilibrium stable region, the hydrate dissociates. Throughout the process, methane hydrate
undergoes decomposition–reformation–continuing decomposition until the crystal disappears.

Figure 10. Schematic representation of the methane hydrate formation/dissociation process in
nano-silica gel pores.

Figure 11. Schematic diagram of methane hydrate dissociation boundary shift in the decomposition
process (SMin, SMax, and SEffective are the min, max, and effective pore size, respectively).

4. Conclusions

This paper investigated the structural characteristics of water confined inside the pores of
silica gel with pore diameter range of 15–20 nm and the decomposition characteristics of methane
hydrate formed from water confined inside silica pores under atmospheric pressure and at a constant
volume vessel.

The micro-laser Raman spectrometer was used to test the Raman spectra of water confined inside
the pores of silica gel at 293 K and 223 K. At a temperature of 293 K, the water confined inside the
pores of the silica gel is liquid, and its Raman structure is very similar to that of super-cooled water,
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compared with which the bending vibration peak and the stretching vibration peak in the water
molecules in the pores of silica gel shift towards lower wave numbers. The results show that pore
water has stronger hydrogen bonds between the pore water molecules. At 223 K, water in the pores
of silica gel is still liquid, and no solid ice forms. The structure of pore water is conducive to the
nucleation of gas hydrate and is not conducive to the nucleation of ice. Nanopores can be potentially
used as a promoter of gas hydrate formation.

The decomposition of methane hydrate confined inside the pores of silica gel and at atmospheric
pressure was tested by Raman spectrometry at 263 K, 253 K, and 245 K. The results show that
the decomposition of methane hydrate is accompanied by multiple reformations of the hydrate
phase. Throughout the process, methane hydrate undergoes decomposition–reformation–continuing
decomposition until the crystal disappears without ice peaks. The lower is the decomposition
temperature, the lower is the phase equilibrium pressure, and the more times reformation occurs.
The final product is in the form of a broken hydrated cage structure. The lower decomposition
temperature is favourable to the existence of the hydrated cage structure.

The effect of the pre-decomposition pressure before the decomposition of methane hydrate
on its decomposition characteristics was investigated. The results show that the methane hydrate
decomposition process can be roughly divided into the three stages of rapid desorption of gas from
the surface (stage A), hydrate decomposition (stage B), and internal slow desorption of gas from
the pores (stage C). When the silica gel before decomposition is under high pre-decomposition
pressure, the decomposed methane gas remains in the pores for a relatively long time, causing
the pressure in the pores to be higher than the phase equilibrium pressure, and a reformation process
occurs. The decomposition of methane hydrate is accompanied by multiple reformations. When the
pre-decomposition pressure in the silica gel before decomposition is lower, almost no reformation
phenomenon is observed.

Thus, the main factor of methane hydrate decomposition in the pores of nanoscale silica gel
below 273.15 K is reformation, and the controlling factors causing reformation are the decomposition
temperature and the pre-decomposition pressure of the silica gel before depressurization.
These experimental characteristics of the decomposition dynamics of methane hydrate confined inside
nanoscale pores are attributed to the structure of pore water, which is conducive to the nucleation
of gas hydrate and slow desorption of methane gas from the pores of the silica gel. The results of
this paper provide experimental data for exploring the control mechanism of hydrate accumulation
and mining.
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Abstract: We demonstrate, by molecular dynamics simulations, that water confined between a pair of
insect hyperactive antifreeze proteins from the longhorn beetle Rhagium inquisitor is discontinuously
expelled as the two proteins approach each other at a certain distance. The extensive striped
hydrophobic–hydrophilic pattern on the surface, comprising arrays of threonine residues, enables
water to form three independent ice channels through the assistance of hydroxyl groups, even at
300 K. The transformation is reminiscent of a freezing–melting transition rather than a drying
transition and governs the stable protein–protein separation in the evaluation of the potential of mean
force. The collectivity of water penetration or expulsion and the hysteresis in the time scale of ten
nanoseconds predict a potential first-order phase transition at the limit of infinite size and provide a
new framework for the water-mediated interaction between solutes.

Keywords: antifreeze protein; potential of mean force; molecular dynamics; freezing

1. Introduction

Water confined in nanopores exhibits anomalous behaviors dissimilar to those of bulk water, e.g.,
the transition to low-dimensional ices [1,2] and solid-liquid critical points [3,4]. The dewetting (drying)
transition is one such intriguing behavior; when two large-scale strongly hydrophobic solutes approach
each other at a critical distance, water molecules are expelled from the intersolute region, leading
to hydrophobic collapse [5–9]. Hydrophobicity is believed to play a key role in the self-assembly
of macromolecules [10–14], and hydrophobic dewetting is observed in the formation of protein
complexes [15–20]. On the other hand, most protein–protein interfaces are enriched in polar residues
rather than nonpolar ones [21] and water molecules are involved in the association of hydrophilic
surfaces [22–24]. As a small portion of hydrophilic moieties prevents the occurrence of the dewetting
transition [25,26], the thermodynamic properties of interfacial water are significantly sensitive to the
local geometry and chemical patterning of solutes [27,28]. The precise control of surface heterogeneity
would provide design principles for the alignment and separation of macromolecules in aqueous
solutions [29].

Hydrophobicity is characteristic of the ice-binding surface (IBS) of antifreeze proteins (AFPs) [30–32].
AFPs have evolved in a variety of organisms, e.g., fish, insects, bacteria, and plants that survive in
sub-zero-temperature environments [30]. Although AFPs have a remarkable diversity in structure,
they possess the same function of adsorption to ice [33]. This adsorption to ice results in thermal
hysteresis (TH), a gap between the depressed freezing- and promoted melting-temperatures of ice,
through the Gibbs–Thomson (Kelvin) effect [34,35]. Insect AFPs are categorized as “hyperactive”
in TH and are more than 10 times effective compared with moderately active AFPs, on the basis
of concentration [36]. In particular, RiAFP from the longhorn beetle Rhagium inquisitor, which can
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supercool to below −25 ◦C [37], exhibits the most potent TH activity among the currently known
AFPs [38].

RiAFP has an exceptionally flat and wide IBS comprising four parallel arrays of threonine (T or
Thr) residues, which is referred to as the T-X-T-X-T-X-T motif, with X being a nonconserved amino
acid. Although the flat IBS with T-X-T motif is also observed in the other hyperactive insect AFPs from
Tenebrio molitor (TmAFP) [39] and Choristoneura fumiferana (Cf AFP) [40], the 420 Å2 IBS in RiAFP is
significantly larger than that of TmAFP (150 Å2) and Cf AFP (190 Å2) [41]. On the IBS of RiAFP, the side
chains of the Thr residues exhibit the same orientation, and water molecules are buried between
the arrays of Thr [41]. Hence, the IBS of RiAFP has an extensive striped pattern comprising CH3,
OH groups, and crystallographic water.

In the present study, we performed molecular dynamics (MD) simulations for a pair of RiAFPs
dissolved in water and examined the phase behavior of water in the interprotein region. Our analyses
for hysteresis between the association and dissociation processes and the discontinuous change in
confined water molecules reveal a collective structural transformation of the confined water, dissimilar
to the drying transition [5–9]. Furthermore, we computed the potential of mean force (PMF) as a
function of the interprotein distance and found that three independent ice channels are formed in the
deepest PMF minimum.

2. Methods

2.1. Molecular Dynamics Simulation

MD simulations were conducted using the GROMACS 2018.3 package [42]. The equations of
motion were integrated with the leap-frog algorithm using a time step of 2 fs. The temperature T for
production runs was controlled using the Nose–Hoover thermostat [43,44] with damping constants of
1.0 ps, whereas the Berendsen algorithm [45] was used for equilibration. The pressure p is isotropically
controlled using the Berendsen algorithm [45] with damping constants of 2.0 ps. All the bonds
were constrained using the LINCS algorithm. Periodic boundary conditions were applied in all
three directions.

RiAFP was modelled with full atomistic detail using CHARMM27 (CHARMM22 plus CMAP
correction) [46,47]. Water was modelled with TIP4P/2005 [48]. Intermolecular interactions were
truncated at 0.85 nm. The Lennard-Jones parameters of cross-interactions were obtained using
the Lorentz–Berthelot combining rules. Long-range Coulombic interactions were evaluated using
the particle-mesh Ewald algorithm (Fourier spacing of 0.10 nm), and dispersion corrections were
implemented for the energy and pressure evaluations.

The crystallographic structure of the RiAFP dimer was taken from the protein data bank (PDB
code 4DT5) [41]. In the dimer, the IBS of two chains of the protein face each other. These two chains of
the protein have different sizes and consist of 143 and 138 residues, respectively. We cut five residues
at the end of the longer protein to make it identical to the shorter one, and we capped the proteins with
N-terminal acetyl and C-terminal methyl (CH3) groups. It should be noted that the five cut residues
were not involved in the IBS. The PDB file also included crystallographic water molecules between
two chains of the protein. The RiAFP dimer with these adhered water molecules was immersed
into a rectangular box of bulk water. The total number of water molecules was 10,800 and twelve
chloride ions were added to neutralize the system charge. We arranged the IBS of the protein to be
parallel to the yz-plane, as shown in Figure 1. The system was firstly relaxed using the steepest-descent
method. To relax the solvent structure, we performed a 100 ps MD simulation in the canonical (NVT)
ensemble at 300 K with freezing the proteins. Then, a 100 ps MD simulation in the isobaric isothermal
(NpT) ensemble at 300 K and 10 MPa was followed by a 100 ps NpT-MD simulation at 300 K and
0.1 MPa to equilibrate the volume. During these NpT-MD simulations, the positions of all the alpha
carbon (CA) atoms were harmonically restrained at their original positions with a force constant of
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1000 kJ·mol−1·nm−2. The resulting configuration with box dimensions of 9.93 × 5.96 × 5.96 nm3 was
used as the initial configuration for the subsequent NVT-MD simulations.

 

Figure 1. A dimer of RiAFP (Rhagium inquisitor antifreeze proteins) dissolved in water in the
configurations: (A) end-on with the simulation box dimension (black lines) and (B) with 90◦ rotation.
The Thr residues involved in the protein–protein contact are represented by sticks. Water molecules
and ions are not shown. The two-way arrow indicates the distance d between the centers of mass of the
RiAFPs parallel to the x-axis. d for this conformation is 1.50 nm.

2.2. Potential of Mean Force

To compute the PMF between two chains of RiAFPs, a set of NVT-MD simulations were performed.
To keep the mutual orientation parallel, the x, y, and z positions of all the CA atoms in one protein,
as shown on the left in Figure 1, and the y and z positions of the CA atoms in the other protein
were harmonically restrained at their original positions with a force constant of 1000 kJ·mol−1·nm−2.
The controlled interprotein distance d is parallel to the x-axis and is between the centers of mass of
two chains of the protein. The RiAFP dimer taken from the PDB shows d = 1.50 nm. To observe the
dissociation process, d was increased in stages up to 2.50 nm, in increments of 0.02 nm. Then, d was
decreased from 2.00 to 1.50 nm for the association process. At a given d, an NVT-MD simulation was
performed for 10 ns at 300 K. Data analysis was performed based on the last 4 ns of the simulation
runs. We recorded the force acting on each protein every 10 ps and obtained the average force F(d)
over time and over two chains of the protein [49]. The PMF between two chains of RiAFPs w(d) was
computed by an integration

w(d) = −
∫ d

d0

F(r)dr + w0,

where d0 is a reference separation and w0 is an arbitrary constant. The average PMF values between
d = 2.30 and 2.40 nm was set to zero.

2.3. Water Molecules Confined Between Two Chains of RiAFPs

The interprotein region is defined as a rectangular box spanning the CA atoms of Thr on the IBS;
x ranges from the CA of Thr41 of the left protein to the CA of Thr109 of the right protein; y ranges
from the CA of Thr109 of the right protein to the CA of Thr47 of the left protein; z ranges from the CA
of Thr41 to the CA of Thr109 of the right protein. The position of the oxygen atom of a water molecule
was used to judge whether the molecule was included in the above box.

3. Results and Discussion

3.1. Hysteresis Between Association and Dissociation of RiAFP Dimer Without Rotation

We firstly investigated how the number of water molecules (Nw) between two RiAFPs changes
during the association and dissociation processes. The IBSs of the two proteins face each other
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and the interprotein distance perpendicular to the surface (d) varies while preserving a parallel
orientation. At d = 1.50 nm, the CH3 groups of the two proteins are in contact distance. However,
the crystallographic water molecules remain adhered on the protein surface even after an MD run of
10 ns, giving an average Nw, <Nw>, of 25, as shown in Figure 2A. The penetration of additional water
molecules was not observed up to d = 1.60 nm. <Nw> increases gradually from d = 1.62 to 1.72 nm;
at d = 1.74 nm, we observed a distinct increase in <Nw> from 38 to 52. The time evolution of Nw at
d = 1.74 nm demonstrates that the penetration of water molecules takes ~5 ns, as shown in Figure 2B.
At d > 1.74 nm, <Nw> monotonically increases with the interprotein distance. We also computed
<Nw> during the backward association process, as shown by the blue line in Figure 2A. Except for
the distances between 1.68 and 1.72 nm, <Nw> during the association process is almost identical to
the values in the dissociation process, indicating that <Nw> is independent of the history. In contrast,
at d = 1.68, 1.70, and 1.72 nm, <Nw> differs for the inverse processes. For example, 48 water molecules
remain in the interprotein region as the two proteins approach d = 1.70 nm, whereas only 33 molecules
are included in the same volume as the two proteins separate. Furthermore, at d = 1.66 nm during the
association process, several water molecules are simultaneously expelled from the interprotein region,
which takes ~6 ns, as shown in Figure 2C. Although d was further decreased to 1.50 nm, complete
drying did not occur. The observed discontinuous change in <Nw> and hysteresis implies a collective
structural transformation, which may lead a first-order phase transition at the infinite limit of surface
size, in both the association and dissociation processes.

Figure 2. Number of water molecules Nw between two proteins; (A) the average, <Nw>, as a function
of the intersolute distance d during the association (blue) and dissociation (red) processes, and the time
evolution of Nw at (B) d = 1.74 nm during the dissociation, and (C) d = 1.66 nm during the association.

3.2. Potential of Mean Force

The PMF, w(r), for a pair of RiAFPs was computed as a function of the separation d, as shown in
Figure 3A. For each of the association and dissociation processes, we firstly estimated two PMFs in
the regions before and after the distinct jump of <Nw>. Then, we assumed that the two PMFs were
connected at d = 1.70 nm, which is the middle of hysteresis. The PMFs at 1.70 < d < 2.00 nm well agree
for these inverse processes. On the other hand, the depth of the PMF minimum at around d = 1.52 nm
depends on the history. Although <Nw>s in the two processes were almost identical at d < 1.66 nm,
as shown in Figure 2A, the water structure in the interprotein region during the dissociation was more
ordered than the association. More specifically, the water hexamers in the interprotein region were
more disrupted by defects during the association than those during the dissociation. If much longer
simulations were performed at each d during the association, the water structure and the resulting free
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energy would be identical to that observed for the dissociation. We claim that the PMFs computed for
the association and dissociation were qualitatively the same. In the following analyses, we use the
conformations sampled during the dissociation.

 

Figure 3. (A) Potential of mean force w(d) between RiAFPs as a function of the separation d during
the dissociation (blue) and association (red) processes. The dashed and solid lines represent third-
and fourth-order polynomial fits, respectively. (B) Density profile of water confined between the two
proteins at d = 1.52 nm, (C) 1.86 nm, and (D) 2.20 nm. In panels B–D, the center of the two proteins is
set to x = 0.0. The typical error bars in the potential of mean force (PMF) are of the order of 5 kJ/mol.

The deepest minimum in the PMF was at d = 1.52 nm. Figure 3B depicts the density profile
of water molecules in the interprotein region at this minimum. Two strong peaks arise from the
water molecules localized between arrays of Thr residues. The second-deepest minimum was located
at d = 1.86 nm. The water density profile shows three symmetric intervening water layers at this
separation, as shown in Figure 3C. Two side peaks from the water molecules on the IBSs broaden at
this separation, indicating that these molecules were less localized than those at the deepest minimum.
The remaining large peak at the center arises from one water layer spread over the interprotein
region. These results indicate that the free energy barrier separating these minima at d = 1.52 and
1.86 nm were associated with the penetration or expulsion of a single water layer in the confined space.
The activation free energy from the second minimum to the first one was approximately 45 kJ/mol,
corresponding to 18 kBT, with kB being the Boltzmann constant. This significantly high barrier to form
a dimer may pertain to the experimental observation that RiAFPs exist as monomers in solution [41].

A further increase in d leads to the penetration of one more water layer between two chains of
the protein and the formation of a shallow PMF minimum at d = 2.20 nm, with four symmetric water
layers, as shown in Figure 3D. The separation between the first and second minima and between
the second and third minima was 0.34 nm, consistent with the size of water molecules computed
from the radial distribution function [48]. Therefore, as observed for the water between hydrophobic
plates [49,50], the distinct number of water layers stabilizes the protein–protein separation, leading to
the minima in PMF. Furthermore, the penetration or expulsion of one water layer results in the free
energy barriers between these minima.

3.3. Three Ice Channels

To characterize the collective transformation, we observed the molecular structures comprising of
the caught water molecules and hydroxyl (OH) groups of Thr in the interprotein region. At distances
between 1.50 and 1.60 nm, we found that three independent ice channels were formed, as shown in
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Figure 4A. A hexamer consists of three water molecules and three OH groups, and the neighboring
three or four hexamers make one channel. The arrays of CH3 groups assist these channels to be
independent, by separating the interprotein space. The chair-form hexagonal ring is one of the most
stable conformations for water molecules in terms of potential energy and is observed in hexagonal ice
(ice Ih). Indeed, we found that the average potential energy of −76.4 kJ/mol for the confined water
molecules at d = 1.52 nm was significantly lower than −66.2 kJ/mol at d = 1.86 nm. According to the
hexagonal conformations and the stabilized potential energy, the water structure at small ds can be
considered as an “ice” phase. As d becomes greater than 1.60 nm, additional water molecules begin to
penetrate the interprotein region and disturb the ordered ice structures. Figure 4B shows the snapshot
at d = 1.70 nm during the dissociation, just before the distinct <Nw> jump happens. The penetrated
molecules connect the middle and bottom channels, shown by the red lines in Figure 4B. However,
some hexagonal rings, indicated by orange arrows, are retained. Furthermore, the top channel is still
isolated and has an ordered structure, although the distance between the OH group of one protein
and the water molecules on the other protein is extended. Figure 3A shows that this structure is still
in the same PMF minimum as the three ice channels. Hence, the conformation with d between 1.60
and 1.70 nm can be considered as a defective ice phase. When d is further increased, the network
in the interprotein region percolates and the structure looks disordered, analogous to liquid water,
as shown in Figure 4C. These conformational analyses, along with the PMF, suggest that the collective
water transformation observed in the RiAFP dimerization is similar to the freezing–melting transitions
of water.

 

Figure 4. Characteristic instantaneous structures comprising water molecules and OH groups in the
interprotein region, observed at (A) d = 1.52, (B) 1.70, and (C) 1.86 nm during the dissociation. These ds
correspond to the first minimum, first barrier, and second minimum in the PMF. At each d, two views
from different angles are shown. The water molecule and the OH groups are connected by lines if their
oxygen–oxygen distance is shorter than 0.34 nm, which is the first minimum of the oxygen–oxygen radial
distribution function for bulk water [48]. Water molecules are represented by balls. The transparent gray
shapes show proteins in cartoon representation and the sticks represent Thr residues on the ice-binding
surfaces (IBSs). The orange arrows in panel B indicate the remaining hexamers.
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3.4. Ice Channels between Unrestrained Proteins

To confirm the formation of ice channels in a realistic condition, we performed an NVT-MD
simulation of unrestrained RiAFPs for 10 ns. The initial configuration was the dimer with d = 1.52 nm,
obtained in the trajectory for restrained RiAFPs, as shown in Figure 4A. Figure 5 shows that the
parallel dimer configuration was preserved over 10 ns although the dimer itself migrates. The three
independent ice channels were also preserved over 10 ns, which can be seen as hexagonal rings
in Figure 5B. We found that among 26 water molecules between two chains of RiAFP in the initial
configuration, 20 water molecules were arrested at the same position in the interprotein region at the
final time step. Hence, these confined water molecules migrate together with the proteins. These results
indicate that the parallel dimer structure of RiAFP with ice channels was stable, at least in the order of
tens of nanoseconds, even under the realistic condition.

Figure 5. Instantaneous structures of RiAFPs and water molecules between them, obtained at (A) the
initial and (B) final steps of the 10 ns molecular dynamics (MD) simulation, for unrestrained proteins
from the same viewpoints. A water molecule and an OH group of a Thr residue are connected by
an orange line if their oxygen–oxygen distance is shorter than 0.34 nm. Gray lines represent the
simulation box.

4. Conclusions

In summary, our MD simulations present that the approach of RiAFPs induces the spontaneous
formation of ordered hydrogen bond networks in the interprotein region, named ice channels, even at
room temperature. The collective structural transformation into chair-form hexamers, comprising
water and OH groups, resembles the crystallization of liquid water, and not the drying transition
observed between large hydrophobic solutes. The discontinuous penetration or expulsion of confined
water and the hysteresis between the association and dissociation of these proteins imply a potential
first-order phase transition at the limit of infinite size.

This unique transition certainly arises from the extensive striped hydrophobic–hydrophilic pattern
on the RiAFP surface, called the T-X-T motif. This T-X-T motif is also present in the other insect
hyperactive AFPs. Similar to RiAFP, these AFPs form multimers with their T-X-T motifs facing each
other in the crystallographic structure [39,40,51,52]. Hence, the collective transformation to ice channels
may be a common feature in their dimerizations. Furthermore, AFPs with the T-X-T motif are known
to be hyperactive in the TH measurement [30], and they bind to ice through an anchored clathrate [53].
The water molecules between arrays of Thr on the IBS and the OH groups of Thr are involved in
the anchored clathrate. Hence, the molecular basis to facilitate the ice channels between two RiAFPs
and the anchored clathrate between RiAFP and ice surface can be considered to be the same. On the
other hand, the formation of an ice-like ordered structure is not necessary for the discontinuous water
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penetration or expulsion, because, in the case of graphene plates, the PMF and the amount of confined
water change smoothly, regardless of the formation of defective bilayer ice [49]. Although a concrete
understanding of the surface chemistry and geometry required to induce the collective transformation
of confined water requires further studies, our finding provides a new framework for water-mediated
solute–solute interactions, which may play a role in the self-organization of soluble molecules.
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Abstract: Tetrahydrofuran (THF) is well known as a former and a promoter of clathrate hydrates,
but the molecular mechanism for the formation of these compounds is not yet well understood.
We performed ab initio calculations and ab initio molecular dynamics simulations to investigate
the formation, structure, and stability of THF·(H2O)n=1–10 and its significance to the formation of
the THF hydrate. Weak hydrogen bonds were found between THF and water molecules, and THF
could promote water molecules from the planar pentagonal or hexagonal ring. As a promoter, THF
could increase the binding ability of the CH4, CO2, or H2 molecule onto a water face, but could also
enhance the adsorption of other THF molecules, causing an enrichment effect.

Keywords: clathrate hydrate; tetrahydrofuran; formation; ab initio calculation

1. Introduction

Clathrate hydrates are ice-like crystalline compounds in which gas molecules are encaged in a host
framework of water molecules, and they are widely found in permafrost and ocean floor sediments [1–3].
Up to now, three common types of methane hydrate structures have been identified [4,5]: The cubic
structure I (sI), the cubic structure II (sII), and the hexagonal structure H (sH). The sI hydrate contains
2 small 512 cages and 6 51262 cages per unit cell, and the sII hydrate has 16 512 cages and 8 51264 cages in
one unit cell. The unit cell of the sH hydrate has three 512 cages, two 435663 cages, and one 51268 cage.
Over the past few decades, clathrate hydrates have been considerably studied for scientific interest
and various potential industrial applications [6–9]. However, high pressure and low temperature are
required in the formation of clathrate hydrates, which thus limits the development of hydrate-based
technology [10–12].

Thankfully, tetrahydrofuran (THF) molecules can form the sII hydrate at about room temperature
and pressure [13], which can serve as a proxy for developing hydrate technology. Because of their large
molecular size, THF molecules only occupy the large 51264 cages, leaving the small 512 cages vacant.
More importantly, THF has been recognized as one of the most popular promoter molecules [14–18],
which greatly reduces the formation pressure and/or increases the formation temperature of the
mixed hydrate containing THF and a second guest component. Florusse et al. [19] have reported that
hydrogen clusters can be stabilized and stored at a reduced pressure within the clathrate hydrate
lattice by adding THF, where the small cages are occupied by hydrogen clusters and the large cages
are singly occupied by THF. Recently, experiments [20] have shown that THF can remarkably stabilize
clathrate hydrates with multigas guests (CH4, C2H6, and C3H8) in moderate conditions, and its
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concentration can also affect the distribution and preferential occupation of specific guest species
in the cages. However, the molecular mechanism of formation of these compounds is not yet well
understood [21,22].

Based on computer simulation methods [23], several hypotheses have been proposed to illustrate
the microprocess of hydrate nucleation and growth, including a labile cluster hypothesis [24,25], a local
structuring hypothesis [26], a blob mechanism [27], and a cage adsorption hypothesis [28]. Further,
Wu and coworkers [29] have carried out a molecular dynamics study of the growth of the THF-CH4

binary hydrate, and found that the growth rate is dominated by the adsorption of CH4 to the growing
interface and the migration and rearrangement of THF at the interface. Alavi and coworkers [30] have
studied the hydrogen bonding of THF in binary sII hydrates via molecular dynamics simulations, and
suggested that the number and nature of the second guests can affect the probability of hydrogen
bonding of THF. Liu et al. [31] have studied the formation of the 51264 cage in the THF hydrate by
sampling thermodynamically stable structures on the potential surface. Nevertheless, there have been
only a limited number of computer simulation studies that have examined the microscopic mechanism
of the initial formation process of the THF hydrate, i.e., the formation of the cage precursors, and our
knowledge is still far from being complete.

In this work, we studied the interactions between THF and water molecules in spontaneously
forming binary clusters of THF·(H2O)n=1–10 by performing ab initio calculations. The results showed
that the hydrogen bonds between THF and water were relatively weak, with a maximum number of
two water molecules hydrogen bonded with THF, but THF could facilitate the rearrangement of water
molecules to form a pentagonal or hexagonal planar ring, which was responsible for the formation of a
clathrate cage. Further, THF could significantly enhance the attraction of water faces to a second-guest
component, which is helpful in understanding the promotion effects of THF on clathrate hydrates of
various gas molecules.

2. Computational Details

To obtain the initial configurations, we first added 1 THF and 100 water molecules into a simulation
box with a size of 14.60 × 14.60 × 14.60 Å3 and performed ab initio molecular dynamics simulations
in the canonical ensemble. The equations of motion were integrated with a time step of 0.5 fs, and
the system was coupled with a Nosé–Hoover chain thermostat [32] to a bath at 300 K. After an
equilibration period of 3.0 ps, THF and its nearest neighboring water molecules, up to 10, were in
turn extracted from the periodic boxes and were fully optimized in a vacuum at zero temperature.
The frequency analysis confirmed that the optimized structures were minima on the potential energy
surface. All simulations and geometry optimizations were carried out by the DMol3 program [33].
The Perdew–Burke–Ernzerhof (PBE) gradient-corrected exchange-correlation functional [34] and the
triple numerical plus polarization (TNP) basis set [35] were applied. The effects of the functionals and
the basis sets were considered, and the compared results are given in Figure S10, Table S2, and Table
S3 (in the Supplementary Materials). The semi-empirical Tkatchenko–Scheffler scheme [36] was used
to improve the description of noncovalent forces.

The stability of the system was evaluated by the stabilization energy per molecule (Esta) involving
the zero-point vibrational energy correction, which was defined by

Esta =
(ETHF + n · Ewater)− Etotal

n + 1
, (1)

where ETHF, Ewater, and Etotal represent the energy of the THF molecule, the water molecule, and the
whole system, respectively. The binding strength of the gas molecule to the cluster was characterized
by the interaction energy (Eint), defined as

Eint = (Eresidue + Egas)− Etotal , (2)
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where Egas represents the energy of the CH4, CO2, or H2 molecule, and Eresidue represents the energy
of the whole system without the gas molecule.

3. Results and Discussion

3.1. THF-Mediated Formation of the Water Face

For a binary THF and water cluster (n = 1–10), five uncorrelated configurations were extracted
from the equilibrated simulation trajectory (see Figure S1), and the optimized structures are given in
Figure S2. The stabilization energies of all optimized THF·(H2O)n=1–10 clusters are shown in Figure 1,
and the lowest-energy structures are shown in Figure 2. To observe whether hydrogen bonds could
form between THF and water molecules, we analyzed the distance between H atoms of THF and
their nearest O atoms of water molecules (Table S1), but the hydrogen bond did not occur. Instead,
a hydrogen bond formed between the O atom of THF and the H atoms of water molecules, with a
bond length (O···H) of about ~1.694 Å. Obviously, THF could form two hydrogen bonds at most, with
two water molecules above and/or below the plane of the THF ring.

For the lowest-energy structures of THF·(H2O)n=1–10 clusters, the stabilization energy increased
almost linearly with the number of water molecules. In detail, the formation of double hydrogen
bonds involving two water molecules was energetically more favorable than the formation of a single
hydrogen bond involving one water molecule, featuring a stabilization energy of 0.216 eV and 0.177 eV,
respectively. For the THF·(H2O)3 cluster, two water molecules formed two hydrogen bonds with
THF, while the third water molecule formed one hydrogen bond with another water molecule. In the
THF·(H2O)4 cluster, three water molecules below the THF ring had a trend of forming a ternary ring,
but such a process was inhibited because of the stereo-hindrance and hydrophobic effects of the THF
ring. By sequential addition of one more water molecule, the water–water interactions were greatly
enhanced, and a planar ternary ring of water molecules formed on one side of the THF ring for the
THF·(H2O)5 cluster. This suggested that a quasiplanar cyclic structure of the water molecules would
be energetically favorable, agreeing well with the theoretical results of Shields et al. [37], and thus this
structure would considerably occur during the formation of the clathrate cage. Further, the ternary
face of water molecules was nearly parallel to the THF ring because of the hydrophobic interactions
between THF and water. For the THF·(H2O)6 cluster, there were two cyclic hydrogen bonded networks,
that is, a pentagonal ring involving THF and four water molecules and a ternary ring involving three
water molecules. Interestingly, the THF–water hydrogen bonds were nearly vertical to the plane
composed of water molecules in the pentagonal ring, while three water molecules in the ternary ring
were coplanar. The dihedral angle between two water faces was about 123.8◦, which was in the range
of the value of the neighbor faces in the clathrate hydrate (119.9◦–133.3◦), suggesting that the water
molecules cooperatively organized into a stable structure.

In the case of THF·(H2O)7, a single planar pentagonal ring of water face emerged and was roughly
parallel to the THF ring, despite the formation of a THF–water hydrogen bond. This observation
of THF–water cooperating toward ordering was similar to previous studies by Walsh et al. [22] that
showed that methane molecules adsorbed on opposite sides of a pentagonal face of water molecules
in the hydrate nucleation, which in turn allowed the adsorption of more water molecules. However,
our observations showed that this initial structure formed through THF mediating the arrangement
of water molecules instead of the formation of a pentagonal water face followed by adsorbing THF.
For one more adsorbed water molecule, it preferentially inserted into the pentagonal water ring,
leading to the formation of the hexagonal water face. The stabilization energy increased from 0.377 eV
to 0.407 eV, implying that this process was energetically feasible.

By sequentially increasing the number of water molecules, we found that the cyclic rings
composed of five or six water molecules were most likely to occur, while the larger cyclic rings
were thermodynamically unstable. As a result, a cage-like structure gradually formed, just like
THF·(H2O)10. In contrast, we investigated the CH4·(H2O)10, CO2·(H2O)10, and H2·(H2O)10 clusters by
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the same procedure, and the optimized structures are shown in Figures S5, S7, and S9. The stabilization
energy was 0.389 eV, 0.383 eV, and 0.350 eV for the most stable structures of CH4·(H2O)10, CO2·(H2O)10,
and H2·(H2O)10 clusters, respectively. These values were much smaller than those of THF·(H2O)10

(0.448 eV), implying that THF was more thermodynamically feasible in rearranging water molecules to
form a cage precursor. Further, we note that CH4, CO2, and H2 were likely to promote the spontaneous
formation of pentagonal water faces, but THF could induce the formation of both pentagonal and
hexagonal faces, which explained how THF occupied the 51264 cage in the sII hydrate.

Figure 1. The stabilization energy (Esta, with zero-point energy corrections) of binary THF·(H2O)n=1–10

clusters calculated at the Perdew–Burke–Ernzerhof (PBE) gradient-corrected exchange-correlation
functional (PBE-D)/triple numerical plus polarization (TNP) level. The optimized geometries of
THF·(H2O)n=1–10 clusters are given in Figure S2. THF: Tetrahydrofuran.

Figure 2. The most stable structures of binary THF·(H2O)n=1–10 clusters and their stabilization energies
optimized at the PBE-D/TNP level. The hydrogen bonds are shown with violet dashed lines.

3.2. THF Enhanced the Binding Strength of a Gas Molecule

The above analysis suggests that THF could promote the formation and growth of water faces,
and in the following part we will show that THF could also enhance the adsorption of a second
gas molecule. First, we constructed a system consisting of THF and a pentagonal water ring and
considered its attraction to CH4, CO2, H2, and other THF molecules. Figure 3 shows that there were
two low-energy structures for THF·(H2O)5, where the THF ring was roughly vertical or parallel
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to the pentagonal ring of water molecules, and the stabilization energy was 0.379 eV and 0.382 eV,
respectively. This thus suggested that THF·(H2O)5 was likely to form a two-layer structure through a
hydrogen bond between the O atom of THF and the H atom of a water molecule, in accordance with
the aforementioned results.

The stabilization energy of the pentagonal water face plus a gas molecule (CH4, CO2, and H2),
the interaction energy, and the distance between them without and with adding an additional THF
molecule are given in Table 1. The optimized structures of the pentagonal water face plus THF
and a gas molecule are shown in Figure 3. It can be seen that CH4 favored adsorbing on one side
of the pentagonal water face and had a distance of 3.004 Å to the centroid of the pentagonal ring.
The stabilization energy of this (CH4)1·(H2O)5 cluster was 0.325 eV, and the interaction energy between
CH4 and the pentagonal ring was 0.358 eV. Upon the addition of THF on the opposite side of the
pentagonal water face, CH4 became a little farther away from the pentagonal ring (3.100 Å), but the
stability of the system was greatly enhanced (Esta = 0.346 eV), and the attraction of the pentagonal
ring to the CH4 was also strengthened (Eint = 0.362 eV), thus improving the interactions between
the pentagonal water faces and CH4 molecules. Similarly, by adding THF, the distance between the
pentagonal ring and CO2 was elongated by 0.085 Å, and the stabilization energy was increased by
0.039 eV, which was almost equal to CH4 (0.085 Å and 0.021 eV). However, the interaction energy
between the pentagonal ring and CO2 was considerably increased by 0.114 eV, implying that THF
could more significantly improve the adsorption of CO2 molecules than CH4 molecules. In contrast,
THF had little effect on the distance between the pentagonal ring and H2 (Δd = 0.017 Å), because of
the small size of H2 molecules (non-heavy atom): However, the stabilization energy was increased by
0.061 eV, which was more significant than that of CH4 and CO2, although the interaction energy was
just increased by 0.012 eV.

In the case of THF as a guest molecule, we found that two THF molecules favored adsorbing on
opposite sides of the pentagonal water ring and retained their positions throughout the formation
of hydrogen bonds with water molecules, leading to a sandwich structure, as shown in Figure 3.
Interestingly, two THF molecules could not bind to one water molecule, agreeing well with the
previous results of Shultz and Vu [38], which suggested that water did not form a bridging donor–donor
structure with two THF molecules. Instead, the additional THF molecule joined with a different free
water molecule, forming a cluster enriched in THF. From Table 1, we can see that the additional
THF molecule enhanced the structural stability and the adsorption strength of the water face to THF,
although THF had a larger distance to the water face. Therefore, THF was favorable for the pentagonal
water face to adsorb CH4, CO2, H2, or other THF molecules to form a cage precursor.

Subsequently, we constructed another system consisting of THF and a hexagonal water ring
and considered its attraction to CH4, CO2, H2, and other THF molecules. The stabilization energy
of the hexagonal water face with a guest molecule (CH4, CO2, H2, and THF), the interaction energy,
and the distance between them without and with adding an additional THF molecule are given in
Table 2. The optimized structures for all considered clusters are shown in Figure 4. It can be seen
that the adsorbed THF ring could be either vertical or parallel to the hexagonal water face, with a
stabilization energy of 0.384 eV and 0.392 eV, respectively. This indicated that THF was likely parallel
to the hexagonal water face due to the formation of an extra hydrogen bond, which was similar to the
case of the pentagonal water face. However, the THF became much closer to the hexagonal face than
the pentagonal face (3.327 Å vs 3.431 Å), because the stereo-hindrance and hydrophilic–hydrophobic
effects were weakened by the larger radius of the hexagonal ring.

For CH4, CO2, and H2 molecules, they all preferentially located themselves along the central axis
of the hexagonal water ring, and the distance between the center of the hexagonal ring and the guest
molecule was 2.729, 2.715, and 2.161 Å, respectively. These distances were much smaller than the cases
of the pentagonal water ring, which could be attributed to the weak stereo-hindrance effect caused by
the large radius of the hexagonal ring. Upon adding one THF molecule on the opposite side of the
hexagonal water ring, the distance was slightly elongated to 2.773, 2.749, and 2.276 Å for the CH4,
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CO2, and H2 molecules, respectively: The stabilization energy was increased by 0.024 eV, 0.019 eV, and
0.061 eV, respectively, and the interaction energy was increased by 0.006 eV, 0.082 eV, and 0.028 eV,
respectively. These scenarios were quite similar to those of the pentagonal water ring, suggesting
that THF could enhance the stability of the initial structure of the large cages but also improve the
adsorption of CH4, CO2, and H2 molecules to the hexagonal water face.

Table 1. The stabilization energy (Esta), the interaction energy (Eint), and the distance (d) between the
guest (CH4, CO2, H2, and THF) and the pentagonal water ring calculated at the PBE-D/TNP level.

Guest
Esta (eV) Eint (eV) d (Å)

without THF with THF without THF with THF without THF with THF

CH4 0.325 0.346 0.358 0.362 3.004 3.100
CO2 0.326 0.365 0.389 0.502 2.861 2.946
H2 0.279 0.340 0.112 0.124 2.497 2.514

THF 0.382 0.399 0.812 0.816 3.431 3.481

Table 2. The stabilization energy (Esta), the interaction energy (Eint), and the distance (d) between the
guest (CH4, CO2, H2, and THF) and the hexagonal water ring calculated at the PBE-D/TNP level.

Guest
Esta (eV) Eint (eV) d (Å)

without THF with THF without THF with THF without THF with THF

CH4 0.340 0.364 0.444 0.450 2.729 2.773
CO2 0.352 0.371 0.559 0.641 2.715 2.749
H2 0.294 0.355 0.128 0.156 2.161 2.276

THF 0.394 0.411 0.893 0.902 3.327 3.364

Figure 3. Low-energy structures of the clusters of THF plus a pentagonal ring of water molecules
and/or CH4/CO2/H2/THF optimized at the PBE-D/TNP level. The hydrogen bonds are shown with
violet dashed lines.

 
Figure 4. Low-energy structures of the clusters of THF plus a hexagonal ring of water molecules,
and/or CH4/CO2/H2/THF optimized at the PBE-D/TNP level. The hydrogen bonds are shown with
violet dashed lines.

4. Conclusions

In the present work, we carried out ab initio studies of THF·(H2O)n=1–10 clusters to reveal the
initial process of the formation of the THF hydrate. Although THF had a weak hydrogen bond with
water molecules, it could significantly promote the rearrangement of water molecules to form a planar
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pentagonal or hexagonal ring, which was responsible for the formation of water faces of a clathrate
cage. As a promoter, THF could greatly improve the stability of the cage precursors for the CH4,
CO2, and H2 hydrates and enhance the interactions between the water faces and these gas molecules.
Further, our results also suggested that THF could facilitate the adsorption of other THF molecules,
resulting in an enrichment effect.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4352/9/2/73/
s1, Figure S1. Initial configurations of five uncorrelated THF·(H2O)n=1–10 clusters extracted from the ab
initio molecular dynamics simulation trajectory. Figure S2. Optimized configurations of five uncorrelated
THF·(H2O)n=1–10 clusters. Figure S3. Labels of H atoms of the THF molecule. Figure S4. Initial configurations
of five uncorrelated CH4·(H2O)10 clusters, which were obtained by the same procedure as the THF·(H2O)n=1–10
clusters. Figure S5. Optimized configurations of five uncorrelated CH4·(H2O)10 clusters and their stabilization
energies, optimized at the PBE-D/TNP level. Figure S6. Initial configurations of five uncorrelated CO2·(H2O)10
clusters, which were obtained by the same procedure as the THF·(H2O)n=1–10 clusters. Figure S7. Optimized
configurations of five uncorrelated CO2·(H2O)10 clusters and their stabilization energies, optimized at the
PBE-D/TNP level. Figure S8. Initial configurations of five uncorrelated H2·(H2O)10 clusters, which were
obtained by the same procedure as the THF·(H2O)n=1–10 clusters. Figure S9. Optimized configurations of five
uncorrelated H2·(H2O)10 clusters and their stabilization energies, optimized at the PBE-D/TNP level. Figure S10.
The stabilization energies of the THF·(H2O)n=1–10 clusters shown in Figure 2, calculated at the different levels.
Table S1. The distance between H atoms of the THF molecule and their nearest O atoms of water molecules.
Table S2. The stabilization energy (Esta) of the pentagonal water ring plus a guest (CH4, CO2, H2, and THF),
calculated at the different functionals and basis sets. Table S3. The stabilization energy (Esta) of the hexagonal
water ring plus a guest (CH4, CO2, H2, and THF), calculated at the different functionals and basis sets.
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