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Václav Kočı́ is an Assistant Professor at the Department of Materials Engineering and Chemistry,

Faculty of Civil Engineering, Czech Technical University in Prague. He obtained his PhD in Physical

and Materials Engineering from Czech Technical University in Prague in 2013. His research activities

are focused on numerical simulations of coupled heat and moisture transport in porous building

materials, modelling of the biodegradation of building materials or corrections of errors by means of

computational analysis of transport processes in experimental devices. With 68 publications indexed

in the Web of Science database and 268 citations, his h-index is equal to 11

vii





Preface to ”Heat and Mass Transfer in Building Energy

Performance Assessment”

The building industry is influenced by many factors and trends reflecting the current situation

and developments in social, economic, technical, and scientific fields. One of the most important

trends seeks to minimize the energy demand. This can be achieved by promoting the construction

of buildings with better thermal insulating capabilities of their envelopes and better efficiency in

heating, ventilation, and air conditioning systems.

Any credible assessment of building energy performance includes the identification and

simulation of heat and mass transfer phenomena in both the building envelope and the interior

of the building. As the interaction between design elements, climate change, user behavior,

heating effectiveness, ventilation, air conditioning systems, and lighting is not straightforward,

the assessment procedure can present a complex and challenging task. Simulations should then

involve all factors affecting the energy performance of the building in question.

However, an appropriate physical model of heat and mass transfer for different building

elements is not the only element that outputs of building energy simulations must consider.

Boundary conditions in the form of weather data sets represent another crucial factor in determining

uncertainties of the outputs. In light of current trends in climate change, this topic is vitally important.

Accordingly, this Special Issue aims to provide insights into recent advancements in

experimental analyses, computational modeling, and in situ measurements with careful attention to

assessments of building energy performance via identification of heat and mass processes in building

enclosures and their assembly.

Kočı́ et al. [1] presented a method for the rapid evaluation of thermal performance of building

envelopes without the need to use sophisticated and time-consuming computational modeling.

The proposed approach was based on the prediction of monthly energy balances per unit area of a

wall assembly using monthly averages of temperature and relative humidity, as well as the elevation

of a building’s location. Contrary to most other methods, the obtained results included moisture

content effects on the thermal performance of walls. The developed formulas for calculation of

monthly energy balances were verified for nine commonly used wall assemblies in Central Europe

in ten randomly selected locations. The observed agreement of the predicated data was determined

using advanced finite-element simulation tools and hourly climatic data, both of which make good

prerequisites for the further application of method in both research and building practices.

Csáky et al. [2] investigated personalized ventilation systems in office buildings in the hope

that they might bring important energy savings as well as an improvement of the indoor air quality

and thermal comfort sensation of occupants at the same time. After analyzing eleven different air

terminal devices, they presented in their paper the operation testing results of an advanced ventilation

system. Based on the obtained air velocities and turbulence intensities, one of the devices was chosen

to perform thermal comfort experiments with subjects. It was shown that, in the case of elevated

indoor temperatures, thermal comfort can be improved considerably. A series of measurements

were also carried out in order to determine the background noise level and the noise generated by

the personalized ventilation system. It was shown that further developments of the air distribution

system are needed.

Stamatopoulos et al. [3] presented a methodology for the development of an empirical equation

which can provide the air mass flow rate imposed by single-sided wind-driven ventilation of a
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room, as a function of external wind speed and direction, using the results from Computational

Fluid Dynamics (CFD) simulations. The proposed methodology is supposed to be useful for

a wide spectrum of applications in which no access to experimental data or conduction of

several CFD runs is possible, deriving a simple expression of natural ventilation rate, which can

be further used for energy analysis of complicated building geometries in 0-D models or in

object-oriented software codes. The developed computational model simulated a building belonging

to Rheinisch-Westfälische Technische Hochschule (RWTH, Aachen University, Aachen, Germany)

and its surrounding environment. A tilted window represented the opening that allowed fresh

air to ventilate the adjacent room. The derived data from the CFD simulations for the air mass

flow were fitted with a Gaussian function in order to achieve the development of an empirical

equation. The numerical simulations were conducted using the Ansys Fluent v15.0 R© software

package. In this work, the k-w Shear Stress Transport (SST) model was implemented for the

simulation of turbulence, while the Boussinesq approximation was used for the simulation of the

buoyancy forces. The coefficient of determination R2 of the curve was in the range of 0.84–0.95,

depending on the wind speed. This function provided the mass flow rate through the open window

of the investigated building. Subsequently the ventilation rate of the adjacent room in air speed

ranged from 2.5 m/s to 16 m/s without the necessity of further numerical simulations.

Lakatos et al. [4] focused their research on aerogels, which besides conventional insulations

(plastic foams and wool materials), represent one of the most promising thermal insulation materials

today. As one of the lightest solid materials available today, aerogels are manufactured through

the combination of a polymer with a solvent, forming a gel. Fiber-reinforced types are mainly

used for buildings. The changes in both the thermal performance and the material structure of the

aerogel blanket were followed after thermal annealing. The samples were put under isothermal

heat treatments at 70 ◦C for [HOW MANY?] weeks, as well as at higher temperatures (up to

210 ◦C ) for one day. The changes in the sorption properties that resulted from the annealing were

presented. Furthermore, the changes in the thermal conductivity were followed by a Holometrix

Lambda heat flow meter. The changes in the structure and surface of the material due to the heat

treatment were investigated by X-ray diffraction and with scanning electron microscopy. In addition,

the above-mentioned measurement results of differential scanning calorimetry experiments were

also presented. As a result of using equipment from different laboratories that support each other,

it was found that the samples went through structural changes after undergoing thermal annealing.

The aerogel granules separated down from the glass fibers and grew up. This phenomenon might be

responsible for the change in the thermal conductivity of the samples.

Fořt et al. [5] tried to achieve building sustainability and energy efficiency via thermal energy

storage systems based on latent heat utilization. They assumed that the application of phase change

materials (PCMs) can substantially improve the thermal performance of building envelopes, decrease

energy consumption, and support thermal comfort maintenance, especially during peak periods.

On this account, the newly formed form-stable PCM (FSPCM) based on diatomite impregnated

by dodecanol was used as an admixture for the design of interior plasters with enhanced thermal

storage capability. In their study, the effect of FSPCM admixture on functional properties of plasters

enriched by 8, 16 and 24 wt. % was determined. On this account, the physical, thermal, hygric,

and mechanical properties were assessed in order to correlate obtained results with applied FSPCM

dosages. Achieved results revealed only a minor influence of applied FSPCM admixture on material

properties when compared to negative impacts of commercially produced PCMs. The differential
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scanning calorimetry disclosed variations of the phase change temperature, which ranged from

20.75 ◦C to 21.68 ◦C and the effective heat capacity increased up to 15.38 J/g accordingly to the applied

FSPCM dosages.

Performing numerous simulations of a building component to assess, for example, its

hygrothermal performance with consideration of multiple uncertain input parameters can easily

become computationally inhibitive. To solve this issue, Tijskens et al. [6] replaced the hygrothermal

model by a metamodel, a much simpler mathematical model which mimics the original model with

a strongly reduced calculation time. In their paper, convolutional neural networks predicting the

hygrothermal time series (e.g., temperature, relative humidity, moisture content) were used to that

aim. A strategy was presented to optimise the networks’ hyper-parameters, using the Grey-Wolf

Optimiser algorithm. Based on this optimisation, some hyper-parameters were found to have a

significant impact on the prediction performance, whereas others were less important. This approach

was applied to the hygrothermal response of a massive masonry wall, for which the prediction

performance and the training time were evaluated. The outcomes showed that with well-tuned

hyper-parameter settings, convolutional neural networks were able to capture the complex patterns

of the hygrothermal response accurately. Thus, they were well-suited to replace the time-consuming

standard hygrothermal models.

Fiala et al. [7] aimed at sustainable development in the construction industry, which can be

achieved by the design of multifunctional materials with good mechanical properties, durability,

and reasonable environmental impacts. New functional properties, such as self-sensing, self-heating,

or energy harvesting, are crucially dependent on electrical properties, which makes them inefficient

common building materials. Therefore, various electrically conductive admixtures are used to

enhance their electrical properties. Geopolymers based on waste or byproduct precursors are

promising materials that can gain new functional properties by adding a reasonable amount of

electrically conductive admixtures. The main aim of the Fiala et. al. paper lies in the design of

multifunctional geopolymers with self-heating abilities. Designed geopolymer mortars based on

blast-furnace slag activated by water glass and 6 dosages of carbon black (CB) admixture up to

2.25 wt. % were studied in terms of basic physical, mechanical, thermal, and electrical properties

(DC). The self-heating ability of the designed mortars was experimentally determined at 40 and

100 V loads. The percolation threshold for self-heating was observed at 1.5 wt. % of carbon black

with an increasing self-heating performance for higher CB dosages. The highest power of 26 W and

the highest temperature increase of about 110 ◦C were observed for geopolymers with 2.25 wt. % of

carbon black admixture at 100 V.

These papers offer a broad view of the relevant, diversified, and challenging problems arising in

heat and mass transport in building energy performance assessment. We would like therefore thank

to all the authors and reviewers for the care taken in preparing and assessing the papers, as well as

the proficiency of the staff at MDPI.
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* Correspondence: jan.koci@fsv.cvut.cz

Received: 11 March 2019; Accepted: 7 April 2019; Published: 9 April 2019

Abstract: In this study, we present a method for the rapid evaluation of thermal performance of
building envelopes without the need of using sophisticated and time-consuming computational
modeling. The proposed approach is based on the prediction of monthly energy balances per unit
area of a wall assembly using monthly averages of temperature and relative humidity, as well as the
elevation of a building’s location. Contrary to most other methods, the obtained results include how
moisture content in the wall effects its thermal performance. The developed formulas for calculation
of monthly energy balances are verified for nine commonly used wall assemblies in Central Europe
in 10 randomly selected locations. The observed agreement of the predicated data was determined
using advanced finite-element simulation tools and hourly climatic data, which makes for good
prerequisites for the further application of the method in both research and building practices.

Keywords: building envelope; thermal performance; energy balance; temperature; relative humidity;
elevation

1. Introduction

A fundamental objective of building enclosures is to protect occupants from weather effects.
Therefore, each part of a building envelope needs to meet certain thermal requirements in order to
create a comfortable interior environment. A good thermal performance of building envelopes is very
important in order to minimize overall energy consumption. Besides industry and transportation,
residential households are one of the largest energy consumers in the European Union (EU). According
to an EU report [1], 25.4% of total energy is consumed by residential houses and 70% of that amount
is represented by heating energy [2]. This means that significant energy savings can be achieved by
improving the effectiveness of heating systems or thermal insulating capabilities of building envelopes,
which are required by national thermal standards.

Currently, when a building envelope is being designed or assessed, the U-value (thermal
transmittance) is mostly used to indicate its insulating capabilities. It is a basic quantity describing
the thermal insulating capability of building constructions; its required values are prescribed for each
part of a building in any European country [3–5]. The U-value calculation is based on steady-state
loading conditions and mostly comes from laboratory measurements [6–9]. However, there are
several drawbacks to its laboratory methods. First, the accuracy is not always sufficient, as the
effect of moisture on thermal conductivity of building materials is often neglected [10–12]. Although
the national standards define design values of thermal conductivity and assume a certain level of
operational moisture content, the thermal conductivity of building materials can significantly differ in
the real conditions due to weather effects and presence of liquid moisture. Second, external thermal

Energies 2019, 12, 1353; doi:10.3390/en12071353 www.mdpi.com/journal/energies1
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loads on building walls in real conditions are not steady. This may be due to changing outdoor
conditions, such as temperature, relative humidity, wind speed, precipitation, and/or solar radiation.

Since the climate is comprehended as a local variable, it is apparent that geographical location
affects significantly the thermal performance of individual wall assemblies. For that reason,
many research studies have been aimed at the investigation of differences between laboratory and
on-site thermal performance of building materials, components, or whole buildings. Byrne et al. [13]
pointed out that predicted values of heat loss using standardized assumed material properties
of the existing structure do not reflect the actual values achieved in situ. Marchio and Rabl [14]
compared the predicted and observed performance of selected houses and apartments in France.
Branco et al. [15] compared predicted and performed heat consumption of low energy family house in
Switzerland. Roels et al. [16] provided an extensive comparison of various assessment methods for
on-site characterization of the overall heat loss coefficient. Ficco et al. [17] conducted experimental
measurement of in situ U-values and compared them against the estimated ones from design
data and field analyses. The traditional empirical rules or standardized methods for U-value
calculation were thus found not to work effectively, which was due to the high variability of the
environmental and material properties or insufficient quality of input data. For a more proper
assessment of thermal performance of building enclosures, more advanced techniques were supposed
to be incorporated. Therefore, some new approaches for determination of thermal performance
were suggested. For example, Robinson et al. [18] outlined a new transient, straightforward, and
low-cost method for estimating the thermal properties of wall structures. Byrne at al. [19] designed a
facility for testing the thermal properties of wall samples under both steady and transient conditions.
Perilli et al. [20] performed a numerical analysis of thermophysical behavior of cork insulation based on
in situ experimental data. Some other advanced techniques were applied, for example, for the analysis
of the effect of wind velocity on quantification of heat losses through building envelope thermal
bridges [21], the estimation of overall heat loss coefficient [22], convective heat transfer coefficient of
exterior surface of building walls [23], or the prediction of residential heating demands [24].

In this paper, a method for rapid quantification of thermal performance of exterior wall systems
is designed, which is intended to provide the designers and engineers with a fast and efficient tool
for thermal design of residential buildings. The approach is based on the development of formulas
for the calculation of monthly energy balances that only use monthly averages of temperature and
relative humidity and the elevation of building’s location as input parameters, but can achieve similar
accuracy as advanced computational methods utilizing robust finite-element simulation tools and
hourly climatic data. At the development of the calculation formulas, climatic data for 50 locations
across the Czech Republic are used as a training set. The data for other 14 Czech locations are utilized as
a testing set in the first step of the verification procedure. Another set of weather data for 10 randomly
selected European locations are obtained from the Meteonorm software [25] and is used in the second
verification step. The application of the method is presented for nine common wall systems, but it can
be extended to any other type of building wall.

2. Methods

2.1. Climatic Data

For the investigation of thermal performance of the analyzed wall assemblies, 64 locations across
the Czech Republic were selected and the weather data from those locations were collected. To ensure
the widest range of weather data possible, the selection covered both lowlands and mountains across
the country. All weather data were obtained from the Czech Hydrometeorological Institute, which is
the official authority for meteorology, climatology, hydrology, and air quality protection in the Czech
Republic. All data were applied in the form of the Test Reference Year (TRY) [26–28]. The data included
hourly values of temperature, relative humidity, precipitation, wind direction, wind velocity, diffuse
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and direct short-wave radiation, sky long wave emission radiation, and long wave emission radiation.
The list of involved locations together with their elevations is shown in Table 1.

Table 1. List of applied weather data.

Location (Elevation) Location (Elevation) Location (Elevation)

1 Bělotín (306 m) 23 Pec p. Sněžkou (816 m) 45 Kocelovice (519 m)
2 Bílá Třemošná (322 m) 24 Praha–Karlov (261 m) 46 Kuchařovice (334 m)
3 Brod nad Dyjí (177 m) 25 Přerov (210 m) 47 Liberec (398 m)
4 Čáslav (238 m) 26 Přimda (743 m) 48 Luka (510 m)
5 Červená (748 m) 27 Smolenice (345 m) 49 Lysá Hora (1322 m)
6 České Budějovice (394 m) 28 Stříbro (412 m) 50 Ostrava (253 m)
7 Doksany (158 m) 29 Šerák (1328 m) 51 Praha–Ruzyně (364 m)
8 Domažlice (458 m) 30 Svratouch (734 m) 52 Přibyslav (533 m)
9 Dukovany (400 m) 31 Tábor (459 m) 53 Ústí n. Labem (375 m)
10 Harrachov (675 m) 32 Temelín (500 m) 54 Horní Bečva (565 m)
11 Heřmanův Městec (275 m) 33 Tuhaň (160 m) 55 Úpice (413 m)
12 Holenice (432 m) 34 Tušimice (322 m) 56 Šumperk (328 m)
13 Holešov (222 m) 35 Ústí nad Orlicí (402 m) 57 Krušovice (379 m)
14 Cheb (483 m) 36 Val. Klobouky (160 m) 58 Mladá Boleslav (221 m)
15 Ivanovice na Hané (243 m) 37 Velké Meziříčí (452 m) 59 Filipova Hut’ (1110 m)
16 Jindřichův Hradec (524 m) 38 Vír (473 m) 60 Bečov n. Teplou (535 m)
17 Košetice (534 m) 39 Zbiroh (476 m) 61 Hustopeče (201 m)
18 Kostelní Myslová (569 m) 40 Železná Ruda (866 m) 62 Kestřany (381 m)
19 Měděnec (828 m) 41 Brno–Tuřany (241 m) 63 Slaný (307 m)
20 Most (240 m) 42 Hradec Králové (230 m) 64 Město Albrechtice (498 m)
21 Nepomuk (471 m) 43 Churáňov (866 m)
22 Olomouc (215 m) 44 Karlovy Vary (603 m)

2.2. Studied Wall Assemblies

The investigation of thermal performance was carried out for various types of both historical and
contemporary building enclosures commonly used in Central Europe. Load-bearing materials included
concrete (C), ceramic brick (CB), advanced hollow bricks (AHB), and sandstone (S). The contemporary
building envelopes were provided with different types of thermal insulation layers based on expanded
polystyrene (EPS) and mineral wool (MW), while the historical masonry did not have any thermal
insulation. Exterior plasters were chosen with respect to the material composition of the envelopes,
such as lime-cement plaster (LC), renovation plaster for historical masonry (RPHM), or lime-pozzolan
plaster that was specially developed for the advanced hollow bricks (LPC). On the interior side of all
structures, 10 mm thick lime-cement plaster was assumed. The list of studied building enclosures is
shown in Table 2.

Table 2. List of studied building enclosures. LC: Lime-cement plaster; LPC: advanced hollow bricks;
RPHM: renovation plaster for historical masonry.

Building Env. Load-Bearing Material Thermal Insulation (100 mm) Plaster (10 mm)

1 Ceramic brick (450 mm) N/A LC plaster
2 Ceramic brick (450 mm) Expanded polystyrene LC plaster
3 Ceramic brick (450 mm) Mineral wool LC plaster
4 Concrete (300 mm) Expanded polystyrene LC plaster
5 Concrete (300 mm) Mineral wool LC plaster
6 Advanced hollow brick (500 mm) N/A LPC plaster
7 Advanced hollow brick (500 mm) Expanded polystyrene LPC plaster
8 Sandstone (800 mm) N/A N/A
9 Sandstone (800 mm) N/A RPHM

3
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2.3. Computational Simulation

In order to simulate heat transfer through investigated wall assemblies, a 1-D simulation of heat
and moisture transport through the building walls exposed to the exterior environment was conducted.
Further, to increase the accuracy of thermal performance, the study included moisture transport to the
heat transfer modelling with a straight intention, as moisture can significantly influence heat transport
and storage parameters of building materials. In the formulation of the mathematical model of heat
and moisture transport in multicomponent porous building material systems, a modified version of
the Künzel’s [29] mathematical model was used [30]. The modification of the original model was
motivated by the effort of increasing the numerical stability, output accuracy, and reducing the overall
time of computation. The heat and moisture mass balance equations can be expressed as:

dH
dT

∂T
∂t

= div(λgradT) + Lvdiv(δpgradpv) (1)

[
ρw

dw
dpv

+ (n − w)
M
RT

]
∂pv

∂t
= div

[
Dggradpv

]
(2)

where H (J·m−3) is the enthalpy density, T (K) the absolute temperature, λ (W·m−1·K−1) the
thermal conductivity, Lv (J·kg−1) latent heat of evaporation of water, δp (s) the water vapor diffusion
permeability, pv (Pa) the partial pressure of water vapor in the porous space, ρw (kg·m−3) the density
of water, w (m3·m−3) the moisture content by volume, n (-) the porosity of the porous body, and M
(kg·mol−1) the molar mass of water vapor, and R (J·K−1·mol−1) is the universal gas constant. Dg (s) is
the global moisture transport function defined as:

Dg = B·Dwρw
dw
dpv

+ A·δp (3)

where A and B in Equation (3) are the membership functions defining the transition between particular
phases of water, which can be formulated as:

B =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

0 ϕ ∈ 〈0; 0.9)

32
[(

1
pv2−pv1

)
(pv − pv1)

]6
ϕ ∈ 〈0.9; 0.938)

1 − 32
[(

1
pv2−pv1

)
(pv2 − pv)

]6
ϕ ∈ 〈0.938; 0.976)

1 ϕ ∈ 〈0.976; 1〉

(4)

A = 1 − B, (5)

where the partial pressures of water vapor pv1 and pv2 (Pa) define the transition region. In this paper,
the values of pv1 and pv2 correspond to the values of relative humidity of 90% (ϕ = 0.9) and 97.6%
(ϕ = 0.976), respectively.

The computational model was implemented into an HMS simulation tool (Heat, Moisture and Salt
transport), which is based on the general finite element package SIFEL (Simple Finite Elements) [31].
Both tools were developed at Faculty of Civil Engineering, Czech Technical University in Prague.
HMS has been successfully used and validated in the recent past [32]. Each wall assembly was
discretized from 29 to 41 nodes depending on its thickness and finite element method was applied.
For the solving of partial differential equation, a non-linear, non-stationary solver with adaptive time
controller was employed. A short survey of basic physical, thermal, and hygric properties used in the
computational simulations is presented in Tables 3 and 4, where the following symbols are used: ρv is
the bulk density, ρmat is the matrix density, ψ is the total open porosity, λ is the thermal conductivity, c is
the specific heat capacity, μdry-cup is the water vapor diffusion resistance factor in dry-cup arrangement,
and κapp is the apparent moisture diffusivity. Those parameters were used in the computational
model (1)–(5), either directly (such as thermal conductivity) or recalculated (water vapor diffusion
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resistance factor into water permeability, bulk density, and specific heat capacity into derivation of
enthalpy density). Some parameters in Tables 3 and 4 have informative character only (matrix density
and open porosity). More details on the particular parameters, such as their dependence on moisture
content, can be found in the original references listed in Table 5.

Table 3. Basic physical, thermal, and hygric properties of load-bearing materials. C: concrete;
CB: ceramic brick; AHB: advanced hollow bricks; S: sandstone.

Material Parameter AHB CB C S

ρv (kg·m−3) 1389 1831 2380 2191
ρmat (kg·m−3) 2830 2581 2715 2668

ψ (%) 50.9 27.9 12.3 17.9
λ (W·m−1·K−1) 0.084 0.59 1.66 2.77
c (J·kg−1·K−1) 1052 825 672 628

μdry-cup (–) 12.8 22.1 15.8 11.6

Table 4. Basic physical, thermal, and hygric properties of thermal insulating and coating materials.
MW: mineral wool (MW) and EPS: expanded polystyrene.

Material Parameter MW EPS LC LPC RPHM

ρv (kg·m−3) 70 16.5 1244 1713 1637
ρmat (kg·m−3) 2260 1020 2480 2658 2478

ψ (%) 96.9 98.4 49.8 35.6 33.9
λ (W·m−1·K−1) 0.356 0.037 0.30 0.669 0.664
c (J·kg−1·K−1) 810 1570 1054 831 922

μ (–) 2.62 58.00 7.52 27.26 23.6

Table 5. List of sources of input parameters for computational simulation.

Material Reference

Advanced hollow brick [33]
Ceramic brick [34]

Concrete [35]
Sandstone [36]

Mineral wool [37]
Expanded polystyrene [11]
Lime-cement plaster [38]

Lime-pozzolan plaster [38]
Renovation plaster for historical masonry [39]

The exterior environment was simulated using weather data from stations listed in Table 1,
whereas the interior conditions were kept at 21 ◦C and 55% of relative humidity during the whole year.
The initial conditions were same as interior boundary. Each simulation was run for 10 years in order
to avoid the results being affected by initial conditions. The data from the last year of the simulation
were used for further analysis.

The solar radiation and precipitation are important factors affecting the heat flux at interior
wall surface. Therefore, it is very important to include those effects into the computational model
in order to be able to predict monthly heat fluxes affected by both precipitation and solar radiation.
The orientation of the wall plays a crucial role regarding the solar radiation and precipitation loads.
As the proposed methods evaluate the average values of monthly heat fluxes from north and south
orientation, a detailed analysis needs to be performed in order to investigate the model accuracy,
as well as to analyze the effect of precipitation and solar radiation. The results of such an analysis are
shown in the Discussion section.
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2.4. Assessment of Thermal Performance

The quantification of thermal performance of the studied walls was done on the basis of calculation
of time development of heat flux density q(t) on the interior surface of the construction during a year.
The heat flux densities were determined as:

q(t) = λip(w, t)
ΔTe(t)

Δxe
(6)

where λip(w,t) (W·m−1·K−1) is the moisture-dependent thermal conductivity of the interior plaster,
Δxe (m) is the thickness of the element adjoining to the face side of the wall in the main direction of the
heat flux, and ΔTe (K) is the temperature difference between the opposite sides of the element adjoining
to face side of the wall in the main direction of the heat flux. When the heat flux density as a function
of time during a year is known, the monthly energy balances EB1–EB12 of the wall assembly can be
evaluated as a sum of heat flux densities during individual months. In the calculations of monthly
balances, the positive values represent monthly heat gains (i.e., the necessity of cooling to keep interior
temperature at prescribed level), while negative values represent monthly heat losses (i.e., the necessity
of heating). As individual months of the year contain different number of days, the calculated values of
energy balances were normalized to 30-day period allowing mutual comparison between the months.
Monthly periods were chosen as a compromise between computational efficiency, model accuracy,
and data availability.

2.5. Identification Procedure

The identification of the relation between thermal performance of studied walls and the weather
data of certain locations was based on the optimization procedure. The objective of that procedure was
to minimize the difference between predicted and simulated thermal performance (monthly energy
balances) by identifying unknown correlation coefficients. From the weather data listed in Table 1,
locations 1 to 50 were used as a training set, i.e., set of data on which the identification was carried out.
The remaining data from locations 51 to 64 were used as a testing set, i.e., those data were excluded
from the identification procedure and once the identification was finished, they were used for the
verification of identified correlation coefficients. In order to assure the highest simplicity possible,
the predicting formula for monthly energy balance of each studied wall assemblies was optimized in
the linear form as:

EBi,pred = c0 + c1·Ti + c2·RHi + c3·E (7)

where i = 1, 2, . . . , 12 indicates the month, EBi,pred (W·h·m−2·month−1) is the predicted monthly energy
balance of wall assembly in particular location, Ti is the average monthly temperature in particular
location, RHi the average monthly relative humidity in particular location, E is the elevation, and c0–c3

are correlation coefficients unique for each building wall listed in Table 2. The average monthly
values of temperature and relative humidity for all locations are presented as supplementary data in
Tables S1 and S2. The data on elevation were provided in Table 1.
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As the identification procedure was based on minimization of the difference d between simulated
and predicted monthly energy balances over multiple locations, the objective was to find such
combination of c0–c3 for each of studied walls that fulfills

d = min

(
50

∑
n=1

12

∑
i=1

∥∥∥EBi,sim − EBi,pred(c0, c1, c2, c3)
∥∥∥
)

(8)

where n is the location number (see Table 1) and EBi,sim (W·h·m−2·month−1) is the simulated monthly
energy balance using computational model (1)–(5).

3. Results

3.1. Identification Procedure

Prior to the identification procedure, computational simulations of nine building envelopes
that were exposed to the effect of environment in 64 different locations were conducted. Moreover,
each building envelope was investigated in two different orientations—north and south—in order to
include the effect of solar radiation and wind direction in each location. In total, 1152 simulations were
carried out, which the monthly heat flux densities as a function of time were calculated from. The final
heat flux density for each building wall and location was calculated as an average of north and south
orientation and the monthly energy balance of each wall under different location was then calculated
from monthly sequences of heat flux densities. The obtained results were normalized to 30-day period
and in this way 576 input values for the identification procedure were generated.

In the identification procedure, the correlation coefficients for each wall assembly listed in Table 2
were identified on the training set that consisted of locations 1–50 from Table 1. Then, the identified
correlation coefficients were verified on the testing set given by locations 51–64 from the same
table. The identified correlation coefficients from the training phase together with the coefficient
of determination (R-square) between simulated and predicted data are presented in Table 6. In this
table, BE# refers to the building envelope numbers as listed in Table 2. The visual comparison between
simulated and predicted data in the training phase of the identification is shown in Figure 1, where
the studied wall assemblies are grouped into four categories by the load-bearing materials. Similar
grouping is used further in the manuscript.

Table 6. Identified correlation coefficients.

BE# c0 c1 c2 c3 % Error R2

1 −14144.67 809.76 −16.21 0.2373 2.04 0.9985
2 −4333.37 215.39 3.61 0.0716 3.27 0.9962
3 −4232.08 212.14 3.62 −0.0126 3.87 0.9948
4 −4921.03 251.87 1.85 0.0830 1.70 0.9990
5 −5538.32 254.04 10.81 0.0131 2.85 0.9968
6 −2929.06 133.68 5.68 0.0334 4.57 0.9926
7 −2367.72 94.08 8.34 0.0040 6.43 0.9852
8 −31272.49 1782.25 −35.56 0.7538 1.63 0.9991
9 −30679.90 1747.26 −33.68 0.5970 1.69 0.9990

7



Energies 2019, 12, 1353

 
Figure 1. Training phase of the identification procedure.

It is obvious from Figure 1 that the identified correlation coefficients allowed to predict the
monthly energy balance per unit area of the wall with a very high accuracy. Best results were
achieved for sandstone masonry, while the worst agreement was observed for hollow brick masonry.
The average prediction error between simulated and predicted values of monthly energy balance of
individual wall assemblies was between 1.69% (sandstone masonry) and 6.43% (hollow brick masonry).
The R-square was ranging between 0.9852 and 0.9991, which justified the utilization of linear formula
in the identification procedure.

With the identified coefficients from Table 6, the testing procedure was run for each one of studied
wall assemblies in order to verify the accuracy on blind data. This means, that remaining 14 localities,
which were excluded from the training procedure were now tested with identified correlation
coefficients c0–c3. The results of testing procedure are shown in Figure 2. The agreement between
predicted and simulated data was very good, showing excellent setup of correlation coefficients.
The average prediction error between simulated and predicted values of monthly energy balance of
individual wall assemblies was between 1.46% (sandstone masonry) and 6.18% (hollow brick masonry).
The R-square was ranging between 0.9860 and 0.9992.
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Figure 2. Testing phase of the identification procedure.

3.2. Verification Using Meteonorm Data

In order to support the results presented in the previous section, an additional verification
procedure was carried out. This procedure was based on the application of the derived formulas for
independent weather data obtained from the Meteonorm database [27] and comparison of predicted
results with simulated data. For that purpose, 10 random locations from across Europe were selected,
namely 1: Dublin (elevation 82 m), 2: Goteborg (20 m), 3: Helsinki (53 m), 4: Nantes (26 m),
5: Mannheim (106 m), 6: Warszawa (130 m), 7: Graz (342 m), 8: Nancy (212 m), 9: København
(28 m), and 10: Štrbské Pleso (1368 m); from the weather data of these locations the average
monthly values of temperature and relative humidity were exported. The input values, which are
presented as supplementary data in Tables S3 and S4, were substituted into Equation (7), recalculated,
and normalized into monthly energy balances and compared with simulated energy balances.

The results of the verification are shown in Figure 3. The agreement between predicted and
simulated data was very good again, showing an excellent setup of correlation coefficients. The average
prediction error between simulated and predicted values of monthly energy balance of individual wall
assemblies ranged between 1.86% (concrete masonry) and 6.81% (hollow brick masonry). The R-square
was ranging between 0.9834 and 0.9985.
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Figure 3. Verification using Meteonorm data.

4. Discussion

The results presented in Figures 1–3 show a good agreement between the data simulated using
an advanced hygrothermal model and predicted by the proposed approach based on the knowledge
of monthly temperature, relative humidity, and elevation. This means that in a real application the
knowledge of commonly available weather statistics for a given location, together with a unique
combination of c0–c3 coefficients from Equation (7) allows to produce a set of monthly energy
balances capable of assessing the thermal performance of a wall assembly with a sufficient accuracy.
Although for each wall assembly it takes 80 h of computational time to identify and verify obtained
correlation coefficients, this method can be quite effective as the outputs can be used in simple
algebra to obtain results that are comparable with those from sophisticated computational models.
Moreover, the presented method can be extended to any kind of wall assembly or any other part of
building envelope, such as glazing or roofs, providing the users with a tool that can produce results
with research-like quality. However, it is important to say that finding those coefficients might be
time-consuming and requires expert or research skills. The obtained U-values or heat fluxes can
be used for fast assessment in such cases, where 1-D analysis is needed or requested. Moreover,
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the effective U-values (changing with time) can be used in advanced BIM models instead of standard
U-values obtained from theoretical calculations (see below).

The presented analysis was done for continuous wall assemblies only as they are most typical
structures in the Central Europe. However, the method can be extended to cavity/frame assemblies
as well. In case that ventilated cavity or air gap need to be modelled, it will be necessary to replace
the Künzel’s mathematical model or to couple it with some other CFD model. Basically, this method
should be comprehended as tailor-made, which is primarily dedicated to the very same wall assemblies
as presented in this paper or for their very slight modifications. If an application on different kind of
building envelope is needed, it is recommended rather to perform the simulation and optimization
procedure from scratch than to approximate the results from available outputs. On the other hand,
the presented method can be used to create input parameters for some approximation models, that will
produce final and accurate outputs for various types of wall assemblies.

From the point of view of selected time-frame, the monthly averages seem to be most suitable
choice for several reasons. First, the weather data are usually available for free without any additional
costs, which is a good precondition for application of this method in practice. Second, considering
the fact that national standards define only one value of thermal transmittance that is not changing
over time, choosing monthly values gives a reasonable resolution for classifying building performance
during the year. Additionally, lower time-frame would bring high fluctuations to the obtained results.
Although the accuracy will be higher, it will be not suitable for practical applications.

The monthly values of energy balance may be effectively used for design of buildings’ heating
and cooling components or as advanced input parameters in more complex models used, e.g., for the
assessment of energy efficiency of buildings or overall U-value.

Since the U-value is defined as the heat flux density through a given structure divided by the
difference in environmental temperatures on either side of the structure in steady state conditions,
the monthly energy balances can be simply used for calculation of equivalent or apparent U-values.
When average monthly temperatures are known, each month can be considered as a steady-state
period. Then, an apparent U-value can be calculated from monthly energy balance and used as a more
accurate parameter describing the insulation capabilities of building elements. The apparent U-value
can be calculated as:

Uapp =
1
12

12

∑
i=1

1
720

EBi
Ti,int − Text,i

(9)

where Uapp (W·m−2·K−1) is the apparent U-value, EBi (W·h·m−2·month−1) is the monthly energy
balance calculated from Equation (7), Ti,int (K) is the interior temperature (294.15 K), and Ti,ext (K) is
the average monthly exterior temperature. Since all the computational simulations in this research
were conducted using an advanced hygrothermal model, the calculated outputs include the effect of
moisture content on heat transport through the materials involved. This provides a higher accuracy
than some common laboratory experiments or calculations done by more simplified techniques.

As an example of utilization of the proposed approach, a comparison between standardized
and apparent U-value is provided below. In this example the wall assembly made of ceramic brick
and polystyrene is chosen (building envelope 2, see Table 2), which is subjected to the effect of two
environmental loads: Prague, Karlov, and Šerák (locations 24 and 29, see Table 1). The standardized
procedure defines U-value as:

U =
1

Rsi + R + Rse
(10)

where R (m2·K·W−1) is thermal resistance of the construction, Rsi and Rse (m2·K·W−1) are external
surface and internal surface resistances defined by the standards (according to [6], Rsi = 0.13 m2·K·W−1

and Rse = 0.04 m2·K·W−1). The R-value is calculated as:

R = ∑
di
λi

(11)
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where di (m) is the thickness of individual layer in the composition of wall assembly and λi
(W·m−1·K−1) is the thermal conductivity of the material involved in that layer. The U-value for
building envelope 1 calculated according to (10) is equal to 0.258 W·m−2·K−1. The apparent value
calculated from (9) using (7) and data from Table 6, Tables S1 and S2 is equal to 0.205 W·m−2·K−1 for
Prague and 0.246 W·m−2·K−1 for Šerák. Although the standard U-value is on the safe side in this case,
as it claims higher (i.e., worse) U-value than the apparent U-value approach, when individual months
are analyzed in detail, it can be different in some other cases. Looking at Figure 4 showing apparent
U-values during individual months, it is obvious that the construction will not meet the criteria given
by standards during winter periods. The brick wall located in Prague will not stand the comparison
in months December to March, while the same wall located in Šerák will not meet the criteria from
November to March.

Figure 4. Comparison of standard and apparent U-values for brick masonry.

The analysis of solar radiation and precipitation and wall orientation was performed on wall
assemblies made of ceramic brick both insulated and non-insulated (building envelopes 1 and 2).
For that analysis, a location of Velké Meziříčí (location 37) was selected. The monthly heat fluxes for
different wall orientations are depicted in Figure 5.
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Figure 5. Comparison of monthly heat fluxes on interior surface of brick wall with different orientations.

The highest differences in simulated energy balances can be observed during summer period
especially when non-insulated walls (building envelope #2) are considered. The differences in
non-insulated walls (building envelope #1) range from 0.55% in winter (December) to more than
100% in summer (July). In absolute numbers, the differences are up to 1.050 kW·h·m−2·month−1

(August). The differences in case of insulated brick wall are significantly less when speaking of
absolute numbers. The highest difference in heat fluxes of north and south orientation can be observed
in the same month of August, but the difference is only 0.269 kW·h·m−2·month−1, which is given by
the insulation capability of expanded polystyrene. Such inaccuracies should be considered when using
this method in the practice.

The effect of solar radiation (SR) and precipitation (PP) on monthly heat fluxes is shown in Figure 6.
Similarly, to results shown in Figure 4, the highest differences can be observed in case of a non-insulated
wall. The effects of solar radiation and precipitation contribute to the overall energy balance by
approximately 2% in winter periods, but more significantly in summer. In case of non-insulated wall,
the sun radiation can change the overall heat balance from negative to positive, which may be a very
significant factor. For that reason, the effects of solar radiation and precipitation should be included
in the computational model in order to produce satisfactory results. The fact that the presented
method allows for the prediction of thermal performance of wall assembly including the effects of
solar radiation and precipitation only from the knowledge of average monthly values temperature
and relative humidity together with the elevation makes the method very useful. Since there can
be found some level of correlation between temperature and solar radiation, or relative humidity
and precipitation, the knowledge of limited weather data could be sufficient to bring relatively
accurate predictions.
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Figure 6. Analysis of the effect of solar radiation (SR) and precipitation (PP) on the simulated energy
balance of south oriented walls.

5. Conclusions

In this study, we introduced a method suitable for rapid evaluation of thermal performance of
building walls, which needs only monthly averages of temperature and relative humidity for a given
location and its elevation as input data. The proposed approach was successfully tested for nine
different types of wall assemblies. The results showed a good accuracy of the method; the average
prediction error for tested wall assemblies was ranging between 1.63 and 6.43%.

The proposed approach can be considered as very time-saving, as compared with the methods
that involve utilization of robust models. On the other hand, since the effect of moisture content is
included in the model outputs, this approach outperforms more simplified models and methods. As a
result, it offers a solution, which is neither too simple nor too complex. The presented method can be
used for any location across Europe and can also be easily extended to any kind of wall assembly or
building envelope component. Since the utilization of the proposed method is demonstrated on nine
different wall assemblies only, the method should be extended to a broader range of wall assemblies
or building components. In this way, a catalogue or database for civil engineers and designers can
be generated, facilitating the thermal design of building structures or fast pre-assessment of wall
assemblies from several points of view, e.g. predispositions to frost-induced damage, biofilms growth
conditions or salt attack.

Supplementary Materials: The following are available online at http://www.mdpi.com/1996-1073/12/7/1353/
s1, Table S1: Average monthly temperature of investigated locations. Table S2: Average monthly relative humidity
of investigated locations. Table S3: Average monthly temperatures obtained from Meteonorm database. Table S4:
Average monthly relative humidity obtained from Meteonorm database.
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Abstract: Using personalized ventilation systems in office buildings, important energy saving might
be obtained, which may improve the indoor air quality and thermal comfort sensation of occupants
at the same time. In this paper, the operation testing results of an advanced personalized ventilation
system are presented. Eleven different air terminal devices were analyzed. Based on the obtained
air velocities and turbulence intensities, one was chosen to perform thermal comfort experiments
with subjects. It was shown that, in the case of elevated indoor temperatures, the thermal comfort
sensation can be improved considerably. A series of measurements were carried out in order to
determine the background noise level and the noise generated by the personalized ventilation system.
It was shown that further developments of the air distribution system are needed.

Keywords: advanced personalized ventilation; energy saving; air terminal device; air velocity;
turbulence; noise level

1. Introduction

In European countries, buildings account for 40% of the total energy consumption [1]. The sector
is expanding and the comfort needs of occupants are increasing. According to Vorsatz et al., the share
of heating and cooling in the building energy balance is variable between 18% and 73% [2]. Therefore,
energy saving in the building sector is primordial in the European Union. According to 2020 energy
goals, the energy efficiency should increase by 20%. The share of renewable energy sources should
increase by 20% and the CO2 emissions should be reduced with 20% or even 30%. [3]. Climate change
does not help in achieving the goals. It was proven by different scholars that, in European countries,
future summers are getting warmer and the number and amplitude of heat waves will increase in
the future [4,5]. According to Isaac and van Vuuren, climate change has little net effect on the global
energy use because the increase of the outdoor temperature leads to the decrease of heating energy use.
However, at the same time, it induces the increase of the cooling energy consumption [6]. However, if
the heating and cooling energy are analyzed separately, the impact of climate change is significant.
According to their scenario, by 2100, the heating energy needs will decrease by 34%, while the cooling
energy needs are going to increase by 72%. Levesque et al. demonstrated that, without new climate
policies and drastic changes in the energy use, the global final energy need of buildings could increase
from 116 EJ/yr in 2010 to anywhere from 120 to 378 EJ/yr in 2100 [7]. According to their results,
buildings’ energy demand will be dominated by the energy use of appliances, lighting, and space
cooling, while the share of heating and cooking decrease. Santamouris analyzed the energy use of
buildings assuming three different scenarios: based on low, average, and high future development [8].
He predicted a range of the expected cooling energy demand in 2050 assuming various boundary
conditions. His results show that the average cooling energy demand of the residential and commercial
buildings in 2050 will increase up to 750% and 275%, respectively. The decrease of heating share and
increase of cooling needs in the building energy balance are influenced by the severe requirements
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related to thermal properties of the buildings’ envelope. New insulating materials are tested in order to
meet the requirements related to opaque building elements with thin layers [9,10]. However, in the case
of properly insulated buildings, even small heat loads may lead to high indoor air temperatures and the
cooling energy need increases while the heating energy demand decreases. To optimize the facade and
building shell solutions, such as window areas and physical properties, external wall insulation type
and thickness, window-to-wall ratio, and external shading simulations and cost optimal calculations
were performed [11]. In the case of free running office or educational buildings with large glazed
areas, in spite of the relatively high air change rates provided through natural ventilation, extreme
high indoor temperatures may appear [12,13]. Jakubcionis and Carlsson estimated the total potential
space cooling demand of the EU to be 292 TW h for the residential sector in an average year [14]. They
estimated the additional electrical capacity needed for 79 GW. They stated that, with proper energy
system development strategies, the stresses on electricity system from increasing cooling demand can
be mitigated.

Air leakage represents an important factor in the energy balance of buildings and influences the
indoor air quality as well. Chan et al. analyzed more than 70,000 air leakage measurements in houses
across the United States to obtain information about the relation between air leakage area–considered
as the effective size of all penetrations of the building shell–and available building characteristics such
as building size, year built, geographic region, and various construction characteristics [15]. They
presented the regressions of normalized leakage for three house classifications: low-income households,
energy program houses, and conventional houses. D’Ambrosio et al. presented the results of a survey
on residential buildings located in southern Italy using the fan pressurization method [16]. They found
that the average air change rate n50 value is fairly high, particularly for the buildings built before the
1970s. Thus, the air tightness of new buildings is better and the air leakage is reduced considerably.
However, Sinnott and Dyer highlighted the importance of workmanship and construction detailing in
order to achieve the required air tightness [17]. In the case of new buildings, the improved air tightness
of the envelope may lead to the increase of carbon dioxide concentration and humidity content of
the indoor air [18]. Low ventilation rates in dwellings increase the risk of allergic symptoms among
children [19]. In order to choose the appropriate ventilation strategy in buildings, complex studies
have to be performed [20]. Local or personalized ventilation may be the optimal solution providing
proper air quality in the occupational zone with minimal energy use. Cao et al. concluded in their
study that the combination of different types of ventilation, like displacement ventilation and mixing
ventilation, personalized ventilation, and displacement ventilation might have a better performance
than using only one method [21]. According to Melikov, the focus must be shifted from total volume
air distribution to advanced air distribution based on the following principles [22]:

• involve each occupant in creating his/her own preferred microenvironment;
• remove/reduce the air pollution and generated heat (when not needed) locally;
• make possible active control of the air distribution;
• provide clean air as well as heating and cooling as much as needed in any location and at any

point in time.

At the Building Services and Building Engineering Department, University of Debrecen, an
advanced personalized ventilation equipment was developed (ALTAIR), which provides the air jet
around the head and chest of the occupants alternatively from different directions (left-front-right), [23].
Numerous measurements were carried out and it was proven that ALTAIR improves the thermal
comfort of occupants in environments with elevated operative temperatures [24–27]. However, the
equipment needs to be improved further.

The air terminal device plays a key role in the operation of personalized ventilation equipment.
Conceiçao et al. drew the attention about the local thermal discomfort conditions, associated to the
draught risk index and to the air velocity fluctuation equivalent frequency [28]. Tham and Pantelic
concluded in their study that the risk of draft caused by intensive cooling of small areas of the body
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can be reduced by cooling when it is more evenly distributed across the whole body surface [29].
According to Melikov et al., performance of personalized ventilation systems depends largely on the
supply air terminal device (ATD) [30]. They developed, tested, and evaluated five ATD’s. They stated
that the personal exposure effectiveness increased with the increase of the airflow rate from the ATDs
to a constant maximum value, which was not affected by a further increase of the airflow.

Another challenge of the ALTAIR personalized ventilation system is to reduce the noise to an
acceptable level. According to Kjellberg, noise is probably the most widespread problem in the physical
work environment [31]. He revealed that the noise level is raised in offices because of ventilation
systems, computers, printers, and other machines. He drew the attention on noise annoyance and
its possible behavioral and physiological consequences. The study of Barclays et al. illustrated
the importance of an integrated approach to noise exposure and ventilation performance in urban
buildings [32].

The aim of the present paper is to present the results of measurements related to an analysis
of different air terminal devices and noise level created by the ALTAIR advanced personalized
ventilation equipment.

2. ALTAIR PV Equipment

The ALTAIR advanced personalized ventilation equipment is practically integrated in a desk
and provides a possibility to introduce the air around the occupants from three different directions
(Figure 1).

Figure 1. ALTAIR PV equipment.

The ventilated air flow, the air velocity, and the time step of the air jet direction changing is chosen
by the occupant. Thus, a comfort bulb is created around the occupant according to her or his needs.

3. Analysis of Air Terminal Devices

In order to improve the air distribution around the occupant and reduce the risk of draught
sensation, 11 different air terminal devices were tested. The main analyzed characteristics were the air
jet profile, mean air velocity, and turbulence. Taking into account that the fresh air demand depends
on the activity level, new testing equipment was built in order to perform measurements on a larger
scale of the airflow. The equipment has a ∅160 duct fan with continuous speed control (Figure 2). The
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air duct diameter was reduced from 160 mm to 100 mm in order to provide the connection possibility
for the air terminal devices.

Figure 2. Testing equipment for air terminal devices.

The air velocities and the turbulence were measured with calibrated TESTO 480 instrument at
10, 20, 30, 40, and 50 cm from the ATD’s. According to the calibration certificate, the uncertainty of
measured velocities is 0.02 m/s (coverage factor k = 2, 95% confidence). The airflow was set to 30,
40, and 50 m3/h. In Figure 3, the air velocities can be seen in the case of the simple air duct with a
100-mm diameter.

Figure 3. Mean air velocities in the case of D = 100 mm air duct.

Analyzing the results obtained for 11 ATD’s, in light of our goals, only five gave acceptable results.
The mean air velocities are presented in Figures 4–8.

Figure 4. Mean air velocities in the case of the SAR circular perforated ATD.
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Figure 5. Mean air velocities in the case KV 100 type ATD.

Figure 6. Mean air velocities in the case of E50/100 type ATD.

Figure 7. Mean air velocities in the case of TSP 100 type ATD.

Figure 8. Mean air velocities in the case of closed ZMD type ATD.

The mean turbulence intensities for these ATD types were: 7.52% (50 m3/h), 7.36% (40 m3/h), and
15.56% (30 m3/h). For the other six ATD’s, the turbulence was quite high: 68.04% (50 m3/h), 59.52%
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(40 m3/h), and 74.72% (30 m3/h). We decided to work with the air terminal devices, which provide low
turbulence intensities.

For air flow visualization, smoke tests were carried out (50 m3/h air flow). The results are presented
in Figure 9.

(a)

(b)

(c)

(d)

Figure 9. Cont.
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(e)

(f)

Figure 9. Visualization of air flow with smoke tests: (a) D = 100 mm air duct. (b) SAR circular
perforated ATD, (c) KV 100, (d) E50/100, (e) TSP 100, and (f) closed ZMD type ATD.

In the following, the SAR circular perforated ATD was used for experiments.

4. Energy Aspects of ALTAIR PV Equipment

The results of 2.0 h long measurements carried out in a closed space (ALTAIR in operation)
with 30 ◦C air and mean radiant temperatures show that the actual mean vote of male subjects (age:
55.2 ± 3.6 year) was 0.78, while the actual mean vote of female subjects (age: 59.1 ± 3.0 year) was 0.52.
The ventilated airflow was 20 m3/h and the air jet was isothermal. In comparison, providing 50 m3/h
fresh air, with displacement ventilation, assuming activity: 1.2 met, clothing: 0.5 clo, and the PMV
measured with TESTO 480 instrument was 1.44. With the ALTAIR PV system in operation, the air
velocity was 0.48 m/s (the turbulence was Tu10 = 20.6% at 10-s time step of the air jet direction changing,
Tu20 = 19.1% at 20-s time step and Tu30 = 18.8% at 30-s time step). The PMV measured with TESTO
480 instrument was 0.84. The air terminal device was an SAR perforated plastic circular element
(D = 75 mm). The distance between ATD’s and occupants’ head was 0.6 m. The energy consumed by
the ALTAIR’s fan during a one-hour operation was 12 Wh.

Assuming the occupant in the closed space includes 0.1 m/s air velocity (va), 50% relative humidity
(RH), and 30 ◦C mean radiant temperature (MRT), the 0.78 and 0.52 actual mean votes could be
obtained providing cool air in the room (Figure 10).
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Figure 10. PMV depending on the air temperature(MRT = 30 ◦C. RH = 50%. va = 0.1 m/s).

Assuming cooling with compressors (SEER = 3.6), the energy used in one hour will be 92 Wh
and 64 Wh, respectively. It can be observed that important energy savings can be obtained using the
ALTAIR PV equipment. However, to reduce as much as possible (or eliminate) the draught sensation
and risk and to decrease the noise level, further research was carried out.

5. Noise Measurements

The laboratory building of the faculty of Engineering, University of Debrecen (Figure 11) has a
reinforced frame structure and has two levels. The external walls are built from gas silicate blocks
(36 cm) and are covered on the external side with 8-cm mineral wool.

Figure 11. Measuring points outside the building (Source: https://www.google.com/maps/place/
Debrecen).

The Indoor Environment Quality laboratory is placed at the second level. The height of the floor
level is 6.8 m and the height of the second level is 4.5 m. The internal height of the 3.65 m × 2.5 m test
room is 2.4 m and is placed in a climate chamber inside the building (Figure 12). Between the test room
walls and climate chamber panels, there is a space with the same internal height as the test room has.
The width of this space is 1.5 m. The climate chamber is built from 15-cm thick polyurethane panels.
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Figure 12. Schema of the Indoor Environment Quality laboratory, University of Debrecen.

The noise level was measured in three points outside the building (Figure 11), in the test room
(point 12), and seven points around the test room (Figure 12).

To determine the noise levels, a calibrated TESTO 815 sound level meter was used (Figure 13). The
measuring range is +32 to +130 dB and de accuracy is ±1.0 dB. The noise levels measured around the
building, around the test room, and in the test room without any ventilation are presented in Figure 14.
The duration of one measurement was 1.0 h. The data were gathered every 5.0 min.

Figure 13. Testo 815 sound level meter.

Figure 14. Basic measurements.
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It can be observed that, in the climate chamber, the noise level was about 32 to 35 dB(A). In the
test room, the ventilation can be realized in mixing mode or displacement mode. The noise level
was measured for both types of background ventilation for 50 m3/h ventilated airflow and 500 m3/h
ventilated airflow (Figure 15).

Figure 15. Noise levels in the test room (with background ventilation).

During the measurements with ALTAIR in operation, the 50 m3/h displacement ventilation was
chosen as background ventilation (D-50). This ventilation mode leads to 42 to 48 dB(A) noise levels
in the test room. The ALTAIR PV system can be connected to the fresh air ducts or can blow on the
occupant of the indoor air from the closed space. In the case of our measurements, the air source
for ALTAIR PV system was the closed space. Furthermore, the occupant can choose the airflow rate
and the time step of the changing air jet direction. It was decided to measure the noise levels at four
different airflows: 9.0 m3/h, 18 m3/h, 27 m3/h, and 36 m3/h. The highest airflow is practically 10 l/s
(often used in the indoor air quality standards). The time steps of changing the air jet directions were:
10 s, 20 s, and 30 s. The noise levels measured at different time steps for 9.0 m3/h airflow are presented
in Figure 16.

Figure 16. Noise levels in the test room (with background ventilation and ALTAIR in
operation—9.0 m3/h).

By measuring different airflows, it was found that changing the time step of the air jet had no
effect on the noise level. In the following information, the results for a 10-s time step are shown.

In Figure 17, it is observed that the air flow chosen at the ALTAIR PV system has an important
effect on the noise level in the room. The noise level increases from 61 dB(A) to 66 dB(A), if the air flow
is risen from 9 m3/h to 36 m3/h.
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Figure 17. Noise levels in the test room (with background ventilation and ALTAIR in operation—10 s
time step).

In order to reduce the noise level in the test room, an Audimin-DW-S sound absorber panel [33]
was placed near the fan of the ALTAIR PV system. The measured noise levels are presented in Figure 18.

Figure 18. Noise levels in the test room (with background ventilation, ALTAIR with sound absorber—10 s
time step).

6. Discussion

The air blown on the chest and head of the occupant besides proper indoor air quality should
provide slight cooling sensation without draught perception. After analyzing the air velocities and
airflow distributions obtained for different air terminal devices with low turbulence intensities, it was
stated that four might be used for the ALTAIR PV system: SAR circular perforated ATD, KV 100,
E50/100, and TSP 100. Thermal comfort measurements were performed with SAR circular perforated
ATD. In indoor environments with elevated air and mean radiant temperatures (30 ◦C), the actual
mean votes were reduced from 1.44 to anywhere from 0.51 to 0.78. However, 20% to 30% of subjects
felt draught (0.48 m/s air velocity and 20% turbulence). Even though the percentage of dissatisfied
persons was lower (because at elevated air and mean radiant temperatures draught might improve the
thermal comfort), new air terminal devices have to be tested and developed in the future. Practice has
shown that the noise level of an air conditioner is about 60 dB(A) [34]. The displacement ventilation in
the test room generates a 60 dB(A) – 61 dB(A) noise level. The noise level generated by the ALTAIR
PV system with background displacement ventilation (50 m3/h) ranges from 61 dB(A) to 66 dB(A),
depending on the air flow chosen by the occupant. Experiments show that these noise levels can be
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reduced with sound absorbers under 60 dB(A). However, the air distribution system of ALTAIR PV
equipment has to be improved in order to further reduce the noise level.

7. Conclusions

The developed ALTAIR PV system improves the thermal comfort sensation of occupants in indoor
environments with an elevated mean radiant and air temperatures. At the same time, important cooling
energy can be saved in comparison with traditional cooling systems with mechanical compressors. By
testing eleven different air terminal devices, it was proven that only five devices provide turbulence
intensities below 20%. At elevated air velocities, the low turbulence is indispensable in order to avoid
draught sensation. The obtained results show that, in order to obtain the optimal air velocity and
flow distribution around the occupants, new air terminal devices have to be developed. Furthermore,
special attention has to be paid to the air distribution system of the ALTAIR PV equipment in order to
reduce the generated noise level.

8. Limitation

Measurements were performed in the laboratories of the Faculty of Engineering, University of
Debrecen. The size of the test room, the building materials, and the surfaces of building elements
of the test room as well as the type and location of air terminal devices of mixing and displacement
ventilation were considered as given boundary conditions.
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Abstract: This paper presents a methodology for the development of an empirical equation which
can provide the air mass flow rate imposed by single-sided wind-driven ventilation of a room, as a
function of external wind speed and direction, using the results from Computational Fluid Dynamics
(CFD) simulations. The proposed methodology is useful for a wide spectrum of applications, in
which no access to experimental data or conduction of several CFD runs is possible, deriving a simple
expression of natural ventilation rate, which can be further used for energy analysis of complicated
building geometries in 0-D models or in object-oriented software codes. The developed computational
model simulates a building, which belongs to Rheinisch-Westfälische Technische Hochschule (RWTH,
Aachen University, Aachen, Germany) and its surrounding environment. A tilted window represents
the opening that allows the ventilation of the adjacent room with fresh air. The derived data from the
CFD simulations for the air mass flow were fitted with a Gaussian function in order to achieve the
development of an empirical equation. The numerical simulations have been conducted using the
Ansys Fluent v15.0® software package. In this work, the k-w Shear Stress Transport (SST) model was
implemented for the simulation of turbulence, while the Boussinesq approximation was used for the
simulation of the buoyancy forces. The coefficient of determination R2 of the curve is in the range of
0.84–0.95, depending on the wind speed. This function can provide the mass flow rate through the
open window of the investigated building and subsequently the ventilation rate of the adjacent room
in air speed range from 2.5 m/s to 16 m/s without the necessity of further numerical simulations.

Keywords: natural ventilation; single-sided; CFD; mass flow rate prediction; correlation function

1. Introduction

Nowadays, natural ventilation of a building is critical in order to reduce energy consumption
for space conditioning (cooling and ventilation). Natural ventilation is the process by which clean
air, normally outdoor air, is intentionally provided to a space and stale air is removed, without using
mechanical systems [1]. The purpose of natural ventilation is to achieve maximum human comfort in
indoor spaces by ensuring maximum use of natural resources [2].

There are two types of natural ventilation in buildings: wind-driven and buoyancy- driven
ventilation [3]. Wind-driven ventilation arises from the different pressure created by external
wind conditions, while openings in the perimeter of the building permit the flow infiltration [4].
Buoyancy-driven ventilation occurs because of temperature difference between the interior and exterior
air. Normally, there is a combination of these two phenomena of ventilation. In order for the designers
to improve the energy efficiency of the buildings, they use two mechanisms for improving the natural
ventilation: (a) the single-sided ventilation (SS) and (b) the cross-flow ventilation (CR) [5,6]. In both
cases, ventilation is either wind or buoyancy-driven or both and occurs through the openings of
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the building. Cross-flow ventilation (CR) is achieved using windows on both sides of a building.
SS ventilation describes a situation in which wind enters and leaves the building through one or two
openings located on the same side of the building or the room. Ventilation within the building is
mainly affected by the geophysical morphology and the surrounding buildings [7], the used building
side for the ventilation mechanism, the type of the openings and the external wind conditions [8].
Therefore, the numerical study of the natural ventilation process is complicated due to the fact that the
airflow is affected from multiple factors simultaneously.

As understood, SS ventilation uses only one side of the building, so it is less efficient compared
to CR ventilation. Although single-sided ventilation is less efficient, it is more suitable for cellular
room environments, such as offices, because they have not openings on both wall sides and cannot
implement the cross-flow ventilation mechanism [9].

In general, there are two main methods to define the mass flow rate and the flow parameters
through a building’s opening; the first one is the calculation by experiments either in full-scale buildings
or in wind tunnel [10] and the second one is the numerical prediction [11]. The numerical approach
gives the flexibility to study several cases of building structures and environmental conditions. In this
paper, our efforts are focused on the development of a function that can predict the ventilation air mass
flow rate through a building’s opening as a function of external wind direction and speed.

Several investigations have been carried out in order to develop empirical equations that are
capable of predicting the ventilation rate of buildings. In 1980, Phaff and De Gids et al. [12] proposed an
empirical expression to calculate the airflow rate in a single-sided ventilation zone, based on opening
area, wind speed and air temperature. The empirical expression is based on measurements that have
been performed on the first floor of buildings, which are surrounded by other buildings up to four
floors high.

Warren and Parkins [13,14] also proposed an empirical expression for buoyancy-driven and
one for wind-driven single-sided natural ventilation. These expressions are function of the opening
dimensions, such as window’s area and height, the gravitational acceleration, the average temperature
difference between indoor spaces and outdoor environment and wind speed. A combination of these
two expressions by quadrature function yields the final equation for the calculation of ventilation
flow rate. In 2005, the American Society of Heat, Refrigerating and Air-Conditioning Engineers [15]
proposed the first mathematical expression to calculate airflow in single-sided ventilation that takes
into account the wind angle of incidence.

Many investigations used the empirical expressions that have already been mentioned for
validation purposes. In this framework, Alloca et al. [16] investigated the single-sided natural
ventilation of a building by using a CFD model together with an analytical/empirical model. The
analytical method involves the equations from Bernoulli theory for the buoyancy-driven flow with an
empirical discharge coefficient using the empirical model of Phaff and de Grids [12], for single-sided
ventilation. This computational study investigates two cases. The first case is a typical student
dormitory with two openings; an upper and a lower window on the same wall side. The second case is
a three-story apartment composed of three identical dormitory rooms stacked vertically above one
another. The CFD model follows the same trends as the empirical model, but underestimates the
ventilation rates by 35%.

Asfour et al. [17] presented a comparison between the airflow rate calculated with a network
mathematical model and the airflow rate calculated with CFD simulations. In this work, three different
rooms with nearly the same volume, but different aspect ratios, were studied. Each case examines
two wind speeds, 1 and 5 m/s, and two wind angles, namely 0◦ and 45◦. The discrepancy percentage
between estimated and calculated airflow rate is in the range of −11.5% and 5.3%. Due to the good
agreement between the results of the two models, the network mathematical model can be used as a
validation tool of CFD studies that have no access to experimental data.

Caciolo et al. [18] examined the accuracy of the air change rate predictions by the already
existing empirical correlations of Warren, Phaff and De Gibs [12], Larsen and Heiselberg [19] and
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Dascalakis [20]. They conclude that in case of leeward opening, all correlations overestimate the
airflow rate. This is attributed to the fact that these correlations do not consider the reduction of the
stack effect due to the existence of turbulent diffusion at the opening. On the contrary, in the case
of windward opening, the Warren’s correlation shows the best agreement with experiments. In a
later investigation, Caciolo et al. [21] presented a new correlation for the case of the leeward side by
using CFD simulation results. The new correlation shows a better agreement with experiment results,
compared to existing correlations.

Tang et al. [22] proposed a new hypothetical correlation based on an experimental study for
prediction of airflow rates in a primary school in Beijing in the case of low air speed values and
insignificant buoyancy effects, which implement the development of unorganized airflow. Conducting
168 h of experiments, they compare the measured airflow rates against the values derived from the
already existing correlations [12,14,19,20]. In a second step, they propose a new hypothetical correlation
capable of predicting more accurately the airflow rates in the case of unorganized airflow. The new
correlation shows a good prediction of airflow rate. The average deviation is reduced to 17.37%, which
is 7% less than the lowest deviation attained from existing correlations.

Wang et al. [23] presented an empirical model capable of predicting the mass flow rate induced
by single-sided wind-driven ventilation due to the pressure difference along an opening height.
For validation purposes, CFD simulations are performed. The maximum difference between the
empirical model prediction and the CFD results is less than 25%. The largest difference is found in
the case of leeward side, in which the flow field near the opening is much more complicated. In a
later investigation, Wang [24] studied the impact of three types of window, i.e., hopper, awning and
casement, in the case of SS natural ventilation. The expression of airflow rate is a function of window
and building geometry, opening angle, wind incident angle and speed. These semi-empirical models
are based on the previously analytical model and on pressure coefficients. The validation of these
expressions has been achieved by using experimental measurements with the tracer-gas method
combined with CFD numerical simulations. The new semi-empirical model for predicting the aeration
rate for the three types of window presents a good agreement between the measured data and the
CFD results.

Pan et al. [25] presented a model for calculating the ventilation rate in SS natural ventilation of an
apartment due to wind- and buoyancy-driven effects, based on their previous empirical model [23].
The model is validated by using measured data and is able to predict natural ventilation rate with
an average error of 12.7%. The air temperature difference between the indoor and outdoor space is
ranged from −2.3 K to 13.2 K. Compared to other six empirical correlations [12,13,18–20,22], this model
performs well due to the fact that the other models calculate the ventilation rates with average errors
ranging from 12.9% to 46.1%. Moreover, this model takes into account the impact of both positive
and negative buoyancy forces along with outside air pressure on natural ventilation through a single
opening in contrast with the other models available.

As it was expected, the preceding literature survey shows that none of the models available in
the literature is ideal. Although the existing models are sophisticated and have functional forms, the
majority of them requires the knowledge of pressure coefficients, discharge coefficients or correction
factors for each type of opening. These coefficients are usually obtained experimentally or from
standard pressure coefficients. Therefore, it seems that there is an obvious gap in the literature
regarding the existence of a simple, but versatile and credible, methodology for the derivation of an
expression, which can provide the aeration rate through a building’s opening with no dependence on
sophisticated experimental or numerical data. Furthermore, this work has examined a wider range of
wind speeds compared to existing studies in order to derive the mathematical function of the airflow
rate. The selected wind speeds are equal to 6, 10 and 15 m/s, which correspond to 2, 5 and 7 bft wind
speeds on the Beaufort scale, respectively. Furthermore, there is no symmetry in the model, in contrast
to other studies, since this is a real building and not a theoretical one. Finally, for each case of wind
speed, five different wind directions have been applied.
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The implemented model has already been developed and validated against experimental data in
a well-controlled environment inside a wind tunnel by some members of the present research group in
past studies [26–28]. However, the direct comparison of the CFD results against the experimental data
regarding the aeration rate of the examined room is not possible, since the wind speed and direction
that are used as time-averaged input values in the CFD model are measured by a weather station that is
located on the top of the building inside the developed boundary layer. Therefore, due to recirculations
inside the boundary layer, these values cannot be considered as representative to time-averaged values
of the free airflow conditions and the exerted aeration rates of the investigated room cannot be supposed
that have been resulted by these wind conditions. More information regarding the problem with the
location of the weather station and the experimental data will be further provided in the Results section.
Moreover, an extra effort of validity has been made using previous empirical correlations. However,
this effort was not successful, because the existing empirical correlations include pressure, discharge
and correction coefficients. These parameters are case-dependent, significantly affected by the opening
type and usually defined by experiments. In this specific work, there is no available experimental data
for these specific coefficients, so the implementation of the respective equations is not possible either.
Additionally, the semi-empirical model of Wang includes the term of neutral plane (plane with zero
air velocity), which cannot be defined in this work, due to the type and the opening of the window.
Therefore, it was also impossible to make a direct comparison of the results provided by this work
with this specific model.

In order to achieve accurate simulation of air-flow, a three-dimensional model has been chosen,
based on a building that is located at RWTH Aachen University. An appropriate expression for aeration
rate as a function of wind speed and angle of incidence is fitted to the normalized data. In this study,
the best fit was achieved using a type of Gaussian function. In order to ensure the verification of
the derived equation, three additional wind speeds have been selected; one inside the range of 6 to
15 m/s and two outside the limits of this range, to compare the calculated airflow rates against the
estimated ones by the mathematical function. The agreement is good since the maximum relative
difference is below 10%, except the cases with wind flow parallel to the building, where the maximum
relative difference can be as high as 38%. This high relative difference is attributed to recirculations
that are developed in front of the window opening and the empirical correlation cannot take into
account. More information regarding this issue can be found in the Results section. To sum up, this
methodology is useful for a wide spectrum of applications, in which no access to experimental data or
conduction of several CFD runs is possible. Moreover, with this methodology a simple expression of
natural ventilation rate can be exported. This expression can be used for further energy analysis of
complicated building geometries in 0-D models or in object-oriented software codes. Finally, even if
the obtained correlation is not general and can only be used for this specific window type and this
specific building envelope, the methodology is generic and can be followed in all cases.

2. Mathematical Model

This work simulates: (a) the developed flow field affected by the wind conditions and the natural
convection, (b) turbulence and (c) the energy transfer due to convection and diffusion. The natural
convection mechanism is attributed to the implemented temperature difference between ambient air
and the room wall temperature. In this work, the applied buoyancy forces are calculated by using
the Boussinesq approximation. In combined radiation and convection heat transfer problems, the
Boltzmann number represents the ratio of convection to radiation heat transfer [29]. In this work,
this specific ratio is very high, i.e., equal to Bo = 334, and thus radiation effects can be neglected.
All numerical simulations are solved in steady-state conditions, assuming that the implemented
free airflow conditions represent time-averaged values. Since the free airflow conditions (i.e., wind
speed and wind direction) are considered to be steady and representative to time-averaged values,
it is expected that the transient analysis would eventually have provided the same results with the
steady-state analysis regarding the mass flow rate through the window opening, when the calculation
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time has sufficiently flowed. Therefore, in order to save significant calculation time and avoid
convergence issues that might arise in the transient calculation, the steady-state approximation has
been followed. Furthermore, since all CFD simulations were steady-state cases and the mesh in
tilted window area has high skewness value, the pressure-velocity coupling is achieved by using the
Semi-Implicit Method (SIMPLE) algorithm [30,31]. The momentum, energy, turbulent kinetic energy
and specific dissipation rate for the first 800 iterations are spatially discretized by using the first-order
upwind scheme. After 800 iterations, second-order accuracy schemes are used for momentum and
energy equations. The convergence of the steady-state simulation is controlled by monitoring the
mass flow rate through the opening using a User-Defined Function (UDF). Figure 1a presents the
convergence of the calculated air mass flow rate that gets into the room during the simulation process,
assuming 6m/s wind speed and all five cases for the angle of incidence. The simulation of each case is
considered converged when the mass flow rate through the opening tend to oscillate around a constant
value, see Figure 1b. The residuals of continuity, velocity and energy are below 10−5, 10−5 and 10−8,
respectively. The mass flow rate for each case is defined by its mean value during the last 500 iterations.

(a) (b) 

Figure 1. Convergence of air mass flow rate: (a) Monitoring of mass flow rate of air that gets into the
room, (b) oscillations of the mass flow rate.

The general form of continuity equation and the conservation of momentum and energy are given
by the Equations (1)–(3), respectively. The transient terms are taken out of the equations, since the
numerical simulations are solved in steady-state conditions:

ρ
(
∇·→v

)
= 0 (1)

ρ∇·
(→
v
→
v
)
= −∇p + ∇·=τ + ρ

→
g (2)

∇·
[→
v(ρE + p)

]
= ∇·(kreff∇T +

=
τreff·→v) (3)

where p is static pressure,
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τ is the stress tensor and ρ

→
g is the gravitational body force. In this study, the

term of gravitational body force, ρ
→
g, contains the Boussinesq approximation (Equation (6)). In Equation

(3), T denotes the temperature and keff is the effective conductivity.

2.1. Turbulence Model

The advantage of the k-w model over the k-epsilon model [32] is the improved performance for
the approximation of the boundary layers under adverse pressure gradients and the more accurate
predictions regarding: (a) internal flows, (b) flows that exhibit strong curvature, (c) separated flows,
and d) jets. However, k-w model also presents a major disadvantage. More specifically, the boundary
layer computations are very sensitive to the values of ω in the free stream. In order to overcome this
restriction, it is necessary to use the Shear-Stress-Transport (SST) model. Furthermore, Hooff et al. [33]
and Ramponi and Blocken reported in [34] that Shear-Stress-Transport (SST) k-ω model provides
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high accuracy in predicting wind profiles. Thus, the turbulence of the flow was modelled using in
all cases the two-equation Shear-Stress-Transport (SST) k-ω based model, developed by Menter [35].
The turbulence kinetic energy, k, and the specific dissipation rate, ω, are obtained from Equations (4)
and (5), respectively:

∂
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∂
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∂
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)
+ Gω −Yω + Sω + Dω (5)

2.2. Boussinesq Model

In natural-convection flow problems, Boussinesq approximation provides a faster convergence of
the solution procedure compared to the default case where fluid density is considered as a function of
temperature. Therefore, this model has also been implemented in this specific case. This model treats
density as a constant value in all solved equations, except for the buoyancy term in the momentum
equation, Equation (6), which provides the volume forces due to buoyance:

ρ− ρref = −ρrefβ(T− Tref) (6)

where ρref is the constant density of the flow equal to 1.16 kg/m3, Tref represents the buoyancy reference
temperature, i.e., 286.88 K, and β = 1/Tref is the thermal expansion coefficient equal to 0.00343 K−1.
The Boussinesq approximation is valid when the product β(T− Tref) is lower than unity [36]. Thus, as
the room temperature T is equal to 292.38 K, the condition is fulfilled and the Boussinesq approximation
can be used.

2.3. Normalization

In order to derive the necessary correlations, it is also necessary to define the appropriate
dimensionless parameters. The first parameter refers to the normalized mass flow rate and the second
one to the dimensionless direction (angle relative to North-to-South direction). The mathematical
formulas for the definition of these dimensionless quantities are given by Equations (7) and (8),
respectively:

.̂
m =

.
m

.
mmax

(7)

θ̂ =
θ− 135

◦

180◦
(8)

where
.

mmax is the maximum mass flow rate (kg/s) among the simulations belonging to the group of
the same wind speed and different wind directions (as already explained),

.
m is the actual mass flow

rate (kg/s) numerically calculated at the window opening for each specific case and θ is the angle (o)
defining the free airflow direction relative to North-to-South one, resulting in the normalized angles of
−0.5, −0.25, 0, 0.25 and 0.45 for 45◦, 90◦, 135◦, 180◦ and 215◦ wind direction, respectively.

2.4. Geometric Model

The geometric model for the computational simulations has been developed in ANSYS
DesignModeler®. The dimensions of the building are 17.98 m × 70.73 m × 11.64 m (L × W ×
H). According to the existing best practice guidelines of Franke et al. [37], the domain in the flow
direction must be extruded by at least eight times the height of the building, when the flow profiles are
not available and the flow is blocked to a large extent (e.g., 10%). In this work, the domain has been
extruded by approximately 15.5 times the height of the building (H) along z-axis, since the building
blockage is quite high (16%). Furthermore, based on the best practices proposed for the case of a single
building, the distance between the top of the computational domain and the roof of the building must
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be 4–10 times the height of the building. In this work, the extrusion of the domain was 2.72 times the
height of the building. Even if the distance is lower than the proposed range, it has been ensured, based
on the results, that this distance does not insert an artificial acceleration of the flow over the building.
Finally, the distance between the building’s sidewalls and the lateral boundaries of the computational
domain has been selected to be equal to approximately three times the height of the building envelope,
since the blockage is quite high (16%). Therefore, the total length of the domain is 197.87 m (z-axis), the
total width 142.69 m (x-axis) and the total height 31.64 m (y-axis). The extrusion of the domain far
from the building envelop is necessary to simulate the fully developed flow field and to ensure that
this is only dependent on the imposed boundary conditions (BCs) and not affected by the building.
The extrusion of the domain far from the building envelop is necessary to simulate the fully developed
flow field and to ensure that this is only dependent on the imposed boundary conditions and not
affected by the building. Figures 2 and 3 present the developed geometric model for the conduction of
the numerical simulations. The circle and bold line are used to define the north direction.

Figure 2. Computational domain.

Figure 3. Computational domain (side view).

In addition, the numerical domain includes the investigated room with the specific window
opening. The dimensions of the room and the location of the window are shown in Figure 4a.
The window itself includes a solid boundary that represents the glass, while its frame is included in
the wall boundaries of the building envelop. Furthermore, the opening angle is equal to 5.8◦ and the
effective flow area is equal to 0.485 m2 (red region in Figure 4a,b). Figure 4b presents the replication of
the window opening. The black color represents the window glass, the grey the building walls and
the red the window opening. Figure 4c presents the dimensions of the window opening. This type
of window was selected as the actual type of the window opening under investigation. In addition,
sloping windows are usually found in European homes allowing the efficient ventilation of the building
regardless of the weather conditions. The methodology presented in this paper is replicable though,
since it can be followed also for other types of windows: awning windows, horizontal and vertical
pivot windows or turn windows.

36



Energies 2019, 12, 1600

 
(a) (b) (c) 

Figure 4. Replication and dimensions of: (a) the room, (b) window and (c) window’s opening.

2.5. Boundary Conditions

The bottom surface is defined as a stationary wall with no-slip condition. On the upper surface a
symmetry boundary condition is applied. Moreover, a symmetry boundary assumes that the normal
velocity and the normal gradients of all variables are equal to zero. The bottom surface (ground) and
the interior and exterior walls of the building are modeled as adiabatic walls with no-slip condition.
Ambient temperature is defined as equal to 286.88 K and the room walls have a constant temperature
equal to 292.38 K. The number and the location of the inlet velocity surfaces of the computational
domain are dependent on the wind direction. In general, for every wind speed studied, five different
incidence angles are considered, i.e., 45 ◦, 90 ◦, 135 ◦, 180 ◦ and 215◦ (Figure 5). In this study, the
northwestern wind directions are not examined since transient phenomena of recirculations appear
in front of the window area. The angle of incidence of the air flow is relative to the angle defined by
North-to-South direction. Therefore, the north wind presents 0◦ angle of incidence, while the south
wind 180◦. The outlet surfaces of the computational domain are considered as pressure outlet. The rest
surfaces in each case have symmetry boundary conditions. The implemented BCs regarding these
crucial operating parameters are given in detail in Table 1.

(a) (b) 

Figure 5. Illustrations of: (a) orientation of computational domain, (b) top view of building and angle
of wind direction.

Table 1. Boundary conditions dependent on the incident angle.

Case Angle (◦) Velocity Inlet Pressure Outlet Symmetry

A 45◦ Northeastern Southwestern Northwestern,
Southeastern

B 90◦ Northeastern,
Southeastern

Northwestern,
Southwestern -

C 135◦ Southeastern Northwestern Northeastern,
Southwestern

D 180◦ Southeastern,
Southwestern

Northeastern,
Northwestern -

E 215◦ Southwestern Northeastern Northwestern,
Southeastern
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According to Aachen meteorological data, the average wind speed over the course of the year
varies in a range of 2 to 16 m/s [38,39]. The mathematical correlation has been derived by using the
CFD results in the cases of three different wind speeds, i.e., 6, 10 and 15 m/s. These three values have
been commonly agreed with RWTH Aachen University, since for these specific cases the experimental
values of aeration rates were available. Nevertheless, as explained in the results section below, the
experimental data cannot be used for validation of the CFD model. As a further step, it was necessary
to test how accurately the mathematical correlation can predict the aeration rate for any additional
wind speed. Therefore, three more wind speeds were used to check the agreement of the CFD results
with the results of the empirical expression as regards the mass flow rate through the window opening.
For this purpose, three additional wind speeds have been selected; the first is close to the lower bound
of the wind range that is typical for Aachen Region, the second one is an intermediate value and the
third one is the upper bound of the provided wind range. The selection of the wind directions is
arbitrary, except 215◦, which is selected due to the fact that for this wind direction the RWTH Aachen
University has some experimental values of aeration rates. Nevertheless, as already mentioned, the
experimental data cannot be used for validation of the CFD model.

2.6. Numerical Grid

The numerical grid is developed in ANSYS Meshing®. The mesh consists of approximately
8.7 million cells, all of which are hexahedrons. This type of mesh elements can provide smooth solution
convergence and validity of the derived results, as compared to the experimental values or the real
operating conditions. Mesh shows high quality, since the skewness factor does not exceed in any case
the upper acceptable limit of 0.94. Figure 6 presents the developed numerical grid. More specifically,
Figure 6a is a general view of the whole domain, while Figure 6b is an enlarged view of the room,
showing the numerical grid among the external environment, the room and the tilted window.

(a) (b) 

Figure 6. Computational mesh of: (a) entire domain, (b) area between external environment, room and
tilted window.

3. Results

3.1. Correlation

In the current study is presented the optimal number of simulations in order to develop the mass
flow rate function, since after an assiduous investigation there is no significant effect on the type or
coefficients of the fitted functions. Figure 7a presents the CFD results’ absolute values of real mass
flow rate and wind direction for each case, while Figure 7b presents the respective normalized values.
Due to the above explained, mass flow rate normalization formula used for Figure 7b, the mass flow
rate normalized values cannot be used to compare the flow in a specific angle among the various wind
speeds. For instance, at the angle of 45◦ (−0.5 of normalized angle), the mass flow rate corresponding
to the velocity of 6 m/s is greater than the other two cases, while in the CFD results of Figure 7a, it
has the lowest value of the three. In a general view, it can be seen that the mass flow rate follows the
same trend for the range between 90◦ and 180◦ wind direction. More specifically, the maximum mass
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flow rate in each case of wind direction is observed in the case with the maximum wind speed, while
the minimum one in the case with the minimum wind speed. This is normal, since the mass flow
rate is proportional to velocity. However, the case that correspondingly represents the lower bound
of the wind direction’s range does not follow the same trend. More specifically, in the case with the
wind direction of 45◦, it can be observed that the mass flow rate in the case with 15 m/s wind speed
is located between the respective mass flow values in the cases with 10 m/s and 6 m/s wind speed.
In addition, in wind direction of 215◦, the cases with 10 m/s and 15 m/s wind speed have almost the
same mass flow rate, in contrast to the differences that are detected between these two cases in other
wind directions. Finally, the maximum mass flow rate is presented in the case with wind direction
of 135◦, since in this case the air/mass flow is perpendicular to the window opening, so the normal
component of the velocity vector takes the maximum value.

(a) (b) 

Figure 7. Computational Fluid Dynamics (CFD) results for mass flow rate versus wind direction: (a)
absolute values, (b) normalized values.

The wind conditions were measured by a weather station that is located on the building’s roof.
However, in Figure 8, case of 135◦ with 10 m/s wind speed, it can be observed (view of the building
from southwestern) that the location is inside the developed boundary layer, so the measurements
cannot be considered as representative for time-averaged wind conditions and the measurements of
aeration rate as accurate enough for validation purposes.

Figure 8. Measurement point and recirculations.

Figures 9–11 show the flow patterns and the horizontal profile of the z-component of velocity
in the case of 45◦ wind direction at a height of 6 m along the y-axis for 6, 10 and 15 m/s wind speed,
respectively. These figures show both a general view of the building (a) and a magnified view of the
area of interest in front of the window (b). The negative values of velocity z-component represent the
direction of the flow towards the window.
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(a) (b) 

Figure 9. Flow patterns and contour of velocity (z-component), for 6 m/s wind speed and wind direction
of 45◦ (a) around the building and (b) in front of the tilted window.

(a) (b) 

Figure 10. Flow patterns and contour of velocity (z-component), for 10 m/s wind speed and wind
direction of 45◦ (a) around the building and (b) in front of the tilted window.

(a) (b) 

Figure 11. Flow patterns and contour of velocity (z-component), for 15 m/s wind speed and wind
direction of 45◦ (a) around the building and (b) in front of the tilted window.
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Based on the general view of flow patterns around the building, a large recirculation area (kidney
vortex) at the leeward side of the building can be observed in all cases examined. As the velocity is
increased, the vortices become more intense. Inside the room a clockwise vortex is developed as a
result of the closed door. More specifically, due to the closed door, mass flow rates through the window
opening are equal. This mutual and simultaneous mass exchange between the external and internal
environment implies the development of a recirculation inside the room.

Based on Figures 9–11, the flow in all three investigated cases is parallel to the building envelope,
due to the wind direction. In the case of the lowest wind speed, i.e., 6 m/s, the air flow is decelerated
by the building’s friction forces and the z-component of wind speed is very low; due to wind direction
and the low wind speed. These are the main reasons why the case of 6 m/s wind speed presents the
minimum mass flow rate among the three cases. By comparing the rest two cases (10 and 15 m/s wind
speed), it can be concluded that the air flow with the maximum velocity is significantly deflected
from the building envelope, since the thickness and the required length of fully-developed boundary
layer increases, as the velocity increases too. Therefore, the values of the z-component of the velocity
(towards the building’s window) in the area of interest are higher in the case with 10 m/s wind speed
compared to the one with 15 m/s. This results in higher mass flow rate in the case with 10 m/s wind
speed compared to the case with 15 m/s.

Figure 12 presents the velocity magnitude and the direction of the airflow through the open area
of the tilted window for the case of wind direction of 45◦ and all the wind speeds investigated. In all
three cases, the main mass of air enters the room from the right and the top side of the opening, while
it exits through the left one. Furthermore, the two cases with 10 and 15 m/s wind speed present almost
identical vectors. However, a difference between these cases can be observed on the upper-left corner,
where the flow from the room to the environment in the case of 10 m/s wind speed presents higher
velocity compared to the case of 15 m/s, as a result of the increased mass flow rate and the moving of
the natural plane of the flow towards the window top side.

 
(a) (b) (c) 

Figure 12. Vectors and velocity magnitude on the window opening for (a) 6 m/s, (b) 10 m/s, (c) 15 m/s
wind speed, for 45◦ wind direction.

Figures 13–15 show the flow patterns and the horizontal profile of the z-component of velocity
in the case of 215◦ wind direction at a height of 6 m along the y-axis for 6, 10 and 15 m/s wind
speed, respectively.

41



Energies 2019, 12, 1600

(a) (b) 

Figure 13. Flow patterns and contour of velocity (z-component) for 6 m/s wind speed and wind
direction of 215◦, (a) around the building, (b) in front of the tilted window.

(a) (b) 

Figure 14. Flow patterns and contour of velocity (z-component) for 10 m/s wind speed and wind
direction of 215◦, (a) around the building, (b) in front of the tilted window.

(a) (b) 

Figure 15. Flow patterns and contour of velocity (z-component) for 15 m/s wind speed and wind
direction of 215◦, (a) around the building, (b) in front of the tilted window.

As expected, a recirculation zone is developed close to the windward side of the building.
This recirculation structure is transferred towards the window, as the wind speed increases. As already
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explained, when the wind speed increases, so does the thickness and the necessary length of
fully-developed boundary layer. The development of a recirculation zone exactly in front of the
window induces uncertainties in the developed flow field and significantly affects the induced mass
flow rate through the respective opening. This is the main reason why the difference in the mass
flow rate between the cases of 10 and 15 m/s wind speed is not so significant as in the other direction
cases. Finally, the external wind direction affects the flow development inside the room, creating
counterclockwise vortices.

Figure 16 presents the velocity magnitude and the direction of the airflow through the open area
of the tilted window for the case of wind direction of 215◦ and all the wind speeds investigated. It can
be observed that the recirculation developed in front of the window in the case of 15 m/s wind speed
affects the developed flow field on the window opening, especially on the top side. Subsequently,
in contrast to the rest two cases, where the flow clearly enters the room from the left and the top
side of the opening, in the case of 15 m/s wind speed the flow on the top side is both inwards and
outwards. This also affects the mass flow rate that enters the room (or equivalently exits the room) and
the difference between the cases of 10 and 15 m/s air speeds is lower than the difference in other cases
with different wind direction angles.

(a) (b) (c) 

Figure 16. Vectors and velocity magnitude on the window opening for (a) 6 m/s, (b)10 m/s, (c)15 m/s
wind speed, with a wind direction of 215◦.

The fitted function depends on the type of window opening, building dimensions, and wind
conditions. Thus, in the current study the best fit to the normalized data is achieved by using the
Gaussian function provided by Equation (9):

f(x) = ae−
(x−b)2

2c2 (9)

The constants a and b are selected equal to 1 and 0, respectively, in order for the Gaussian curve
to pass through the point (0,1). Depending on the incident velocity that characterizes each group of
computational runs, the value of c parameter that ensures the best agreement between the derived
dimensionless curves and the Gaussian one is c = 0.4055, c = 0.4292 and c = 0.3361 for the wind speeds
of v = 6 m/s, v = 10 m/s and v = 15 m/s, respectively. The curve used for fitting for each specific velocity
case along with the coefficient of determination, R2, is given in Figure 17.
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(a) (b) (c) 

Figure 17. Fitting of data using Gaussian function: (a) case of 6 m/s wind speed, R2 = 0.8417; (b) case of
10 m/s wind speed, R2 = 0.8892; (c) case of 15 m/s wind speed, R2 = 0.9465.

Because of the fact that the c parameter changes among the investigated cases, depending on the
wind speed, it is necessary to formulate a mathematical expression that connects the c parameter with
the velocity magnitude. This mathematical expression is given in Equation (10):

c(v) = −0.00273v2 + 0.04956v + 0.20632 (10)

where v is the wind speed in m/s.
The final expression of the mass flow rate prediction as a function of the normalized wind direction

θ and wind speed v is described by the Equation (11):

f (θ, v) = exp

⎛⎜⎜⎜⎜⎝− θ2

2(−0.00273v2 + 0.04956v + 0.20632)2

⎞⎟⎟⎟⎟⎠ (11)

Finally, Equation (12) provides the maximum mass flow rate for each group of the examined cases
as a function of the incident velocity, with R2 = 0.995:

.
mmax(v) = 0.04599v (12)

The coefficient of determination of Equations (10) and (12) is equal to 1 and 0.995, respectively.

3.2. Verification of Empirical Function

In order to validate the derived mathematical correlation, it is necessary to conduct additional
simulations using different wind speeds to assess the agreement of the provided values by the
mathematical expression against the CFD results. In this framework, three values of velocity magnitude
have been selected; the first one smaller than 6 m/s, the second one in-between the range of 6 and 15
m/s and the third one above the maximum selected value of 15 m/s.

Table 2 shows the percentage relative error between the mass flow rate numerically calculated
and the one estimated by the derived function in the case of 2.5 m/s wind speed. The relative error
has been calculated by Equation (13). The maximum numerical errors can be seen in the two limit
values of wind direction, i.e., 45◦ and 215◦, and are equal to 38.2% and 8.8%, respectively. Contrary to
the limit values of wind speed, the interval ones present very good agreement. This fact can be also
observed in Figure 18, which presents both the derived graph of the function for this specific wind
speed (blue line) and the CFD results (red dots):

Relative error =

∣∣∣∣∣∣∣
.̂

mCFD − .̂
mprediction

.̂
mCFD

∣∣∣∣∣∣∣× 100%, (13)
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Table 2. Percentage relative error between CFD and empirical normalized airflow rate for 2.5 m/s.

Angle (◦) Normalized Angle
Normalized

Mass Flow Rate
(CFD)

Prediction of
Normalized

Mass Flow Rate

Relative Error
(%)

45◦ −0.5 0.45 0.28 38.2
90◦ −0.25 0.77 0.73 5.9

135◦ 0 1.00 1.00 0.0
180◦ 0.25 0.78 0.73 6.9
215◦ 0.45 0.33 0.36 8.8

Figure 18. Comparison of normalized mass flow rate between CFD results and values derived by the
function for 2.5 m/s wind speed.

The second wind speed that has been selected is equal to 12 m/s and is an interval value of the range
between 6 and 15 m/s. It can be observed that in this case a better agreement between the CFD and
empirical results can be achieved for all the wind directions, since the maximum relative difference is
approximately equal to 3.5% (Table 3). This agreement is also noticeable in Figure 19, which presents both
the derived graph of the function for this specific wind speed (blue line) and the CFD results (red dots).

Table 3. Percentage relative error between CFD and empirical normalized airflow rate for 12 m/s.

Angle (◦) Normalized Angle
Normalized

Mass Flow Rate
(CFD)

Prediction of
Normalized

Mass Flow Rate

Relative Error
(%)

45◦ −0.5 0.48 0.47 1.2
90◦ −0.25 0.81 0.83 2.8
135◦ 0 1.00 1.00 0.0
180◦ 0.25 0.86 0.83 3.5
215◦ 0.45 0.54 0.55 1.2

Figure 19. Comparison of normalized mass flow rate between CFD results and values derived by the
function for 12 m/s wind speed.
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For the last case, the wind speed is 16 m/s. In Table 4 the relative error between the estimated
and CFD results can be seen. When the wind direction is parallel to the window i.e., 45◦ and 215◦ the
relative error is significant, i.e., 35.5% and 36%, respectively. Moreover, an underestimation of mass
flow rate can be observed for 90◦ and 180◦ as the velocity of 16 m/s does not belong to the range of
selected values for Gaussian fitting. This fact can be also observed in Figure 20, which presents both
the derived graph of the function for this specific wind speed (blue line) and the CFD results (red dots).

Table 4. Percentage relative error between CFD and empirical normalized airflow rate for 16 m/s.

Angle (◦) Normalized Angle
Normalized

Mass Flow Rate
(CFD)

Prediction of
Normalized

Mass Flow Rate

Relative Error
(%)

45◦ −0.5 0.39 0.25 35.5
90◦ −0.25 0.77 0.71 8.3

135◦ 0 1.00 1.00 0.0
180◦ 0.25 0.77 0.71 8.1
215◦ 0.45 0.52 0.33 36.0

Figure 20. Comparison of normalized mass flow rate between CFD results and values derived by the
function for 16 m/s wind speed.

Based on the results, it can be concluded that the mathematical correlation cannot accurately
predict the mass flow rate through the window opening when both of the following two arguments
are valid: a) the wind speeds are out of the range of the values that have been selected for the function
development and b) the wind direction is parallel to the window’s surface. This can be attributed to
the fact that the Gaussian function is symmetrical around the central value, while the developed flow
field presents recirculations and flow deflection in front of the window that induce uncertainties and
dissimilarities, so the differences between the Gaussian function and the CFD results become more
significant. Thus, it is difficult to predict the mass flow rate with reasonable accuracy in the cases of
wind direction parallel to the window and wind speed out of the range of the selected values for the
derivation of the function. These results are consistent with the findings of Wang [23], who observed
that only when the mass flow is perpendicular to the tilted window the proposed semi-empirical model
agreed with his CFD simulations. Furthermore, this model refers to opening angles 30◦ 45◦, while
in the current study an angle of 5.8◦ is examined. This is important because due to the complicated
geometry it is not clear the location of the neutral plane which is a term in the semi-empirical model
for the calculation of the ventilation rate. Thus, the results of this study cannot be compered by the
semi-empirical model.
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4. Conclusions

This paper presents a simple, versatile methodology for the development of an empirical equation,
which can provide the air mass flow rate imposed by single-sided wind-driven ventilation of a room,
as a function of external wind speed and direction, using the results from CFD simulations. k-w SST
turbulence model and Boussinesq approximation have been used for the simulation of turbulence and
buoyancy forces, respectively.

In order to achieve the derivation of a function from CFD simulations for prediction of the mass
flow rate, it was necessary to use three wind speeds, namely 6, 10 and 15 m/s. In each case of wind
speed five different wind directions were simulated. The normalized mass flow rates were fitted
using a type of Gaussian function. The validation of the empirical function has been performed by
conducting additional simulations with wind speed equal to 2.5, 12 and 16 m/s. In contrast to the
case of the velocity of 12 m/s, whose predictions have a very good agreement with the simulation
results, the other two cases present significant relative error when the airflow is parallel to the window.
With these wind directions, the CFD results have showed the development of recirculations near the
window and the deflection of the flow from the building. Since these phenomena are complicated and
the function cannot accurately take them into account, the relative error between the simulation and
the prediction in these cases is increased. Moreover, the selected velocities of 2.5 and 16 m/s do not
belong in the range of the values which the correlation is based on. The broad range of wind speeds
that have been examined and the non-symmetrical building formation (contrary to the symmetrical
conditions of pilot simulations) distinguish the present work from previous publications, that use CFD
simulations for an empirical correlation for a shorter range of wind speeds and symmetrical conditions.
However, an interesting follow-up work of this study could be to use experimental data for further
accuracy of the correlation, because in the present case the experimental values are not valid, since the
weather station is located inside the developed boundary layer.
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Nomenclature

a constant
A constant, N·s2·m−4

B constant, N·s·m−3

b constant
Dω cross-diffusion term, kg·s−2·m−2

F external body forces in momentum equation, N·m−3

Gω generation of ω, kg·s−2·m−2
~
Gk generation of turbulence kinetic energy, kg·m−1·s−3

gz gravity vector, 9.81m·s−2

H height, m
k turbulent kinetic energy, kg·m−1·s−3

keff effective conductivity, W/(m·K)
L length, m
.

m mass flow rate kg·s−1
.̂

m normalized mass flow rate
p pressure, Pa
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Sk user-defined source term, kg·m−1·s−3

Sω user-defined source term, kg·s−2·m−2

Si source term, Pa·m−1

T temperature, K
t time, s
v Velocity vector, m·s−1

W width, m
xi position vector with Cartesian components
Yk dissipation of k, kg·m−1·s−3

Yω dissipation of ω, kg·s−2·m−2

Greek symbols
β thermal expansion coefficient, K−1

Γk effective diffusivity of k, kg·m−1·s−1

Γω effective diffusivity ω, kg·m−1·s−1

θ wind incident angle, ◦
^
θ normalized wind incident angle

μ dynamic viscosity, kg·m−1·s−1

ρ density, kg·m−3

τ stress tensor
ω specific turbulent dissipation rate, kg·m−3·s−2

Subscripts
ref reference
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Abstract: Nowadays, besides the use of conventional insulations (plastic foams and wool materials),
aerogels are one of the most promising thermal insulation materials. As one of the lightest solid materials
available today, aerogels are manufactured through the combination of a polymer with a solvent,
forming a gel. For buildings, the fiber-reinforced types are mainly used. In this paper, the changes both
in the thermal performance and the material structure of the aerogel blanket are followed after thermal
annealing. The samples are put under isothermal heat treatments at 70 ◦C for weeks, as well as at
higher temperatures (up to 210 ◦C) for one day. The changes in the sorption properties that result from
the annealing are presented. Furthermore, the changes in the thermal conductivity are followed by a
Holometrix Lambda heat flow meter. The changes in the structure and surface of the material due to
the heat treatment are investigated by X-ray diffraction and with scanning electron microscopy. Besides,
the above-mentioned measurement results of differential scanning calorimetry experiments are also
presented. As a result of using equipment from different laboratories that support each other, we found
that the samples go through structural changes after undergoing thermal annealing. We manifested
that the aerogel granules separate down from the glass fibers and grow up. This phenomenon might be
responsible for the change in the thermal conductivity of the samples.

Keywords: fibrous aerogel; thermal conductivity; heat treatment; XRD; SEM; DSC

1. Introduction

A method to decrease the energy use as well as the emission of greenhouse gases is to apply thermal
insulation materials. [1–4] Silica aerogels are mesoporous materials that have very small thermal
conductivity (λ, W/mK) [5]. Aerogel materials are applied as thermal excellent insulations. It has been
presented in recent papers that fibrous, transparent, or translucent aerogel-type insulations are some of
the most innovative/advanced insulation materials. Aerogel is a porous material with low density, and
cells on the nanoscale. It is manufactured from different types of gels by supercritical drying; silica
alco-gels are the most widely manufactured, which are most regularly prepared from silica gel [6–11].
In many papers, in the systematic literature, investigations of aerogel-related contents can be found,
but due to a lack of space, only some of them can be presented as well as processed in the introduction
part of this paper [12–14]. The main goal of this paper is to present and understand experimental
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results carried out on glass fiber-reinforced aerogel samples. The thermo-hygric properties of the
aerogel have been comprehensively presented in recent papers [15–20].

It was previously presented in [6] that through service time, the thermal conductivity of the
samples varies. On the nanometric and microscopic scale, it strongly depends on the distribution and
size of the fibers.

It should be stated that over a temperature interval (−15 ◦C to 25 ◦C), the effect of air temperature
has a negligible or only minor influence on the thermal conductivity coefficient of a sample; nevertheless,
at uncommon temperature varieties (25 ◦C < T < 200 ◦C), significant changes are expected. Near these
mentioned temperatures, which can be thought to be thermal, annealing, materials can suffer physical
or chemical changes and can also provoke a rise in thermal conductivity.

High temperature can raise the kinetic reaction rates inside the materials, and can probably
boost the chemical, as well as the physical degradation phenomenon [21]. In industrial cases, higher
(elevated) temperature impacts can reach the materials. By insulating pipes, transporting hot fluid
or steam, or heating, ventilation, and air conditioning (HVAC) systems with temperatures of up to
200 ◦C–300 ◦C can be formed.

The stable thermal resistance is a property that is required for formulating the design insulation
performance under service conditions. Controlled aging is a method for modeling the chemical,
mechanical, and thermal (physical) properties of a sample as a function of time. Whether thermal
annealing causes elevated aging regarding the silica aerogel bats is unknown, so measurements and
models are necessary. Having a relatively high melting point, general temperature ranges (−10 ◦C to
60 ◦C) would not have a substantial influence, but the higher temperatures would have. Jelle et al.,
in their paper, presented thermal exposures as aging issues, for example: the thermal annealing [21,22].
Miros revealed that heat annealing as a thermal aging procedure influenced the thermal properties of
mineral wool materials at unconventional temperature ranges (100 ◦C to 600 ◦C) [23]. Furthermore, for
insulation such as rock wools or fibrous silica aerogels, the deterioration of the thermal performance
should appear through chemical or physical reactions as structural modifications. Similar to the paper
of Miros [23], where aging caused structural changes followed by variations in the thermal conductivity.
They explored changes with a heat flow meter.

In recent years, besides the measurements of the thermal conductivities and sorption isotherms
under normal (general conditions), test results on heat-treated samples were presented as well.
These ordinary measurements are usually completed with destructive or non-destructive structural
investigations e.g., scanning electron microscopy, calorimetry, and diffraction for crystallization
study. It has been well presented in previous papers [24,25] that scanning electron microscopy (SEM)
combined with element mapping could illustrate essential information regarding the structures and
orders of the fibers [26,27]. After annealing, an analysis of the microstructure of the samples is very
important. Moreover, besides these investigations, tests with an X-ray diffractometer (XRD) should be
carried out. Several papers [28,29] present the XRD measurements of the aerogels after annealing at
elevated temperatures, which are usually over 500 ◦C. Also, differential scanning calorimetry (DSC)
investigations combined with scanning electron microscopy as well as with sorption measurements
were executed on aerogels [30,31].

In this study, we systematically investigated the influence of different aging and temperatures on
the structure and thermal conductivity of glass fiber-enhanced silica aerogel, with 150 kg/m3 density.
Then, changes in the sorption isotherms as well as modification in the structure and in the thermal
properties are introduced after executing SEM, DSC, and XRD tests. The samples applied in this study
were received from a Hungarian distributor.

52



Energies 2019, 12, 2001

2. Materials and Methods

2.1. Thermal Conductivity Measurements

The measurement of the thermal conductivity of insulation materials can be performed by
following the rules of the EN ISO 12664:2001 standard [32] (Thermal performance of building materials
and products. Determination of thermal resistance by means of guarded hot plate and heat flow meter
methods. Dry and moist products of medium and low thermal resistance) [24,29]. In order to reveal
the exact thermal conductivity coefficient of our samples, a Holometrix Lambda 2000 type heat flow
meter (HFM) (Bedford, Massachusetts, US) was applied. The used equipment was manufactured to
specify the thermal conductivity coefficient of insulation materials with about 5% accuracy, which is in
agreement with standards ASTM C518 [33] and ISO 8301 [34]. As the basis of the research, the thermal
conductivity measurement results were presented in a previous paper [6] and here, these results will
be improved through a deeper engineering analysis of the materials. The measurement conditions can
be found in [6,18,35–37].

2.2. Sorption Isotherm Measurements

In order to find the moisture/vapor sorption properties of the samples, three pieces of equipment
should be combined: a drying apparatus, a climatic chamber, and a milligram precision balancer. First,
in order to find the sorped amount of water, the materials should be desiccated to a changeless weight,
which in our case is a Venticell 111 apparatus (MMM Medcenter Facilities GmbH, Münich, Germany).
It works with hot air between 10–250 ◦C. By using the equipment, the material can be dried; furthermore,
samples can be thermally (heat) treated by setting different temperature values [6,18,35–37].

After treating the samples in this heater/dryer to constant mass, their weights must be registered
with a balance. Afterwards, samples need to be positioned in a climatic chamber, which in our case is a
Climacell 111 apparatus (MMM Medcenter Facilities GmbH, Münich, Germany). The apparatus can
fix the temperature between 0–100 ◦C with any humidity between 10–90%.

For recording the sorption isotherms curves, four aerogel samples with 1-cm thickness and a
10 cm × 10 cm base area were tested. The investigations were done by following the rules of ISO 12571:
2013 standard [38] (Hygrothermal performance of building materials and products—Determination of
hygroscopic sorption properties, Part B—climatic chamber method). In the humidity chamber, the
temperature was fixed to 23 ± 1 ◦C, while the relative humidities were 30%, 50%, 65%, 80%, and 90%.
From the wet and dry masses of all the samples, the moisture contents were calculated, and the results
were averaged. The sorption isotherm of the unannealed sample was referred to in our previous
work [6], while the graph for the two annealed samples is presented here.

2.3. Differential Scanning Calorimetry Measurements

The specific heat capacity (cp) was determined according to standard DIN 51007 [39], where a
differential scanning calorimetry (DSC) and a sapphire as the calibrant are used. DSC was carried out
using a DSC 822e (Mettler Toledo, Greifensee, Switzerland) device. The experiments were done in
the temperature interval from 25 ◦C up to 300 ◦C in an air atmosphere with a flow rate of 50 mL/min.
The heating rate was 10 ◦C/min and the isothermal regime (5 min) was applied before and after linear
heating. The mass of samples was about 9 mg, and aluminum crucibles (volume of 40 mm3) with lids
were used.

The specific heat capacity was calculated from the measured heat flow data of empty crucibles,
a sapphire, and a sample using the equation:

cp = cpc(mc(As − Ab))/(ms(Ac − Ab)) (1)
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where Ab, As, and Ac (in W/g) are the measured amplitudes (heat flows) of the empty crucibles, sample,
and sapphire, respectively. Moreover, mc and ms (in g) are the masses of the sapphire and sample,
respectively, and cpc (in J/(kg·K)) is the specific heat capacity of the sapphire [34].

2.4. Heat Treatments of the Samples

The heat-treating of the samples was executed in the VentiCell 111 apparatus (MMM Medcenter
Facilities GmbH, Münich, Germany), in which the samples can be heat treated or dried at different air
temperatures ranging between 10–250 ◦C. The equipment works with air circulation using an inbuilt
ventilator [6,18,35–37]. The measurements were performed according to the ISO 12664 [32] and 12667 [40]
standards. The tests were executed before and after thermal annealing the samples. Two different
thermal annealing rows were done. The samples were put under isothermal heat treatments at 70 ◦C for
six weeks (isothermal heat treatment); they were also put under thermal treatment at higher temperatures
(70 ◦C, 100 ◦C, 130 ◦C, 150 ◦C, 180 ◦C, and 210 ◦C) for one day on the same sample, one after the other.

2.5. X-ray Diffraction Experiments

Crystallographic information from the as-received and annealed samples has been obtained by
applying the X-ray diffraction (XRD) method. The measurements were performed by a Siemens
diffractometer (Kristalloflex 710H, Siemens, Karlsruhe, Germany) using CuKα irradiation with
λ = 0.154 nm. Scanning geometry between θ–2θ was applied to perform the measurements; the X-ray
tube was operated with 40 mA and 40 kV settings. The high-angle spectra were measured between
20–85◦ to study the presence of solid phases in the samples.

2.6. Scanning Electron Microscopy Investigations

The materials were analyzed using a Hitachi TM-3030 scanning electron microscope (SEM) (Hitachi
High-Technologies Europe GmbH, Japan) with a Bruker Quantax 70 EDS system (Berlin, Germany).
The TM3030 is equipped with premium signal detectors that have been incorporated in field emission
(FE-SEM) and variable-pressure (VP-SEM) and provide unparalleled image quality. The detectors can
be effectively operated under low-vacuum conditions and can support high-sensitivity four-segment
semiconductor (BSE) detector for image observation without metal coating. The TM-3030 can be
used to observe BSE images with a magnification range from 15 to 30,000×. Element mapping
(energy-dispersive spectroscopy, EDS) with X-ray analysis with a wide detection area (30 mm2) was
executed on the samples as well.

3. Results

3.1. Thermal Conductivity Results

In a recent paper [6], it was presented that the thermal conductivity remains constant after annealing
the samples until 42 days under atmospheric pressure and at 70 ◦C. It was found that the thermal
conductivity ranges around 0.017 W/(m·K). This thermal conductivity value was equal to that measured
on the as-received (unannealed) sample. However, after annealing the samples at 100 ◦C, 150 ◦C, 180 ◦C,
and 210 ◦C for one day (one after the other on the same sample), the thermal conductivity was changed.
Between 100–200 ◦C, it changes up to 0.018 W/(m·K), while above 200 ◦C, it jumps up to 0.020 W/(m·K) [6].
In order to go deeper into the reasons of the changes, further experiments were executed.

3.2. Results of Sorption Isotherm Measurements

Sorption isotherm investigations were executed with the above-mentioned method. In Figure 1,
the sorption isotherm curves (equilibrium moisture content versus relative humidity at 23 ◦C) of
annealed samples at 70 ◦C for 42 days and the graph of the thermally treated sample at 100 ◦C, 150 ◦C,
180 ◦C, and 210 ◦C for one day are visible. The sorption isotherm of the unannealed samples was also
presented in [6]. The shape of the sorption isotherm of the as-received sample shows continuously
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increasing moisture content with the increasing relative humidity, and without any breaks in it.
This shape presents the type II isotherm of the new classification of the BET isotherm representing
adsorption isotherms on macroporous adsorbents with strong affinities [41].

Interestingly, one can see that the shapes of the sorption isotherms of the annealed samples are
different. Between 50–75% relative humidity, the isotherms have a strong break. After analyzing the
shape of the sorption isotherms, one can state that these shapes can be identified as type-IV isotherms,
which characterizes mesoporous adsorbents with strong affinities [41]. We should conclude here that
some structural change occurred due to the thermal annealing.

 
Figure 1. The sorption isotherm graphs.

3.3. Scanning Electron Microscope Results

To visualize the expected changes in the structures, scanning electron microscope measurements
were executed. Pieces of unannealed, isothermally annealed, and isochronally annealed samples were
put under an SEM test into the microscope. The results are presented in Figures 2–5 as: (Figure 2) an SEM
image of the as-received sample, (Figure 3) an EDS element map of the as-received sample, (Figure 4)
an SEM image of the isothermally annealed sample, and (Figure 5) an SEM image of the isochronally
annealed sample. From the SEM pictures (Figure 2), it can be seen that the aerogel granules are joined to
the fibers, which is in good connection with the other images presented in the literature [24,26].

 
Figure 2. SEM image of the as-received sample.
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Figure 3. Energy-dispersive spectroscopy (EDS) element map of the as-received sample.

From the element maps, one can observe that the main components of the sample—silicon, oxygen,
aluminum, and some calcium and carbon contaminants—may be coming from the glass fibers.

From the obtained SEM images, we can conclude that the particles after annealing are separated
from the fibers and create bigger granulates. It can be clearly stated that the structure of the samples
is changing due to the heat treatment. After thermal annealing at high temperatures, one cannot
observe any particles on the fibers, while aerogel particles are visible on the surface of the fibers of
the as-received and isothermally annealed samples. A similar effect was predicted by Li et al. and
Yang et al. [24,26]. Iswar et al. visualized similar effects with SEM after annealing the samples at
65 ◦C from 2 h to 24 h [5]. Liang et al. [42] postulated that the investigations of the service life of
aerogel-based insulations can be achieved by scanning electron microscope, too.

 
Figure 4. SEM image of the isothermally annealed sample.
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Figure 5. SEM image of the isochronally annealed sample.

3.4. Differential Scanning Calorimetry Results

Figure 6 shows the DSC results of an as-received sample.

Figure 6. The differential scanning calorimetry (DSC) results of the aerogel sample.

From Figure 6, it is visible that the specific heat capacity at room temperature is about 1000 J/(kg·K),
while it is constant almost between 70–120 ◦C. After this, a continuously increasing part is visible,
while a great change is observable above 240 ◦C. Here, some reaction might take place. Hasan et al. [30]
presented combined measurements on aerogel samples, including calorimetry tests. They showed a
critical region between 130–260 ◦C.

3.5. Results of XRD Measurements

In order to further investigate our samples and check structural changes, XRD measurements
were performed on all three types of samples. As it was already presented in [28,29,43,44], XRD is
reasonable tool to understand the structural form of the aerogel samples. The results are presented in
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Figures 7–9 as: (Figure 7) XRD spectra of the as-received sample, (Figure 8) the XRD spectra of the
isothermally annealed samples, and (Figure 9) the XRD spectra of the isochronally annealed samples.
Zhu et al., Kwon and Choi, and Music et al. [29,43,44] show the characteristic peak near 22–23◦ that
belong to the amorphous SiO2 phase. Additionally, Zhu et al. [28] further observed a small peak near
43◦ as it is also visible in our results (Figure 7), where the XRD spectra of the as-received sample
are presented.

Figure 7. XRD spectra of the as-received sample.

From Figure 7, one can state that a broad peak can be found at about 22◦, which belongs to the
amorphous SiO2, while a smaller peak is observable at 43◦ that relates to the carbon content. These
results are in good agreement with the results presented in [28]. The carbon content can originate as
the side effect of the preparation (super critical CO2 extraction). In Figures 8 and 9, the XRD results of
the annealed samples can be found.

Figure 8. The X-ray diffractometer (XRD) spectra of the isothermally annealed samples.
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Figure 9. The X-ray diffractometer (XRD) spectra of the isochronally annealed samples.

From both graphs (Figures 8 and 9), one can see that the peak at 43◦ disappears as a result
of annealing, while besides the broad peak observed on as-prepared sample near 22◦, a new peak
appears. These twin peaks were reported by Zhou et al. [28]. From these results, we could expect that
heat treatment in such materials causes either a crystallization process or the growth of the grains.
In Reference [45], it was stated that the different types of measurements carried out on fiber aerogel
samples are very important, as they support each other. Reference [46] stated that the artificial aging of
insulation materials and their investigations with different methods are very important.

4. Conclusions

Silica aerogels present acceptable thermal conductivity, and they are mainly used as thermal
superinsulators. Here, we studied the influence of aging and drying processes on the microstructure
and thermal properties of aerogel samples. Glass wool–silica gel composites were aged (thermal
annealed) for variable temperatures and times at ambient air. Different experimental results were
presented, supporting each other, and were carried out on glass fiber-reinforced aerogel samples. The
tests of different laboratories supported the main conclusion of this paper. We can declare that thermal
aging has an effect on the properties of the insulation materials. We observed the microstructural
changes by sorption measurements through the variations of the shapes of the curves as well as by
scanning electron microscopy; then, we manifested the growing of the grains. Furthermore, with X-ray
diffraction, and last but not least with differential scanning calorimetry, we presented the changes in
the phases and the presence of kinetic reactions. We pointed out that the aerogel grains are growing
due to the thermal annealing and separating from the glass fibers. These results were combined with
previously published ones, where the changes in the thermal conductivity caused by the thermal
annealing were manifested. These results could provide a good base for the designers to know the
applicability limit of the samples in high-temperature places.
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Abstract: Thermal energy storage systems based on latent heat utilization represent a promising way
to achieve building sustainability and energy efficiency. The application of phase change materials
(PCMs) can substantially improve the thermal performance of building envelopes, decrease the energy
consumption, and support the thermal comfort maintenance, especially during peak periods. On this
account, the newly formed form-stable PCM (FSPCM) based on diatomite impregnated by dodecanol
is used as an admixture for design of interior plasters with enhanced thermal storage capability.
In this study, the effect of FSPCM admixture on functional properties of plasters enriched by 8, 16 and
24 wt.% is determined. On this account, the assessment of physical, thermal, hygric, and mechanical
properties is done in order to correlate obtained results with applied FSPCM dosages. Achieved
results reveal only a minor influence of applied FSPCM admixture on material properties when
compared to negative impacts of commercially produced PCMs. The differential scanning calorimetry
discloses variations of the phase change temperature, which ranging from 20.75 ◦C to 21.68 ◦C and
the effective heat capacity increased up to 15.38 J/g accordingly to the applied FSPCM dosages.

Keywords: phase change temperature; plaster; thermal energy storage; mechanical properties;
thermal properties

1. Introduction

Nowadays, the rising energy consumption related to the building sector is a source of concern
associated with the energy inefficiency and excessive production of greenhouse gases (GHG). Namely,
the buildings sector consumes about 40% of annually produced primary energy in the European
Union and is responsible for the production of almost 25% of greenhouse gases (GHG) [1]. Another
important issue is linked with the rise of fuel prices and abandonment of conventional energy sources,
including the combustion of fossil fuels which are viewed as one of the major sources of excessive
emissions [2]. However, despite several developed mitigation strategies aimed at improvements of the
energy performance, the achieved results and observations cannot be considered satisfactory in terms
of sustainable development goals.

Presently, the utilization of traditional insulation materials such as polystyrene, mineral wool
or polyurethane foam have reached the maximal insulation potential. Thus the thermal stability of
buildings can be upgraded only by advanced energy improvement provisions or combination of several
strategies [3]. The recent development of innovative insulation materials such as vacuum insulation
panels, gas-filled panels or aerogels represents a very efficient method for the energy performance of
building envelopes, however despite the superior thermal resistance of mentioned materials, ambitious
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GHG mitigation targets require the employment of additional methods [3–5]. As one of the most critical
parameters can be seen in a low thermal inertia of current insulation materials and consequent limited
thermal stability of building envelopes during peak periods [6]. Moreover, considering the recent
knowledge related to the energy efficiency of buildings and oncoming climate change [7], requirements
on interior air quality maintenance are going to be more important in the near future, when the peak
temperatures will be probably increased.

Advanced systems of the thermal energy storage have been extensively studied to meet energy
efficiency criteria with increased demands on the maintenance of indoor thermal comfort of modern
residential and office buildings [8]. Thermal energy storage systems have been found to be a beneficial
step towards balancing the energy availability and energy demand period for heating and cooling [9].
Specifically, the passive cooling/heating technology based on the utilization of latent heat could
substantially contribute to the preservation of ambient thermal comfort and consequently reduce
the costs associated with energy consumption. The high potential of PCMs lays especially in the
effectivity during daily temperature variations and subsequent mitigation of indoor temperature swings.
Considering the application of PCMs in the construction sector, several approaches contemplating
PCM incorporation into building elements can be identified.

However, several limitations for passive heating/cooling PCM-based systems have been revealed [10].
Since the passive systems completely depend on fluctuations of outdoor temperature, identification
of ideal PCM having a suitable temperature operating range is required to drop/overcome the
solidification/melting point. Otherwise, inappropriately selected PCMs cannot serve as cooling/heating
support and the efficiency of the system is limited. This problem can be solved by the utilization of
addition HVAC devices, nevertheless, their use lessens the gained benefits. As is evident, a proper
understanding and determination of PCMs properties poses an essential knowledge base for thermal
energy system application and promotion of their great potential [11].

The temperature moderation capability of PCMs has attracted the attention of several researchers
intending to develop concrete with improved thermal storage properties [12,13]. However, according
to the restriction related to the negative effect of incorporated PCMs on material properties, a major
barrier can be viewed in PCMs compatibility with cementitious materials, which limits broader PCM
applications [14]. A subsequent optimization of the applied dosages of PCMs in order to increase the
thermal storage capacity improved the efficiency up to 35%, which resulted in decreased overheating
rate as well as in increased economic viability [15].

Another substantial obstacle for a broader application of thermal energy storage is the negative
effect of commercially produced polymer-based PCMs on the functional properties of modified
materials. Despite the beneficial effect of PCMs on preservation of ambient climate with reduced energy
consumption, the PCMs incorporation into cementitious materials is accompanied by many issues such
as abrasion of PCM shells, clumping or segregation of PCM particles, and leakage of PCM media [12,16].
Especially, notable leakage together with a poor compatibility with cementitious materials represent
major barriers for PCM utilization. Minor improvements in the field of microencapsulated PCM
applications were presented by Zhang et al. [17] and Sari et al. [18], however attempts aimed at
fabrication of form-stable PCMs can be viewed as major breakthrough. The impregnation method
based on the absorption of paraffin/salt by a suitable bearer with a highly porous structure has been
reported as a promising solution overcoming the problems described above. For example, He et al. [19]
have impregnated perlite with a combination of eutectic PCMs for application in cement mortars.
These efforts resulted in the improvement of the thermal storage properties while the mechanical
strength of fabricated PCMs was reduced only slightly and could meet the technical requirements for
building mortars. It was found that the thermal and mechanical properties of mortars with PCMs
are highly dependent on the porosity of the mortars [20]. In other words, the physical and chemical
compatibility between particular materials represents a crucial factor for the effective design of PCM
mortars [21].
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Taking into account the abovementioned points, the development and experimental analysis of
newly developed form-stable PCM (FSPCM) incorporated into plaster mixture were carried out. In this
paper the following aspects were considered: the suitability of the developed FSPCM for incorporation
into cement-lime plaster; the influence of the applied FSPCM admixture on the material properties of
prepared plasters, and sufficient thermal energy storage capacity. Material functional performance
is determined by the mean basic physical, mechanical, thermal, and hygric properties. Particular
importance is given to the improvement and long-term stability of the thermal storage properties.
The developed plasters can be easily applied as an additional interior layer to improve the thermal
performance of light-weighted building envelopes with poor thermal inertia.

2. Materials and Methods

2.1. Studied Materials

The FSPCM was fabricated on the basis of a vacuum saturation principle using highly
porous diatomite powder (LB Minerals, Horní Bříza, Czech Republic) together with n-dodecanol
(Sigma-Aldrich, Taufkirchen, Germany) as a PCM medium. According to material characteristics
provided by the producer; the phase change temperature is about 22 ◦C and the latent heat about
170 J/g. Dodecanol was mixed with diatomite particles in the selected ratio (about 0.85/1 according
to pozzolanic test results) and placed in a VakuCell vacuum oven (BMT Medical Technology, Brno,
Czech Republic. Both materials were subsequently heated, thus melted dodecanol impregnated the
porous structure of diatomite particles. The obtained mixture was milled to crush clumped particles
and obtain a powdered material. The whole procedure was repeated to ensure the uniform distribution
of the dodecanol in the diatomite particles. After three cycles of vacuum saturation, the prepared
FSCPM did not exhibit any leakage of liquid dodecanol during heating cycles thanks to the capillary
and surface tension forces [22]. The utilization of diatomite as PCM bearer preserved the pozzolanic
properties up to 0.85/1 dodecanol diatomite ratio, based on the results of a Frattini test specified by
the European standard ČSN EN 196-5 [23]. Such results predetermined the suitability for application
in cementitious composites. The phase change temperature of the developed FSPCM was 23.15 ◦C
during heating and 21.13 ◦C during cooling. The phase change enthalpy reached 71.36 J/g during
cooling and 73.1 J/g during the heating cycle [24].

The particle size distribution (PSD) of pure diatomite, reference cement-lime plaster, and the newly
developed FSPCM was measured on an Analysette 22 Micro Tec plus device (Fritsch, Northamptonshire,
United Kingdom, Figure 1) working on a laser diffraction principle. The measuring range of the applied
apparatus covers particle sizes from 0.08 μm up to 2000 μm. A green laser is used for the small particle
range, whereas an infrared laser is utilized for the measurement of larger particles. The repeatability of
the device according to ISO 13320 [25] is at d50 ≤ 1%.

Designed plasters were prepared with a commercially available dry plaster mixture (Manu 1,
Baumit, Dětmarovice Czech Republic) composed of hydrated lime, cement, sand with a maximal grain
size about 1 mm and additives. Selected dry plaster mixture was modified by FSPCM admixture
using weight dosages of about 8, 16 and 24 wt.%. Due to a different surface area and particle size of
FSPCM compared to dry plaster mixture, the water dosages needed to be adjusted to maintain the
same workability of prepared mixtures. Here, the workability was verified using the flow table test
having the spread diameter was approx. 180 mm in both perpendicular directions. The composition of
the studied materials is given in Table 1.

Cast samples were stored for 28 days in a highly humid environment. After curing, all samples
were dried at 60 ◦C for 48 h until constant mass and subjected to further experimental procedures.
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Figure 1. Particle size distribution.

Table 1. Composition of the studied plasters.

Mixture
Water Dry Plaster PCM Flow Diameter

(kg) (kg) (kg) (mm)

Reference plaster (RP) 1.5 6.3 0 180
Plaster with 8 wt.% of FSPCM (P8) 1.75 6.3 0.5 177

Plaster with 16 wt.% of FSPCM (P16) 2.05 6.3 1 181
Plaster with 24 wt.% of FSPCM (P24) 2.25 6.3 1.51 183

2.2. Determination Methods

The basic physical properties of developed plasters were characterized by bulk density, matrix
density, and total open porosity measurements. All these measurements were done on five cubic
samples wide sides of about 50 mm. The bulk density was determined based on the gravimetrical
principle (using a digital caliper and weights). The matrix density was obtained by a Pycnomatic ATC
helium pycnometer (Thermo Fisher Scientific, Waltham, Massachusetts, USA).

Determination of the pozzolanic activity was done by performing a Frattini test, specified by
the European standard ČSN EN 196-5 [23]. The tested specimens were mixed with 100 mL of boiled
distilled water. Afterward, samples were placed in a sealed plastic bottle and dried at 40 ◦C for 8 days
and then were filtered with a Buchner funnel. The concentration of OH− ions was analyzed by titration
against HCl with bromophenol blue indicator, and for Ca2+ concentration by pH adjustment to 12.5 by
NaOH, followed by titration with ethylenediaminetetraacetic acid (EDTA) solution using Murexide
indicator [24].

Characterization of the inner structure of designed plasters was done by Mercury Intrusion
Porosimetry (MIP) analysis. For this analysis, a combination of Pascal 140 and Pascal 440 porosimeters
(Thermo Fisher Scientific, Waltham, Massachusetts, USA) was employed. The contact surface tension
of mercury was 480 mN/m with the density of about 13,541 g/cm3. The measurements were carried out
at 21 ◦C.

Mechanical parameters such as the flexural strength and compressive strength were determined
in order to access the durability of developed plasters. The measurement of compressive and flexural
strengths was done by a VEB WPM Leipzig hydraulic testing device (WPM Leipzig, Leipzig, Germany)
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with a stiff loading frame with the capacity of 3000 kN on prismatic samples with dimensions of
40 mm × 40 mm × 160 mm.

The water vapor transmission properties of the developed plasters were measured using the
cup method. Five samples with a circular cross-section of 110 mm diameter were used. The sample
thickness was approx. 30 mm. The measurements were carried under isothermal conditions at a
temperature of 21 ◦C. The sealed cup was placed in a controlled climate chamber of approx. 50% RH
and weighed periodically. The steady-state values of mass gain or mass loss were utilized for the
determination of the water vapor transfer properties [26].

For measurement of sorption and desorption isotherms, a dynamic DVS-Advantage vapor sorption
device (Surface Measurement Systems, London, United Kingdom) was used. The measurements were
done at 21 ◦C for relative humidity levels of 20, 40, 60, 80 and 95% RH. First, all tested samples were
dried in an oven and put into a desiccator. Afterward, selected sample was placed in the climatic
chamber of the DVS-Advantage device equipped by highly precise balances with resolution of 1.0 μg.
A principle of the measurement is based on the gravimetric determination of mass gains and losses
according to changes in relative humidity levels maintained by the device [26].

The thermal conductivity and thermal diffusivity were obtained by a hand-held portable instrument
(ISOMET 2114, Applied Precision, Bratislava, Slovakia) based on a dynamic measurement principle
which allow fast measurement with the accuracy of 5% of reading +0.001 W/(mK). The reproducibility
of measurements is 3% when reading in the temperature range from 0 to 40 ◦C. Five cubic samples of
about 70 mm side length were used and the obtained results were averaged.

For the measurement of phase change temperatures and enthalpies, differential scanning
calorimetry (DSC) analysis was done. For this purpose, a DSC 822e apparatus (Mettler Toledo,
Greifensee, Switzerland) equipped with a FT 900 cooling device (Julabo, Seelbach, Germany) was
employed. During the measurements, the following temperature regimes were used: 5 min of
isothermal regime, cooling at 0.5 ◦C/min from a temperature of 40 ◦C to a temperature of 0 ◦C, 5 min of
isothermal regime, heating at 0.5 ◦C/min from 0 ◦C to 40 ◦C, 5 min of isothermal regime. To obtain and
present reliable results, DSC measurements were performed multiple-times (5×) and consequently
averaged. The long-term stability testing of the studied plasters was conducted by accelerated aging
test and passing 100 cycles of the same heating/cooling rate and temperature range as described above.

3. Results

3.1. Basic Physical Properties

A material characterization of the plasters enriched by FSPCM according to their basic material
properties is given in Table 2.

Table 2. Basic physical properties.

Material Bulk Density (kg/m3) Matrix Density (kg/m3) Total Open Porosity (%)

RP 1572 2415 34.9
P8 1448 2294 37.8

P16 1386 2179 35.3
P24 1321 1982 35.6

The obtained results revealed only minor changes in the material microstructure and a slight
decrease in the bulk and matrix density was noted. As one can see, the average bulk density dropped
from an initial value of 1572 kg/m3 (RP) to 1321 kg/m3 (P24) along with the matrix density. On the other
hand, the total open porosity did not reveal a sharp dependency between the amount of used FSPCM
and the pore volume. While P8 plaster exhibited an increase in the pore volume of about 3%, applied
higher dosages of FSPCM (16% and 24%) reduced the total open porosity compared to P8 at almost
the same level as was obtained for reference plaster. The explanation of this confusing fact can be
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found in the pore size distribution curves plotted in Figure 2. Here, a shift in macropore range revealed
for P8 plaster can be associated with changes in the workability of fresh mixtures as well as different
rheological properties. Concurrently, very fine FSPCM particles apparently filled large pores and
promoted the increase of pores in the range from 0.01 μm to 1 μm. As visible in Figure 2, plasters with
higher dosages of FSPCM (P16 and P24) exhibit a lower threshold pore diameter compared to RP and
P8 plaster. The achieved results pointed to a better incorporation of FSPCM compared to commercially
produced inert PCMs [27], and according to the results revealed by Lee et al. [28] preservation of
mechanical parameters can be expected.

Figure 2. Pore diameter distribution of the studied plasters.

3.2. Mechanical Properties

One of the primary purposes related to the development of FSPCMs consists in the mitigation of
the negative effects of commercially produced microencapsulated PCMs on the mechanical strength of
designed composite materials, as described in several works [12,13,20]. The abrasion and possible
damage of the polymer shells used during the mixing process represent important factors limiting a
broader utilization of encapsulated PCMs in material design practice. Experimentally accessed results
given in Table 3 show an effect of particular FSPCM dosages on the mechanical parameters of the
tested plasters.

Table 3. Mechanical properties of studied plasters with FSPCM.

Mixture Compressive Strength (MPa) Flexural Strength (MPa) Young’s Modulus (GPa)

PR 1.91 0.9 3.02
P8 1.8 0.83 2.72
P16 1.73 0.78 2.69
P24 1.69 0.73 2.52

All determined mechanical parameters (Young´s modulus, compressive and flexural strength) for
P24 dropped proportionally by approx. about 15% in comparison to RP. While the compressive strength
was reduced from 1.91 MPa to 1.69 MPa, the flexural strength decreased only by 0.17 MPa to a final
value of 0.73 MPa. Moreover, the P8 and P16 mixtures were affected in a lesser extent, thus the obtained
results point to successful incorporation of FSPCM into cement-lime plaster matrix. The utilization
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of the newly developed FSPCM based on dodecanol and diatomite proved its contribution for the
preservation of mechanical properties. Results obtained by Sun and Wang [29] for PCM composite
based on paraffin and expanded perlite exhibited lower values, even when compared to P24 plaster
with the highest FSCM dosage. They found that 30% of incorporated paraffin/expanded perlite
composite exhibited a decrease in compressive strength of more than about 25%. This fact was caused
by a high content of applied paraffin and limited reactivity of the shape stabilized composite with the
cement during the hydration period.

3.3. Thermal Properties and Energy Storage

The thermal conductivity of plasters represents an important parameter for building designers,
especially in the case of PCM composites. The results provided by Karkri et al. [30] highlighted that a
lowered coefficient of thermal conductivity of the support material matrix is the limiting factor for
PCM utilization in building practice.

Obtained thermal diffusivity and thermal conductivity results are presented in Table 4 to point
out the changes induced by FSPCM admixture. As can be clearly seen, the coefficient of thermal
conductivity was lowered very slightly, while only minor changes were also observed for the thermal
diffusivity. This finding can be attributed to limited changes in material porosity and increased thermal
conductivity of a pure FSPCM compared to commercial PCMs [31]. To be specific, almost insignificant
changes in the tested thermal properties compared to the reference plaster were obtained, and the
thermal conductivity values ranged between 0.52 W/(mK) and 0.54 W/(mK). The results achieved
with our modified plasters are more favorable compared to the achievements discussed in the study
of Kusama and Ishidoya [32], where a significant decrease in thermal conductivity was revealed for
mixtures having a higher content of Micronal PCM.

Table 4. Thermal conductivity of studied plasters.

Material λ (W/mK) a (m2/s)

RP 0.54 0.36
P8 0.52 0.33

P16 0.53 0.34
P24 0.53 0.34

Contrary to the conventional building practice, the reduced thermal conductivity of PCM
composites cannot be viewed as beneficial according to the conclusions of Joseph et al. [33] who stated
a low thermal conductivity was a barrier for sufficient thermal energy transfer from the material
to the environment. As reported by Ascione [34], the insufficient or very low thermal conductivity
can be a reason for limited effectivity of applied PCMs or even restrict the occurrence of the phase
change [32–34]. In the light of these findings, several studies suggested the application of expanded
graphite in order to increase the thermal conductivity of PCMs [17,18].

To investigate the influence of incorporated dodecanol/diatomite composite in cement-lime
plaster, DSC analysis was employed for the identification of phase change intervals. The temperature
dependent effective heat capacity curves obtained using a DSC device controlled by STAR SW 9.1
during the measurement of the studied modified plasters are shown in Figures 3 and 4. Here, the phase
change temperatures of the studied plasters were detected in the range of 21–19 ◦C during cooling,
while the temperature ranged from 21 ◦C to 26 ◦C during the heating cycle. While the curve of
temperature-dependent effective heat capacity during heating is more widespread, the crystallization
during the cooling process exhibited a higher rate, therefore the onset and endset temperature differ
only by about 2 ◦C at maximum. Detailed information about the onset and endset temperatures,
together with the heats of phase change is given in Table 5.
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Figure 3. Temperature dependent effective heat capacity of studied FSPCM plasters during cooling.

Figure 4. Temperature dependent effective heat capacity of studied FSPCM plasters during heating.

Table 5. Phase change temperatures of studied plasters and specific enthalpies.

Material

Phase Change Temperature (◦C) Phase Change Enthalpy (J/g)

Heating Cooling
Heating Cooling

Onset Endset Onset Endset

RP - - - - - -
P8 21.46 24.68 20.68 18.63 4.63 4.89

P16 21.13 24.91 20.81 18.98 10.11 10.28
P24 21.68 25.86 20.75 19.66 15.20 15.38

Looking at the data, the incorporation of FSPCM into the plaster matrix did not dramatically
affect the onset nor endset temperatures compared to data for pure FSPCM. Only a slight spread of the
phase change interval was observed, which cannot be perceived as a barrier for material utilization.
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Specifically, all measured phase change temperature intervals remained in the desired range suitable for
the moderation of the indoor climate. The latent heat of prepared plasters was increased proportionally
to applied FSPCM dosages, thus providing thermal storage capacity improvements compared to the
reference plaster. The obtained heat flux curves kept their unimodal shape, which provides substantial
benefits compared to composites based on commercial PCMs. Reported bimodal heat flux curves
pointed out a reduced ability of applied PCMs to maintain the indoor temperature in the desired range
due to incomplete phase changes [35]. Considering the relatively narrow operational range (desired
from 20 ◦C to 24 ◦C) of the PCMs used, unimodal shape of the temperature-dependent apparent
heat capacity allows maximization of the heat absorption/release effectivity. In other words, such a
material ensures operation in the desired range with improved effectivity compared to bimodal shape
curves with usually more widespread operational ranges. The achieved results inevitably exhibited
a strong dependence between the values of latent heat and applied FSPCM dosages. P8 plaster
revealed the ability to absorb about 4.63 J/g during the heating cycle and release of about 4.89 J/g
during the cooling cycle. On the contrary, the plaster with the highest FSPCM dosage showed better
results, namely a phase change enthalpy of about 15.20 J/g during heating and 15.38 J/g during the
cooling cycle. Considering the results revealed in similar studies, the developed plaster with FSPCM
exhibited a notable improvement compared to similar products. Namely, in the work of Xu and Li [36]
about three times lower values (ranging from 1.32 J/g to 5.44 J/g) in cement composite enriched by
paraffin-based form-stable PCM were recorded. The attempt of Liu et al. [37] to develop calcium
silicate-coated expanded clay-based form stable PCM for application in cement composite delivered
a substantial improvement (about 58% increase in effective heat capacity compared to reference
sample). Nonetheless, the latent heat varied from 1.54 J/g to 2.8 J/g only. From this point of view,
the developed composite plasters provide substantially improved thermal storage properties in the
desired temperature range.

3.4. Long-Term Stability of FSPCM Plaster Thermal Storage Properties

The long-term stability of FSPCM poses another critical parameter for assessment of thermal
energy storage composites. In order to determine this parameter, P24 plaster with the highest content
of FSPCM (highest probability of leakage) was studied by DSC analysis intermediately after fabrication
and after completing 100 cycles (see Figure 5).

Figure 5. Long-term stability of developed plaster—mixture P24 after 100 cycles.
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Looking at the plotted curves, the onset and endset temperatures did not display any distinct
shift or drop. The onset phase change temperature during cooling was moved slightly from 20.69 ◦C
to 20.75 ◦C and from 21.53 ◦C to 21.68 ◦C during heating. The latent heat of fusion decreased from
15.78 to 15.20 J/g, and the latent heat of freezing was reduced from 15.89 J/g to 15.38 J/g. Therefore, this
minor drop clearly depicted the long-term stability and no leakage was observed. As described by
Feczko et al. [35], the leakage is usually recognized within the first cycles and decrease in time (higher
number of cycles). Taking into account these results, the FSPCM plasters based on dodecanol and
diatomite remain stable even after 100 thermal cycles and can be expected to preserve this stability
even after a higher number of cycles.

3.5. Hygric Properties

The water vapor resistance factors determined by the cup method, together with the moisture
conductivity of studied FSPCM plasters are given in Table 6.

Table 6. Hygric properties of the studied plasters.

Material κ (m2/s) μ (-)

RP 5.66 × 10−7 9.4
P8 5.87 × 10−7 8.9
P16 6.23 × 10−7 8.5
P24 6.80 × 10−7 8.3

Figure 6. Sorption and desorption isotherms.

These parameters describe the water transport predominantly from the exterior side to the interior
and vice versa, which substantially affects the thermal conductivity. As is clearly visible, the obtained
experimental results did not indicate any substantial differences between reference samples and
modified plasters. While the water vapor resistance factor for RP reached 9.4, the applied FSPCM
moved this value for P8, P16, and P24 to 8.9, 8.5 and 8.3, respectively. The calculated parameters
exhibited only a slight decrease in the water vapor resistivity which can be partially assigned to changes
in the porous space, the formation of pores with smaller diameter compared to reference plaster and on
the other hand to the improved hygroscopicity. This effect is evident from Figure 6, where the sorption
and desorption isotherms are plotted. Here, studied samples were exposed to various levels of relative
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humidity ranging from 0 to approx. 95% at a constant temperature (21 ◦C) to reveal the relationship
between sample mass and the applied relative humidity level.

The equilibrium moisture content (EMC) can also be used for interpretation of material ability to
moderate indoor humidity during the diurnal swings. The record of this measurement complies with
previously described results of water vapor transmission properties. The EMC of RP, P8, P16, and
P24 was measured to be 2.74, 3.24, 3.60 and 3.83%, respectively. Obtained results of modified plasters
represent a distinct shift in the measured parameter, which can be beneficially utilized for control of
indoor humidity levels in terms of moisture buffering [38].

4. Conclusions

This study focused on the design of new thermal energy storage plasters provided detailed
information about the basic physical, thermal, mechanical, and hygric properties of modified plasters
enhanced by 8, 16, and 24 wt.% of FSPCM based on diatomite and dodecanol. The obtained results
represent important data for the applicability of the studied materials as well as moderation of the indoor
climate with respect to the diurnal or seasonal temperature fluctuations or changes. The following
points should be highlighted:

• A substantial improvement was achieved in the field of preservation of functional parameters,
where only slight deterioration was found. Namely, a decrease of about only 13% for the
compressive and flexural strengths was observed compared to reference plaster in the case of
a 24 wt.% FSPCM admixture. This finding showed that diatomite particles could be utilized
as suitable bearer material for PCMs due to their compatibility with cementitious materials.
Moreover, the developed FSPCM exhibited improved mechanical performance compared to
commercially produced PCMs.

• Thermal conductivity of the developed plasters was decreased only slightly, therefore the capability
to release and absorb thermal energy was influenced only slightly.

• Hygric parameters of the modified plaster were slightly improved thanks to an increase in the
total open porosity, thus the material provides a better moisture-moderation capability compared
to reference plaster.

• The incorporation of FSPCM into the cement-lime plaster did not shift the phase change
temperature, which remained stable for all tested mixtures. On the other hand, the phase
change enthalpy was proportionally decreased depending on the volume of the applied PCM.
The phase change temperatures varied from 21.68 ◦C during heating to 20.75 ◦C during cooling
for plaster with 24 wt.% of FSPCM, while the phase change enthalpy reached values of about
15.38 J/g during cooling, and 15.20 J/g during heating, respectively. The obtained values remained
stable even after 100 heating-cooling cycles, therefore, no leakage was detected.

Considering the results of this study, further experimental tests for verification of the positive effect
of the form-stable PCM composite should be performed. Here, semi-scale and full-scale experiments
in particular could be helpful in order to prove the assumed energy savings in building maintenance.
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Abstract: Performing numerous simulations of a building component, for example to assess its
hygrothermal performance with consideration of multiple uncertain input parameters, can easily
become computationally inhibitive. To solve this issue, the hygrothermal model can be replaced by a
metamodel, a much simpler mathematical model which mimics the original model with a strongly
reduced calculation time. In this paper, convolutional neural networks predicting the hygrothermal
time series (e.g., temperature, relative humidity, moisture content) are used to that aim. A strategy is
presented to optimise the networks’ hyper-parameters, using the Grey-Wolf Optimiser algorithm.
Based on this optimisation, some hyper-parameters were found to have a significant impact on the
prediction performance, whereas others were less important. In this paper, this approach is applied to
the hygrothermal response of a massive masonry wall, for which the prediction performance and the
training time were evaluated. The outcomes show that, with well-tuned hyper-parameter settings,
convolutional neural networks are able to capture the complex patterns of the hygrothermal response
accurately and are thus well-suited to replace time-consuming standard hygrothermal models.

Keywords: Metamodeling; Convolutional neural networks; Time series modelling; Probabilistic
assessment; Hygrothermal assessment

1. Introduction

When simulating the hygrothermal behaviour of a building component, one is confronted with
many uncertainties, such as those in the exterior and interior climates, in the material properties,
or even in the configuration geometry. A deterministic assessment does not enable taking into account
these uncertainties, and as such, often does not allow for a reliable design decision or conclusion.
A probabilistic analysis [1–6], on the other hand, enables including these uncertainties, and thus
allows a more reliable assessment of the hygrothermal performance and the potential moisture
damages. For this purpose, usually, the Monte Carlo approach [7] is adopted, where the uncertain
input parameters’ distributions are sampled multiple times and a deterministic simulation is executed
for each sampled parameter combination. This approach often involves thousands of simulations and
therefore, easily becomes computationally inhibitive. To surmount this problem, the hygrothermal
model can be replaced by a metamodel, which is a simpler and faster mathematical model mimicking
the original model, thus strongly reducing the calculation time. Static metamodels have already been
applied in the field of building physics multiple times [8–10]. The main disadvantage is that these types
of metamodels are developed for a specific single-valued performance indicator (e.g., the total heat
loss or the final mould growth index). The wish to use a different performance indicator would require
the construct of a new metamodel, which is time-intensive. Additionally, single-valued performance
indicators provide less information, which might impede decision-making. For example, the maximum
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mould growth index is calculated based on the temperature and relative humidity time series and
shows the maximum value over a period, but does not allow for assessing how long or how often this
maximum occurs, or how high the mould growth index is the rest of the time.

Dynamic metamodels, on the other hand, aim to predict actual time series (temperature,
relative humidity, moisture content, etc.), and thus provide a more flexible approach. Predicting the
hygrothermal time series allows post-processing by any desired damage prediction model (e.g., the
mould growth index), as well as provides information over the whole period. Using a metamodel
to predict time series, rather than single-value performance indicators, is, to the authors’ knowledge,
new to the field of building physics. However, it is also more difficult, as the metamodel must be able
to capture the complex and time-dependent pattern between input and output time series, and not all
metamodeling strategies are suited for time series prediction.

In a previous study [11], the authors demonstrated that neural networks are well-suited to
reproduce the dynamic hygrothermal response of a building component. Three popular types of
neural networks were considered: multilayer perceptrons (MLP), the long-short-term memory network
(LSTM) and the gated recurrent unit network (GRU), both of which are a type of recurrent neural
network (RNN), and convolutional neural network (CNN). These networks were trained to predict
the hygrothermal time series such as temperature, relative humidity and moisture content at certain
positions in a masonry wall, based on the time series of exterior and interior climate data. The results
showed that a memory mechanism to access information from past time steps is required for accurate
prediction performance. Hence, only the RNN and the CNN were found to be adequate. Furthermore,
the CNN was shown to outperform the RNN and was also much faster to train.

This study builds upon these previous findings. As the CNN was found to perform best,
it is developed further, aiming to replace HAM-simulations (HAM: Heat, Air and Moisture) for a
spectrum of facade constructions (with different geometry and materials) and/or boundary conditions
(with varying exterior and interior climate, orientation, wind-driven rain, etc.). During development,
many parameters inherent to the neural network architecture and training process—called the
hyper-parameters—need to be defined though. Considering that these parameters can significantly
influence the network’s performance, it is important to choose the most optimal combination.
However, this is usually a trial-and-error process, as there are no general guidelines. This paper
hence proposes an approach to optimise these hyper-parameters, using the Grey-Wolf Optimisation
(GWO) algorithm, as it was found competent for other applications [12,13]. This is applied to a
one-dimensional (1D) brick wall, of which, the hygrothermal performance is evaluated for typical
moisture damage patterns.

The next section first presents the architecture of the convolutional neural network.
Next, the hyper-parameters optimisation method is explained, after which, the networks’ performance
evaluation is described. Section 3 describes the application and calculation object and in Section 4,
the results of the hyper-parameter optimization and the networks’ performance are brought together
and discussed. In the conclusions, the main findings are summarised, and some final remarks are drawn.

2. Optimising Convolutional Neural Networks (CNN)

2.1. The Network Architecture

Convolutional neural networks are a class of deep neural networks most commonly applied to
image analysis. More recently though, CNNs have been applied to sequence learning as well [11,14,15].
A convolution is a mathematical operation on two functions to produce a third function, defined as
the integral of the product of these functions after one is reversed and shifted. In the case of a CNN,
the convolution is performed on the input data and a weights array, called the filter, to then produce a
feature map. The filter actually slides over the input, and at every time step, a matrix multiplication
is performed. This is repeated for each input parameter (feature) and the result is summed into a
new feature map. In case of sequences or time series, often dilated causal convolutions are used.
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Causal means that the output of the filter does not depend on future input time steps. Dilated means
that the filter is applied over a range larger than its length by skipping input time steps with a certain
step. By stacking dilated convolutions, the network can look further back into history (i.e., the receptive
field) with just a few layers, while still preserving the input resolution throughout the network (i.e., the
number of time steps in the sequence) as well as the computational efficiency. Often, each additional
layer increases the dilation factor exponentially, as this allows the receptive field to grow exponentially
with the network depth. This principle is shown in Figure 1 for a filter width of two time-steps.

Figure 1. The causal dilated convolutions allow an output time step to receive information from a
larger range of input time steps (i.e., the receptive field) with an increasing number of hidden layers.
In the presented scheme, a filter width of two, four layers and one stack results in a receptive field of
sixteen input steps.

The architecture of the CNN network used in this paper, shown in Figure 2 is based on the
Wavenet architecture [16] and is developed using Keras 2.2.4 [17]. The network consists of stacked
‘residual blocks’, followed by two final convolutional layers. By layering multiple residual blocks, a
larger receptive field is obtained. The dilation can be exponentially increased for a number of layers
and then repeated, e.g., 20, 21, 22, . . . , 29, 20, 21, 22, . . . , 29, 20, 21, 22, . . . , 29, for filter width two.
These repetitions of layered residual blocks are called stacks. The combination of the filter width,
number of layers and number of stacks defines the length of the receptive field.

Each residual block contains three important elements that give the network its prediction strength:
a gated activation unit, residual and skip connections and global conditioning. The gated activation
unit starts with a causal dilated convolution, which then splits, passes through either a tanh or sigmoid
activation and finally recombines via element-wise multiplication. The tanh activation branch can
be interpreted as a learned filter and the sigmoid activation branch as a learned gate that regulates
the information flow from the filter [18]. Recurrent neural networks such as the Long Short-Term
Memory (LSTM) and Gated Recurrent Unit (GRU) use similar gating mechanisms to control the flow
of information. The gated activation unit can mathematically be represented by Equation (1), where,
W corresponds to the learned dilated causal convolution weights and f and g denote filter and gate,
respectively:

z = tanh
(
W f ∗ x

)
	 σ

(
Wg ∗ x

)
(1)

The skip connections allow lower level signals to pass unfiltered to the final layers of the network.
Hence, earlier feature layer outputs are preserved as the network passes forward signals for final
prediction processing. This allows the network to identify different aspects of the time series, i.e., strong
autoregressive components, sophisticated trend and seasonality components, as well as trajectories
difficult to spot with the human eye. Residual connections allow each block’s input to bypass the gated
activation unit, and then add that input to the gated activation unit output. This helps allow for the
possibility that the network learns an overall mapping that acts almost as an identity function, with the
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input passing through nearly unchanged. The effectiveness of residual connections is still not fully
understood, but a compelling explanation is that they facilitate the use of deeper networks by allowing
for more direct gradient flow in backpropagation [19].

Figure 2. The used convolutional neural networks (CNN) architecture with residual blocks, skip
connections and global conditioning, based on the Wavenet architecture.

Finally, global conditioning allows the network to produce output patterns for a specific context.
For example, if different brick types are included, the network can be trained by feeding it the brick
characteristics as additional input. In this case, the gated activation unit can mathematically be
represented by Equation (2), where, V corresponds to the learned convolution weights and h is a tensor
that contains the conditional scalar input and is broadcast over the time dimension:

z = tanh
(
W f ∗ x + V f ∗ h

)
	 σ

(
Wg ∗ x + Vg ∗ h

)
(2)

2.2. Hyper-Parameter Optimization

In order to configure and train the network, the hyper-parameters of the network need to be set.
For configuring the proposed architecture (Figure 2), these are:

• Filter width f of causal dilated convolution
• Number of c-filters for initial conditional connection
• Number of g-filters for gate connections
• Number of s-filters for skip connections
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• Number of r-filters for residual connections
• Number of p-filters for the penultimate connection
• Number of layers of residual blocks
• Number of stacks of layered residual blocks

Additionally, there are hyper-parameters concerning the training process itself:

• Loss function
• Learning algorithm
• Learning rate
• Number of training epochs
• Batch size

The loss function is minimised during training by determining the neurons’ optimal weights and
is a measure of how good the network fits the data. In this optimisation, the root-mean-squared-error
(RMSE) is used as the loss function, because it effectively penalises larger errors more severely.
The learning algorithm defines how the neurons’ weights are updated during the learning process.
Many learning algorithms exist, but in this study, the Adam algorithm [20] is used, as the authors’
previous experiments showed it to perform best for the current problem. The learning rate is the
allowed amount of change to the neurons’ weights during each step of the learning process. At extremes,
a learning rate that is too large may result in too-large weight updates, causing the performance of
the network to oscillate over training epochs. A too-small learning rate may never converge or may
get stuck on a suboptimal solution. The learning rate must thus be carefully configured. The batch
size is the number of training samples passed through the neural network in one step. The larger the
batch size, the more memory is required during training. As the networks are trained on a computer
with two NVIDIA RTX 2070 GPU’s, each with 8 GB RAM, the available memory is limited. For this
reason, the batch size is fixed to four samples. After each batch, the network’s weights are updated.
When all batches have passed through the network once, one training epoch is completed. The number
of training epochs is the number of times the entire training dataset is passed through the neural
network. The more often the network is exposed to the data, the better it becomes at learning to predict.
However, too much exposure can lead to overfitting: the network’s error on the training data is small
but when new data is presented to the network, the error is large. This is prevented by stopping
training if the error on the validation dataset no longer decreases, a mechanism called ‘early stopping’.

To reduce the training time during the optimisation process, two measures are taken:
Firstly, the training set contains only 256 samples, which reduces the number of batches in each epoch.
Secondly, each neural network is trained for a maximum of only 50 epochs, and training is stopped
earlier if the RMSE on the validation set (containing 64 samples) decreases less than 0.001 over 5 epochs.
These measures reduce training time successfully, but do not allow for reaching the best prediction
performance, as both the number of epochs and the number of samples in the training set are too small.
However, this approach allows for identifying the hyper-parameter combinations that converge fastest
and are thus likely to perform best. Table 1 gives an overview of all hyper-parameters that need to be
fine-tuned, in order to get optimal prediction results. Because evaluating all possible combinations in a
full factorial way would be extremely expensive, optimization of these hyper-parameters is done via
the Grey-Wolf Optimiser (GWO) [12]. It is a population-based meta-heuristic based on the leadership
hierarchy and hunting mechanism of grey wolves in nature. Grey wolves live in a pack in which
alpha (α), beta (ß), delta (δ) and omega (ω) wolves can be identified. Positioned on top of the pack,
the α-wolf decides on the hunting process and other vital activities. The other wolves should follow
the α-wolf’s orders. The ß-wolves help the α-wolf in decision-making. The δ-wolves have to submit
to the α- and ß-wolves, but dominate the ω-wolves, who are considered the scapegoats of the pack.
In the GWO, the fittest solution is considered as α, and the second and third fittest solutions are named
ß and δ, respectively. The rest of the solutions are ω. In search of the optimal solution, the α-, ß-,
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and δ-solutions guide the direction, and the ω-solutions follow. The three best solutions are saved and
the other search agents (ω) are obligated to update their positions according to the positions of the best
search agents.

Table 1. The search range of the hyper-parameters.

Hyper-Parameter Range

Number of filters c (25; 29)
Number of filters g (25; 29)
Number of filters s (25; 29)
Number of filters r (25; 29)
Number of filters p (25; 29)
Filter width f (2; 24)
Number of layers (1; 8)
Number of stacks (1; 4)
Learning rate (0.0001; 0.01)

In this study, 10 search agents are deployed to explore and exploit the search space over
100 iterations. If the best solution does not change for 25 iterations, the search algorithm is stopped.
This is repeated for five independent runs as different runs might end with different optimal solutions.
The RMSE on the validation set is used to evaluate the fitness of the solutions.

2.3. Performance Evaluation

Once the GWO algorithm has finished, the ten best solutions (lowest RMSE) of all runs are
trained fully to reach the networks’ full prediction potential, by using a training set of 768 samples,
with a validation set of 192 samples. A maximum of 200 epochs is set, with early stopping if the
RMSE decreases less than 0.001 over 20 epochs. Each combination is trained five times, to overcome
initialisation differences. Note that the size of the training dataset is chosen rather arbitrarily: this is
based on previous experiments, showing that training on 786 samples resulted in better prediction
performance compared to 256 training samples (for identical hyper-parameters). These numbers might
not be optimal, i.e., a larger dataset might result in even better prediction performance or vice versa,
a smaller dataset might provide equally satisfying results.

The performance of these 10 fully-trained neural networks is evaluated using three performance
indicators: the root mean-square error (RMSE), the mean absolute error (MAE), and the coefficient of
determination (R2), quantified as follows:

RMSE =

√
1
T

∑
(y− ŷ)2 MAE =

1
T

∑∣∣∣y− ŷ
∣∣∣ R2 = 1−

∑
(y− ŷ)2∑
(y− y)2 (3)

where, y is the true output, ŷ is the predicted output, y is the mean of the true output and T is the total
number of data points. Additionally, the models’ training time is evaluated.

Finally, the best performing network, defined as the one with the lowest RMSE on the validation
dataset (192 samples), is selected. Because performance on the validation dataset is incorporated
into the network’s hyper-parameter optimisation, this final network’s performance is tested using
an independent test set, containing 256 samples. This way, an unbiased performance evaluation is
obtained. The performance indicators are calculated for each target separately, to identify which
targets are more or less accurately predicted. Subsequently, the network’s output is used to predict the
damage risks. These results are evaluated using the same performance indicators as described above.
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3. Application

3.1. Hygrothermal Simulation Object

The calculation object in this study is a 1D cross-section of a massive masonry wall. The masonry
wall is simplified to an isotropic brick layer—no mortar joints are modelled [21]—and an interior plaster
layer of 1.5 cm. Note that no construction details, such as corners or embedded beams, are modelled.

To explore the capabilities of the proposed convolutional neural network, all characteristics and
boundary conditions that are expected to significantly influence the hygrothermal performance of the
1D wall are considered probabilistic (Table 2). Variability in climatic conditions is included by using
different years of climate data of four Belgian cities [22]. Since the aim is to predict the expected future
performance of the wall, future climate data is used. Variability in the wall conditions is incorporated
via uniform distributions of the wall orientation, solar absorption and exposure to wind-driven
rain. The wind-driven rain load is calculated by using the catch ratio, as described in Reference [23].
The catch ratio relates the wind-driven rain (WDR) intensity on a facade to the unobstructed horizontal
rainfall intensity and is a function of the reference wind speed and the horizontal rainfall intensity
for a given position on the building facade and wind direction. In this model, variability in wall
position and potential shelters, trees or surrounding buildings are reckoned with by the exposure factor.
Additionally, the transiency and variation of the wind speed is taken into account in the convective
heat transfer coefficient, via Equation (4) (EN ISO 06946), where, h0 = 4 W/m2K and ke = 1.

hc = h0 + ks·vke
wind (4)

Table 2. Probabilistic input parameters and distributions.

Parameter Value

Exterior climate D (Gent; Gaasbeek; Oostende, St Hubert)
Exterior climate start year D (2020; 2047)
Wall orientation (degrees from North) U (0; 360)
Solar absorption (-) U (0.4; 0.8)
Ext. heat transfer coefficient slope ks (J/m3K) U (1; 8)
WDR exposure factor (-) U (0; 2)
Brick wall thickness (m) U (0.2; 0.5)
Brick material D (Brick 1; Brick 2; Brick 3)
Interior humidity load [24] D (load A; load B)

U (a, b): uniform distribution between a and b; D (a, b): discrete distribution between a and b.

The exterior moisture transfer coefficient is related to the exterior heat transfer coefficient through
the Lewis relation. The interior climate is calculated according to EN 15026 [24] and variability
in building use is included by using two different humidity loads. Finally, to explore the CNN’s
capabilities to the maximum, three different brick types as well as a uniform distribution of the wall
thickness are included as well. The basic characteristics of the used brick types can be found in Table 3
and Figure 3, which clearly show the variations in the bricks’ moisture properties.

Table 3. Brick type characteristics.

Parameter Brick 1 Brick 2 Brick 3

Dry thermal conductivity (W/m2K) 0.87 0.52 1.00
Dry vapour resistance factor (-) 139.52 13.25 19.00
Capillary absorption coefficient (kg/m2s0.5) 0.046 0.357 0.100
Capillary moisture content (m3/m3) 0.128 0.266 0.150
Saturation moisture content (m3/m3) 0.240 0.367 0.250
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Figure 3. Brick type moisture properties; (left)the moisture retention curve and (right) the liquid permeability.

The remaining parameters are all variables either with small variations or of less importance for
the current study of a 1D wall. Therefore, these boundary conditions are assumed deterministically.
Table 4 gives an overview of the deterministic boundary conditions.

Table 4. Discrete input parameters.

Parameter Value

Exterior surface
Long wave emissivity 0.9

Interior surface
Total heat transfer coefficient h (W/m2K) 8
Moisture transfer coefficient β (s/m) 3 × 10−8

Initial conditions
Initial temperature (◦C) 20
Initial relative humidity (%) 50

When evaluating the hygrothermal performance of a massive masonry wall, one is typically
interested in frost damage at the exterior surface, decay of embedded wooden floors and mould growth
on the interior surface [3,25–27]. The latter is mainly important in the case of thermal bridges and of
less importance in 1D simulations. Table 5 gives an overview of frequently used prediction models
for these damage patterns, and the required hygrothermal time series to evaluate them. Figure 4
schematically presents the two-dimensional (2D) building component (top) and the modelled 1D mesh
(bottom) and indicates at which positions the hygrothermal performance is monitored. The simulations
were performed using the hygrothermal simulation environment Delphin 5.8 [28], and a simulation
period of four years was adopted. As most damage prediction models require hourly data, an hourly
output frequency is used.

Table 5. Damage prediction models and required Delphin output.

Damage Pattern Prediction Model Required Hygrothermal Time Series

Frost damage Moist freeze-thaw cycles T, RH, saturation degree
Decay of wooden beam ends VTT wood decay model T, RH
Mould growth Updated VTT mould growth model T, RH

T: temperature; RH: relative humidity.
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Figure 4. A schematic representation of the two-dimensional (2D) building component (top) and the
modelled one-dimensional (1D) mesh (bottom), with indication at which positions the hygrothermal
performance is monitored.

The frost damage risk is evaluated via the number of moist freeze-thaw cycles at 0.5 cm from
the exterior surface. A ‘moist’ freeze-thaw cycle is a freeze-thaw cycle that occurs in combination
with a moisture content high enough to induce frost damage [3]. In this study, the critical moisture
content is defined as a moisture content above 25% of the saturated moisture content. Note that this is
a rather arbitrary value, as currently no precise prediction criterion is at hand. An indication of the
decay risk of wooden beam ends can be made using the VTT wood decay model, which calculates the
percentage of mass loss of the wooden beam end based on the temperature and relative humidity [29].
Note, however, that in this 1D wall study, solely a rough indication of the wood decay risk is acquired,
as two- and three-dimensional heat and moisture transport, as well as potential air rotations around
the wooden beam end, are neglected [30]. At the interior surface, a too-high relative humidity entails a
risk on mould growth. The mould growth risk can be estimated by the VTT mould growth model,
which calculates the Mould Index based on the fluctuation of the temperature and relative humidity [31].
The Mould Index is a value between 0 and 6, going from no growth to heavy and tight mould growth.
In the updated VTT model, the expected material sensitivity to mould growth is implemented as well.
In this study, the materials are assumed to belong to the class ‘very sensitive’.

3.2. Training the Convolutional Neural Network

The training and validation datasets are obtained by sampling the input parameters described
above multiple times, using a Sobol sampling scheme [32], and simulating the deterministic HAM
model once for each sampled input parameter combination. In this study, in total, 960 samples
are used. The network is trained to predict hygrothermal time series as requested for the damage
prediction models (see Table 5), based on the input in Tables 2 and 3. The inputs are pre-processed to
facilitate learning. The scalar parameters ‘wall orientation’, ‘exterior heat transfer coefficient slope’,
‘solar absorption’ and ‘rain exposure’ are integrated in the exterior climate time series but also preserved
as a separate scalar input parameter, to condition the network (see Figure 2). The categorical parameters
‘start year’ and ‘interior humidity load’ are incorporated into the climate time series. The categorical
parameter ‘brick type’ is replaced by scalar parameters of the characteristics in Table 3. This simplifies
the network architecture and allows more flexibility on using brick types with differing characteristics.
This results in 6 input time series (exterior temperature, exterior relative humidity, wind-driven
rain load, short-wave radiation, interior temperature and interior relative humidity) and 10 scalar
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inputs (exterior heat transfer coefficient slope (Equation (4)), rain exposure factor, solar absorption,
wall orientation, brick wall thickness and the 5 brick characteristics from Table 3.

Before presenting the input and output data to the neural network, all data are standardised
(zero mean, unit variance). This ensures that all features are on the same scale, which allows weighting
all features equally in their representation. Standardising the output data ensures that errors are
penalised equally for all targets.

4. Results and Discussion

4.1. Hyper-Parameter Optimization

The results of the hyper-parameter optimization show that some (combinations of) parameters
have a significant influence on the network’s performance, while others are less important. Figure 5
shows the RMSE on the validation dataset of all GWO candidate solutions, in function of the receptive
field and the filter width of the causal dilated convolution. This figure clearly shows that a receptive
field of at least 14 months (10,224 h) is required to obtain a low RMSE. The length of the receptive
field is defined by the filter width, number of layers and number of stacks, and determines how many
past-input time steps the network can use to predict the current output time step. Hence, it makes sense
that the receptive field has a threshold below which the network does not perform well, as it cannot
access enough information. Figure 5 also shows that a low RMSE can be obtained for all filter widths.
Note that this is not the case for filter widths below five, as these require a large number of layers and
stacks (cfr. receptive field), which caused out-of-memory errors on the used hardware. If more GPU
memory is available, one might not run into this problem. Additionally, Figure 6 (top) shows that
using multiple stacks results in a slightly lower RMSE, compared to only one stack. Adding extra
stacks to the network allows for increasing the depth—and thus the complexity of the model—without
increasing the receptive field exponentially. Indeed, if the receptive field becomes much larger than the
actual time series length, the computational efficiency decreases. On the other hand, Figure 6 (top) also
shows that the training time increases with the number of stacks. The number of layers has a similar
influence on the training time (not shown here), but not on the prediction performance, provided that
the receptive field is large enough. Hence, if the number of stacks were fixed, a large filter width would
require fewer layers and thus shorter training time, compared to a smaller filter width, while both
options would yield similar prediction performance.

Regarding the number of filters for the different connections, some tendencies can be observed in
Figure 7 but there appears to be no clear relationship with the validation RMSE—with the exception
that 32 filters is too few for all connections. However, the number of filters has a significant impact
on the training time, as shown by Figure 6 (bottom). Combined with the filter width and the
number of layers and stacks, the number of filters determines the number of trainable parameters.
Hence, using fewer filters, for the same combination of filter width, layers and stacks, generally results
in a lower training time.

Finally, Figure 8 indicates that the optimal learning rate for networks with larger filter widths is
around 0.0015, whereas networks with smaller filters widths (i.e., deeper networks) seem to perform
better with a larger learning rate around 0.003.
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Figure 5. This scatterplot of all Grey-Wolf Optimiser (GWO) candidate solutions shows that a receptive
field of at least 14 months (10,224 h) is required to obtain a low root mean-square error (RMSE) on the
validation set, and that a low RMSE can be obtained for all filters widths, once above this receptive
field threshold. The 10 best solutions are indicated in black.

Figure 6. Cont.
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Figure 6. This scatterplot of all GWO candidate solutions shows a clear relation between the performance
(RMSE), the training time and the number of stacks (top) or the number of parameters (determined by
the number of layers, stacks and filters) (bottom).

Figure 7. This distribution plot of all GWO candidate solutions shows some tendencies but no clear
relation between the number of filters and the RMSE on the validation set.
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Figure 8. This scatterplot of all GWO candidate solutions shows that the optimal learning rate depends
on the used filter width: larger filter widths require smaller learning rates.

4.2. Performance Evaluation

The ten best solutions of the Grey-Wolf Optimiser algorithm are shown in Table 6. and confirm
the overall findings described above. The performance indicators of training five repetitions of these
ten combinations on the entire training dataset are shown in Figure 9. The results indicate that no
single hyper-parameter combination performs significantly better than the others. As long as the
receptive field is large enough (>14 months), the network is deep enough (≥2 stacks) and the learning
rate is in the range (0.0015; 0.003), the other hyper-parameters appear to have only a minor influence
on the prediction performance. Furthermore, due to weight and bias initialisation differences, training
a network with identical hyper-parameters twice does not necessarily result in the same prediction
performance, as can be observed in Figure 9. Hence, it is best to repeat training a few times, and select
the best performing network afterwards. Figure 9 also confirms that, in general, deeper networks with
more layers are slower to train. Finally, note that increasing the maximum number of training epochs
and the size of the training dataset resulted in a much lower RMSE, compared to the results obtained
by the GWO algorithm. This underlines the importance of a representative training dataset, as well as
allowing enough training iterations.

Table 6. The ten best performing solutions of the Grey Wolf Optimiser algorithm.

Conditional
Filters

Gate
Filters

Skip
Filters

Residual
Filters

Penultimate
Filters

Filter
Width

Layers Stacks
Learning

Rate

1 256 512 256 128 64 11 3 3 0.00245
2 256 256 256 512 64 24 3 2 0.00172
3 256 512 256 128 128 11 3 3 0.00220
4 256 256 256 256 128 20 3 2 0.00179
5 128 512 512 256 128 20 3 2 0.00167
6 32 512 256 256 64 20 3 2 0.00164
7 128 64 128 256 256 6 5 3 0.00245
8 128 64 128 256 256 7 5 3 0.00241
9 128 512 128 64 128 12 3 3 0.00266

10 128 128 128 128 128 6 6 3 0.00263
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Figure 9. The performance indicators and training time for the ten best-performing hyper-parameter
combinations, after being trained fully. For each combination, the dots indicate each repetition’s result,
whereas the cross indicates the average over all five repetitions.

Model 2 performs best on average, but one repetition of model 5 performs better than all other
models. Hence, this model’s performance is evaluated using the independent test set. Figure 10 shows
an example of a test set sample prediction. The performance indicators shown above each panel are
calculated on the standardised output for each target separately, as this indicates the difference in
accuracy between targets. It is clear that the chosen network is able to predict all hygrothermal outputs
quite accurately. These hygrothermal predictions can be used to evaluate damage risks, as described
in Section 3.1. Figure 11 shows the damage predictions (orange) using the networks’ output (for the
sample shown in Figure 10), which are in almost perfect agreement with the damage predictions
from the Delphin simulations (blue). By expressing the damage risks as single values, it is possible to
show the damage prediction accuracy of all individual samples (Figure 12, top) and the cumulated
distributions (Figure 12, bottom). The latter is a common presentation in a probabilistic assessment, as it
gives information on the distribution of the expected performance taking into account all uncertainties.
The frost damage risk is given by the total number of moist freeze-thaw cycles at the end of the
simulated period, the mould growth risk on the interior surface is expressed as the maximum mould
index over the whole simulated period and the wood decay risk is expressed as the total wood mass
loss at the end of the simulated period. Figure 12 shows that the damage risk prediction, based on the
networks’ hygrothermal predictions, is quite accurate for most samples of the test set. The number of
moist freeze-thaw cycles tends to be overestimated, due to small prediction errors in the temperature
and relative humidity. A slightly lower temperature and/or relative humidity at one time step can
lead to counting more freeze-thaw cycles compared to the true value. However, both the original
hygrothermal model and the neural network predict a low number of moist freeze-thaw cycles, and a
difference of a few cycles will likely not much influence the extent of the expected damage. In case
of the mould index at the interior surface, the deviations are so small they are negligible. The wood
decay risk tends to be slightly underestimated, but the overall agreement in cumulative distribution
function is very good.
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Figure 10. The network’s hygrothermal predictions (orange) of a test set sample with high accuracy.
The true value is shown in blue the prediction error is indicated in grey.

Figure 11. The damage predictions (orange) for the sample from Figure 10, using the network’s
hygrothermal predictions. The true value is shown in blue the prediction error is indicated in grey.
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Figure 12. A comparison between the single-value damage predictions, as obtained using the network’s
predictions and the true damage predictions. The top panel shows the goodness-of-fit for the individual
samples (transparency is used to indicate overlapping samples), the bottom panels show the cumulated
distribution functions.

5. Conclusions

In this paper, convolutional neural networks were used to replace HAM models, aiming to predict
the hygrothermal time series (e.g., temperature, relative humidity, moisture content). A strategy was
presented to optimise the networks’ hyper-parameters, using the Grey-Wolf Optimiser algorithm and
a limited training dataset. This approach was applied to the hygrothermal response of a massive
masonry wall, for which the prediction performance and the training time were evaluated. Based on
the GWO optimisation, it was found that the receptive field—defined by the filter width, number of
layers and number of stacks—has a significant impact on the prediction performance. For the current
case study of massive masonry exposed to driving rain, it needs to span at least 14 months. The results
also showed that good performance can be obtained for all filter widths, as long as the receptive field is
large enough. Additionally, using multiple stacks resulted in slightly better performance compared to
a single stack, as this allows adding complexity to the model, but also resulted in longer training time.
The number of layers, determined by the filter width and the number of stacks to obtain a large enough
receptive field, had a similar influence on the training time, but not on the prediction performance.
Hence, if the number of stacks were fixed, a large filter width would require fewer layers and thus
shorter training time, compared to a smaller filter width, while both options would yield similar
prediction performance. The same applies to the number of filters for the different convolutional
connections: the more filters that are used, the longer the training time becomes, without obvious
benefit to the prediction performance. Finally, the learning rate was found to be optimal between 0.015
and 0.03, but only had a minor influence on prediction performance.

The 10 best-performing hyper-parameter combinations were trained further on a larger dataset.
Of these, the best performing network was chosen and evaluated on an independent test set.
These results showed that the proposed convolutional neural network is able to capture the complex
patterns of the hygrothermal response accurately. To end, the predicted hygrothermal time series were
used to calculate damage prediction risks, which were found to correspond well with the true damage
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prediction risks. Hence, in conclusion, the proposed convolutional neural networks are very suited to
replace time-consuming, standard HAM models.
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Abstract: Sustainable development in the construction industry can be achieved by the design of
multifunctional materials with good mechanical properties, durability, and reasonable environmental
impacts. New functional properties, such as self-sensing, self-heating, or energy harvesting, are
crucially dependent on electrical properties, which are very poor for common building materials.
Therefore, various electrically conductive admixtures are used to enhance their electrical properties.
Geopolymers based on waste or byproduct precursors are promising materials that can gain new
functional properties by adding a reasonable amount of electrically conductive admixtures. The main
aim of this paper lies in the design of multifunctional geopolymers with self-heating abilities. Designed
geopolymer mortars based on blast-furnace slag activated by water glass and 6 dosages of carbon
black (CB) admixture up to 2.25 wt. % were studied in terms of basic physical, mechanical, thermal,
and electrical properties (DC). The self-heating ability of the designed mortars was experimentally
determined at 40 and 100 V loads. The percolation threshold for self-heating was observed at 1.5 wt. %
of carbon black with an increasing self-heating performance for higher CB dosages. The highest
power of 26 W and the highest temperature increase of about 110 ◦C were observed for geopolymers
with 2.25 wt. % of carbon black admixture at 100 V.

Keywords: geopolymers; ground-granulated blast-furnace slag; carbon black; self-heating

1. Introduction

Building materials with new functional properties that extend their usability in sophisticated
applications, so-called multifunctional or smart materials, are currently in high demand by the
construction industry. Studies dealing with their design, experimental determination of material
properties, and testing of newly achieved abilities have been, and still are, mainly focused on
cementitious composites. A comprehensive review dealing with a definition and classification of
smart concretes and structures and possible applications introduced by Han et al. [1] showed that a
variety of possible enhancements exist. Some of the new functional properties, such as self-sensing,
self-heating, energy harvesting, or electromagnetic shielding/absorbing, are crucially dependent on
electrical properties that are, in the case of common aluminosilicate-based building materials, often
very poor. Therefore, some electrically conductive admixtures are necessary for the formation of a
conductive net within the material matrix. Much effort has been devoted to studies dealing with
influence of carbon-based and metallic admixtures on new functional properties of cementitious
materials. For example, Rana et al. [2] introduced a review focused on utilization of carbon-based
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materials such as carbon fibers (CFs), carbon nanofibers (CNFs), and carbon nanotubes (CNTs) in
self-sensing cementitious materials; Han et al. [3] reviewed the self-sensing properties of cementitious
materials with nanocarbon admixtures, namely CNFs, CNTs, and nano graphite platelets (NGPs); the
review of Li et al. [4] was focused on research performed on cementitious composites with nano titanium
dioxide (NT) and concluded that such materials possess self-sensing properties; and Pisello et al. [5]
performed a detailed characterization of cementitious materials with multiwalled carbon nanotubes
(MWCNTs), CNFs, carbon black (CB), and graphene nanoplatelets (GNPs) and, based on results,
concluded that MWCNTs optimized piezoresistive properties and the tested nanofillers could be useful
for cementitious smart materials and energy efficiency optimization.

The self-heating ability of cement-matrix and polymer-matrix composites with steel fibers (SFs)
and CFs for deicing and space heating was reviewed by Chung [6]. Gomis et al. [7] studied in
experimental and theoretical ways the self-heating ability of cement pastes with graphite powder
(GP), carbon fiber powder (CFP), CFs, CNFs, and CNTs and, according to experiments conducted
on samples with dimensions 100 × 100 × 10 mm3 loaded by 50, 100, and 150 V DC, concluded
that the self-heating ability of such materials is convenient in preventing the formation of ice layers
in transportation infrastructures. Armoosh and Oltulu [8,9] investigated the self-heating ability of
cementitious composites with metallic admixtures, iron, copper, and brass shavings, up to 20%, and
proved the self-heating ability under a voltage load in the range of 20–60 V.

Wei et al. presented within several works the energy harvesting ability of cementitious materials
with different electrically conductive admixtures, namely expanded graphite (EG) [10], CNT [11],
and CF [12]. Despite the fact that the energy-harvesting efficiency of such materials is not high, it is
promising large surface area of constructions usable for harvesting securing reasonable energy profit.

In general, cementitious materials are currently the most frequently used construction materials
worldwide. Global production of cement has grown rapidly in recent years [13,14], and it is the
third-largest source of anthropogenic emissions of carbon dioxide, after fossil fuels, deforestation,
and other land-use changes. Global cement production has increased more than 30 times since 1950,
and global process emissions in 2017 were 1.48 ± 0.20 Gt CO2. Cumulative emissions from 1928 to
2017 were 36.9 ± 2.3 Gt CO2, of which 70% has occurred since 1990 [15]. Taking into account the
high negative impact of cement production on the environment, the design of building materials with
comparable material properties to cementitious materials, but with a lower environmental impact of
their production, is justified.

Geopolymers are inorganic materials of an environmentally friendly nature thanks to their
fundamental component, so-called precursor, that is usually waste or byproduct originating from
various types of industrial production [16]. A comprehensive review of precursors and alkali activators
was introduced by Ma et al. [17], with a conclusion that geopolymers present better mechanical
properties, a higher durability, and a more desirable structural performance compared to their
conventional counterparts. Based on experiments, Albitar et al. [18] concluded that geopolymers are
more chemically stable, superior to conventional concrete in an acidic environment, and exhibit lower
deterioration of mechanical properties under chemical attacks. Good resistance at high temperatures
was experimentally proved by Zuda et al. [19]. Taking into account the good material properties and
lower impact on the environment than of cementitious materials, geopolymers can find an application
in building practices.

Geopolymer binders are formed by the reaction of alkalis with amorphous aluminosilicate-rich
precursors whose composition determines the material structure that is formed during hydration.
In high-calcium systems (blast-furnace slag), typically calcium alumina-silicate hydrated gel (C-A-S-H)
is formed [20], whereas in low-calcium systems (fly-ash, metakaolin, clay), sodium alumina-silicate
hydrated gel (N-A-S-H) is present [21]. Alkali activation can be carried out by various alkali-activators,
such as alkali hydroxides, weak or strong acid salts, silicates, aluminates, or aluminosilicates [22].
In general, the higher the alkalinity of the activator, the faster the initial reaction of the activator with
precursor. The differences in heat evolution of slag activated by NaOH, water glass, and a combination
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of NaOH and water glass were presented by Altan and Erdogan [23], and a faster initial reaction was
observed in NaOH by isothermal calorimetric measurements by Haha et al. [24]. Mostly used alkaline
activators are mixtures of sodium or potassium hydroxide (NaOH, KOH) with sodium or potassium
water glass (n·SiO2·Na2O, n·SiO2·K2O) [25].

Multifunctional geopolymers can be designed in a similar way to multifunctional cementitious
materials by the addition of electrically conductive admixtures [26]. However, the design of
multifunctional geopolymers and their acquired abilities are not so well explored. Rovnaník et al. [27]
compared self-sensing properties of alkali-activated slag mortars with Portland cement mortars and
concluded that, due to some content of iron particles in slag, an applicable sensitivity is evident in
practice, even without any electrically conductive admixture, whereas in the case of Portland cement,
mortar self-sensing is detectable but not sufficient for practical applications. Another similar study
performed by Rovnaník et al. [28] dealt with the self-sensing ability of a geopolymer mortar based
on slag activated by water glass with GP admixture. They concluded that such materials exhibit a
self-sensing ability but with a significant decrease in compressive strength. Concerning the self-heating
ability, it was experimentally confirmed on small alkali-activated slag samples with a CB admixture in
the amount of 8.89 wt. % at 32.1 and 41.5 V by Fiala et al. [29]

Slag as a high-calcium precursor is a solid waste generated by the iron and steel industry. In 2014,
slag was produced in the amount of 250 Mt within the 1.6 Gt of global steel production [30]. In 2013,
the annual slag production of one of the leading producers, China, reached more than 100 million tons
with just 29.5% utilization rate, which is very low in comparison to industrial countries. The utilization
rate reaches 98.4% in Japan, 87.0% in Europe, and 84.4% in the United States. As of 2016, more
than 300 million tons of accumulated steel slag has not been used effectively in China, which, taking
into account large steel slag emissions, causes an important environmental problem for China [31].
Slag in granulated form is a precursor that can be relatively easily alkali-activated, and originating
geopolymers can be used in the construction industry.

Within the research presented in this paper, granulated blast-furnace slag (GBFS) was used as
a precursor for alkali activation by water glass, and CB admixtures were added in various dosages
in order to enhance the effective electrical properties of the designed geopolymers that would be
promising in terms of the self-heating ability. Subsequently, material properties involving basic physical,
mechanical, thermal, and electrical properties were experimentally determined, and self-heating tests
were conducted in order to verify the self-heating ability of such materials. It was observed that the
self-heating ability of the tested materials started from a CB amount of 1.5 wt. %, and such material
is able to generate heat at a DC voltage of 40 V leading to a small temperature increase. The best
self-heating performance was observed for geopolymers with 2.25 wt. % of CB at 100 V, where the
temperature increase was about 110 ◦C in approximately one hour.

2. Materials and Methods

A high-calcium precursor, GBFS SMŠ 380 (39.8% CaO), produced by Kotouč Štramberk Ltd.
was activated by water glass Susil produced by Vodní sklo a.s. GBFS is an industrial byproduct of
iron production with a fineness of 380 m2·kg−1 (Blaine). The average grain size of the slag particles
determined by laser granulometry was d50 = 15.5 μm and d90 = 38.3 μm. Activation was performed
by sodium silicate solution (water glass Susil MP 2.0 with a molar ratio SiO2/Na2O = 2.07). Three
normalized CEN fractions of fine quartz sand (PG1, PG2, PG3) produced by Filtrační písky, Ltd., that
complied with the ČSN EN 196-1 standard were used as a filler. The effective electrical properties of
the composites were enhanced by CB VULCAN 7H. CB is essentially elemental carbon in the form of
spherical particles and aggregated clusters of those particles with a high surface area and high electrical
conductivity. The average grain size of CB particles was d50 = 0.52 μm and d90 = 17.6 μm. In Figure 1,
the particle size distribution of CB VULCAN 7H determined by laser granulometry is presented.
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Figure 1. Particle size distribution of CB VULCAN 7H determined by laser granulometry.

CB VULCAN 7H is mainly manufactured for tires and industrial rubber production [32].
Its production is performed by thermal cracking of heavy aromatic feedstock, such as oil, in a
hot flame. Oil is injected into a furnace hot flame zone where hydrocarbons are cracked to carbon
and hydrogen by means of quenching the flame by water. Because of the reasonably high electrical
conductivity and high surface area of such a way of processing CB, it can be used to optimize the
electrical properties of polymers [33] and inorganic building materials [34,35].

In Table 1, the compositions of geopolymers with an optimized amount of mixing water are
given. Seven different mixtures, the reference geopolymer (CB 0), and geopolymers with CB in the
amounts of 0.75 wt. %, 1.25 wt. %, 1.5 wt. %, 1.75 wt. %, 2 wt. %, and 2.25 wt. % were designed and
prepared by the following procedure. First, suspensions (10% and 15%) were prepared by adding
a given amount of CB powder into water with nonionic surfactant Triton X-100 (Sigma-Aldrich, St.
Louis, MO, USA) in the form of 0.5% solution and stirred by homogenizer IKA ULTRA-TURRAX for
15 min. An initial amount of additional water was then added to the GBFS suspension and stirred by
a mixer for several minutes. In order to eliminate foaming during mixing leading to the formation
of large pores, 1% solution of siloxane-based air-detraining agent Lukosan S (Lučební závody, Kolín,
Czech Republic) was added. Subsequently, three fractions of sand were added to the mixture and
stirred again by a mixer for several minutes. Consistency of fresh mixtures was tested according to
the ČSN EN 1015-3 standard Determination of Consistence of Fresh Mortar by Flow Table, which is
mainly used for cementitious mortars but is used also for alkali-activated ones [36]. The water-to-slag
ratio of the mixtures was adjusted so that the average base diameter was equal to 160 mm, which
is within the plastic range (140–200 mm) closer to the dry consistency bounds. Final mixtures with
optimized water-to-slag ratios were then poured into molds and covered by a plastic cover. After one
day, solidified samples were demolded and placed into a water bath for 28 d. Before the experiments
(except the experimental determination of mechanical properties), samples were dried in an oven and
subsequently cooled down in desiccator with silica gel.

Table 1. Compositions of the studied geopolymers.

Carbon
Black (CB) 0

CB 0.75 CB 1.25 CB 1.5 CB 1.75 CB 2 CB 2.25

Granulated blast-furnace slag
(GBFS) (g) 100 100 100 100 100 100 100

Water glass (g) 20 20 20 20 20 20 20
Sand PG1 (g) 100 100 100 100 100 100 100
Sand PG2 (g) 100 100 100 100 100 100 100
Sand PG3 (g) 100 100 100 100 100 100 100

CB suspension (%) 0 10 10 10 15 15 15
CB amount (g) 0 3 5 6 7 8 9

Water-to-slag ratio (–) 0.44 0.60 0.69 0.74 0.77 0.81 0.84
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The bulk density was determined on dry samples with dimensions of 50 × 50 × 50 mm3 by
means of the gravimetric method. The matrix density was determined on samples with dimensions of
50 × 50 × 50 mm3 by means of the vacuum saturation method. With respect to the bulk density and
the matrix density, the total open porosity Ψ (%) was calculated by the following equation

Ψ = 100 ·
(
1− ρv

ρmat

)
, (1)

where ρv (kg·m−3) is the bulk density, and ρmat (kg·m−3) is the matrix density.
Mechanical properties were determined on three samples with dimensions of 40 × 40 × 160 mm3

according to the Czech Standard ČSN EN 196-1. Samples cured for 28 d were first tested in terms of
flexural strength by a three-point bending test. The length between the supports was 100 mm, and the
loading rate was 0.15 mm/min. The compressive strength was then determined on six halves of the
prisms originating from the previous flexural strength tests.

Thermal properties were determined on samples with dimensions 70 × 70 × 70 mm3 by a
commercial device ISOMET 2114 (Applied Precision, Ltd.) attached by a surface probe by means of
the transient heat-pulse method. Such measurements were based on an analysis of the temperature
response to the generated heat flow pulses. Heat flow was induced by electric heating using a resistor
heater placed in the probe having direct thermal contact with the surface of the sample. First, the probe
was heated up, and, subsequently, temperature decrease was monitored after the heater was turned off.
With the known geometry of the probe and a decrease of the temperature due to dissipation of the heat
in the sample, thermal properties were identified.

Electrical properties were measured in a two-probe arrangement in DC regime. First, the samples
with dimensions 50 × 50 × 50 mm3 were attached to electrodes where two opposite lateral sides were
painted with a conductive carbon paint. Then, copper tape was pasted onto the first conductive layer in
order to gain good contact of the samples with a power supply and wattmeter (self-heating experiment)
and multimeter (electrical properties).

Resistance R (Ω) of the dried samples was measured by a Fluke 8846A 6 1
2 digit precise multimeter,

and the electrical conductivity σ (S·m−1) was calculated with respect to the shape ratio of the samples
(electrodes: 50 × 50 mm2, distance between electrodes: 50 mm) by the following equation

σ =
1
R
· l

S
, (2)

where R (Ω) is the resistance of the sample, l (m) is the distance between electrodes, and S (m2) is the
area of electrodes.

Self-heating experiments were performed on samples with dimensions of 50 × 50 × 50 mm3. Dried
samples with electrodes attached in the same way as for determining the electrical properties were
connected to a GW Instek GPR-11H30D voltage power supply and loaded by one or two voltage levels
(Figure 2). Mortar samples CB 0 and CB 0.75 were loaded by 40 V to prove the no self-heating ability
that was expected because of the electrical conductivity measurements. CB 1.25 mortar and mortars
with higher amounts of CB were tested at two voltage levels, 40 and 100 V. Electrical power was
monitored by a GW Instek GPM-8213 wattmeter. Ambient laboratory temperature and temperatures
of samples were monitored by Pt-100 probes supported by Ahlborn ALMEMO 8690-9A datalogger in
the central position of the bottom sides of the samples perpendicular to the attached electrodes.
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(a) (b) 

Figure 2. (a) Samples for self-heating experiments. (b) Apparatus for self-heating experiments.

3. Results

3.1. Basic Physical Properties

In Table 2, the basic physical properties were represented by the bulk density, the matrix density,
and the total open porosity. The bulk density was highest for the reference mortar CB 0 (2111 kg·m−3)
and decreased systematically with increasing CB amounts down to 1720 kg·m−3 (CB 2.25). The matrix
density was in the range of 2562–2602 kg·m−3 and did not exhibit a significant influence on the amount
of CB admixture. The total open porosity was calculated from the bulk density and the matrix density
by Equation (1). It was lowest for CB 0 (17.6%) and exhibited an increasing tendency with increasing
amounts of CB up to 33.4% (CB 2.25). Compared to the reference mortar, the addition of 0.75 wt. % of
CB resulted in an increase in porosity of 7.6%, whereas addition of 2.25% wt. % of CB almost doubled
the porosity (increase of 15.8%).

Table 2. Basic physical properties of the studied geopolymers.

Bulk Density (kg·m−3) Matrix Density (kg·m−3) Total Open Porosity (%)

CB 0 2111 2562 17.6
CB 0.75 1947 2602 25.2
CB 1.25 1914 2588 26.0
CB 1.5 1816 2577 29.5

CB 1.75 1773 2568 31.0
CB 2 1749 2570 31.9

CB 2.25 1720 2582 33.4

3.2. Mechanical Properties

In Table 3, mechanical properties were represented by the compressive and the flexural strength.
The highest compressive strength was observed for the reference mortar (83.45 MPa) and decreased
systematically with an increasing amount of CB to approximately 7.3 MPa (CB 2 and CB 2.25).
The compressive strength of CB 1.5 was about 55% that of the reference mortar, whereas CB 2 and CB
2.25 were about 9%. The highest flexural strength was observed for the reference mortar (8.26 MPa)
and decreased systematically with an increasing amount of CB to 2.4 MPa (CB 2.25), which was about
30% of the value for the reference mortar.
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Table 3. Mechanical properties of the studied geopolymers.

Compressive Strength (MPa) Flexural Strength (MPa)

CB 0 83.45 8.26
CB 0.75 68.60 5.23
CB 1.25 46.49 5.21
CB 1.5 20.38 5.04

CB 1.75 17.00 3.75
CB 2 7.31 3.85

CB 2.25 7.31 2.40

3.3. Thermal and Electrical Properties

In Table 4, thermal properties were represented by the thermal conductivity, and the specific heat
capacity and electrical properties were represented by the electrical conductivity. The highest thermal
conductivity was observed for CB 0 (λ = 1.71 W·m−1·K−1). The decreasing tendency of the thermal
conductivity with an increasing amount of CB admixture corresponds with the basic physical properties
(the bulk density was directly proportional, and the total open porosity was inversely proportional).
CB 2.25 exhibited the lowest thermal conductivity (0.63 W·m−1·K−1). The specific heat capacity of the
mortars was in the range of 715–849 J·kg−1·K−1. The maximum value (849 J·kg−1·K−1) was observed
for CB 2.25. Higher values around 800 J·kg−1·K−1 were observed for the reference mortar CB 0 and the
mortars with higher dosages of CB (CB 1.75, CB 2), whereas lower values (715–733 J·kg−1·K−1) were
observed for mortars with lower dosages of CB (CB 0.75, CB 1.25, CB 1.5).

Table 4. Thermal and electrical properties of the studied geopolymers.

Thermal Conductivity
(W·m−1·K−1)

Specific Heat Capacity
(J·kg−1·K−1)

Electrical Conductivity
(S·m−1)

CB 0 1.71 790 8.0 × 10−7

CB 0.75 0.94 715 2.7 × 10−5

CB 1.25 0.85 733 8.6 × 10−5

CB 1.5 0.81 728 3.2 × 10−3

CB 1.75 0.75 803 1.1 × 10−2

CB 2 0.71 792 2.2 × 10−2

CB 2.25 0.63 849 1.3 × 10−1

The electrical conductivity increased significantly with an increasing amount of CB because
of the formations of conductive paths within the geopolymer matrix. Such an increase is a very
important assumption for self-heating ability of the tested mortars. The initial value of the electrically
non-conductive mortar CB 0 (8 × 10−7 Ω·m) improved to the highest value (1.3 × 10−1 Ω·m) observed
for CB 2.25, which was an increase of about 7 orders of magnitude. With respect to the measured data,
it was expected that the percolation threshold for the self-heating ability would be at 1.5 wt. % of CB.
The electrical conductivity of CB 1.5 mortar was 4000 times higher than that of the reference mortar
(3.2 × 10−3 Ω·m).

3.4. Self-Heating Ability

In Figures 3–14, self-heating experiments are presented. Each self-heating experiment involved
the determination of time dependencies of the ambient temperature, the temperature of the sample,
and the power (dependent on power supply voltage and the passing current). Self-heating experiments
conducted at 40 V on CB 0, CB 0.75, and CB 1.25 (Figures 3–5) and at 100 V on CB 1.25 (Figure 6)
confirmed the expectations obtained by measurements of electrical properties that such materials did
not exhibit a self-heating ability. The passing current, which is directly proportional to the measured
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power P (W), was negligible or very low in evolving the Joule heat. Heating was not possible even
after the voltage increased from 40 to 100 V.
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Figure 3. Self-heating experiment—CB 0, 40 V.
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Figure 4. Self-heating experiment—CB 0.75, 40 V.
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Figure 5. Self-heating experiment—CB 1.25, 40 V.
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Figure 6. Self-heating experiment—CB 1.25, 100 V.

A low self-heating ability was observed for CB 1.5 at 40 V, where Δt ≈ 2 ◦C and P ≈ 0.21 W
(Figure 7). An increased passing current induced by an increase of the voltage level from 40 to 100 V
resulted in a temperature increase of Δt ≈ 9.5 ◦C with the corresponding power P ≈ 1.18 W (Figure 8).
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Figure 7. Self-heating experiment—CB 1.5, 40 V.
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Figure 8. Self-heating experiment—CB 1.5, 100 V.

CB 1.75 exhibited a slightly better self-heating performance than the geopolymer mortars with a
lower amount of CB. At 40 V, Δt ≈ 3 ◦C and P ≈ 0.51 W were achieved (Figure 9). At 100 V, further
increases in the temperature Δt ≈ 22 ◦C and the power P ≈ 3.45 W were observed (Figure 10). CB 2
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exhibited a good self-heating performance at 40 V, where Δt ≈ 10 ◦C and P ≈ 1.25 W (Figure 11), and at
100 V, where Δt ≈ 50 ◦C and P ≈ 7.41 W were achieved (Figure 12).
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Figure 9. Self-heating experiment—CB 1.75, 40 V.
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Figure 10. Self-heating experiment—CB 1.75, 100 V.
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Figure 11. Self-heating experiment—CB 2, 40 V.
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Figure 12. Self-heating experiment—CB 2, 100 V.

CB 2.25 exhibited the best self-heating performance. At 40 V, Δt ≈ 26 ◦C and P ≈ 3.63 W were
achieved (Figure 13), and at 100 V the temperature increase was Δt ≈ 110 ◦C and the corresponding
power P was 25.99 W (Figure 14).
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Figure 13. Self-heating experiment—CB 2.25, 40 V.
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Figure 14. Self-heating experiment—CB 2.25, 100 V.

In Figure 15a, the maximal values of power from the conducted self-heating experiments loaded
by 40 and 100 V are summarized. Geopolymer mortars with an amount of CB admixture starting
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at 1.5 wt. % were able to generate heat, leading to a temperature increase at both voltage levels.
Comparing the heating power at 40 and 100 V of the mortars able to evolve heat, the highest increase
was achieved for CB 2.25 (7.2 times higher power at 100 V than at 40 V), whereas the lowest non-zero
increase was for CB 1.5 (5.6 times higher power at 100 V than at 40 V). In Figure 15b, the maximal
achieved temperatures of the mortars during the self-heating experiments and the compressive
strengths are presented. Quantities exhibited the opposite trend, where higher temperatures were
achieved with an increasing amount of CB, but mechanical properties deteriorated.
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Figure 15. Dependence of (a) the power on CB amount (40 V, 100 V); (b) maximal achieved temperature
and the compressive strength on CB amount (40 V, 100 V).

4. Discussion

With respect to the data presented in Tables 2 and 3, decreases in the bulk density, compressive
strength, and flexural strength and an increase in the total open porosity of the designed geopolymer
mortars were observed with an increasing amount of CB admixture. This mainly was due to the high
surface area of particles and aggregated clusters of particles of such ECA filler (Figure 1). The average
grain size of CB was d50 = 0.52 μm and d90 = 17.6 μm, which was significantly lower compared to the
grain size of the slag binder (d50 = 15.5 μm and d90 = 38.3 μm). Because of the high surface area of
CB, more mixing water was needed (Table 1), which resulted in an increase in the total open porosity.
However, an increased amount of water was necessary for the preparation of mixtures with plastic
consistencies with an average base diameter equal to 160 mm according to the ČSN EN 1015-3 standard
Determination of Consistence of Fresh Mortar by Flow Table. The highest decrease in bulk density
and the highest increase in total open porosity observed between the reference mortar (CB 0) and the
mortar with the highest amount of CB (CB 2.25) were about 18.5% and 90%.

Mechanical properties of the mortars with higher CB dosages were negatively influenced by an
increased total open porosity. The compressive strength of CB 0 (83.45 MPa) was significantly higher
compared to that of the mortars with the self-heating ability. The decrease was significant (CB 1.5 about
76% compared to CB 0), but remained at a good level (20.38 MPa up to 1.5 wt. % of CB admixture).
Geopolymer mortars with an amount of CB higher than 1.75 wt. % exhibited low compressive strength,
equal to 7.31 MPa, which was about a 91% decrease compared to the reference mortar. However, it
should be noted that the compressive strength of cementitious mortars widely used in practice with
aggregates up to 2 mm is usually up to 10 MPa. In the case of the flexural strength, the highest value
was observed for CB 0 (8.26 MPa) and decreased with an increasing amount of CB, but not as much as
in the case of the compressive strength (CB 2.25 compared to CB 0, about a 71% decrease). Taking into
consideration cement mortars widely used in practice with flexural strengths up to 2.5 MPa, all the
designed geopolymer mortars are comparable.
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The thermal conductivity, an important parameter describing the ability of effective spreading of
the generated Joule heat, exhibited a decreasing tendency with an increasing amount of CB, which
was influenced, again, by the increasing porosity. The highest thermal conductivity was observed for
CB 0 (1.71 W·m−1·K−1), whereas the lowest was observed for CB 2.25 (0.63 W·m−1·K−1). The thermal
conductivity of all the mortars with CB admixtures was below 1 W·m−1·K−1. The specific heat capacity
of the mortars ranged between 715–849 J·kg−1·K−1. Higher values around 800 J·kg−1·K−1 were observed
for the reference mortar CB 0 and the mortars with higher dosages of CB (CB 1.75, CB 2), whereas
lower values (715– 733 J·kg−1·K−1) were observed for mortars with lower dosages of CB (CB 0.75, CB
1.25, CB 1.5). The maximum value (849 J·kg−1·K−1) was observed for CB 2.25.

Electrical properties represented by the electrical conductivity were essential in terms of the main
aim of this paper, which was the design of multifunctional geopolymers. The self-heating ability can
be achieved just by significantly increasing the electrical conductivity. The reference mortar was a
typical electrical insulator with an electrical conductivity of 8.0 × 10−7 S·m−1; therefore, it was not
able to generate Joule heat. The electrical conductivity increased by 1 order of magnitude for CB 0.75
and 2 orders of magnitude for CB 1.25, which was not sufficient. The electrical conductivity of CB 1.5
increased by about 3 orders of magnitude, which was close to the percolation threshold, and the slight
self-heating ability of this mortar was further observed. Further improvement was observed for CB
1.75 (4 orders of magnitude), CB 2 (4 orders of magnitude), and CB 2.25 (5 orders of magnitude), which
demonstrated a significant enhancement of electrical properties.

Self-heating experiments proved a slight self-heating ability of CB 1.5 at 40 V, and a power 0.21 W
was able to heat up the sample by about 2 ◦C. At 40 V loading, the power increased with increasing
the amount of CB in the following way: CB 1.75, 0.51 W; CB 2, 1.25 W; and CB 2.25, 3.63 W; with
corresponding temperature increases of CB 1.75, 3 ◦C; CB 2, 10 ◦C; and CB 2.25, 26 ◦C. At 100 V loading,
the powers of CB 1.5, CB 1.75, CB 2, and CB 2.25 were 1.18, 3.45, 7.41, and 25.99 W, and temperature
increases were 9.5, 22, 50, and 110 ◦C, respectively. It is evident that an increase in the applied voltage
from 40 to 100 V leads to a significantly higher self-heating ability. In Figure 15b, the maximal achieved
temperatures are presented together with the compressive strength dependent on the amount of CB.
Despite the fact that the mechanical properties of geopolymer mortars with the CB admixture are
significantly lower compared to the reference mortar, their mechanical properties are comparable
to, or even better than, commonly used cementitious mortars, and such types of material can find
applications in the construction industry.

5. Conclusions

A conducted investigation on the basic physical, mechanical, thermal, electrical properties, and the
self-heating ability of alkali-activated slag mortars with carbon black as a conductive filler is presented
in this paper, and the following conclusions have been drawn from the experimental results:

• An increase in the amount of CB admixture in geopolymers based on GBFS activated by water
glass led to the deterioration of mechanical properties, which was attributed to an increased
amount of mixing water and, consequently, increased porosity.

• An increase in the amount of CB admixture in geopolymers based on GBFS activated by water
glass led to a decrease in thermal conductivity, which is an important parameter describing the
ability to spread the evolved heat.

• The percolation threshold for the self-heating ability was around 1.5 wt. % of CB, where a slight
self-heating ability was observed.

• Geopolymers based on GBFS activated by water glass with CB amounts in the range of
1.75–2.25 wt. % exhibited good self-heating abilities.

• The self-heating ability of geopolymers based on GBFS activated by water glass with CB can be
significantly improved by increasing the voltage. The heating power of the geopolymer mortar
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with CB in the amount of 2.25 wt. % at 40 V was similar to the heating power of the geopolymer
mortar with CB in the amount of 1.75 wt. % at 100 V (3.63 vs. 3.45 W).

This study proved the possibility to design multifunctional geopolymers with self-heating abilities
based on alkali-activated GBFS and CB admixture. However, further investigation is necessary,
especially in terms of optimizing the designed mixtures leading to a decrease in the porosity and in
an effective homogenization of CB, which will ensure maximization of the self-heating ability with a
lower deterioration of mechanical properties.

Author Contributions: Writing—original draft, Methodology, Resources, L.F.; Experimental—electrical properties,
thermal properties, self-heating experiment, M.P.; Methodology, Resources, W.-T.L.; Experimental—basic physical
properties, mechanical properties, L.P.; Supervision, R.Č.
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