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Abstract: The NEXT Nanotechnology group at INFN-Laboratori Nazionali di Frascati (LNF) has
organized, since the year 2000, a yearly series of international meetings in the area of nanotechnology.
The 2018 conference has been devoted to recent developments in nanoscience and their manifold
technological applications. These consisted of a number of tutorial/keynote lectures, as well as research
talks presenting frontier nanoscience research developments and innovative nanotechnologies in
the areas of biology, medicine, aerospace, optoelectronics, energy, materials and characterizations,
low-dimensional nanostructures and devices. Selected, original papers based on the 2018 conference
talks and related discussions have been published, after a careful refereeing process, in the MDPI
journal Condensed Matter, and are currently included in the present dedicated issue.

Keywords: chemical stability; graphene; temperature dependence in HOPG; electrodeposition
process; boron sheet’s electronic structure

1. Introduction

The Physics and Chemistry of Nanostructures, a fast-growing research field which has attracted
increasing attention over many years, especially for many promising nanotechnological applications,
led me in 1999 to plan, install, and coordinate the so-called NEXT nanotechnology Laboratories, hosted
within the INFN-Laboratori Nazionali di Frascati, near Rome (Italy).

One of the main objectives of such Laboratories is to allow us, on the one hand, experimental
tests of theories, models, and simulations and, on the other hand, to design and realize devices,
which may yield a prototype for industrial exploitation, in such a way as to constitute a basis for
Technology Transfer.

At NEXT, we always believed to be of crucial importance, for the quality of the research, to work in
a national or international context which, through collaborations and public research financed projects,
can promote professional growth, yielding results with a high impact on the scientific community,
producing, whenever possible, useful applications [1,2]. Training and, in general, teaching have always
occupied a central place in the NEXT activities, as we believe it is imperative to make the developed
methods, and the obtained results, available to younger generations.

Working actively in such a multidisciplinary field led us, also in this respect, into the parallel
activity of schools and workshops organization, as well as editorial projects. Hence, we organized, since
the year 2000, a series of international meetings in the area of nanoscience and its nanotechnological
applications. The conferences have been held under the patronage of INFN (Italian Institute for
Nuclear Physics), CNR (Italian Research Council), and various universities, in close collaboration with
industrial partners, including 3M, MTS, RS Components, VARIAN, MICOS, Newport, Veeco, and
many more.

The 20 yearly meetings on nanoscience and nanotechnology (n&n) 2000–2019, hosted important
lecturers, e.g., O. Groening, P. Kelires, I. Berbezier, R. Garcia, J. Gonzalez, J. Solyom, R. Cingolani, J.
Kirschner, K.Takayanagi, M. Terrones, L. Vescan, B. Yakobson, U. Valbusa, R. Egger, M. Pimprikar, N.

Condens. Matter 2019, 4, 88; doi:10.3390/condmat4040088 www.mdpi.com/journal/condensedmatter1
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Pugno, V. Balzani, P. Baglioni, B. Fubini, J.M. Kenny, M.S. Sarto, F. Beltram, P. Milani, K. Wandelt, B.
Voigtlaender, L. Balents, G. Grasso, targeting as an audience young postdocs and PhD students, assessing
the state-of-the-art of frontier nanoscience research developments and innovative nanotechnologies
in the areas of biology, medicine, aerospace, optoelectronics, energy, materials and characterizations,
low-dimensional nanostructures and devices.

From this activity, many proceedings collections, as well as 3 Springer-edited
volumes, originated [3–13]. Of the latter volumes, the book on biomedical applications of
nanoparticles—Nanoparticles and Nanodevices in Biological Applications: The INFN Lectures—is
one of the very first attempts to write a series of books on selected topics in Nanoscale Science and
Technology based on lectures given at the well-known INFN schools of the same name. The aim of this
collection is to provide a reference corpus of suitable, introductory material to relevant subfields, as
they mature over time, by gathering the significantly expanded and edited versions of tutorial lectures,
given over the years by internationally known experts. A recent example can be found in [14].

2. Fluctuation Theory in Chemical Kinetics

In the paper [15], stability properties of chemical reactions of arbitrary orders have been considered.
In each chemical experiment, the formation of a chemical equilibrium can be studied by optimizing the
reaction rate. Under infinitesimal simultaneous variations of the concentrations of reacting species,
the binary component equilibrium is achieved when either one of the orders or concentrations of
reactants vanishes. The chemical concentration capacities of the components are calculated to describe
the local stability of the equilibrium. The correlation between the components is obtained as the mixed
second-order derivative of the rate with respect to concentrations. The global stability analysis is
performed by introducing a symmetric matrix with its diagonal components as the chemical capacities
and off-diagonal components as the local correlation. It turns out that the local chemical stability
requires the orders of the reactants to be either negative or larger than unity. The corresponding
global stability requires the positivity of a cubic factor over the orders of the reactants. This illustrates
how a chemical reaction takes place by attaining its activation state and asymptotically approaches
the equilibrium when two components are mixed with arbitrary orders. Qualitative discussions are
provided to support our analysis towards the formation of an optimized equilibrium. Finally, along
with future directions, verification of the model is discussed towards the formation of carbon-based
reactions, formation of organic/inorganic chemical equilibria, and catalytic oxidation of CO−H2

mixtures in presence of Pt.

3. Effect of High-Temperature Annealing on Graphene with Nickel Contacts

Graphene has shown great potential for ultra-high frequency electronics. However, using graphene
in electronic devices creates a requirement for electrodes with low contact resistance. Thermal annealing
is sometimes used to improve the performance of contact electrodes. However, high-temperature
annealing may introduce additional doping or defects to graphene. Moreover, an extensive increase
in temperature may damage electrodes by destroying the metal–graphene contact. In the work [16],
the effects of high-temperature annealing on graphene and nickel–graphene contacts were studied.
Annealing was done in the temperature range of 200–800 ◦C, and the effect of the annealing temperature
was observed by two and four-point probe resistance measurements and by Raman spectroscopy. It is
observed that the annealing of a graphene sample above 300 ◦C increased the level of doping, but did
not always improve electrical contacts. Above 600 ◦C, the nickel–graphene contact started to degrade,
while graphene survived even higher process temperatures.

4. Temperature Effects on the HOPG Intercalation Process

Graphite intercalation via chemical strategies is a common procedure to delaminate stratified
crystals and obtain a suspension of graphene flakes. The intercalation mechanism at the molecular
level is still under investigation in view of enhancing graphene production and reducing damage to
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the original pristine crystal. The latter can undergo surface detriment due to both blister evolution and
carbon dissolution. The role of the electrolyte temperature in this process has never been investigated.
In work [17], by using an in situ atomic force microscopy (AFM) apparatus, the surface morphology
changes after the application of fast cyclic-voltammetries at 343 K have been explored, in view of
de-coupling the crystal swelling phenomenon from the other electrochemical processes. It was found
that blisters do not evolve because of the increasing temperature, while the quality of the graphite
surface becomes significantly worse, due to the formation of some adsorbates on possible defect sites
of the electrode surface. These results suggest that the chemical baths used in graphite delamination
must be carefully monitored in temperature for avoiding undesired electrode detriment.

5. Model of Nano-Metal Electroplating Process in Trapezoid Profile Groove

The principle of the electrodeposition method is to immerse the coated products in a water
electrolyte solution, the main components of which are salts or other soluble compounds—metal
coatings. The process of electrodeposition of metals is important in micro- and nano-electronics, as it is
used in the production of multilayer printed circuit boards (MPC). MPCs consist of many layers, most
of which are complex electrical circuits. The simplicity, availability, and technological capabilities of the
electrodeposition process make it possible to use it for local electrochemical deposition, especially with
an unchanged decrease in topological dimensions. Electrodeposition is a complex process occurring at
the interface of type 1 and 2 conductors, and depends on various factors such as temperature, mixing
rate, and electrolyte composition, as well as ion solvation processes, adsorption at the phase boundary,
the state of the double electric layer, the phenomena of electrode polarization, diffusion, and convection
flows near the deposition surface. However, the process of local metallization is affected by a complex
surface relief.

In some cases, mathematical modeling methods can replace a full-scale experiment, saving
material and time costs. In this article, we consider the possibility of mathematical modeling of
electrochemical deposition of copper and silver under local metallization in a hollow trapezoidal
profile groove using the basic package of COMSOL Multiphysics. The software COMSOL Multiphysics
was utilized in [18] to perform a simulation of the processes of electrodeposition of the metals copper
and silver in the groove of the trapezoidal profile. The results obtained for the thicknesses of the
deposited layers of copper and silver can optimize the deposition regimes. For example, it is advisable
to carry out metal deposition in a periodic mode, changing the polarity of the electrode to the opposite.
This should ensure the alignment of the concentration of metal ions in the depth of the groove, and
thus reduce the thickness variation of the layers on the vertical walls.

6. Electronic Structure of Boron Flat Holeless Sheet

The electronic band structure, namely energy band surfaces and densities-of-states (DoS), of a
hypothetical flat and ideally perfect, i.e., without any type of holes, boron sheet with a triangular
network is calculated in [19] within a quasi-classical approach. It is shown to have metallic properties
as is expected for most of the possible structural modifications of boron sheets. The Fermi curve of the
boron flat sheet is found to be consisted of 6 parts of 3 closed curves, which can be approximated by
ellipses representing the quadric energy-dispersion of the conduction electrons. The effective mass
of electrons at the Fermi level in a boron flat sheet is found to be too small compared with the free
electron mass and to be highly anisotropic. The low effective mass of conduction electrons indicates
their high mobility and, hence, high conductivity of the boron sheet. The effects of buckling/puckering
and the presence of hexagonal or other type of holes expected in real boron sheets can be considered as
perturbations of the obtained electronic structure and theoretically considered as effects of higher order.

3
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7. Simulation of the Process of Obtaining Nanoparticles by Thermal Decomposition

Today, nanopowders are in great demand for the creation of new materials and technologies,
fundamentally new devices. The process of obtaining nanopowders is therefore an important direction
in nanotechnology.

The synthesis of nanocrystalline powders of metals and compounds using pyrolysis is associated
with the use of complex and organometallic compounds. Numerous studies show that thermal
decomposition is a complex process, depending on a variety of parameters. Therefore, the current
task is to develop synthesis methods, that is, the simulation of deposition modes in which the most
accurate particles can be obtained. By changing the conditions for thermal decomposition and input
parameters, one can control the quality and morphology of the resulting metal nanoparticles.

The goal of the work [20] was to analyze a model for obtaining nanopowders by thermal
decomposition. The relevance of the pyrolysis process is that the rate of the formation and growth of
metal nanoparticles is regulated by changes in the ratio of the number of reactants and the process
temperature. In the work [20], the possibility of modeling the process of thermal decomposition in the
COMSOL Multiphysics program for the preparation of nanoparticles of metals and their alloys was
determined. To identify the most suitable pyrolysis medium, two environments were presented: A
water solution and ethanol.

8. Conclusions

With the advent of the era of nanotechnology, many new possibilities emerged to find manifold
applications from enabling technologies stemming out of innovative materials [21,22]. An example is
graphene, a two-dimensional carbon allotrope, which is characterized by light weight, strength, and
very high electrical and thermal conductivity [23,24]. Graphene can be utilized in nanoelectronics to
replace conventional materials (e.g. copper), which suffer many limitations, for example in applications
involving small sizes and high frequencies [25,26].

The results presented in the present book highlight some of the most recent advances in nanoscience
and nanotechnology studies, from both the physical and chemical point of view, with an eye also to
possible engineering applications.

These studies demonstrate directly how effective, and at the same time stimulating, implementing
the “cross fertilization” procedure is. Indeed, multidisciplinary research allows one to catch more
easily the analogies’ inherent different areas of science, as well as to take advantage and optimize
different methods and techniques, often borrowed from other research areas.

In the present special issue, we included six published papers. The latter contributions, on the
one hand, are developed at the theory level and, on the other hand, show experimental results on
realization and experimental characterization of nanostructured systems, suitable of yielding progress
towards the realization of systems and devices, that can ultimately lead to industrial applications. The
results show that recent scientific research advances in these areas may provide important steps in the
direction of fostering innovation and technological development.

Acknowledgments: I wish to thank the sponsors of the conference on Nanoscience and Nanotechnology 2018, i.e.
INFN, Metreo, Nanovea, Qi Technologies, Graphen Tech for their support. I am grateful to A. Cataldo for his
collaboration in the organization of the conference.
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Abstract: In this research, we study the stability properties of chemical reactions of arbitrary orders.
In a given chemical experiment, we focus on the formation of a chemical equilibrium by optimizing
the reaction rate. Under infinitesimal simultaneous variations of the concentrations of reacting species,
the binary component equilibrium is achieved when either one of the orders or concentrations of
reactants vanishes. The chemical concentration capacities of the components are calculated to describe
the local stability of the equilibrium. The correlation between the components is obtained as the mixed
second-order derivative of the rate with respect to concentrations. The global stability analysis is
performed by introducing a symmetric matrix with its diagonal components as the chemical capacities
and off-diagonal components as the local correlation. We find that the local chemical stability requires
the orders of the reactants to be either negative or larger than unity. The corresponding global stability
requires the positivity of a cubic factor over the orders of the reactants. In short, our consideration
illustrates how a chemical reaction takes place by attaining its activation state and asymptotically
approaches the equilibrium when two components are mixed with arbitrary orders. Qualitative
discussions are provided to support our analysis towards the formation of an optimized equilibrium.
Finally, along with future directions, we discuss verification of our model towards the formation of
carbon-based reactions, formation of organic/inorganic chemical equilibria and catalytic oxidation of
CO − H2 mixtures in presence of Pt.

Keywords: chemical stability; reaction rate; chemical equilibria; fluctuation theory; kinetic theory

1. Introduction

For several decades, the study of equilibrium in chemical reactions has provided a broad scope
for research in the field of chemical physics by exploiting the concept of collision theory [1]. From this
viewpoint of chemical kinetics, the equilibrium formation plays an important role in the occurrence of
a chemical reaction. According to the concept of collision theory, various atoms, molecules, and ions
collide with each other to create a pathway for the completion of the reaction. Thus, the temperature
and concentration of reacting species arise as the governing parameters of the corresponding chemical
rate. This follows from the notion of the collision energy and molecular structures [1,2]. It is worth
mentioning that the rate constant of the reaction varies as an exponential function of the temperature [2].
In this concern, it is well understood that an increase in the temperature increases the rate of the reaction,
therefore an enhanced formation of products.

Here, under varying concentrations and orders of reacting species, we focus on analytical solutions
of the rate equation of a given chemical reaction. Namely, our investigation allows to access the nature
of the chemical equilibrium as a function of input parameters. In the light of the collision theory, this is
realized by the existing information that a chemical reaction takes place based on a transition state
model [3]. Herewith, a product is formed via an intermediate state [4], when its corresponding energy

Condens. Matter 2018, 3, 49; doi:10.3390/condmat3040049 www.mdpi.com/journal/condensedmatter6
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crosses the barrier potential, termed as the activation energy, also see [5] for the associated quantum
mechanical effects. In the sequel, we illustrate functionalities of the chemical rate of an arbitrary single
stage reaction by considering its occurrence at a definite temperature and composition of the reaction,
viz. the concentration of constituents. Consequently, the forward and backward rates depend upon the
concentration of the reactants and that of the products, respectively. In this context [6], as a function of
the concentration of constituents, fluctuations in the chemical rate could explain the formation of an
irreversible reaction, as well.

Considering the microscopic aspects, molecular structures of various reacting species contribute
towards the happening of a chemical reaction [7,8]. Furthermore, the reaction rate varies with respect
to the frequency factor of the products, as well. Notice that the rate is directly related to the structural
complexities, viz. the collision frequency and orientation probability factor of the species [9]. Briefly,
parameters governing the rate of a chemical reaction are summarized [10] as follows. Firstly, at
a constant temperature, the rate generically decreases as a monotonic function with respect to its
duration. Secondly, at a given temperature, for an irreversible reaction, the rate largely depends on
the concentration of the participating species, see [11]. Thirdly, the rate constant depends on the
temperature as per the Arrhenius’s first law [6]. In a nutshell, at a constant temperature, the rate of an
arbitrary reaction can be factored as a weighted product of the concentrations of the species. Therefore,
for a given reversible reaction, the change of the concentration of the reactants per unit time (or that of
the product) define its rate.

To examine fundamentals concerning chemical interactions, we require an understanding of
the chemical affinity and reactivity of participating species, see [12] for experimental perspectives
concerning aqueous solution and its implications. For example, the notion of a chemical bond arises
from the concept of chemical affinity [13]. This occupies a key importance in chemistry to rationalize
the notion of the reactivity and performance of compounds, in addition to their variations of physical
states with respect to the temperature and pressure. We notice that the chemical affinity [12] can be
viewed as an electronic property, whereby dissimilar species form new chemical compounds. In this
concern, the reason follows from the physical properties of the atoms and molecules [7,8]. Specifically,
for a given set of dissimilar reactants, we can describe the tendency of atoms or compounds to form
a new state via the corresponding chemical reaction. In this scenario, it is worth stating that certain
atoms or molecules possess the ability to aggregate each other to form a definite bonding.

Mostly statistical and thermodynamic factors are used to determine characteristics of a given
chemical reaction [14,15]. Fundamentally, such notions emerge as factors affecting the rate of
the chemical reaction, see [13] for an introduction towards a universal chemical attraction and
combinations. Following the same, we can measure the chemical affinity of the reacting species
via their chemical rates [4,13]. Various aspects towards the happening of a chemical reaction are
governed via the formation of an equilibrium. As mentioned before, this concept well correlates with
the rate of a chemical reaction and its reversibility. Furthermore, Ref. [16] provides theoretical and
experimental accounts of chemical kinetics and chemical physics.

In the present study, we emphasize the chemical equilibrium formation by invoking the setup of
the fluctuation theory [17–22]. This had various applications in examining the stability properties of
condensed matter systems [17], black objects [18], equilibrium thermodynamics [19,20] and optical
systems [22]. In this concern, one of the authors [21] has demonstrated the associated geometric
perspectives of stability in the light of entropy functions. From this motivation, our primary objective
is to examine the nature of the chemical equilibrium and system stabilities when the concentrations
of one or more species are varied. Following the above viewpoints, we provide a detailed account of
fluctuation theory relations to chemical kinetics towards an optimal happening of chemical reactions.

Following the above observations, we discuss fluctuations of the rate of an arbitrary reaction to
offer guidelines towards the modeling of organic and inorganic chemical interactions [23]. Namely,
we provide the fluctuation theory analysis of the equilibrium formation under variations of the
concentrations {c1, c2} of reactants {A, B} with their partial orders {m, n}. As per the above analysis,
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for any positive concentrations c1 and c2 of the reactants A and B, we find that the stability of an
equilibrium solely depends on the partial orders m and n of the reactants. In this concern, we provide
a comparative analysis of various organic and inorganic chemical equilibrium formations with respect
to variations of the concentrations and orders of A and B.

Namely, for the zeroth-order reaction with its order m + n = 0, the stability of equilibrium
depends on the product of m and n. Similarly, for the first-order reactions, i.e., when m + n = 1, we
find that the fluctuation determinant vanishes identically. For a second- or higher-order reaction with
m + n ≥ 2, we notice that the sign of the fluctuation determinant varies as the negative of the product
of the partial orders m and n of the reactants A and B respectively. Indeed, our analysis remains valid
for fractional- and negative-order reactants and their equilibrium formation [24,25]. This is because
our analysis is valid for any real valued concentrations c1 and c2 and any real values of the partial
orders m and n of the reactants A and B forming the equilibrium. Our model is further supported
by various inorganic and organic equilibrium formations as well as a catalytic oxidation of CO − H2

mixtures in presence of Pt. This offers a clear-cut classification of the inorganic and organic chemical
equilibria, happening of an arbitrary chemical reaction and the formation of new products.

The rest of the presentation is organized as follows. In Section 2, we provide a brief account of
reaction mechanism and kinetic rate, viz. the notion of a chemical equilibrium and fluctuation theory.
In Section 3, we compute the stability quantities concerning a chemical equilibrium under fluctuations
of the reaction rate with respect to concentrations of the reactants. In Section 4, we offer qualitative
discussions of the results and their interpretations towards the formation of a chemical equilibrium.
In Section 5, we discuss verification of our model towards the formation of an inorganic or organic
equilibrium, and catalytic oxidation of CO − H2 mixtures in presence of Pt. The perspective directions
and future scope emerging from our proposition are highlighted in Section 6. In Section 7, we briefly
summarize by offering the conclusions.

2. Reaction Mechanisms and Kinetic Rates

In this section, we begin by recalling fundamentals of chemical reactions towards the formation
of a chemical equilibrium [26]. First, a chemical reaction is said to occur when the reactants change
into products. The progress of such a change is governed by the laws of chemical kinetics [2], which
deal with the changes that take place in a given reaction. Herewith, we mainly focus on the reaction
rate that depends on the concentration of reactants and products. Please note that the concentrations
taken here can be expressed either in the unit of the mass, molar or volume depending upon the state
of the reacting species.

2.1. Chemical Equilibrium

In this section, we provide a brief overview of the chemical rate to study its fluctuation theory
properties. From perspectives of a chemical equilibrium formation [26], we focus on an arbitrary
chemical reaction with a given set of reactants and products. From the viewpoints of chemical science,
the equilibrium is pictured as an extremal system at which the amount of the species involved remain
unchanged unless an external force is applied to it. For reason, a chemical equilibrium is formed at a
constant temperature, pressure, volume, and composition of the reacting species. Furthermore, it is
worth mentioning that a chemical equilibrium taking place in a closed system [27] can be represented as

Reactant ⇀↽ product, (1)

where “⇀↽" represents the chemical equilibrium among the reactants and products. In the sequel,
it follows that a chemical equilibrium can be understood based on macroscopic observations [7,8].
Normally, it is achieved when the forward and reverse reactions take place with a constant rate, where
the macroscopic amount of chemical species remains the same.
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Historically, an explanation for the conversion occurring in a given chemical reaction in an
equilibrium condition was proposed by Leopold Pfaundler von Hadermur during 1880’s. A priori,
von Hadermur hypothesized the concept of a chemical reaction based on his observations following
from the kinetic theory of gases with reference to collisions [1] between the molecules as early as 1867.
In particular, at a given temperature, he observed that the equal number of molecules were created
and dissociated in due course of their collisions. His theory also suggests that there cannot be the same
translational and internal energy for all molecules [7,8]. This is because the collisions of the selected
molecules can contribute to the formation of reaction, which solely happens by creating or dissociating
the molecules. Consequently, the concept of the chemical affinity arises via the kinetic and statistical
interactions among all possible molecules.

The concept of the chemical affinity [13] was further examined by equilibrium displacement
mechanism by Guldberg, Waage and Berthollet, which indicates that one cannot explain the formation
of an equilibrium only by the mass of the species in a given solution, see [28] for a recent account.
Thus, to achieve a chemical equilibrium, one eventually exploits the concept of the active masses of
the species, viz. their concentrations.

In general, given an arbitrary single component reaction A → B with [A] as the concentration of
the reactant A, its rate [13] is defined as per the ratio

Rate := −Δ[A]

Δt
, (2)

where Δ[A] represents the change in the concentration [A] in the time interval Δt. Similarly, for the
product B having concentration [B], its corresponding rate [13] is defined as

Rate := +
Δ[B]
Δt

(3)

It is worth mentioning that the above equilibrium is not immediately achieved. In practice,
it could be attained in a few micro to milli seconds. An optimized formation of such equilibria is
the subject matter of this research. Notice that the above rate law can be generalized to arbitrary
chemical reaction having finitely many reactants and products, as well. Namely, given the most general
chemical reaction

aA + bB + . . . ⇀↽ cC + dD + . . . (4)

taking place at a constant temperature, its corresponding rate [13] reads as per the power law

Rate = k[A]m[B]n . . . , (5)

where the constant k is termed as the rate constant of the reaction, exponents {m, n, . . .} represent
respective orders and {a, b, c, d, . . .} are the stoichiometric coefficients corresponding the constituents
{A, B, . . .}. Various chemical reactions have different rates, such as a faster reaction proceeds with a
higher rate; however, a slower reaction has a lower rate. First, it is worth emphasizing that a higher rate
is attained due to sudden decrease in the concentration of reactants, whereas a lower rate arises due to
a slow decrease of their concentrations. For a given chemical reaction, there are mainly four factors
that control its rate, viz. the (i) concentration of the reactants, (ii) their physical state, (iii) reaction
temperature and (iv) use of catalysts. As mentioned before, the number of collisions of the molecules
is directly proportional to the concentration of reactants [1,2]. In general, when more collisions of the
molecules occur, an increase in the rate of the reaction takes place. Thus, the concentration of reactants
plays an important role in happening of a chemical reaction.

Secondly, the physical state of a reaction depends on the collision frequency, which decides how
straightforwardly the reactants can combine. In a given phase of reactants, their molecules are brought
into contact by the random thermal motion whereby they get mixed to form a new state. If the phases
of reactants are different, the contact between them takes place only at the interface of the phases.
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Hence, there is a less possibility of the happening of the reaction. Quantum mechanically, it follows that
a vigorous stirring or grinding is needed for a fast happening of the reaction. In addition, the surface
area of reactants emerges as an essential quantity in determining the rate of the reaction. It is worth
mentioning that finer and smaller solid or liquid reactants—having a greater surface area—create
possible active sites for a reactant to interact with others. This leads a faster occurrence of the reaction.

Thus, the temperature plays an important role in enhancing the reaction rate, viz. it increases the
frequency of colliding molecules [1]. Namely, an increase in the frequency increases the interaction
between the participating molecules, whereby a boost takes place in the rate of the reaction. As the
kinetic energy of the molecules depended on their speed, therefore it increases as we increase the
temperature of the reaction. As a result, when larger number of molecules collide, we find an increase
in the chemical rate. Consequently, the rate of a chemical reaction is measured by changes in the
concentration of reactants or that of the products per unit time.

2.2. Fluctuation Theory

In this subsection, we focus on the behavior of the chemical rate as in Equation (5) with respect
to the concentrations {c1, c2}. To discuss the most general binary component chemical reaction, we
consider the formation of an equilibrium for the reaction as in Equation (4). As per this formulation,
given a pair of reactants {A, B} with their active concentrations {[A], [B]} and orders m and n
respectively, the forward rate rdir varies as the power law as given by Equation (5) with respect
to {[A], [B]}. Notice further that the orders {m, n} remain fixed in a given chemical experiment. With
reference to the above observation that {c1, c2} plays an important role, we investigate the formation
of an equilibrium as depicted in Equation (4).

To address the question how the reactants {A, B} form an equilibrium, we need to optimize the
corresponding rate under infinitesimal variations of {c1, c2}. Namely, at a given time t = t0, with their
respective concentrations as [A] = c1 and [B] = c2, from Equation (5), it follows [13] that we have the
following reaction rate

r(c1, c2) = kcm
1 cn

2 (6)

Depending upon the state of the reacting species, the concentrations {c1, c2}, when taken as (i) the
mass concentration, are measured in kg/m3, (ii) the molar concentration, are measured in mol/m3,
and (iii) the volume concentration, are dimensionless. Furthermore, it is worth mentioning that the
unit of the rate constant k depend upon the global order of a chosen reaction [4,13]. Namely, when the
concentrations {c1, c2} are measured in the units of mol/L, then for the above-mentioned chemical
reaction of the order (m + n), the rate constant k has units of mol1−(m+n)L(m+n)−1s−1. Thus, from
Equation (6), it follows that the rate r(c1, c2) has the unit mol/L/s.

In due course of the above reaction, when the concentration of only one of reactants varies and
that of the other is held fixed, we have the following transformations

c1 −→ c1 + δc1 with a modified rate r(c1 + δc1, c2)

c2 −→ c2 + δc2 with a modified rate r(c1, c2 + δc2) (7)

When both the concentrations {c1, c2} simultaneously change to {c1 + δc1, c2 + δc2}, the rate
r(c1, c2) as in Equation (6) changes as

r −→ r(c1 + δc1, c2 + δc2) = r′ (8)

In the limit of r ≈ r′, the chemical equilibrium is formed. That is, the equilibrium is formed at the
fixed point of the rate r(c1, c2) as in Equation (6). As per the fluctuation theory analysis [17–22], the
local nature of the chemical equilibrium depends on the sign of the chemical concentration capacities,
which are defined as the pure second derivatives of r(c1, c2) with respect to {c1, c2} respectively.
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The corresponding global nature of the equilibrium is characterized by the sign of the determinant of
fluctuation matrix of the rate r(c1, c2). Before proceeding further, let us consider a first-order reaction
with m = 1 and n = 1 as per the equilibrium

A + B ⇀↽ C + D (9)

In general, the equilibrium between the reactants A, B of their orders {m, n} and C, D of their
orders {p, q} is achieved when the rate of the forward reaction becomes same as that of the reverse
reaction. As mentioned before, up to a constant factor, the rate of the forward reaction varies as the
product of concentrations of the reactants as in Equation (5), viz. for two components {A, B} we have
the following power law

rdir = kdir[A]m[B]n, (10)

where the constant factor kdir is termed as the rate constant of the forward reaction [13]. Similarly, let
kinv be the rate constant of the backward reaction. Then, the corresponding rate modulates as per the
product of concentrations of the products {C, D} as

rinv = kinv[C]p[D]q, (11)

where [C] and [D] are their respective concentrations. Thus, it is understood that the law of mass
action arises as per the equality rdir = rinv. From the above equations, we find the equilibrium constant
K reads as the ratio of the rate constants of the forward reaction rdir to that of the backward reaction
rinv. Thus, in the light of chemical affinity [12], we have the following equilibrium constant

K =
[C]p[D]q

[A]m[B]n
(12)

Having determined the fluctuation properties of the forward reaction about the equilibrium
from Equation (12), we can also estimate that of the backward reactions, as well. Namely, for a given
equilibrium constant K, our present investigation helps in understanding the nature of a chemical
equilibrium formation as fluctuations over the law of mass action. Therefore, it is worth emphasizing
that a chemical reaction never proceeds till its end, but it rather attains an equilibrium state [26], which
exclusively depends upon the available number of reactants participating in the reaction [13]. It is
important to note that a reaction in its equilibrium retains its dynamic characteristics; however, its
forward and reverse directions eventually both possesses the same rate. This gives an impression of
the termination of a chemical reaction. For example, such an equilibrium formation is supported by
the following titration

NaOH + HCl ⇀↽ NaCl + H2O (13)

In this setup, a reaction can proceed in forward or backward direction depending upon external
conditions and catalysts present in the reaction. Indeed, in the light of various physiochemical
investigations [29], an equilibrium formation happens via the donation of a proton H+, whose
concentration [H+] defines the pH values of the solution as

pH = − ln[H+] (14)

Concerning the equilibrium formation, the pH value plays an important role. Historically, the
term pH represents the potential of hydrogen which corresponds to a numerical value indicating the
acidity or the basicity of a given aqueous solution. In short, the pH value of a solution is defined as the
negative logarithm of hydrogen ions concentration [H+] as in Equation (14). It is worth mentioning that
the value of pH ranges from 0 to 14 with the classification that its values less than 7 indicating an acidic
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solution, greater than 7, as a basic solution, and equal to 7 as the neutral [13]. Indeed, for non-aqueous
solutions, the pH measurement is realized by a different scale than its aqueous counterparts as above
in Equation (14), viz. the acidity functions, see [30]. Namely, the corresponding pH of a solvent as
the hydrogen ion activity depends on the chemical potential, state and the temperature governing
the system.

Subsequently, pH value emerges as an important conception in various studies including the
chemical equilibria, acid-base pairs, titration reactions, donor-acceptor and strong base formation.
Following the same, in Section 6, we provide the below statistical fundamentals behind the reaction
mechanism and chemical equilibrium formation for various chemical reactions that pave path for
industrial developments.

3. Chemical Equilibrium Formation

In this section, we commence by describing binary component chemical reactions and their
equilibrium formation [30]. Here, by following the above-mentioned fluctuation theory perspective,
we examine equilibrium formation for binary component chemical reactions, their associated flow
components, capacities, and fluctuation quantities regarding the local and global chemical stabilities
as below.

In this work, we mainly focus on the behavior of the above rate as in Equation (6) with respect to
fluctuations of the concentrations {c1, c2}. To address the question how the reactants {A, B} form an
equilibrium, we need to determine an optimized rate r(c1, c2) under infinitesimal variations of {c1, c2}.
Before proceeding further, let us emphasize that we offer an equilibrium formation via an intrinsic
perspective of the fluctuation theory.

3.1. Flow Components

Given two reactants {A, B} with their concentrations {c1, c2}, the associated rate r(c1, c2) takes
a power law of the form as in Equation (6). In this context, the ith flow component is defined as the
first partial derivative of the chemical rate r(ci) with respect to the concentration ci. Herewith, under
fluctuations of {c1, c2}, we have the following flow components

r1 =
∂r
∂c1

= kmcm−1
1 cn

2 (15)

with respect to c1, and that of the other with respect to c2 as

r2 =
∂r
∂c2

= kncm
1 cn−1

2 (16)

Thus, it follows that an equilibrium—defined as the simultaneous roots of flows equations
r1 = 0 = r2 as in Equations (15) and (16)—is formed when either one of the orders {m, n} vanishes or
one of the concentrations {c1, c2} vanishes. More precisely, the reaction attains its steady state when
we have either (i) m = 0 and n = 0 or (ii) c1 = 0, or (iii) c2 = 0.

3.2. Concentration Capacity

As per the above fluctuation theory analysis [17–22], the chemical concentration capacity of the
components A takes the following power law form

r11 =
∂2r
∂c2

1
= km(m − 1)cm−2

1 cn
2 (17)

For all non-zero concentrations {c1, c2}, we see that r11 (representing the local stability of the
chemical system with respect to fluctuations in the concentration of the component A) vanishes
identically whenever we have either m = 0 or m = 1. Similarly, the chemical concentration capacity of
the components B simplifies as
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r22 =
∂2r
∂c2

2
= kn(n − 1)cm

1 cn−2
2 (18)

Herewith, for all non-zero concentrations {c1, c2}, r22 (representing the local stability of the chemical
system with respect to fluctuations in the concentration of the component B) vanishes whenever it is
of the zero or unit orders, viz. n = 0, 1.

3.3. Concentration Correlation

It follows that the correlation between the components A and B is given by

r12 =
∂2r

∂c1∂c2
= knmcm−1

1 cn−1
2 (19)

Please note that r12 signifying simultaneous fluctuations of the components A and B vanishes
only when either one of them is of zeroth order at non-vanishing concentrations {c1, c2}. Thus, the
corresponding rate r(c1, c2) becomes independent of either c1 or c2.

3.4. Equilibrium Stability

To study the stability of the equilibrium [17–22], let us define the fluctuation matrix as

H =

[
r11 r12

r12 r22

]
(20)

Thus, from the above evaluation of the chemical capacities {r11, r22} as in Equations (17) and (18) and
the associated correlation r12 as in Equation (19), we have the following fluctuation matrix

H = kcm−2
1 cn−2

2

[
m(m − 1)c2

2 mnc1c2

mnc1c2 n(n − 1)c2
1

]
(21)

Consequently, it is direct to see that the determinant Δ := r11r22 − r2
12 of H simplifies as

Δ = k2mn(1 − m − n)c2m−2
1 c2n−2

2 (22)

Herewith, we see that the determinant Δ vanishes identically when one of the concentrations (c1, c2)

vanishes or one of the reactants is of the zero order or the sum of orders of the reactants is unity.
In particular, it is worth mentioning that we have Δ = 0 along the line m + n = 1. For example, such
an equilibrium arises for the chemical reaction with an equal order of reactants {A, B} with its rate
r = k

√
c1c2. Furthermore, from Equation (22), it follows that the determinant Δ is identically zero for

all pair of reactants {A, B} with their respective orders as {m, 1 − m}.

3.4.1. Local Stability

It is interesting to note that the local chemical equilibrium stability requires a positive value of
either m(m − 1) or n(n − 1). This results into the condition that the orders m and n should either be
negative or larger than unity. In other words, the system is locally unstable for an arbitrary pair of
reactants {A, B} with their orders m, n ∈ (0, 1).

3.4.2. Global Stability

From Equation (22), we see that the global stability of the chemical equilibrium requires the
positivity of a cubic factor mn(1 − m − n) under variations of {m, n}. This happens for the orders
{m, n} such that (i) 1 > m + n with m and n having the same signatures, and (ii) 1 < m + n with m
and n having the opposite signatures.
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Furthermore, concerning the chemical fluctuation invariants, another interesting quantity is
the trace tr(H) := r11 + r22 of the fluctuation matrix H. From Equation (21), the concentrations
{1/c1, 1/c2} lie on a conic section whenever the ratio of the trace tr(H) and the chemical rate r(c1, c2)

as in Equation (6) takes a constant value. In this case, it follows that {c1, c2} satisfy

m(m − 1)
c2

1
+

n(n − 1)
c2

2
= ke, (23)

where ke = tr(H)/kc−m
1 c−n

2 . In the sequel, for various values of the orders {m, n}, we offer
qualitative features of the fluctuations quantities {r, r1, r2, r11, r22, r12, Δ, tr(H)} under variations of
the concentrations {c1, c2}. Notice also that all the other fluctuation quantities vanish identically for
a zeroth-order chemical reaction, except its rate r(c1, c2). In the next section, the above fluctuations
quantities are plotted for a set of typical orders (m, n) as

C := {(−1,−1), (−1, 1/2), (−1, 2), (1/2, 1/2), (1/2, 2), (2, 2)} (24)

It is worth noticing that the set C includes all the types of possibilities concerning a stable chemical
equilibrium formation for the reactants {A, B}.

4. Discussion of the Results

Below, for the above-mentioned typical orders (m, n) as in Equation (24), we provide qualitative
discussion of the fluctuation quantities. Namely, we highlight the qualitative features of the fluctuation
theory analysis by varying the rate in the concentration plane of the reactants. As mentioned before,
the concentrations are measured in mol/L and the corresponding rate r(c1, c2) is measured in the unit
of mol/L/s. With reference to the Figures 1–6, the X-axis and Y-axis denote the concentrations c1 and
c2 respectively.

4.1. Chemical Reactions with Orders (−1,−1)

For chemical reactions with the reactants {A, B} of their respective orders as m = −1 and n = −1,
we give qualitative behavior of the rate r(c1, c2) in the Figure 1a. In this case, we see that r has four
peaks of fluctuations where the two them have a positive amplitude of the order 0.2, while the other
two have a negative amplitude of the same order. Furthermore, for given concentration of the reactants,
we observe that there are fluctuations solely along the limiting lines c2 → 0 and c1 → 0. As we
approach the origin (0, 0) in the concentration plane, the equilibrium is achieved as a long-term effect,
i.e., r takes a constant value.

From the Figure 1b, we find that the rate of change of r1(c1, c2) has a negative amplitude of the
order −0.1 for a positive value of the concentration c2 of the reactant B. However, for the other case
c2 < 0, we observe symmetrical fluctuations of the same order of the positive amplitude. Furthermore,
we notice a satellite peak for decreasing concentration c2 with an alternating spike while approaching
the concentration axis c2 = 0.

From Figure 1c, we see an analogous behavior of the rate of change of the flow component
r1(c1, c2) with a right-angle rotation of the concentration of the reactants {A, B}. Interestingly, the
amplitude of fluctuations of r1(c1, c2) remains the same and only the axes are being exchanged in the
interval of −50 < c1, c2 < 50.

With the above observations of {r1, r2}, we notice from Figure 1d that the same number of four
peaks of fluctuations in the capacity r11(c1, c2) occurs around the origin (0, 0). On the other hand,
for c1 → 0, a constant positive capacity r11 is maintained along the negative c2-axis. Furthermore,
a constant negative capacity r11 is followed along the positive c2-axis.
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Figure 1. The fluctuation quantities as a function of the chemical concentrations {c1, c2} for m = −1
and n = −1 plotted in the interval −50 ≤ c1, c2 ≤ 50 against (a) the rate r(c1, c2), (b) flow r1(c1, c2),
(c) flow r2(c1, c2), (d) capacity r11(c1, c2), (e) correlation r12(c1, c2), (f) capacity r22(c1, c2), (g) trace tr(H)

and (h) determinant Δ(c1, c2). (Note: with c1, c2 measured in mol/L on X and Y axis respectively, the
other quantities on Z-axis are measured in the units as: r → mol/L/s; r1, r2 → s−1; r11, r12, r22, tr(H) →
mol−1 L s−1; Δ → mol−2 L2 s−2).

From the above Figure 1e, it is evident that the cross-correlation r12(c1, c2) of the rate of the
reaction takes a positive value for any {c1, c2} with a maximum amplitude of 0.06. For a given pair of
concentrations {c1, c2}, the cross-correlation r12 increases steeply as we approach the origin (0, 0) in
the concentration plane. Interestingly, we find that the chemical equilibrium is uniformly maintained
between A and B throughout the concentration plane, except the origin (0, 0).

Figure 1f depicts the variation of the capacity r22(c1, c2) as a function of the concentrations
−50 < c1, c2 < 50. It could be analyzed thus that there are symmetrical fluctuations in r22 taking place
around the origin (0, 0) with a reduced amplitude in comparison to the rate r as in Figure 1a. We see
a pair of pulse-like oscillations in r22 both in the positive and negative directions about the origin.
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In addition, fluctuations along the c1-axis are notably observed as c2 → 0. A uniform and constant
capacity r22 of a positive amplitude is maintained along the negative c1-axis, whereas the capacity r22

possesses a constant negative amplitude along the positive c1-axis.
The above Figure 1g represents common characteristics at the origin as mentioned in the previous

observations. Thus, we notice steady and equal oscillations in the value of the trace tr(H) of the
fluctuation matrix H of the rate of the reaction. Similarly, a constant dip in tr(H) is observed along the
c1 axis as c2 → 0. In contrast to the above, viz. as x → 0, a constant positive trace is found along c2

axis under fluctuations of {c1, c2}.
Figure 1h shows a similar behavior for the determinant Δ(c1, c2) of the fluctuation matrix of the

chemical rate to the cross-correlation r12 as depicted above in Figure 1e. It follows that Δ and r12

both have positive amplitudes of fluctuations for any values of {c1, c2}. In contrast to the chemical
correlation r12, we find that Δ possesses a smaller amplitude of fluctuations with its maximum value
of the order 0.01. For a given pair of concentrations {c1, c2}, it is observed that Δ equally increases
steeply as {c1, c2} approach the origin. Concerning the quest of a global stability, it follows that
the equilibrium is uniformly maintained between the reactants {A, B} as long as the concentrations
{c1, c2} take non-zero values.

4.2. Chemical Reactions with Orders (−1, 1
2 )

We depict below the characteristics of the chemical fluctuations in Figure 2 for various chemical
concentrations {c1, c2} of the reactants A and B of their order m = −1 and n = 1/2 respectively.

For c2 > 0, there are fluctuations in the rate r(c1, c2) for m = −1 and n = 1/2 for the reactants A
and B. Namely, from Figure 2a it follows that the rate has fluctuations with the maximum amplitude of
3 when c1 approaches the origin from its small positive value. On the other hand, for c1 approaching
the origin from its small negative value, there is a dip in the rate with its maximum negative value −3.
Furthermore, the fluctuations in r(c1, c2) are asymmetric about the line c1 = 0. In contrast to the above,
the rate remains constant for c2 < 0. The same observation holds for c2 > 0 with a large positive or
negative value of c1.

From Figure 2b, along the concentration line c1 = 0, we see that the flow component r1(c1, c2) has
a valley as c2 increases from the origin, which emerges symmetrically as we approach c1 = 0 from its
corresponding small positive and negative values. The amplitude of r1 increases as we increase c2,
namely, we find that r1 has the maximum amplitude of −2.0 at c2 = 50 and it declines as c2 reaches
the origin. Furthermore, there are no fluctuations in r1 for any value of c1 with c2 < 0. Also, r1 remains
constant far away from the region c1 = 0 and c2 > 0.

From the Figure 2c, it follows that the amplitude of r2(c1, c2) decreases as either c1 or c2 increases
from the origin. There is a small positive damping uphill in r2 with an amplitude 0.15 as we approach
the concentration c2 = 0 with an increasing value of c1 > 0. Similarly, there is an uphill in r2 in the
region c1 = 0 as c2 approaches the origin from its positive values. In the region c1 < 0 and c2 > 0, we
see that there is an asymmetric peak of the negative amplitude −0.5 as we approach the regions (i)
c1 = 0 for c2 > 0 and (ii) c2 = 0 for c1 < 0. Furthermore, for all value of c1, we notice that r2 remains
constant for c2 < 0.

From the Figure 2d, it is observed that the capacity r11(c1, c2) has fluctuations for c2 > 0, for
species of A and B of the orders m = −1 and n = 1/2 respectively. In contrast to the rate of the reaction
r(c1, c2), the capacity has the maximum amplitude 1.5 when c1 approaches the origin from its small
positive values with c2 > 0. When c1 approaches the origin from its small negative values, we find
a crest of negative amplitude −1.5. Moreover, we see that the capacity r11 fluctuates asymmetrically
about the region c1 = 0 and c2 > 0. In this case, we find that r11 takes a small constant value for any c1

with c2 < 0. Furthermore, r11 a small constant value for c2 > 0 with a large value of |c1|.
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Figure 2. The fluctuation quantities as a function of the chemical concentrations {c1, c2} for m = −1
and n = 1

2 plotted in the interval −50 ≤ c1, c2 ≤ 50 against (a) the rate r(c1, c2), (b) flow r1(c1, c2),
(c) flow r2(c1, c2), (d) capacity r11(c1, c2), (e) correlation r12(c1, c2), (f) capacity r22(c1, c2), (g) trace tr(H)

and (h) determinant Δ(c1, c2). (Note: with c1, c2 measured in mol/L on X and Y axis respectively, the
other quantities on Z-axis are measured in the units as: r → mol/L/s; r1, r2 → s−1; r11, r12, r22, tr(H) →
mol−1 L s−1; Δ → mol−2 L2 s−2).

As depicted in Figure 2e, we find that there are no fluctuations in the correlation r12(c1, c2) for any
value of c1 with c2 < 0. On the other hand, for all positive values of c2, we notice a valley in the region
c1 = 0. At the origin, it follows that r12 has a negative peak with the amplitude 0.08. Furthermore,
there are small non-vanishing fluctuations in r12 in the concentration region c2 = 0 within the limit
−20 < c1 < 20. For all other values of c1 and c2, there are no fluctuations in the cross-correlation.

The capacity r22(c1, c2) is plotted in Figure 2f for various values of the concentrations {c1, c2}
with orders m = −1 and n = 1/2 of the reactants A and B respectively. In this case, we see that there
are fluctuations of positive amplitude of the order 0.04 for small negative values of c1 with a positive
value of c2. On the other hand, for c1 > 0, we notice a downhill in r22 along the concentration axis
c2 = 0. Furthermore, in the region c1 = 0, there exists an uphill in the capacity r22 as we approach the
line c2 = 0 from a positive value. In the region c1 < 0 and c2 > 0, we observe an asymmetric peak of
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negative amplitude 0.04. In short, the capacity r22 has fluctuations in the region (i) c1 = 0 for c2 > 0
and (ii) c2 = 0 for c1 < 0. Furthermore, it remains constant for all value of c1 with concentration c2 < 0.

In the above Figure 2g, we provide qualitative behavior of the trace tr(c1, c2) of fluctuations of
the reactants {A, B} with their orders m = −1 and n = 1/2. Specifically, we find that tr(H) takes
a similar fluctuation property to that of the capacity r11 with its maximum amplitude 1.5 when the
concentration c1 approaches the origin from a positive value of c2. For c1 approaching the origin from
a negative value, the trace tr(H) shows a negative value of the amplitude 1.5. In the region c2 > 0,
we observe that tr has asymmetric fluctuations around c1 = 0. For the orders m = −1 and n = 1/2,
for various values of c1, from the Figure 2g, it follows that tr vanishes for all c2 < 0. In this case, it is
worth mentioning that tr disappears for c2 > 0 and |c1| > 20.

The Figure 2h depicts qualitative feature of the determinant Δ(c1, c2) of the fluctuation matrix
of the rate of reaction with orders m = −1 and n = 1/2. In this case, we observe that the reaction
could become unstable only along c1 = 0. In particular, for c2 > 0, we see a negative value of the
determinant Δ. In the limit of c1 → 0 with c2 > 0, we find the amplitude of −0.02 for Δ(c1, c2). For the
negative value of c2, we find a positive uphill in Δ along the line c1 = 0 with its maximum amplitude
of 0.02 around the origin. In the remaining part of the reaction plane, viz. for large values of c1, we
notice that Δ(c1, c2) vanishes identically for all values of c2.

4.3. Chemical Reactions with Orders (−1, 2)

In Figure 3a, we give qualitative behavior of the rate r(c1, c2) for the orders m = −1 and n = 2 of
the reactants {A, B}. We see that the rate r possess an asymmetric nature about the line c1 = 0 and
has symmetric fluctuations about the concentration axis c2 = 0. Namely, for a large positive c2, the
rate r has a negative amplitude of the order 1000 when we approach the axis c1 = 0 from its small
negative values. On the other hand, for c2 > 0, we observe a positive amplitude of the order 1000 for
the rate r while approaching c1 = 0 from its positive values. Similarly, for c2 < 0, it is observed that r
takes the same negative amplitude of 1000 while one approaches c1 = 0 from its negative end. Indeed,
as we approach c1 = 0 from a negative value, the rate r receives a positive value of 1000 for c2 < 0.
Furthermore, for all other values of c2, there are no fluctuations in r for a large |c1| > 20.

For m = −1 and n = 2, the flow component r1(c1, c2) as plotted in Figure 3b shows that we
have large negative fluctuations about the concentration axis c1 = 0 for extreme positive and negative
values of c2. Namely, for c2 = ±50, the rate r1 takes a negative value of 600. Furthermore, the behavior
of r1 remains symmetric about the axes c1 = 0 and c2 = 0. Indeed, there are no fluctuations in r1 far
away from axis c1 = 0.

The variations in the flow component r2(c1, c2) with chemical concentration {c1, c2} at orders
−1 and 2 of the reactants A and B are demonstrated in Figure 3c. The graph shows that r2 gradually
increases from its minimum value of −40 to its maximum value of 40 when c2 varies from 50 to −50
while approaching c1 = 0 from its negative values. When approaching c1 = 0 from its positive values,
r2 decreases from its maximum value of 40 to its minimum −40 as c2 decreases from +50 to −50.
Consequently, we find a dual characteristic of r2 along the axis c1 = 0. Interestingly, we see that there
are no fluctuations in r2 for large absolute values of c1.

In Figure 3d, we provide the local stability properties of a chemical system for the reactant A and
B of their orders m = −1 and n = 2 respectively. In particular, we see that the capacity r11(c1, c2) is
symmetric about the axis c2 = 0. Namely, it follows that r11 takes large negative value of the order 600
as we approach c1 = 0 from its negative values. In contrast, r11 receives a large positive amplitude of
the order 600 as we approach c1 = 0 from its positive values. Thus, we see a saddle behavior in r11

along the axis c1 = 0. As in the previous cases, there are no fluctuations in r11 for |c1| > 20.
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Figure 3. The fluctuation quantities as a function of the chemical concentrations {c1, c2} for m = −1
and n = 2 plotted in the interval −50 < c1, c2 < 50 against (a) the rate r(c1, c2), (b) flow r1(c1, c2),
(c) flow r2(c1, c2), (d) capacity r11(c1, c2), (e) correlation r12(c1, c2), (f) capacity r22(c1, c2) and (g) trace
tr(H). (Note: with c1, c2 measured in mol/L on X and Y axis respectively, the other quantities on
Z-axis are measured in the units as: r → mol/L/s; r1, r2 → s−1; r11, r12, r22, tr(H) → mol−1 L s−1;
Δ → mol−2 L2 s−2).

From the Figure 3e, we see that the cross-correlation r12(c1, c2) increases along the axis c1 = 0 as
the concentration c2 decreases from 50 to −50. In particular, there is a negative peak of fluctuations of
the order 20 in r12 for large positive values of c2 along the axis c1 = 0. On the other hand, we find that
r12 has a positive amplitude of the order 20 for large negative values of c2. Furthermore, we observe
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symmetric fluctuations in r12 along c1 = 0 for all values of c2. In this case, for all values of c2, the
cross-correlation r12 vanishes identically for a large |c1| > 20.

In Figure 3f, it is shown that the capacity r22(c1, c2) becomes independent of c2, and therefore
it displays a rectangular hyperbolic behavior with c1, viz. we have c1r22(c1, c2) = 2. Herewith, the
capacity r22 increases indefinitely as c1 approaches the origin from its positive values. Similarly, it
tends to a large negative value while c1 approaches the origin from its negative values. Namely, the
reaction happens only for positive value of c1, whereby its intensity decreases as c1 increases further.
Physically, we see that the chemical system is not stable in initial stages of the reaction.

From Figure 3g, we find that trace tr(c1, c2) possess a symmetric behavior about the line c2 = 0
for the orders m = −1 and n = 2 of the reactants A and B respectively. In this case, it is observed that
the trace tr has a large negative peak of the amplitude 600 as we approach the axis c1 = 0 from its
negative values. On the other hand, we observe that tr(H) takes a positive value of the order 600 while
approaching c1 = 0 from its positive values. As in the case of r11, it follows that tr(H) has a saddle
point behavior along the concentration axis c1 = 0. Furthermore, it is worth mentioning that tr(H)

differs from the capacity r11 largely in the limit of small values of c1. It is observed for m = −1 and
n = 2 that tr(H) of the fluctuation matrix H vanishes for |c1| > 20.

4.4. Chemical Reactions with Orders ( 1
2 , 1

2 )

The Figure 4 represent the fluctuation quantities as a function of the chemical concentrations
{c1, c2} for m = 1

2 and n = 1
2 of the reactants {A, B} plotted in the interval −50 < c1, c2 < 50. Namely,

from Figure 4a, we see that the rate r(c1, c2) shoots up as both the active chemical concentrations
{c1, c2} increase. On the other hand, it remains constant for both an increasing value of c1 and
decreasing c2, or vice-versa. Moreover, it follows that r falls off for decreasing values of {c1, c2}.

The flow component r1(c1, c2) as the rate of change of the r(c1, c2) with respect to c1 as shown
in Figure 4b increases in the second quadrant as c1 decrease from 50 to 0 and c2 increases from 0 to
50. The same behavior of r1 is found in the fourth quadrant when c1 increases from −50 to 0 and c2

decreases from 0 to −50. In the limit of c1 → 0, two extreme values of the amplitude 2.5 of r1 are
achieved as c2 takes it maximum and minimum values. However, in the first and third quadrants, we
notice no fluctuations in r1 under variations of {c1, c2}.

From Figure 4c, we find that the flow component r2(c1, c2) shows an inverse behavior of the
component r1(c1, c2) as depicted in Figure 4b. Specifically, it follows that r2 increases when we have
either an increasing c1 ∈ (0, 50) and decreasing c2 ∈ (0, 50), or an increasing c2 ∈ (−50, 0) and
decreasing c1 ∈ (0,−50). In this case, an extreme value of r2 = 2.5 is found for the maximum and
minimum values of c1 in the limit c2 → 0. Moreover, there are no changes in r2 whenever c1 and c2

have contrasting variations.
From the above Figure 4d, it is interesting to note that the capacity r11(c1, c2) decreases in the

first quadrant to its minimum value −0.6 as c2 approaches to the origin from its small positive values
along the axis c1 = 0. Also, r11 increases to its maximum value 0.60 in 3rd quadrant along c1 = 0 when
c2 approaches the origin from its small negative values. In the intermediate quadrants 2 and 4, we
observe that r11 remain constant with a vanishingly small negative value.

As c1 and c2 decrease in the first quadrant, from Figure 4e, we see that the cross-correlation
r12(c1, c2) increases to its maximum value of 0.1 in the absence of the reactants. Furthermore, we find
that r12 attains its minimum value of −0.1 as (c1, c2) approaches the origin from their small negative
values. It is noteworthy that the behavior of r12 in 3rd quadrant is asymmetrical in its nature to that of
the 1st quadrant. In this representation, there is no cross-correlation r12 in the 2nd and 4th quadrants,
i.e., when (c1, c2) take their values with an opposite signature.
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Figure 4. The fluctuation quantities as a function of the chemical concentrations {c1, c2} for m = 1
2

and n = 1
2 plotted in the interval −50 < c1, c2 < 50 against (a) the rate r(c1, c2), (b) flow r1(c1, c2),

(c) flow r2(c1, c2), (d) capacity r11(c1, c2), (e) correlation r12(c1, c2), (f) capacity r22(c1, c2), and (g) trace
tr(H). (Note: with c1, c2 measured in mol/L on X and Y axis respectively, the other quantities on
Z-axis are measured in the units as: r → mol/L/s; r1, r2 → s−1; r11, r12, r22, tr(H) → mol−1 L s−1;
Δ → mol−2 L2 s−2).

Figure 4f provides a qualitative behavior of the capacity r22(c1, c2). Here, we find that it decreases
in the first quadrant to its minimum value of −0.6 as c1 approaches to its extreme value along the
c2 = 0. As observed in the case of the capacity r11(c1, c2), in this case we notice that r22 takes its
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maximum value 0.6 in 3rd quadrant along the axis c2 = 0 when c1 decreases from the origin to its large
negative values. In this case, we also see that r22 takes a small negative value in 2nd and 4th quadrants
of the concentration plane.

From Figure 4g, the trace tr(c1, c2) increases for decreasing value of c1 for c2 = 0 and it again
increase for decreasing values of c2 along the axis c1 = 0. Similarly, in the 3rd quadrant, along the
axis c1 = 0, it decreases for increasing values of c2. Furthermore, it decreases along the line c2 = 0 for
increasing values of c1. Interestingly, the amplitude of the maximum and minimum values of the tr
takes a constant value of 0.6. In the 2nd and 4th quadrants, there are no fluctuations in the tr for all
non-zero values of c1 and c2.

4.5. Chemical Reactions with Orders ( 1
2 , 2)

In Figure 5a, it is demonstrated that the rate r(c1, c2) varies largely for the concentration c1 > 0
away from the axis c2 = 0 for the orders m = 1

2 and n = 2 of the reactants A and B respectively.
Namely, as we move away from line c2 = 0, it shows a parabolic behavior for a large c1 with an
amplitude of the order 2000. For a small c1, the rate r also shows a semi-parabolic behavior as a
function of non-vanishing c2 about the axis c1 = 0. On the other hand, there are no real fluctuations in
r for a negative value of c1. Indeed, it follows that r has a symmetric behavior about the line c2 = 0.

In the above Figure 5b, we depict qualitative behavior of the flow component r1(c1, c2) for the
order m = 1

2 and n = 2 of the reactants {A, B}. For large positive or negative values of c2, we find that
r1 has a large amplitude of the order 800 about the axis c1 = 0. Notice further that it has a symmetrical
behavior along c2 = 0, namely, it is a parabolic function of c2 for a given value of c1. At a large absolute
value of c2, it follows that r1 attains a minimum value of 200 as c1 reaches to its extreme positive and
negative values. For all values of c2, there are no real fluctuations in r1 for c1 < 0. Furthermore, as we
augment the absolute value of the concentration c2, the intensity of r1 increases at any given c1 > 0.

From Figure 5c, we find that the flow component r2(c1, c2) decreases as c2 decreases in the interval
(−50, 50) while c1 increases in the interval (0, 50). For a large positive value of c1, the amplitude of r2

takes a maximum value of 600 at c2 = 50, while it takes a minimum value of −600 at c2 = −50. For a
large positive c2, it worth noticing that r2 displays a semi-parabolic behavior along the line c2 = 50
with a positive c1. However, for all c1 > 0, we have an oppositely vertex parabola along the line
c2 = −50. In this case, as a real valued function, r2 remains constant for all negative values of c1.

The variations of capacity r11(c1, c2) with various concentrations {c1, c2} are plotted in Figure 5d
for orders 1/2 and 2 of the reactants A and B respectively. In this case, we see that r11 has a symmetric
behavior about the line c2 = 0. For the extreme values of c2, r11 takes a large negative amplitude of the
order 200. Furthermore, it follows that r11 vanishes identically along the line c2 = 0 for any values of
c1. Moreover, for all values of c2, there are no fluctuations in r1 far away from the concentration axis
c1 = 0.

For given orders of m = 1/2 and n = 2 of the reactants A and B, the cross-correlation r12(c1, c2)

of the chemical rate r(c1, c2) is depicted in Figure 5e as a function of the concentrations c1 and c2.
Thus, for all c1, we see that r12 vanishes identically along the axis c2 = 0. For c2 < 0, we find that r12

takes negative values with its amplitude of the order 30 as c1 approaches zero from its positive values.
On the other hand, we observe a sudden fall in r12 for c1, c2 < 0. Similarly, in the region c2 > 0, we
notice a positive peak of the amplitude 30 in r12. Interestingly, we see an amplitude of the order 20
corresponding to the sub-leading fluctuations in r12(x, y). Indeed, from Figure 5e, it is evident that
there are no cross correlations far away from the axis c1 = 0.

The capacity r22(c1, c2) plotted in Figure 5f for the products A and B of their orders m = 1/2 and
n = 2. Thus, we see that r22 solely depends on c1. Here, we have a parabola with its vertex at c1 = 0.
As c1 increases, we see that r22 indefinitely increases as well. It is clear that there are no possibilities of
the occurrence of such a reaction for the concentration c1 < 0 at this order.
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Figure 5. The fluctuation quantities as a function of the chemical concentrations {c1, c2} for m = 1
2 and

n = 2 plotted in the interval −50 < c1, c2 < 50 against (a) the rate r(c1, c2), (b) flow r1(c1, c2), (c) flow
r2(c1, c2), (d) capacity r11(c1, c2), (e) correlation r12(c1, c2), (f) capacity r22(c1, c2), (g) trace tr(H) and
(h) determinant Δ(c1, c2). (Note: with c1, c2 measured in mol/L on X and Y axis respectively, the other
quantities on Z-axis are measured in the units as: r → mol/L/s; r1, r2 → s−1; r11, r12, r22, tr(H) →
mol−1 L s−1; Δ → mol−2 L2 s−2).

Figure 5g provides a qualitative behavior of the trace tr(c1, c2) of the fluctuation matrix H for
orders m = 1/2 and n = 2 of the species as a function of {c1, c2}. The trace appears to possess a
similar qualitative behavior to the capacity r11. Along the axis c1 = 0, it has fluctuations of a negative
amplitude of the order 200 for large positive and negative values of c2. For the all values of c1, tr(H)

has a symmetric behavior along the line c2 = 0. There are no real fluctuations in tr(H) for c1 < 0.
For all value of c2 as c1 increases, the trace tr(H) increase from its large negative value to the order 200.
Finally, it follows that tr(H) vanishes asymptotically as c1 takes a large value.
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In Figure 5h, we depict the characteristic feature of the determinant Δ(c1, c2) of the fluctuation
matrix with the orders m = 1/2 and n = 2. As a function of the concentrations {c1, c2}, we see
that Δ takes a large positive amplitude of the order 1500 as we approach the axis c2 = 0 from its
negative values. For c1 > 0, we observe a large negative amplitude of the order 1500 in Δ along
c1 = 0. Furthermore, for all values of c1, we find that Δ remains symmetric along the line c2 = 0.
Notice further that at a given value of c1 < 0, the amplitude of Δ increases as we increase the value
of |c2|. In contrast to above, for all values of c1 > 0, it follows that Δ decreases as we increase |c2|. In
addition, for all values of c2, the fluctuations in Δ of a given chemical reaction remains constant for all
concentrations {c1, c2} far away from the axis c1 = 0.

4.6. Chemical Reactions with Orders (2, 2)

The rate r of the chemical reaction of reactants A and B of their orders m = 2 and n = 2 is shown
in Figure 6a over the concentrations {c1, c2} in the rang (−50, 50). In this case, we find an increasing
value of r of the order 6 × 106 as c1 and c2 increase to large positive or negative values. We find that it
remains symmetric about both axes c1 = 0 and c2 = 0 with its vanishing amplitude at the point (0, 0).
For a given value of c1 or c2, the rate r emerges as parabola in either c1 or c2 respectively.

In Figure 6b, we demonstrate qualitative behavior of the flow component r1(c1, c2) as a function of
the concentrations {c1, c2} for the given chemical reaction with the reactants of the order 2. In particular,
for a given non-zero c1, we find a parabolic behavior of r1 as a function of c2. For a large c2, we observe
respective positive and negative amplitudes of fluctuations of their orders 2 × 105 in r1 for large
positive and negative values of c1. For all c1 
= 0, it follows from Figure 6b that the fluctuations in r1

remain symmetric along the axis c2 = 0.
The characteristic behavior of the component r2(c1, c2) is shown in Figure 6c with respect to

{c1, c2} for the reacting species of the order 2. For all values of c2, we notice that r2 has a symmetric
behavior along the axis c1 = 0. The maximum amplitude of r2 is found to be of the order 2.55 as c1

tends to its extreme values ±50 for the value of c2 = 50. Similarly, its minimum value of the order
−2.55 is achieved at the concentration line c2 = −50. Given any value of c1, it follows that r2 has
positive valued fluctuations for c2 > 0 and negative valued fluctuations for c2 < 0.

Figure 6d represent the capacity r11(c1, c2) of the reaction with products {A, B} of their orders 2.
This condition illustrates parabolic variations as the capacity r11(c1, c2) = 2c2

2 remain symmetric about
the concentration c2 = 0.

The variation of the cross-correlation r12(c1, c2) with respect to the concentrations {c1, c2} of the
species {A, B} having orders 2 is shown in Figure 6e. In this case, we observe that r12 attained a
maximum value of the order 104 for large positive values of {c1, c2} and a minimum value of the order
−104 for a large positive c1 and negative c2, and vice-versa. Moreover, from Figure 6e, it follows that
r12 has no variations when either c1 or c2 vanishes.

The capacity r22(c1, c2) of the products of their orders 2 as a function of the concentrations {c1, c2}
is equally represented by Figure 6d. Namely, the variations in r22 are similar to the capacity r11(c1, c2)

with a replacement of c2 to c1. Thus, we find parabolic variations in the capacity r22 with respect to the
concentration c1, viz. we have a symmetric capacity r22 = 2c2

1. In this case, it follows that r22 vanishes
identically in the limit of c1 = 0.

Figure 6f represents the qualitative nature of the trace tr(c1, c2) over the concentrations c1 and c2

of species of the orders 2. Herewith, we observed that tr(c1, c2) takes a maximum positive amplitude
of the order 104 for large positive or negative values of {c1, c2}. As a matter of the fact, there are no
fluctuations in the tr(H) in the limit of either c1 = 0 or c2 = 0. Furthermore, at a fixed value of c1 or c2,
it follows that tr(H) arises as a shifted parabola in c2 or c1 respectively.

In Figure 6g, we depict the determinant Δ(c1, c2) of fluctuations in the rate of the happening of
the chemical reaction with products {A, B} of their order 2. For given values of {c1, c2}, we find that Δ
arises as an inverted image of the rate r(c1, c2) with different values of its amplitude of fluctuations.
Namely, as c1 and c2 take large positive or negative values, we notice that Δ takes a large negative
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amplitude of the order 7 × 107. Thus, there are no fluctuations in Δ when either of the concentration c1

or c2 vanishes. Finally, from Figure 6g, it follows that Δ remains symmetric about both the concentration
axes c1 = 0 and c2 = 0.

Figure 6. The fluctuation quantities as a function of the chemical concentrations {c1, c2} for m = 2 and
n = 2 plotted in the interval −50 < c1, c2 < 50 against (a) the rate r(c1, c2), (b) flow r1(c1, c2), (c) flow
r2(c1, c2), (d) capacity r11(c1, c2) (remains the same for the capacity r22(c1, c2) with the replacement
of c1 by c2, (e) correlation r12(c1, c2), (f) trace tr(H) and (g) determinant Δ(c1, c2). (Note: with c1, c2

measured in mol/L on X and Y axis respectively, the other quantities on Z-axis are measured in the
units as: r → mol/L/s; r1, r2 → s−1; r11, r12, r22, tr(H) → mol−1 L s−1; Δ → mol−2 L2 s−2).
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5. Verification of the Model

In this section, following the fact that the rate of a reaction offers valuable guidelines in modeling
chemical interactions [23], we provide fluctuation theory analysis of equilibrium formation under
variations of the rate and order of reactants. Namely, given an arbitrary chemical rate r, we discuss
equilibrium formation as the function of the concentrations {c1, c2} and partial orders {m, n} of the
reactants {A, B} respectively. The formation of the chemical equilibrium can be represented as

A + B ⇀↽ Products

c1 c2

m n (25)

As per the analysis as in the previous section, for any positive concentrations c1 and c2 of the
reactants A and B, we see that the stability of the equilibrium largely depends on the partial orders
m and n. Namely, we find that the determinant Δ takes a positive value for all m and n satisfying
mn(1 − m − n) > 0. Similarly, for all m and n, the capacity r11 takes a positive value wherever we have
m(m − 1) > 0. In this concern, a comparative analysis of the equilibrium with the reaction rate r with
respect to variations of the orders m and n is summarized in the Table 1.

Table 1. A comparative analysis of the stability of the equilibrium as a function of the rate r with
respect to the orders m and n of the reactants.

SN m n O = m + n Δ r11

1 0 0 0 0 0
2 1 0 1 0 0
3 0 1 0 0 0
4 1 1 2 - -
5 1 2 3 - -
6 2 1 3 - -
7 2 2 4 - -
...

...
...

...
...

...

In Table 1, O is the overall order of the reaction. Thus, for Δ > 0, we find that a stable equilibrium
is formed when we have either r11 or r22 is positive. The equilibrium will be unstable when the rate
reaches its maximum, i.e., we have either r11 or r22 is negative. On the other hand, we need a refined
analysis when either r11 or r22 vanishes identically. As per our analysis, a new matter will be formed
when we have Δ < 0. In the case, when m and n are even, the factor c2m−2

1 c2n−2
2 of Δ does not change

its sign. Therefore, when the total order m + n < 1, the reaction capacity r11 is positive if we have
either m < 0 or m > 1. However, we anticipate an improved analysis for the either of the partial orders
m, n = 0, 1 of the reactants A and B. It is worth emphasizing that the sign of Δ depends only on the
orders of A and B. For the zeroth-order reaction, i.e., m + n = 0 the sign of Δ varies as the product of
m and n. Further when either of the reactants A or B has order zero, it follows that the determinant Δ
vanishes identically. Similarly, for the first-order reaction i.e., when m + n = 1, we have Δ = 0. In such
cases, we need an improved analysis. Such an investigation we leave open for a future study.

For a second- or higher-order reaction, i.e., when m + n ≥ 2, we notice that the sign of Δ varies
as the negative of the product of the partial orders m and n of the reactants A and B. Thus, for all
m, n ≥ 0, we have a negative Δ, wherefore new products are formed. On the other hand, when either
m or n takes a negative value, we have a different result than the above, i.e., a new product is formed
when either r11 or r22 takes a negative value. In this concern, our analysis takes an account of the
fractional- and negative-order reactants and their equilibrium formation. This is because our analysis
is valid for any real valued concentrations c1 and c2 and any real values of the partial orders m and n
of the reactants A and B.
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In the sequel, we concentrate on the nitrogen-based reactants, organic reactions, and catalytic
oxidation of Co-H2 mixtures.

5.1. An Inorganic Equilibrium Formation

In this subsection, we offer an experimental prediction of our analysis for an inorganic reaction,
see [31] in the light of the reaction mechanism and chemical kinetics of inorganic reactions towards the
experimental and theoretical studies. To do so, let us consider an equilibrium between ammonium
and nitrite ions [31,32] as a nitrogen-based reaction with the reactants as A = NH+

4 and B = NO−
2 ,

i.e., the reaction of ammonium and nitrite ions in water at 25 ◦C as per the equilibrium

NH+
4 + NO−

2
⇀↽ Products

c1 c2

m = 1 n = 1 (26)

Thus, the rate of the reaction is given by

r = [NH+
4 ][NO−

2 ] (27)

In this case, we see that the overall order of the reaction is m + n = 2. Thus, for all c1 and c2, we have
Δ < 0, and therefore our analysis predicts formation of new products via the reaction of the reactants
NH+

4 and NO−
2 .

5.2. An Organic Equilibrium Formation

To illustrate our analysis for organic reactions let us consider hydrolysis of the CH3CO2H
molecules. As per the Bronsted-Lowry theory [33,34], this reaction is mediated by the
following equilibrium:

CH3CO−
2 + H3O+ ⇀↽ CH3CO2H + H2O

c1 c2

m = 1 n = 1 (28)

Thus, the rate of the above reaction is given by

r = [CH3CO−
2 ][H3O+] (29)

Here, it is known [33,34] that the partial order of the reactants CH3CO−
2 and H3O+ are m = 1 and

n = 1 respectively. Thus, the overall order of the reaction is m + n = 2. As in the previous case, in this
case also for all c1 and c2, we observe that the determinant Δ takes a negative value, whereby the new
products CH3CO2H and H2O are formed. In the sequel, we discuss an oxidation of CO − H2 mixtures
in presence of Pt as the catalyst.

5.3. A Catalytic Oxidation of CO − H2 Mixtures

In the sequel, we provide verification of our results for the oxidation of CO − H2 mixtures, i.e., an
equilibrium with catalyst Pt to make the oxidation of CO − H2 mixtures [35]. Consider the general
oxidation of a mole of CO with b mole of H2 as per the equilibrium

a CO + b H2
Pt−⇀↽− c CO2 + d H2O (30)

forming c mole of CO2 and d mole of H2O. The equilibrium takes place [35] with the following
intermediate steps
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CO + �
k1−⇀↽− CO�

O2 + �
k2−⇀↽− O�

2

O�
2

k3−⇀↽− O� + O�

CO�
k4−⇀↽− CO2(↑) + 2 �

H2 + 2�
k5−⇀↽− 2H�

H� + O� k6−⇀↽− OH� + �

OH� + H� k7−⇀↽− H2O + 2�, (31)

where the ki, i = 1, 2, . . . , 7 are the respective rate constants of the above intermediate reactions. In this
case, it is found [35] that the order of the reactants, viz. CO and H2 take their respective values as
m = 1 and n = −1/2 respectively. Thus, the oxidation is described as per the equilibrium

a CO + b H2
Pt−⇀↽− c CO2 + d H2O

c1 c2

m = 1 n = −1/2 (32)

Thus, the associated rate of the above oxidation reaction reads as

r = [CO][H2]
−1/2 (33)

Therefore, the overall order of the reaction is m + n = 1/2. Herewith, we see that the determinant
Δ takes a negative value. Thus, in this case, new matters are formed, that is, a catalytic oxidation of
CO − H2 mixtures in presence of Pt results into the formation of CO2 and H2O.

6. Future Scope of the Work

In this section, we offer highlights and applications of the fluctuation theory analysis towards
reaction mechanisms, donation of a proton, titration analysis, fall of the proton, Bronsted-Lawry
equilibrium, buffer capacity, pH value and the issues of acid raining as below.

6.1. Proton Donor-Acceptor Equilibrium

An optimized formation of the proton donor-acceptor equilibrium plays an important role in
various chemical industries, see [36] for molecular interactions and electron donor-acceptor complexes
in the light of the proton affinity. Thus, we offer a general method to describe such an acid-base
equilibrium of an arbitrary acid HA with its conjugate base A−. Depending on the nature of A, the
electric charges of the reacting species is decided. However, the base A− always possesses a negative
charge comparison to the acid HA. Therefore, an acid-base system consists of at least a pair of species
governing the equilibrium of chemical reactions.

To study acid-base equilibrium in a quantitative way, there are two problems that come into
picture. Firstly, an inability of the proton to exist independent in a solution is a major issue. Chemically,
this makes an inadequate prediction of the acid or base to donate or accept a proton individually.
To overcome this situation, the acid-base system must be compared and evaluated up to an extent
at which the base and acid compete for combining with the proton. Thus, our proposed fluctuation
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theory-based optimization of the chemical rate is anticipated to precisely illustrate the formation of
an equilibrium.

The second pitfall is the dual nature of water which exists both as the acid and base, see [37] for
the corresponding vibrational spectroscopic evidence. In general, most experiments on the acid-base
chemistry involve the presence of aqueous solution. Therefore, for dealing with an acid HA in the
aqueous solution, it is necessary to consider an acid with its conjugate base to form an acid-base pair.
An optimized formation of such a pair is in the future scope of this work.

6.2. Fall of the Proton

As far as the fall of the proton is concerned, an acid is known as the proton donor with respect to
a base that can accept the proton. However, a base accepts a proton, if there exists an acid which can
donate a proton in a given aqueous solution. In general, there are energetic conditions that must be
fulfilled in order that a base accepts a proton, involves a lowering in its free energy compared to the
corresponding acid, see [38]. Thus, a given acid-base reaction takes place, if the proton released from
the acid fall to a lower free energy level. Indeed, acids act as a source of the protons, which move to a
base acting as a sink.

For the aqueous solutions, the water turns out to be the best sink for an acid, as it normally loses
protons to H2O to form H3O+ as the strongest acid [39]. This is termed as the leveling effect which
plays an important role in connection with the fall of the protons. All strong acids that are said to
be 100% dissociated in an aqueous solution, if they possess a large equilibrium constant, therefore
they are bound to endure a fall in the respective free energy. In this concern, various strong acids, e.g.,
HCl, H2SO4 and others encounter H2O solely via an existence of the H3O+, see [12] for experimental
perspectives. Energetically, this follows because there exists a definite capacity of H2O to act as a
proton sink by maintaining a non-vanishing free energy [38].

On the other hand, a weak acid, e.g., HCN does not undergo dissociation sharply without the
presence of an energy source. This happens because HCN has a positive free energy, which the proton
must attain for its dissociation. Concerning a titration with such weak acids, we know [40] that the
hydroxyl ion OH− can equally act as a proton sink. Namely, upon the addition of a strong base, e.g.,
NaOH, KOH, an acid lowers the free energy of the total configuration as the fall of its protons H+

from a relatively higher energy state into OH− of the base according to the reaction

H+ + OH− −→ H2O (34)

Therefore, a titration could be realized as the mechanism to obtain a lower free energy sink that converts
the acid by draining off the protons into their respective conjugate bases. As mentioned before, the
pH of an arbitrary solution is generally defined based on the available hydrogen ion concentration on
the logarithmic scale. Based on the above energy constraints, the pH scale specifies an accessibility
of protons in the solution, which incidentally reflects the capacity of the chosen solution to supply
more protons to a base. To illustrate our optimization analysis, we may consider a mixture of weak
acid-base systems, e.g., various biological fluids and natural water sources such as ocean, see [41] for
the associated protides. In such cases, existing protons jump into the lowest possible free energy state
to form a chemical equilibrium.

Initially, this begins by accommodating a lowest energy sink, therefore filling up the succeeding
energy levels. This process continues until all the proton vacant sites in a given base are filled
with an optimum cutoff energy, which largely depends upon characteristics of the considered acid.
This analysis is left open for a future research. Chemically, by various thermal excitations, the highest
protonated species donate protons to H2O to form H3O+ whose concentration largely depends on
concentrations of different species. In short, an optimized amount of H3O+ concentration enables us
in defining the equilibrium pH of the corresponding solution. In other words, a pH measurement
points out the relative free energy of protons required to preserve the highest protonated species in
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their acid forms [12,38]. Herewith, it is worth emphasizing that our discussion can be applied for the
determination of the proton free energy by pH scale measurements.

6.3. Buffer Capacity

In the light of quantitative treatments of chemical equilibria, we focus on acid-base phenomena
arising from the hydronium ion [39]. In this aspect, a titration can happen in non-aqueous solvents,
as well. Such acid-base systems came into the existence by independent investigations of Bronsted
and Lowry in 1923, see [39] for related fundamentals and their historical accounts. Subsequently, in
both the aqueous and non-aqueous solvents, an acid can be regarded as the species that can donate
a proton and the corresponding base as the species that can accept it. Examples of non-aqueous
solvents include alcohol, benzene, ether, carbon tetrachloride, acetone, and other organic solvents,
while the liquid ammonia, disulfide and sulfuric acid arise in the category of the inorganic solvents.
In this regard, for a given acid HA and base B, our optimization analysis is explained by the following
chemical equilibrium.

HA ⇀↽ H+ + A−

H+B ⇀↽ BH+ (35)

From the perspective of the Bronsted and Lowry [39], the notion of a chemical equilibrium is
based on the proton itself and not on the hydronium ion, whereby one finds a solvent independent
of the chemical equilibrium. Specifically, because of an accepting behavior of the proton H+ of A−,
it acts as a base as above in the first reaction as in Equation (35). However, in the second reaction as
in Equation (35), BH+ behaves as an acid since it donates a proton H+ to the base B. This yields the
following Bronsted-Lowry acid-base [39] chemical equilibrium.

Acid ⇀↽ H+ + Base (36)

Essentially, as per the above acid-base pair having a deficit of the proton H+ as in Equation (36),
an optimized conjugate acid-base pair is anticipated to arise via our fluctuation theory analysis. Indeed,
the above-mentioned Bronsted-Lowry definition of the acid-base pair does not state the type of the
charges present in either of the acid or base, i.e., the chemical equilibrium formation has nothing to do
with electronic charges of the species and it is rather independent of their ionization properties [39].
In short, we may recite the formation of an acid-base equilibrium by stating that an acid has one
more positive charge than its corresponding conjugate base. This offers a perspective application of
our proposal to pharmaceutical systems and their thermodynamic characterization. In the highlight
of the same, it is worth anticipating that an optimized chemical equilibrium is formed by the acid
CH3CH2COOH with its conjugate base CH3CH2COO− by exchanging a proton H+.

To perform chemical composition analysis [42], the titration offers a conventional laboratory tool
to calculate unknown concentration of a set of given chemical species. Thus, among various types of
titration methods, we focus on an optimized acid-base titration, which anticipated to emerge as an
important topic of current research. Namely, in a given solution, our proposition involves the concept
of an optimal neutralization of an acid-base pair. Here, the concentration of the chosen acid or base is
calculated by the addition of the respective base or acid with their known concentrations. In this case,
we can add a pH indicator to the solution to determine the optimal point of the solution by observing
a change in its color.

Therefore, our method support that the buffer capacity arises as the resistance to pH change of
a solution. Namely, given an acid with its conjugate base, the buffer capacity plays a vital role in
determining the relative dissociation, which follows via Châtelier principle [43,44]. In general, an
aqueous solution consists of a weak acid and its conjugate base or vice-versa, therefore the formation
of a buffer solution. One of the main characteristics of buffer solutions is to maintain a steady pH
value upon an addition of a strong acid or base. Thus, the pH buffers arise as the best alternatives to
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maintain a constant pH value of chemical solutions. In the setup of Bronsted and Lowry theory, viz.
Equation (36), buffer solutions acquire an optimized resistance to pH change due to the formation
of a chemical equilibrium between the weak acid HA and its conjugate base A−. Thus, for a given
buffer solution, its buffer capacity yields a quantitative measurement for determining the optimal
resistance of pH change [12,38] upon an addition of hydroxide ions. Such issues we leave open for
future research and developments.

6.4. Acid Raining

In the sequel, we focus on the nature of an optimized rate via the acid-base chemistry. In general,
we are interested in chemical reactions which are optimally formulated in the light of the acid-base
chemistry. Acid-base reaction can be described as the reaction between hydrogen ions with other
electrically charged species or neutral ones. The reaction between acid and base is considered to be
a reversible reaction. This means, the product obtained could react among themselves to give the
reactant back. In the light of acid-base chemistry, this idea is the root cause towards an optimized
chemical equilibrium formation [26] in the realism of chemical kinetics.

Various environmental problems arise because of the acid raining, see [45] for environmental
problems and their existing remedies. Notice that acid rain refers to presence of acid in the rain
water due to effects of pollutants exhausted into the atmosphere such as automobiles and factories.
In this regard, sulfur dioxide and nitrogen oxides accounts for the main pollutants responsible for
the cause. When such gaseous species react with the water and oxygen molecules present in the
atmosphere, it results in the formation of acids such as sulfuric acid and nitric acid in rain water. Thus,
acid rain creates various damage such as corrosion of metals and their salt hydrates [46], damage to
buildings [47], etc. Thus, one finds diverse effects of CO2 water. It is reported that the amount of CO2

in the atmosphere is increasing day by day due to the burning of fossil fuels in the presence of oxygen.
The above-mentioned CO2 tend to dissolve in the ocean water by forming carbonic acid. Thus, to
safeguard the natural resources, an optimized emission of CO2-based species falls in the domain of the
future scope of this research.

7. Summary and Conclusions

In the present research, we have thoroughly examined the optimized formation of chemical
equilibria via the fluctuation theory. Our consideration was based on the formation of an intermediate
state of products whose energy crosses the potential barrier to form the final state. Various
concentrations of reacting species in a given chemical reaction can fluctuate. At a constant temperature,
fluctuations in the rate are characterized by a weighted product of concentrations of the reacting
species with different orders. We observed that the stability of the equilibrium depends mainly on
these parameters of the reactants.

As far as the fluctuation theory is concerned, our analysis is based on the statistical and
thermodynamic factors that determine the characteristic properties of a given chemical reaction.
We have provided fluctuation theory perspective towards the formation of chemical equilibria of
arbitrary orders. Here, the progress of a chemical reaction is governed by a step by step infinitesimal
modification of the law of mass action. This is realized by varying the reaction rate governing the
changes in a given chemical reaction. It is worth mentioning that the above equilibrium is not
immediately achieved, but it arises as a collective phenomenon. An apt formation of such equilibria is
the subject matter of this research.

Given a binary component chemical reaction, we have computed the flow components, chemical
capacities, chemical correlation, and associated fluctuation quantities concerning the global stability
of an equilibrium. Under fluctuations of the reactant’s concentrations, we find that the equilibrium
is formed when either one of the orders of the reactants vanishes or either of their concentrations
vanishes. The chemical concentration capacities of the components are calculated to describe the
local stabilities of the equilibrium. The correlation between the components is obtained as the mixed

31



Condens. Matter 2018, 3, 49

second-order derivative of the rate with respect to the concentrations. To be precise, we find that the
local system stability requires the order of the reactants to be either negative or larger than the unity.

On the other hand, for a binary component reaction, the global stability analysis is performed
by introducing a symmetric matrix with its diagonal components as the chemical capacities and
off-diagonal components as the chemical correlation. The global stability of the system requires the
positivity of a factor over the orders of the reactants that we have examined both quantitatively
and qualitatively. For reactants of the order less than two, we infer from our observations that the
fluctuations are mostly originating at the points where either of the concentration approaches zero
value. However, for the reactants of second orders, we find a global instability as the corresponding
determinant of the fluctuation matrix takes a large negative value of the order 107. In addition, for
a pair of reactants of their orders of the same sign, the reaction is globally stable when the sum of
their orders is less than unity. This well coincides with the observations for the reactions of the orders
(−1,−1) as in Figure 1. The instability gets introduced as the orders gradually change to their values
(−1, 1/2), (−1, 2), (1/2, 1/2), (1/2, 2) and (2, 2) as depicted in Figures 2–6 respectively.

Subsequently, we have offered verification of our model. Following the above theory, we focus on
stability structures of the chemical equilibrium formation of the carbon materials under variations of
concentrations of the participating species while the other parameters of the reaction are held fixed.
To understand the formation of a chemical equilibrium as a statistical sample, we have introduced
simultaneous fluctuations over active masses, i.e., the concentrations of reacting species with the
associated rate as an embedding function. This offers the optimization properties of a given chemical
equilibrium and thus the formation of products. Thus, we have discussed the stability of chemical
equilibria and formation of products involving carbon materials such as an organic reaction and a
catalytic oxidation of CO − H2 mixtures in presence of Pt and other inorganic reactions, as well.

Our proposition can be understood based on macroscopic observations governing the forward
and reverse reactions. Namely, a chemical equilibrium arises as an average of the microscopic concept
that takes place when a given amount of chemical species remains same. The global stability of an
equilibrium originates via collisions between the molecules, therefore the dissociation of the reacting
species. Furthermore, in the vicinity of equilibrium, the fluctuation analysis can be exploited by
varying either the forward rate over the concentration of the reactants, or the backward rate of the
products. This is because the equilibrium constant reads as the ratio of the rate constants of the forward
reaction to that of the backward reaction. It is evident from our observations that a chemical reaction
never proceeds until its end; instead, it attends an equilibrium state when the available amount of
participating species in the reaction does not fluctuate. From the above perspectives, we find that all
the fluctuation quantities vanish identically for a zeroth-order chemical reaction, except its rate. In
addition, we have classified all possibilities concerning the stability of the equilibrium formed by a
given pair of reacting species with different orders.

In general, the fluctuation theory-based chemical equilibrium can equally depend on the
temperature, pressure, volume, and chemical compositions of the reacting species, as well. This can
provide further possibilities for research. Indeed, our proposal can be generalized for arbitrary chemical
reactions with finitely many reactants and products, as well. Other directions include unification of
the fluctuation theory analysis with the physical state of the reacting species, reaction temperature
and use of a catalyst. This depends on the collision frequency, phase of reactants and random thermal
motion of molecules to form a new state. Also, the temperature variations enhance the reaction rate,
namely, they increase the collision frequency between the molecules of interacting species.

Finally, we anticipate future scope of our work in the light of the acid-base chemistry, fall of
the protons, thermal excitations, formation of hydronium ions, buffer capacity as well as industrial
implications towards the thermodynamic properties of pharmaceutical configurations, formation
of buffer solutions, corrosion of metals, protection of building, environment and ecosystems, and
pollutant exhaust management for automobiles and factories. Moreover, it worth mentioning that a
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chemical equilibrium requires an understanding of the electron affinity and reactivity of the species, as
well. Such investigations we leave open for future research and developments.
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Abstract: Graphene has shown great potential for ultra-high frequency electronics. However, using
graphene in electronic devices creates a requirement for electrodes with low contact resistance.
Thermal annealing is sometimes used to improve the performance of contact electrodes. However,
high-temperature annealing may introduce additional doping or defects to graphene. Moreover,
an extensive increase in temperature may damage electrodes by destroying the metal–graphene
contact. In this work, we studied the effect of high-temperature annealing on graphene and
nickel–graphene contacts. Annealing was done in the temperature range of 200–800 ◦C and the effect
of the annealing temperature was observed by two and four-point probe resistance measurements and
by Raman spectroscopy. We observed that the annealing of a graphene sample above 300 ◦C increased
the level of doping, but did not always improve electrical contacts. Above 600 ◦C, the nickel–graphene
contact started to degrade, while graphene survived even higher process temperatures.

Keywords: graphene; annealing; doping; electric contacts

1. Introduction

In the past 15 years, graphene has attracted an enormous amount of interest from the scientific
community. Unique properties like ballistic, high-mobility charge carriers at room temperature have
made this monoatomic layer of graphite a material with high potential for futuristic, high-speed
electronic applications. However, in order to implement graphene for electronic devices, there is a
requirement to introduce low-resistance ohmic contacts to the graphene–metal interface.

A lot of work has been dedicated to finding good electrical contacts for graphene and other 2D
materials [1–4]. For this purpose, many metals (e.g., Ag, Al, Au, Co, Cr, Cu, Fe, Ni, Pd, Pt, and Ti)
have been tested [2–7]. Among these metals, nickel has especially proven to have great potential,
since it creates a good contact with graphene due to the chemisorption mechanism [8]. Furthermore,
the thermal annealing of samples has been shown to enhance the electric contact between nickel and
graphene [9–12].

In addition, to enhance electrical contacts, high-temperature annealing is frequently used for
cleaning graphene after depositing it on a dielectric surface [13]. More specifically, graphene
is conventionally synthetized on a transition metal substrate by chemical vapor deposition and
then transferred by a polymer support onto a dielectric substrate. The transfer process usually
contaminates the surface of graphene with residual polymer particles, but it is possible to remove
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the polymer contaminants from the graphene surface by thermal annealing in order to improve its
performance [13,14].

Graphene cleaning and contact annealing at elevated temperatures poses the question of what
annealing does to the properties of graphene and at what temperature annealing should be performed.
A precise understanding of what happens to graphene during annealing is crucially important,
and therefore, this topic has been widely investigated [10,12–16]. For instance, Lin et al. observed
that rather low-temperature (200–300 ◦C) thermal annealing is a simple technique to clean polymer
particles from the surface of graphene [13]. However, thermal cleaning leaves a fair amount of polymer
residuals on the surface of graphene, and more importantly, it also increases its doping level after
exposure to air and humidity [13,15,16]. Moreover, Cheng et al. reported that an optimized annealing
process might increase electron mobility in graphene [12]. They found that annealing graphene
at 200 ◦C almost doubled electron mobility. In addition, they observed that, when the annealing
temperature increases above 200 ◦C, the electron/hole mobility starts to decrease. Furthermore,
Leong et al. explained the mechanism of how annealing affects Ni–graphene contacts at 300 ◦C [10].
They found that annealing graphene with a nickel contact causes some carbon atoms from graphene to
be dissolved into Ni, resulting in small holes in the graphene lattice. Eventually, this creates strong
chemical bonding between nickel and graphene, which in turn improves the performance of the
electrode [10]. Therefore, based on these earlier studies, one may conclude that the most beneficial
thermal annealing temperature range is 200–300 ◦C.

While there have been several studies focusing on graphene annealing with and without contacts
below 400 ◦C, only a small number of studies indicate what happens to graphene above 400 ◦C [15].
Moreover, there is still no clear understanding of what happens to graphene in contacts at very high
temperatures. In this work, we extend previous works by systematically studying the effect of extreme
annealing temperature on graphene and nickel–graphene contacts. In our experiment, we annealed a
graphene sample with nickel contacts in the temperature range of 200−800 ◦C. Changes in graphene
properties were observed by measuring its electrical resistivity and Raman spectra.

2. Results

2.1. Sample Preparation

Graphene was grown on a copper foil by a conventional hot wall chemical vapor deposition
(CVD) technique [17]. The synthetized graphene film was transferred by the wet transfer method on
an oxidized (280 nm) silicon substrate [18,19]. Briefly, the graphene sample was spin-coated with a
poly(methyl methacrylate) (PMMA) film of 100 nm thickness. The underlying copper was etched
in a mild ferric chloride solution (~5 g FeCl + 100 mL H2O) overnight. After etching of the copper
substrate, the graphene+PMMA was cleaned with an RCA-SC2 solution (10 mL HCl + 10 mL H2O2

+ 150 mL H2O) for 10 min. Thereafter, the graphene+PMMA sample was rinsed twice in water for
20 min and deposited onto the silicon substrate. The sample was dried at room temperature overnight,
and finally, the PMMA support was removed by using an acetone bath (2 h), followed by rinsing in
isopropanol and water for 5 and 10 min, respectively.

Nickel contacts were fabricated by an electron beam evaporator through a shadow mask. Figure 1
schematically illustrates the geometry of the sample. Disk-shaped contacts were 500, 600, and 750 μm
in diameter (d1, d2, and d3, respectively). The contact spacing was 2 mm, and the thickness of
the evaporated Ni layer was 50 nm. Ni–graphene contact was expected to be ohmic [7], which we
confirmed by measuring a linear I–V curve.
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Figure 1. A schematic illustration of the graphene with nickel contacts on the oxidized silicon substrate.
The thickness of the contact nickel film was 50 nm, and the spacing between contacts was 2 mm.
The inset shows a photograph of the actual sample.

The sample was annealed using a rapid thermal annealing device (Unitemp RTV-100HV) under
an argon atmosphere (in 2000 sccm flow at atmospheric pressure). Before the contact annealing,
the sample was pre-annealed at 200 ◦C for 3 min to remove moisture from the sample surface.
Thereafter, the process temperature was increased up to the actual annealing temperature at a ramp-up
rate of 10 ◦C/s. The sample was annealed for 3 min at the actual annealing temperature and then
cooled down to 200 ◦C in Ar atmosphere. To increase the cooling rate, the rest of the cooling from 200
to 100 ◦C was done under nitrogen atmosphere. At 100 ◦C, the sample was removed from the chamber
to room temperature.

2.2. Electrical Characterization

Before and after annealing, the resistance of the sample was measured by the two and four-point
probe techniques (by Keithley 2400 SMU Source Measure Unit connected to the probe station).
The four-point-probe technique diminishes the effect of the contact resistance, and the resistance of
graphene (Rg) was obtained directly from the experimental data [20]. The two-point-probe technique
measures the total resistance (Rtot) [20], including the resistance of the two contact points (Rc) and Rg
(see Figure 2a). When two contacts are identical, Rc can be estimated by subtracting Rg from Rtot and
dividing this value by two (see Figure 2c).

 
Figure 2. Electrical characterization of the sample. (a) A schematic drawing of the two-point
measurement with an equivalent circuit of the sample. The equivalent circuit has two equal resistors
for contacts (Rc) and one resistor for graphene (Rg). (b) Dependence of graphene resistance on the
annealing temperature. Rg decreased significantly when the annealing temperature increased above
300 ◦C. (c) Dependence of contact resistance on the annealing temperature. For the smallest contacts
(d1), the annealing decreased the contact resistance before it broke down above 600 ◦C. However,
the contact resistance became less dependent on the annealing temperature in the case of a larger
contact size (d2 and d3) due to limitations of the setup used for contact resistance measurements. Rtot:
total resistance.

37



Condens. Matter 2019, 4, 21

Figure 2b,c shows the resistance of graphene and contacts, respectively, after annealing. Figure 2b
shows that the Rg value of the sample annealed in the temperature range of 200–300 ◦C was comparable
to that of the un-annealed sample. However, annealing of the sample at temperatures above 300 ◦C
decreased Rg significantly. When the annealing temperature was increased up to 500 ◦C, Rg saturated
to 260 ± 20 Ω.

Moreover, Figure 2c shows that the contact between graphene and nickel started to degrade
at above 600 ◦C and thus Rc increased rapidly. Moreover, the size of the contact seems to play an
important role. For the smallest contact (d1), the annealing improved the electrical contact, which was
seen as a decrease in the Rc value. However, the annealing procedure seemed to have only minor
effects on the middle and largest size contacts (d2 and d3, respectively).

2.3. Raman Characterization

Raman spectroscopy is a powerful tool to probe the properties of graphene. In our experiment,
we measured the Raman spectra of the annealed graphene sample using the 532 nm excitation
wavelength in a Renishaw inVia Raman microscope. Spectra were measured by using a 20x/0.40NA
objective lens. The probe beam power was kept sufficiently low (0.6 mW) to avoid self-heating effects
in graphene.

Graphene has fundamental D (“disorder”) and G (“graphite”) peaks located at ~1350 cm−1 and
1582 cm−1, respectively [21]. In addition, the 2D mode is located at ~2680 cm−1 in the case of a pristine
monolayer graphene. In the presence of doping or strain, G and 2D peaks are shifted towards 1600
and 2700 cm−1, respectively [21,22].

Figure 3. Raman characterization. (a) Raman spectra of the graphene sample before and after annealing
at different temperatures. (b) The G-peak position and (c) 2D peak width increased linearly. (d) The ratio
of I(D):I(G) did not depend on the annealing temperature, while (e) I(2D):I(G) rapidly decreased when
the sample was annealed at temperatures above 300 ◦C.

Figure 3a shows the Raman spectra of the graphene sample before and after annealing. Even
though the temperature increased from room temperature (RT) to 800 ◦C, there were only minor
changes in the spectra. By analyzing the temperature dependence of the position of the G peak, the full
width at half maximum of peak 2D (FWHM2D), and from the intensity relations of peaks D, G, and 2D,
one can observe details that indicate changes in graphene.

We made a Lorentzian fitting for peaks D, G, and 2D, and observed that the position of peak G
was located at 1583 cm−1 before annealing. Figure 3b shows that the G peak shifted linearly toward
1600 cm−1 when the annealing temperature increased. For the sample annealed at 800 ◦C, the G peak
appeared at 1602 cm−1. Moreover, Figure 3c shows a linear increase in FWHM2D from 30 to 50 cm−1,
which was directly proportional to the annealing temperature.
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Peak D only went through minor changes, despite high annealing temperatures. This indicates
that only a very minor amount of PMMA remained on the graphene after the transfer process [15].
The intensity ratio of D and G peaks remained constant at all annealing temperatures, as is shown in
Figure 3d. However, the intensity ratio of the 2D and G peaks decreased from three to one. The decrease
in I(2D):I(G) was especially noteworthy in the range of 300−400 ◦C. Moreover, we observed a shift
in the position of the 2D mode from 2680 cm−1 at room temperature to 2694 cm−1 after annealing in
800 ◦C.

3. Discussion

The sizes of the Ni contacts in this study were relatively large in comparison to those that are
commonly used for the contact resistance measurement [2–6,9–11]. However, it is worth noting that,
in our experiment, we measured the same position several times. Since the measurement probe
consumed a thin Ni layer by scratching, the surface area of the contact was chosen to be large enough
to enable several repetitive measurements. As can be seen in Figure 2c, the annealing of the largest (d2
and d3) contacts had only a minor effect on Rc. However, the importance of the annealing procedure
is pronounced when the contact area is small, as has been shown in earlier studies [8,10,12] and in
Figure 2c (d1 contact).

Due to the relatively large size of contacts, it is difficult to make a precise estimation of the
contact resistance behavior. However, the results clearly show that the annealing of a graphene sample
with nickel contacts at temperatures above 600 ◦C severely damaged the sample by destroying
the electrical contact between graphene and nickel. The mechanism behind the damage may
originate from high carbon solubility in nickel at elevated temperatures [23]. More precisely, nickel
absorbs carbon atoms, and when the graphene layer is fully absorbed, the nickel–graphene contact
disappears. This conclusion is supported by an earlier experiment which demonstrated that, at elevated
temperatures, Ni can easily break down sp3 hybridization, which has an even higher bonding energy
in comparison to that of sp2 hybridized graphene [24–26].

Moreover, it is worth noting that, despite a comparatively high melting temperature of the
bulk Ni equal to 1455 ◦C, the surface melting temperature—the so-called Tamman temperature—is
approximately half of this bulk melting temperature [27,28]. At this temperature, nickel atoms acquire
enough energy to become mobile [27–30]. For low-dimensional systems (e.g., for contacts that are a few
tens of nanometers thick), this temperature is sufficient to cause physical changes [29,30]. For instance,
in Reference [30], a 10-nm-thick Ni film was melted at 700−800 ◦C, and one may therefore expect that
thin Ni contacts will undergo major changes at temperatures above 700 ◦C.

Figure 2b shows that the un-annealed sample had lower Rg compared to that after annealing
at 200 ◦C. This indicates that the sample surface was affected by moisture in the surrounding air
that landed on the sample. We confirmed this by the sample that was first annealed at 300 ◦C and
left for 12 h in air (the relative humidity was ~40%). After waiting, the Rg decreased by almost 40%
(the average Rg after the annealing and after 12 h was 521 ± 45 Ω and 327 ± 24 Ω, respectively).
This was caused by H2O and O2 doping, which is pronounced after a graphene sample is annealed
at high temperatures [16]. However, we also observed that the moisture decreased the Rc value,
which suggests that the moisture at the contact point improves the electrical contact between nickel
and graphene. Therefore, in Figure 2c one can observe an increase in Rc value before and after the
annealing of the sample at 200 ◦C. When the contacts are deposited on graphene, the effect of the
moisture on graphene may have an impact on the resistance between the graphene film and the metal
contact. Understanding how moisture affects the contact electrodes will be part of our future work.

The position of peak G shifts toward 1600 cm−1 when graphene becomes p-doped or when it is
strained [22,31,32]. In addition, a drastic decrease in I(2D):I(G) ratio (Figure 3e) points to the dominant
doping effect [31,32]. By measuring the resistance of graphene, we observed that the annealing led
to a decrease in Rg, while the strain in the sample should increase the resistivity of graphene [33].
Therefore, one may expect that the shift of the G peak mainly originated from the doping effect in
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graphene. However, Figure 2b shows that the resistance of graphene saturated at temperatures above
500 ◦C to approximately 250 Ω, which suggests simultaneous doping and straining of the graphene.

4. Conclusions

We observed that annealing of a graphene sample at temperatures above 200−300 ◦C may cause
an unintentional p-type doping. When the annealing was performed at temperatures above 600 ◦C,
the annealing process became harmful to nickel–graphene contacts. Moreover, in these cases, when the
size of the electrical contacts are on the order of millimeters, annealing of a graphene sample with Ni
contacts may provide no significant benefits, but in contrast, may increase the doping level in graphene.
However, if the doping of a graphene sample is required, then high-temperature annealing provides a
simple route for this purpose.
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Abstract: Graphite intercalation via chemical strategies is a common procedure to delaminate
stratified crystals and obtain a suspension of graphene flakes. The intercalation mechanism at the
molecular level is still under investigation in view of enhancing graphene production and reducing
damage to the original pristine crystal. The latter, in particular, can undergo surface detriment due to
both blister evolution and carbon dissolution. The role of the electrolyte temperature in this process
has never been investigated. Here, by using an in-situ atomic force microscopy (AFM) apparatus,
we explore surface morphology changes after the application of fast cyclic-voltammetries at 343 K,
in view of de-coupling the crystal swelling phenomenon from the other electrochemical processes.
We find that blisters do not evolve as a consequence of the increasing temperature, while the quality of
the graphite surface becomes significantly worse, due to the formation of some adsorbates on possible
defect sites of the electrode surface. Our results suggest that the chemical baths used in graphite
delamination must be carefully monitored in temperature for avoiding undesired electrode detriment.

Keywords: temperature dependence; HOPG; anion intercalation; blister; in-situ AFM

1. Introduction

Graphene production requires efficient methods and procedures that can ensure a large number
of high-quality flakes [1–4]. One of these methods prescribes diluted acid media [5]. Despite being
more environmentally friendly than pure acids, using diluted acids results in important drawbacks,
for the maintenance of the electrode, due to their water content. At potentials higher than the
oxygen evolution reaction value, the anions carry water molecules inside the stratified structure
of graphite [6]. As a consequence, gas evolution, which usually occurs at the electrode/electrolyte
interface, also starts inside the layers underneath. The entrapped gas swells the surface and creates
blisters [7,8]. Additionally, as recently observed by the authors, a carbon dissolution process affects
the graphite terraces, [9]. The overall picture of the blistering process was described for the first
time by Hathcock and co-workers at the middle of the 1990s [10]. Nonetheless, the intercalation
mechanism at the molecular-scale level is still under investigation. The target of this new research
effort lies in the possibility of driving anion intercalation by preventing the crystal detriment described
above. In particular, blister evolution timing has been recently measured [9] and the electrochemical
(EC) parameters that influence the graphite surface swelling have been summarized in a new blister
evolution-diagram [11]. In these works, the role of both electrolyte pH and cyclic-voltammetry (CV)
scan speed in promoting the graphite surface blistering at room temperature is discussed. It is worth
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noting that, to the best of our knowledge, the possible effects of temperature on anion graphite
intercalation and blister growth have never been considered. Some studies regarding electrodes in the
cathodic regime [3], Li-batteries applications [12], Li diffusion rate in graphite [13] and intercalation [14],
aging of electrodes [15], and the role of organic solvents [16] have been performed (refer to the review
reported in [17] for a brief history on thermoelectrochemistry), but the role of temperature within the
Hathcock model is still missing.

In this work, we apply an in-situ atomic force microscopy (AFM) apparatus to explore the highly
oriented pyrolite graphite (HOPG) morphology after the application of an increasing EC potential
(CV) when immersed inside a hot (namely, 343 K) acid electrolyte. The temperature value is chosen
according to the maximum operation parameters of batteries that exploit graphite as electrodes [18].
We find that blister growth is not influenced by the explored temperature interval, while the graphite
surface quality is significantly compromised. This result suggests that the EC bath temperature must
be controlled in order to avoid chemical reactions between carbon atoms and electrolyte anions during
the intercalation process.

2. Results and Discussion

The carbon Pourbaix diagram as a function of both pH and applied EC potential [19] is reported
in Figure 1.

Figure 1. Pourbaix diagram of carbon (see text for details). The vertical black thick lines represent the
scanned regions by cyclic-voltammetries (see arrows) during the preparation of the samples.

The shaded area indicates the HOPG stability region, while areas where carbon coordinates
in solution with both oxygen and hydrogen (e.g., H2CO3 or CH3OH, etc.), demonstrating a partial
dissolution of the electrode surface, are labeled with capital letters. CO2 and CH4 are reported in italics,
showing regions where these gases are developed. Dash-dot lines [(a) and (b)] enclose the water stability
region; (a) corresponds to the lower limit (hydrogen evolution reaction, HER), while (b) indicates the
upper limit (oxygen evolution reaction, OER). In the figure, we add the CV paths (vertical black lines)
exploited here to prepare the samples and study the blister evolution at different conditions. The CV
(vscan = 25 mV/s) acquired at pH = −0.3 (I) starts at a traditional value of 1.0 V and reaches the massive
intercalation region at about 2.1 V [7], while the CV at pH = 7 (II), being acquired in an area where
bicarbonate ions are present, starts from the open circuit value (OCP) and ends at 2.1 V. The I-CV
reaches a region where, due to the solvated anion intercalation [6,10], CO2 evolves both on the surface
and on the graphite layers underneath. The pristine HOPG surface morphology (see Figure 2a) is then
damaged by blisters that swell the uppermost graphite layers (Figure 2b).
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Figure 2. In-situ atomic force microscopy (AFM) images (a) of the pristine graphite, (b) after the I-CV
and (c) after the II-CV.

Conversely, the surface morphology acquired in-situ after the II-CV (vscan = 25 mV/s) is almost
unaffected (Figure 2c), despite the relatively high EC potential applied to the electrode. Apart from
panel (b), where blisters damage the surface with big structures, the comparable morphology between
panels (a) and (c) is also confirmed by a roughness estimation. If the latter is defined as the hill-to-valley
mean distance in morphology profiles, the pristine HOPG (Figure 2a) shows a roughness of about
2 Å, like the graphite surface studied in panel (c) after the II-CV. The blister formation and growth
mechanism have been widely studied and discussed [6–10]. Quite recently, the authors succeeded in
describing the EC conditions required to develop blisters (evolution-diagram) at room temperature [11].
In view of observing blisters on the HOPG surface, the electrode must be kept at an EC potential above
the OER value within a minimum time interval of about Δt = 4 s [9]. As a countercheck, we have
already seen that if the CV scan rate is set to v0 = 600 mV/s, the I-CV is able to intercalate anions while
preserving the graphite morphology [20]. In the blister-evolution diagram reported in reference 11,
we observe that the CV scan rate, set at v0, represents a critical condition; a slight rate reduction implies
the evolution of blisters on the electrode surface. Being a border parameter, I-CV at 600 mV/s allows
an analysis of the effect of temperature on the surface blistering. Generally speaking, a change in the
electrolyte temperature also modifies the equilibrium conditions of the Pourbaix diagram. In particular,
the oxygen reduction frontier (b-line in Figure 1) follows the Nernst equation:

EO2/H2O = 1.3 − 0.06 × T
298

× pH (1)

The slope of the b-line changes as a function of the temperature, reducing (expanding) the CO2

region at lower (higher) pH values with respect to 0. When the pH is (close to) zero, as in our I-CV case,
the water stability upper limit is almost unaffected by temperature variations, opening the possibility
to explore the role of T only in the blister chemical reactions.

With this aim, a new sample was prepared and immersed inside the electrolyte solution,
whose temperature was increased up to 343 K, where the HOPG underwent a single CV scan
(v0 = 600 mV/s). The surface morphology, acquired in-situ, is reported in Figure 3a.

Here, sharp step edges are easily observed in close agreement with the pristine graphite (Figure 2a).
No evidence of any blister is found by exploring different areas of the electrode surface. This result
confirms that the key parameter in blister evolution is the time persistence of the electrode at high EC
potentials. Nonetheless, a closer inspection of the HOPG surface reveals something new with respect
to the analysis performed at room temperature (RT) [9] and at the same high scan rate [11]. In that case,
in fact, the application of high voltages for less than Δt = 4 s induces a carbon dissolution reaction,
where graphite terraces are peeled off layer-by-layer. Here, after the CV at 343 K, terraces appear
affected by adsorbates, which probably sit on defect sites, such as hollows and cracks, of the surface
electrode. Adsorbates are better highlighted by the phase-contrast image reported in Figure 3b (see the
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darker regions, which correspond to a drop of the phase value with respect to that one of the pristine
highly oriented pyrolytic graphite) [21]. In fact, as the phase contrast is sensitive to the local chemical
properties of the surface [22], we are able to highlight many discontinuities, not easily discernible
in the morphology image (Figure 3a). The surface roughness is also increased with respect to the
pristine HOPG by a factor of 2/2.5. We think that chemical reactions between the carbon atoms and
the electrolyte anions can preferentially occur in surface hollows and cracks, where different graphite
edge-planes are exposed to the hot liquid environment.

  

(a) (b) 

Figure 3. (a) In-situ AFM image of the HOPG surface morphology after a CV at v0 = 600 mV/s inside
a hot (343 K) electrolyte. (b) Phase-contrast image of a graphite terrace. Darker regions correspond to
adsorbates, which probably sit in defect sites of the electrode surface.

The overall picture that arises from data reported in Figure 3 is confirmed in each experiment
performed on HOPG immersed inside a hot acid electrolyte. Nonetheless, the AFM scan is not easy in
these experimental conditions; the high temperature induces a mechanical drift of the sample whose
surface, due to the presence of adsorbates, can get the tip dirty, leading to a decrease in contrast
decreasing and the presence of scrapes in the image. In Figure 4, for example, we report other sample
scans where the phase-contrast panels always confirm the presence of adsorbates.

   
(a) (b) (c) 

Figure 4. In-situ AFM images (topography and phase-contrast) of three different sample (panels a–c)
scans (after a CV at v0 = 600 mV/s, electrolyte at 343 K). The presence of adsorbates is enhanced by the
phase-contrast images.

45



Condens. Matter 2019, 4, 23

3. Materials and Methods

A z-grade HOPG (Optigraph) sample was used as the working electrode (WE). The specimen was
exfoliated by an adhesive tape before each experiment. The three-electrode electrochemical cell exploits
a Pt wire as both counter (CE) and reference (RE) electrode. The latter is not properly considered
a reference electrode, but its stability (within few tens of millivolt) and potential shift (about 0.7 V) with
respect to a standard hydrogen electrode (SHE) has been checked. All the reported EC potential values
both in the text and in the figures are always referred to the SHE. The acid electrochemical solution
was prepared by diluting sulfuric acid with type 1 water (Merck–Millipore). The 1 M electrochemical
solutions (pH = −0.3) were purified by bubbling pure Ar gas for several hours. To change the electrolyte
temperature, the WE was placed on a Peltier junction driven by a current generator. A thermocouple
was immersed inside the electrolyte to monitor, in real time, the temperature changes. A Keysight 5500
in-situ AFM system was exploited in these experiments. All the images were collected in tapping mode.

4. Conclusions

An in-situ AFM was used to study morphological changes occurring at the graphite surface
when the electrode is kept at high anodic potentials inside a hot (343 K) diluted (1 M) acid solution.
Generally, when graphite reaches a potential above the oxygen evolution reaction (OER) at RT, gases
are developed that swell the stratified crystal and form blisters. The role of temperature in this process
has never been considered. Interestingly, we find that blistering is not affected by the temperature
variation within the explored interval. Conversely, we observe many adsorbates on the graphite
terraces (never reported during analysis at RT) as enhanced by the phase-contrast image, which is
sensitive to local chemical changes. An explanation of the chemical origin of these compounds is
desired in the future. Nonetheless, the collected results suggest to adopt a strict control of the EC cell
temperature during solvated anion intercalation, in order to avoid a wide chemical detriment of the
electrode surface.
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Abstract: The principle of the electrodeposition method is to immerse the coated products in a water
electrolyte solution, the main components of which are salts or other soluble compounds—metal
coatings. The software COMSOL Multiphysics was allowed to perform a simulation of the processes
of electrodeposition of the metals copper and silver in the groove of the trapezoidal profile.

Keywords: electrodeposition process; group 1 metals; modeling; COMSOL Multiphysics

1. Introduction

The process of electrodeposition of metals is important in micro- and nano-electronics, as it is
used in the production of multilayer printed circuit boards (MPC). MPCs consist of many layers, most
of which are complex electrical circuits. The formation of interlayer compounds is an important
technological task and, as a rule, is carried out with the help of through metallized holes [1].
The manufacture of transition holes with diameters of less than 300 microns with the help of various
metallized pastes is complicated by the difficulties of free penetration of the paste into the hole and the
air out of it. The simplicity, availability, and technological capabilities of the electrodeposition process
make it possible to use it for local electrochemical deposition, especially with an unchanged decrease
in topological dimensions. Electrodeposition is a complex process occurring at the interface of type 1
and 2 conductors and depends on various factors such as temperature, mixing rate, and electrolyte
composition, as well as ion solvation processes, adsorption at the phase boundary, the state of the
double electric layer, the phenomena of electrode polarization, diffusion, and convection flows near the
deposition surface. However, the process of local metallization is affected by a complex surface relief.

In some cases, mathematical modeling methods can replace a full-scale experiment, saving
material and time costs. In this article, we consider the possibility of mathematical modeling of
electrochemical deposition of copper and silver under local metallization in a hollow trapezoidal
profile groove using the basic package of COMSOL Multiphysics.

2. The Process of Electrodeposition

The principle of the electrodeposition method is to immerse the coated products in an aqueous
electrolyte solution. The main components are salts or other soluble compounds called metal plating.
The coated products are in contact with the negative pole of the direct current source, i.e., the cathode.
A plate made of a deposited metal or an inert electrically conductive material, such as graphite, is used
as the anode. It is in contact with the positive pole of the direct current source and dissolves when the
flow of electric current, compensating for the decrease of ions, is discharged on the coated products [2].
The reduction of cations on the cathode leads to the release of a metal layer on the negative surface of
the cathode. As a result, a metal film with a fine-crystalline, coarse-crystalline, shiny, or matte surface
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structure can be formed on the cathode. The deposition of metal atoms begins at the crystallization
centers, the number of which is determined by the amount of overvoltage at the cathode. Defects in
the structure of the substrate influence the nucleation process, and then they move along the surface to
the fractures, forming a film. Thus, the film develops into islands that grow in all directions until they
merge [3].

3. Modeling the Process of Electroplating Metals of the 1st Group in a Trapezoid Profile Groove
Using the Software COMSOL Multiphysics

The deposition of metals in the trapezoid profile groove is an example of the modeling of the
electrodeposition process in the COMSOL Multiphysics program. The standard model Copper Deposit
in a Trench was taken as a basis [4].

In this paper, we used a trapezoidal profile groove to show how the electrodeposition process
proceeds depending on the change in form and composition.

The geometry of the model is shown in Figure 1. The upper horizontal boundary is the anode,
and the trapezoidal cathode is located at the bottom.

Figure 1. The geometry of the model.

The vertical walls on the main electrode are considered isolated:

Ni × n = 0 (1)

The flow for each of the ions in the electrolyte is determined by the Nernst–Planck equation:

Ni = −Di∇ci − ziuiFci∇ϕi (2)

where Ni is the ion flow (mol/m2·s), ci is the ion concentration in the electrolyte (mol/m3), zi is
the charge of the ion particles, ui is themobility of charged particles (m3/s·J·mol), F is theFaraday
constant (As/mol) is the potential in the electrolyte (V).

This equation allows us to calculate the distribution of copper ion concentrations, isopotential
lines, current density lines, and displacements of the cathode and anode surfaces after 12, 14, 16,
and 20 s of operation, which are shown in Figure 2.
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Figure 2. Concentrations of copper ions (mol/m3), isopotential lines, current density lines, and
electrode displacement in the cell after 12, 14, 16, and 20 s of work.

Lines of layer thickness show the development of non-uniform deposition of a copper layer due to
the non-uniform distribution of current density from the bottom to the upper edge of the groove. This
effect is directly related to the decrease in the concentration of copper ions in the depth of the cavity.

From this, it can be concluded that with an increase in the duration of the process, the groove hole
on the upper edge begins to taper, and its overgrowth is possible due to the non-uniform deposition
thickness. Therefore, for copper deposition, the optimal process duration is 14 s.

An analogical modeling was performed for the silver deposition on the surface of the
trapezoidal profile.

Figure 3 shows the distribution of the concentration of silver ions, isopotential lines, current
density lines, and the displacement of the cathode and anode surface after 12, 14, 16, and 20 s
of operation.
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Figure 3. Concentrations of silver ions (mol/m3), isopotential lines, current density lines, and electrode
displacement in the cell after 12, 14, 16, and 20 s of operation.

It can be concluded that with an increase in the duration of the process, the cavity hole begins to
narrow gradually due to the non-uniform thickness of the deposited layer, but differs significantly
compared to the results for copper. The process of narrowing is slower, which may be associated with
a lower initial concentration of silver. In this case, the optimal duration of the silver deposition process
is 20 s.

Thus, the modeling of copper and silver deposition processes allows us to obtain preliminary
data on the formation of the topology of contacts at the local metallization on the surface of printed
circuit boards and other electronics products, without resorting to full-scale experiments.

4. Conclusion

The software COMSOL Multiphysics allowed us to perform the modeling of the processes of
copper and silver electrodeposition in the trapezoidal profile groove.

The results obtained for the thicknesses of the deposited layers of copper and silver can optimize
the deposition regimes. For example, it is advisable to carry out metal deposition in a periodic
mode, changing the polarity of the electrode to the opposite. This should ensure the alignment of the
concentration of metal ions in the depth of the groove, and thus reduce the thickness variation of the
layers on the vertical walls.
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Abstract: The electronic band structure, namely energy band surfaces and densities-of-states (DoS),
of a hypothetical flat and ideally perfect, i.e., without any type of holes, boron sheet with a triangular
network is calculated within a quasi-classical approach. It is shown to have metallic properties as is
expected for most of the possible structural modifications of boron sheets. The Fermi curve of the
boron flat sheet is found to be consisted of 6 parts of 3 closed curves, which can be approximated by
ellipses representing the quadric energy-dispersion of the conduction electrons. The effective mass
of electrons at the Fermi level in a boron flat sheet is found to be too small compared with the free
electron mass m0 and to be highly anisotropic. Its values distinctly differ in directions Γ–K and Γ–M:
mΓ–K/m0 ≈ 0.480 and mΓ–M/m0 ≈ 0.052, respectively. The low effective mass of conduction electrons,
mσ/m0 ≈ 0.094, indicates their high mobility and, hence, high conductivity of the boron sheet. The
effects of buckling/puckering and the presence of hexagonal or other type of holes expected in real
boron sheets can be considered as perturbations of the obtained electronic structure and theoretically
taken into account as effects of higher order.

Keywords: boron sheet; electronic structure; density-of-states (DoS); Fermi curve; effective mass

1. Introduction

Borophene—a one-atom-thick sheet of boron—is one of the most promising nanomaterials [1].
Most all-boron quasi-planar clusters and nanosurfaces, including nanosheets, constructed of triangular
atomic rings, which Ihsan Boustani et al. predicted theoretically in 1994 and the following years
(quasi-planar clusters [2], nanotubes [2–5], nanotube-to-sheet transitions [6], and sheets [5,7]), are
now experimentally confirmed (quasi-planar clusters [8–10], nanotubes [11–13], nanotube-to-sheet
transitions [14,15], and sheets [16,17]).

1.1. Why should Boron Sheets be Formed?

There are different reasons in favor of the formation of stable 2-D all-boron structures. They can
be divided into several groups. Let’s consider them separately.

1.1.1. 3-D All-Boron Structures

Boron, the fifth element of the Periodic Table, is located at the intersection of semiconductors and
metals. Due to a small covalent radius (only 0.84 Å) and number (only 3) of valence electrons, boron
does not form simple three-dimensional structures but crystals with icosahedral clusters with many
atoms in the unit cell. At least three all-boron allotropes are known—α- and β-rhombohedral and
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high-pressure γ-orthorhombic phases—for the experimental phase diagram of boron see Reference [18].
In addition, α- and β-tetragonal and a number of other boron structures, probably stabilized by the
presence of impurities/defects, were reported. Theoretical studies of the five boron crystal structures
(α, dhcp, sc, fcc, and bcc) were carried out using the LAPW (linearized plane wave) method in
Reference [19]. The current state of research on the phase diagram of boron from a theoretical point
of view is given in Reference [20]. It should be noted that, in the last decade, several new structures
of boron allotropes were discovered and some have been disproved. Currently, even the number of
allotropes of boron is uncertain. The reason for this is that there are many such structures, all of them
complex, and some of them are minimally different from others. A pseudo-cubic tetragonal boron
recently discovered under high-pressure and high-temperature conditions may also be another form
of boron allotropes; however, its structure, studied in Reference [21] using a DFT (density functional
theory) calculation, is abnormal compared to other allotropes of boron in many ways.

The almost regular icosahedron B12 with B-atoms at the vertices (Figure 1) serves as the main
structural motif not only of boron allotropes but also of all known boron-rich compounds. In the boron
icosahedron, each atom is surrounded by 5 neighboring atoms and, as usual, with one more atom from
the rest of the crystal. For this reason, the average coordination number of a boron-rich lattice ranges
from 5 to 5+1=6.

 
Figure 1. A regular icosahedron B12 with B-atoms at the vertices.

However, an isolated regular boron icosahedron is an electron-deficient structure—the total
number of valence electrons of 12 boron atoms is not sufficient to fill all the covalent bonding orbitals
corresponding to such a cage-molecule. Thus, if it were a stable structure, then intra-icosahedral bonds
would be only partially covalent but also to some extent metallic. As for boron icosahedra constituting
real crystals, it was clearly demonstrated, for example, for β-rhombohedral boron [22–27], that they
are stabilized by the presence of point structural defects—vacancies and interstitials, in other words,
both partially filled regular or irregular boron sites—at very high concentrations. For example, in the
case of β-rhombohedral boron, the total effect of such a stabilization is to increase the average number
of boron atoms inside the unit cell from the ideal value 105 (Figure 2) to 106.7 [28], which leads to
the saturation of the electron-deficient orbitals and a 5- or 6-coordination number for the majority of
constituent boron atoms.

Figure 2. An idealized unit cell of a β-rhombohedral boron crystal.
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Thus, all-boron 5- and 6-coordinated regular 3-D lattices cannot exist, but one can naturally
imagine 2-D flat or buckled/puckered structures with a triangular arrangement of atoms with and
without periodically spaced hexagonal (rarely quadric, pentagonal, or heptagonal) holes. Obviously,
most of them are expected to be (semi)metallic. At the moment, a number of different atomic geometries
for quasi-planar boron sheets are theoretically proposed [4–7,29–51].

Using the ab initio evolutionary structure prediction approach, a novel reconstruction of the
α-boron (111) surface with the lowest energy was discovered [52]. In this reconstruction, all single
interstitial boron atoms bridge neighboring icosahedra by polar covalent bonds, and this satisfies the
electron counting rule, leading to the reconstruction-induced semiconductor–metal transition. The
new stable boron sheet, called H-borophene, proposed in Reference [53] and constructed by tiling
7-membered rings side by side, should be especially noted.

As for the irregularly distributed holes, they have to be considered as defects. The research [54] is
focused on the formation of local vacancy defects and pinholes in a 2-D boron structure—the so-called
γ3-type boron monolayer.

1.1.2. Boron Quasi-Planar Clusters

Indirectly, the reality of boron sheets can be proved by the presence of various quasi-planar boron
clusters, i.e., finite fragments of sheets, in gaseous state and also boron nanotubes, which are the
fragments of boron sheets wrapped into cylinders (see for example, the review from Reference [55]
and the references therein). Experimental and theoretical evidences that small boron clusters prefer
planar structures were reported in Reference [8].

In addition, recently, a highly stable quasi-planar boron cluster B36 of hexagonal shape with a
central hexagonal hole [9], which is viewed as a potential basis for an extended 2-D boron sheet, and
boron fullerene B40 [10], which can be imagined as the fragment of a boron sheet wrapped into the
sphere, were discovered experimentally. Photoelectron spectroscopy in combination with ab initio
calculations have been carried out to probe the structure and chemical bonding of the B27

− cluster [56].
A comparison between the experimental spectrum and the theoretical results reveals a 2-D global
minimum with a triangular lattice containing a tetragonal defect and two low-lying 2-D isomers, each
with a hexagonal vacancy.

1.1.3. Liquid Boron Structure

There are also evidences [57–59] that liquid boron does not consist of icosahedra but mainly of
quasi-planar clusters. Ab initio MD (molecular-dynamics) simulations of the liquid boron structure
yields that at short length scales, B12 icosahedra, a main structural motif of boron crystals and boron-rich
solid compounds, are destroyed upon melting. Although atoms form an open packing, they maintain
the 6-coordination.

According to measurements of the structure factor and the pair distribution function, the melting
process is associated with relatively small changes in both the volume and the short-range order of
the system. Results of a comprehensive study of liquid boron with X-ray measurements of the atomic
structure and dynamics coupled with ab initio MD simulations also show that there is no evidence of
survival of the icosahedral arrangements into the liquid, but many atoms appear to adopt a geometry
corresponding to the quasi-planar pyramids.

1.1.4. Growing of Boron Sheets

Currently, some of the 2-D materials beyond graphene also are used [60]. But for non-layer
structured 3-D materials such as boron, it is a real challenge to fabricate the corresponding 2-D
nanosheets due to the absence of the driving force of anisotropic growth. There are rare examples of
some 2-D metal nanosheets; see for example, the recent report [61] on single-crystalline Rh nanosheets
with a 3–5 atomic layers thickness. Boron sheets are expected to be metallic as well. Thus, this should
increase the chances of their actual formation.
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In this regard, we have to mention the recent report [62] in which large-scale single-crystalline
ultrathin boron nanosheets have been fabricated via the thermal decomposition of diborane.

It is obvious that an infinite boron sheet does not exist in nature and that its finite pieces are not
stable compared to bulk and/or nanotubular structures of boron. To grow boron sheets, one needs a
substrate which binds boron atoms strongly to avoid bulk phases while, at the same time, provides
sufficient mobility of boron atoms on the substrate. Possible candidates for substrates are surfaces of
(close-packed transition) metals. The feasibility of different synthetic methods for 2-D boron sheets
was assessed [47,63–66] using ab initio calculations, i.e., “synthesis in theory” approach. A large-scale
boron monolayer has been predicted with mixed hexagonal-triangular geometry obtained via either
depositing boron atoms directly on the surface or soft landing of small planar B-clusters.

Recently, a series of planar boron allotropes with honeycomb topology has been proposed [67].
Although the free-standing honeycomb B allotropes are higher in energy than α-sheets, these
calculations show that a metal substrate can greatly stabilize these new allotropes.

The atomically thin, crystalline 2-D boron sheets, i.e., borophene, were actually synthesized [16]
on silver surfaces under ultrahigh-vacuum conditions (Figure 3). An atomic-scale characterization,
supported by theoretical calculations, revealed structures reminiscent of fused boron clusters with
multiple scales of anisotropic, out-of-plane buckling. Unlike bulk boron allotropes, borophene shows
metallic characteristics that are consistent with predictions of a highly anisotropic 2-D metal.

Figure 3. The borophene structure on a silver substrate: the top and side views of the monolayer
structure (unit cell indicated by the box) [16].

The experimental work in Reference [17] shows that 2-D boron sheets can be grown epitaxially
on a Ag(111) substrate. Two types of boron sheets, β12 and χ3, both exhibiting a triangular lattice but
with different arrangements of periodic holes, were observed by scanning tunneling microscopy. DFT
simulations indicate that both sheets are planar without obvious vertical undulations.

According to the ab initio calculations [68], the periodic nanoscale 1-D undulations can be
preferred in borophenes on concertedly reconstructed Ag(111). This “wavy” configuration is more
stable than its planar form on flat Ag(111) due to an anisotropic high bending flexibility of borophene.
An atomic-scale ultrahigh vacuum scanning tunneling microscopy characterization of a borophene
grown on Ag(111) reveals such undulations, which agree with the theory. Although the lattice is
coherent within a borophene island, the undulations nucleated from different sides of the island form
a distinctive domain boundary when they are laterally misaligned.

Recently, borophene synthesis monitored in situ by low-energy electron microscopy, diffraction,
and scanning tunneling microscopy and modeled using ab initio theories has been reported in
Reference [69]. By resolving the crystal structure and phase diagram of borophene on Ag(111),
the domains are found to remain nanoscale for all growth conditions. However, by growing borophene
on Cu(111) surfaces, large single-crystal domains (up to 100 μm) are obtained. The crystal structure is a
novel triangular network with a concentration of hexagonal vacancies of η = 1/5. These experimental
data together with ab initio calculations indicate a charge-transfer coupling to the substrate without
significant covalent bonding.

Boron on a Pb(110) surface was simulated [70] by using ab initio evolutionary methodology and
found that 2-D Pmmn structures can be formed because of a good lattice matching. By increasing the
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thickness of 2-D boron, the three-bonded graphene-like P21/a boron was revealed to possess lower
molar energy, indicating the more stable 2-D boron.

The influence of the excess negative charge on the stability of borophenes—2-D boron
crystals—was examined in Reference [71] using an analysis of the decomposition of the binding energy
of a given boron layer into contributions coming from boron atoms that have different coordination
numbers to understand how the local neighborhood of an atom influences the overall stability of the
monolayer structure. The decomposition is done for the α-sheet related family of structures. It was
found a preference for 2-D boron crystals with very small or very high charges per atom. Structures
with intermediate charges are not energetically favorable. It has been also found a clear preference in
terms of binding energy for the experimentally observed γ-sheet and δ-sheet structures that is almost
independent on the considered excess of negative charge of the structures.

Two-dimensional boron monolayers have been extensively investigated using ab initio
calculations [72]. A series of boron bilayer sheets with pillars and hexagonal holes have been
constructed. Many of them have a lower formation energy than an α-sheet boron monolayer. However,
the distribution and arrangement of hexagonal holes can cause a negligible effect on the stability of
these structures.

Recently, an ab initio study [73] of the effect of electron doping on the bonding character and
stability of borophene for the neutral system has revealed previously unknown stable 2-D structures:
ε-B and ω-B. The chemical bonding characteristic in this and other boron structures is found to be
strongly affected by an extra charge. Beyond a critical degree of electron doping, the most stable
allotrope changes from ε-B to a buckled honeycomb structure. Additional electron doping, mimicking
a transformation of boron to carbon, causes a gradual decrease in the degree of buckling of the
honeycomb lattice.

1.2. Applications

In general, the formation of a boron sheet would have wide applications in techniques because the
boronizing of metal surfaces is known as an effective method of formation of protective coatings [74].
In particular, quasi-planar bare boron surfaces can serve as lightweight protective armor.

Boron sheets are expected to be very good conductors with potential applications in
nanoelectronics, e.g., in high-temperature nanodevices. Boron sheets could have potential as metallic
interconnects and wiring in electronic devices and IC (integrated circuits) [41].

A theoretical investigation [32] of both the molecular physisorption and dissociative atomic
chemisorption of hydrogen by boron sheets predicts physisorption as the leading mechanism at
moderate temperatures and pressures. Further calculations performed on hydrogen-storage properties
showed that the decoration of pristine sheets with the right metal elements provide additional
absorption sites for hydrogen [47]. Thus, boron sheets can serve for good nanoreservoirs of fuel
hydrogen used in green-energy production.

Due to the high neutron-capture cross section of 10B nuclei, solid-state boron allotropies, as well
as boron-rich compounds and composites, are good candidates to be used as neutron-protectors.
Boron sheets will be especially useful as an absorbing component in composite neutron shields [75].
Materials with the high bulk concentration of B-atoms usually are nonmetals and, therefore, not
suitable for electromagnetic shielding purposes. However, frequently, the simultaneous protection
against both the neutron irradiation and electromagnetic waves is needed, in particular, because
neutron absorption by 10B nuclei is accompanied by a gamma-radiation. For this reason, in the
boron-containing nanocomposites designed for neutron-protection, it is necessary to introduce some
foreign components with metallic conductivity. Utilizing of the metallic boron sheet as a component
may resolve this problem [76].

Recently, the mechanical properties of 2-D boron—borophene—have been studied by ab initio
calculations [77]. The borophene with a 1/6 concentration of hollow hexagons is shown to have the
Föppl–von Kármán number per unit area over twofold higher than graphene’s value. The record high

57



Condens. Matter 2019, 4, 28

flexibility combined with excellent elasticity in boron sheets can be utilized for designing advanced
composites and flexible devices. The transfer of undulated borophene onto an elastomeric substrate
would allow for high levels of stretchability and compressibility with potential applications for
emerging stretchable and foldable devices [68].

The boron sheets are quite inert to oxidization and interact only weakly with their substrate. For
this reason, they may find applications in electronic devices in the future [17].

In large-scale single-crystalline ultrathin boron nanosheets fabricated [62] via the thermal
decomposition of diborane, the strong combination performances of low turn-on field-of-field
emissions, favorable electron transport characteristics, high sensitivity, and fast response time
to illumination reveal that the nanosheets have high potential as applications in field-emitters,
interconnects, IC, and optoelectronic devices.

Some other applications of borophene are described in recent reviews [78,79].

1.3. Available Electron Structure Calculations

Because boron sheets are of great academic and practical interests, their electronic structure is
studied intensively. Most of them are found to be metallic.

Let us note that there are some indirect evidences for metallic conduction in boron sheets. The
absence of icosahedra in liquid boron affects its properties including electrical conductivity [57,59],
and it behaves like a metal.

The very stable quasi-planar clusters of boron Bn for n up to 46, considered to be
fragments of bare boron quasi-planar surfaces, have to possess a singly occupied bonding
orbital [29]. Assuming that conduction band of the infinite surface is generated from the HOMO
(highest-occupied-molecular-orbital) of a finite fragment, it means the partial filling of the conduction
band, i.e., the metallic mechanism of conductance.

Diamond-like, metallic boron crystal structures were predicted in Reference [80] employing
so-called decoration schemes of calculations, in which the normal and hexagonal diamond-like
frameworks are decorated with extra atoms across the basal plane. They should have an overly
high DoS near the Fermi level. This result may provide a plausible explanation for not only the
anomalous superconductivity of boron under high pressure but also the nonmetal–metal transition in
boron structures.

In Reference [45], it was presented the results of a theoretical study of the phase diagram of
elemental boron showing that, at high pressures, boron crystallizes in quasi-layered bulk phases
characterized by in-plane multicenter bonds and out-of-plane bonds. All these structures are metallic.

Usually, direct ab initio calculations performed for boron sheets of different structures reveal the
pronounced metallic-like total DoSs [4,5,7,30,31,35,38,40,41,44,46,64], and therefore, boron sheets show
a strongly conducting character.

Band structures of a series of planar boron allotropes with honeycomb topologies recently
proposed in Reference [67], exhibit Dirac cones at the K-point, the same as in graphene. In particular,
the Dirac point of honeycomb boron sheet locates precisely on the Fermi level, rendering it as a
topologically equivalent material to graphene. Its Fermi velocity is of 6·105 m/s, close to that of
graphene. However, in H-borophene [53] constructed by tiling 7-membered rings side by side, a Dirac
point appeared at about 0.33 eV below the Fermi level.

According to some theoretical results [36,37,47,48], boron sheets can be not only metal but in
some cases also an almost zero band-gap semiconductor depending on its atomistic configuration.
Probably, the semiconducting character is related to the nonzero thickness of buckled/puckered 2-D
boron sheets or double-layered structures.

Some of borophenes can be magnetic. Based on a tight-binding model of 8-Pmmn borophene
developed in Reference [81], it is confirmed that the crystal hosts massless Dirac fermions and the
Dirac points are protected by symmetry. Strain is introduced into the model, and it is shown to induce
a pseudomagnetic field vector potential and a scalar potential. The 2-D antiferromagnetic boron,

58



Condens. Matter 2019, 4, 28

designated as M-boron, has been predicted [82] using an ab initio evolutionary methodology. M-boron
is entirely composed of B20 clusters in a hexagonal arrangement. Most strikingly, the highest valence
band of M-boron is isolated, strongly localized, and quite flat, which induces spin polarization on
either cap of the B20 cluster. This flat band originates from the unpaired electrons of the capping atoms
and is responsible for magnetism. M-boron is thermodynamically metastable.

Boron sheets grown on metal surfaces are predicted [63] to be strongly doped with electrons
from the substrate, showing that a boron sheet is an electron-deficient material. As mentioned, by
simulating [70] boron on Pb(110) surface using ab initio evolutionary methodology, it was found that
the 2-D Dirac Pmmn boron can be formed. Unexpectedly, by increasing the thickness of 2-D boron, the
three-bonded graphene-like structure P21/a was revealed to possess double anisotropic Dirac cones.
It is the most stable 2-D boron with particular Dirac cones. The puckered structure of P21/a boron
results in the peculiar Dirac cones.

This present work aims to provide more detailed calculations on the electronic structure of boron
sheet including not only DoS but also band structure, electron effective mass, Fermi curve, etc.

2. Theoretical Approach

We use an original theoretical method of the quasi-classical type [83] based on the proof that
the electronic system of any substance is a quasi-classical system; that is, its exact and quasi-classical
energy spectra are close to each other.

This approach successfully was applied to all-boron structures to determine their structural
parameters, binding energy, vibrational frequencies, and isotopic effects as well; see for example,
References [84–88].

As for the determination of the materials’ electron structure, the quasi-classical method is
reduced to the LCAO (linear combination of atomic orbitals) method with a basis set of quasi-classical
atomic orbitals. Within the initial quasi-classical approximation, the solution of the corresponding
mathematical problem consists of two main stages:

1. The construction of matrix elements for secular equation, which, within the initial quasi-classical
approximation, reduces to a geometric task of determining the volume of the intersection of three
spheres [89], and

2. The solving of the secular equation, which determines the crystalline electronic energy
spectrum [90].

This method has been successfully applied to electronic structure calculations performed for
various modifications of boron nitride, BN, one of the most important boron compounds [91–94], as
well as metal-doped β-rhombohedral boron [95].

The maximal relative error of a quasi-classical calculation itself, i.e., without errors arisen from
input data, is estimated as approx. 4%.

As for the input data, the quasi-classical method of band structure calculations requires them
to be in the form of quasi-classical parameters of constituent atoms: the inner and outer radii of the
classical turning points for electron states in atoms, the radii of layers of the quasi-classical averaging
of potential in atoms, and the averaged values of the potential within corresponding radial layers of
atoms. These quantities for an isolated boron atom (as well as for other atoms) in the ground state were
pre-calculated in Reference [96] on the basis of ab initio theoretical, namely Hartree–Fock (HF), values
of electron levels [97]. Thus, in our case, the accuracy of the quasi-classical parameters is determined
by that of the HF approach.

As is known, the electronic structure of any atomic system is influenced by its geometric structure
and vice versa. Often, one starts with the question of how to find the most stable idealized atomic
configuration. Despite this, here, we will directly begin with the electron band structure of a flat
triangular boron sheet, neglecting the buckling/puckering effects and hexagonal holes (see references
above), assuming that in real sheets (e.g., grown on metal surfaces), their buckled/puckered or vacant
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parts would not be arranged in a periodic manner, and thus, they should be regarded as perturbations
which can be taken into account within a higher-order perturbation theory.

Multi-layered (buckled) boron sheets can be imagined by substituting metal Me atoms again with
boron B atoms in the layered structure of a metal boride MeB2. Analyses of the isolated layer instead
of multilayered structure also seems to be quite sufficient for the initial approximation because, in such
structures, only intra-layer conductivity is metallic, while interlayer conductivity is nonmetallic due to
larger interlayer bond lengths if compared with those in layers.

The 2-D unit cell of the perfectly flat boron sheet without hexagonal holes (Figure 4) is a rhomb
with an acute angle of β = π/3, i.e., with a single lattice constant a (Figure 5). Let

→
a 1 and

→
a 2

be lattice vectors, a1 = a2 = a. Then, the radius-vectors of the lattice sites are n1
→
a 1 + n2

→
a 2 with

n1, n2 = . . . ,−3,−2,−1, 0,+1,+2,+3, . . .. Vectors
→
k 1 and

→
k 2 of a reciprocal lattice (Figure 6) have

to be determined from the relations
→
k 1⊥→

a 2,
→
k 2⊥→

a 1, and k1 = k2 = 4π/
√

3a. There is a number of
different values for the lattice constant of a boron sheet suggested theoretically. For the self-consistency
of calculations, we use a = 3.37 a.u. of length, i.e., 1.78 Å, which corresponds to the B–B pair interatomic
potential in the same quasi-classical approximation [91].

 
Figure 4. A boron perfect flat sheet without hexagonal holes.

Figure 5. A 2-D rhombic unit cell of a boron flat sheet.

Figure 6. The vectors of a reciprocal lattice of a boron flat sheet.

Into the basis set of a simple LCAO formalism, it has been included core (1s), fully (2s), and
partially filled (2p) valence and empty excited (2p) atomic orbitals.

Experimentally, there are 10 detected different existing states in the boron atom. To minimize
the calculation errors related to the approximation of the crystalline potential by the superposition of
atomic potentials, we choose orbitals with the same symmetry as the partially filled valence orbital,
i.e., 2p, with the closest energy level and, consequently, with the closest classical turning point radii
of electrons.
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Taking into account the degeneracy of atomic energy levels by magnetic and spin quantum
numbers of 2, 2, 6, and 6, respectively, we can state that this set of 4 orientation-averaged orbitals
replaces 16 angularly dependent atomic orbitals.

The secular equation takes the form

det(H(α1, α2)− E(α1, α2)S(α1, α2)) = 0 (1)

where S(α1, α2) and H(α1, α2) are 16 × 16 matrices of overlapping integrals and single-electron
Hamiltonian, respectively, reducible to 4 × 4 matrices. E(α1, α2) is a required electron energy band.
About the parameters α1 and α2, see below.

This equation has 4 different real and negative roots Em(α1, α2), m = 1, 2, 3, 4. It can be
demonstrated that they exhibit all the different solutions of the corresponding secular equation
with 16 × 16 matrices. Within the initial quasi-classical approximation, these matrix elements can be
found from the relations shown in the Appendix A.

Formally, these expressions contain infinite series. However, within the initial quasi-classical
approximation, due to the finiteness of quasi-classical atomic radii, only a finite number of summands
differs from zero. Thus, the series are terminated unambiguously.

The input data in a.u. in the form of quasi-classical parameters of boron atoms are shown in
Tables 1 and 2. As it was mentioned above, the parameters of electron states fully or partially filled
with electrons in the ground state were calculated on the basis of the theoretical, namely HF, values
of electron levels, while for the excited state, we use the experimental value [98], which, however, is
modulated by the multiplier of order of 1, 0.984151, leading to the coincidence between experimental
and HF-theoretical first ionization potentials for an isolated boron atom: 0.304945 and 0.309856 a.u.,
respectively. Note that for the ground state, the 1s22s22p configuration is considered, not the 1s22s2p2

configuration, from which the ground state and first excited states of some boron-like ions arise [99].

Table 1. The inner and outer classical turning point radii r′ i and r′′ i of electrons in boron atom.

Orbital State −Ei (a.u.) r
′
i (a.u.) r”

i (a.u.)

1 1s 7.695335 0 0.509802
2 2s 0.494706 0 4.021346
3 2p 0.309856 0.744122 4.337060
4 2p 0.214595 0.894159 5.211538

Table 2. The radii rλ of radial layers of quasi-classical averaging of potential in boron atoms and the
averaged values of potential ϕλ.

λ rλ (a.u.) ϕλ (a.u.)

0 0 –
1 0.027585 210.5468
2 0.509802 8.882329
3 0.744122 3.65292
4 4.021346 0.206072
5 4.33706 0.000614

All the matrix elements and electron energies are calculated in points α1
→
k 1 + α2

→
k 2 of the reciprocal

space with parameters −1/2 ≤ α1, α2 ≤ +1/2, i.e., within a rhombic unit cell of the reciprocal lattice
(Figure 7). The first Brillouin zone for a boron flat sheet has a hexagonal shape. Of course, the areas of
hexagonal and rhombic unit cells are equal (Figure 8).
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Figure 7. The transform from the (α1, α2) domain to the (kx, ky) domain of reciprocal space.

 
Figure 8. The hexagonal (first Brillouin zone) and rhombic unit cells of a reciprocal lattice of a flat
boron sheet.

The unit cell is covered evenly by 1,002,001 points, at which the energy is found as a solution to
the generalized eigenvalue problem.

The calculation has been performed in atomic units, a.u. Then, the results have been converted
according to the relations: 1 a.u. of energy = 27.212 eV and 1 a.u. of length = 0.52918 Å.

Based on the resulting data set, we have constructed the electron band surfaces, the distribution
of DoS in the bands, and the Fermi curve, emphasizing that, instead of the Fermi surface, the
characteristics of 3-D crystals, 2-D crystals are characterized by Fermi curves.

3. Results and Discussion

In the quasi-classically calculated electronic structure of the flat boron sheet, we resolve four
bands of energy. We have to emphasize that for simplicity, the band surfaces below are shown over a
rhombic (not hexagonal) domain.

The lowest energy band E1 surface is found to be almost a plane placed at the level of E1min =

E1max = −276.21 eV. Thus, the chemical shift against the core 1s atomic level E1s = −209.41 eV equals
to δE1 = E1s − E1 = 66.80 eV. Dispute the shift of the B 1s atomic level, it retains an order of magnitude
after transforming in an electronic band of the boron flat sheet. The lowest-lying band E1 is fully filled
with electrons.

The band E2 is the highest fully filled band (Figure 9) with bottom at E2min = −37.21 eV and top
at E2max = −19.85 eV, i.e., with a width of ΔE2 = E2max − E2min = 17.36 eV. Note that, this range of
energies is comparable in order of magnitude with a valence 2s atomic level of E2s = −13.46 eV.

The band E3 (Figure 10) is partially filled, i.e., partially empty, with a bottom at E3min = −23.08 eV
and top at E3max = −17.16 eV, i.e., with a width of ΔE3 = E3max − E3min = 5.92 eV. Note that this
range of energies is comparable in order of magnitude with a valence 2p atomic level E2p = −8.43 eV.

The band E4 (Figure 11) is empty, with a bottom at E4min = −17.65 eV and top at
E4max = −8.08 eV, i.e., with a width of ΔE4 = E4max − E4min = 9.57 eV. Note that this range of
energies is comparable in order of magnitude with the modulated value of the excited 2p level
E′

2p = −5.84 eV.
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(a) 

(b) 

Figure 9. The band E2 energy surface (a) and contour plots (b) over a rhombic unit cell.

(a) 
 

(b) 

Figure 10. The band E3 energy surface (a) and contour plots (b) over a rhombic unit cell.
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(a) 

 
(b) 

Figure 11. The band E4 energy surface (a) and contour plots (b) over a rhombic unit cell.

Between bands E1 and E2, there is a very wide energy gap of ΔE12 = E2min − E1max = 239.00 eV,
while pairs of bands E2 and E3, and E3 and E4 overlap each with other, i.e. there are obtained
pseudo-gaps of ΔE23 = E3min − E2max = −3.23 eV and ΔE34 = E4min − E3max = −0.49 eV.

The Fermi level is found at EFermi = −19.42 eV, within the part of the band E3 without overlapping
with other bands. This result confirms the metallicity of the boron sheet.

Thus, all the electron energies are found to be negative. It means that all electrons, including
conduction electrons at the Fermi level, are bounded inside the 2-D crystal. This result once more
evidences the correctness of the calculations performed in this work. The total width of valence and
conduction bands equal to ΔEV = EFermi − E2min = 17.79 eV and ΔEC = E4max − EFermi = 11.34 eV,
respectively. The upper valence band width is ΔEVU = EFermi − E2max = 0.43 eV. As expected, it is
negligible if compared with that of a conduction band.

To compare easily our results with the literature data, in addition to the presentation of the band
structure using the contour plots of the whole Brillouin zone in Figures 12 and 13, we plot the band
energies (as well as their second derivatives and corresponding parabolic approximations) along the
main lines of symmetry.

Our quasi-classical calculation of the crystalline band structure, like any other approach also
utilizing HF parameters of constituting atoms, cannot determine the absolute values of energy
parameters with a high accuracy. By this reason, the above mentioned value EFermi cannot be used
directly to determine the electron work function of the boron sheet. This goal can be achieved only after
corrections are made to include the electron-correlation and to exclude the electron-self-interacting
effects, which have to allow an accurate determination of the position for the vacuum level of energy

64



Condens. Matter 2019, 4, 28

E = 0. However, the shifting of the reference point at the energy axis does not affect the energy
differences, which are credible as are determined with quite an acceptable accuracy. They are collected
in Table 3.

Figure 12. The section of the conduction band surface along the main diagonal of a rhombic unit cell
(direction Γ–K) of reciprocal space (in atomic units).

Figure 13. The section of the conduction band surface along a small diagonal of a rhombic unit cell
(direction Γ–M) of reciprocal space (in atomic units).

Table 3. The band widths and (pseudo)gaps between bands.

Band ΔEi, eV ΔEij, eV

1 0
2 17.36 239
3 5.92 −3.23
4 9.57 −0.49

The Fermi curve of a boron flat sheet is found to be consisting of parts of a number of closed
curves including concentric ones, the centre of which can be approximated by ellipse with long and
short axes along the Γ–K and Γ–M directions, respectively (Figure 14).
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Figure 14. Curves of the intersection of the band surface with the Fermi plane in neighboring rhombic
unit cells of reciprocal space.

As it is known, for semiconductors, the effective mass conception referring to band zone
curvatures is used to approximate the wave-vector dependence of electron energies near the band gap.
As for metals, the Fermi surface curvature can be used to estimate the effective mass of conduction
electrons and hence their mobility.

The ellipse representing a branch of intersection between the E3-band surface with the EFermi-plane
can be described by the equation

�2k2
Γ–K

2mΓ–K
+

�2k2
Γ–M

2mΓ–M
= F (2)

where kΓ–K and kΓ–M are wave-number components along perpendicular axes Γ–K and Γ–M and
F = EFermi − E3min = 3.66 eV is the Fermi energy. The effective masses mΓ–K and mΓ–M can be
estimated from this equation if it is rewritten in the form of a normalized ellipse equation

k2
Γ–K

k2
Γ–K 0

+
k2

Γ–M
k2

Γ–M 0
= 1 (3)

where kΓ–K 0 and kΓ–M 0 are half-axes in the directions Γ–K and Γ–M, respectively:

kΓ–K 0 =

√
2mΓ–KF
�

≈ 0.679/A

and

kΓ–M 0 =

√
2mΓ–MF
�

≈ 0.224/A.

Then, one can calculate the effective mass of the conduction electrons mσ, i.e., electrons placed at
the Fermi level, from the relation

2
mσ

=
1

mΓ–K
+

1
mΓ–M

(4)

The effective electron mass at the Fermi level reveals a significant anisotropy. For the central
ellipse, the effective masses are mΓ–K/m0 ≈ 0.480 and mΓ–M/m0 ≈ 0.052, with mσ/m0 ≈ 0.094, where
m0 is the free electron mass.

The Fermi curve of a boron flat sheet is found to consist of 6 parts of 3 ellipses representing the
quadric energy-dispersion of the conduction electrons; see Figure 15.
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Figure 15. The Fermi curve of a boron flat sheet.

DoS within the bands E2, E3, and E4 against electron energy renormalized to the Fermi level
E → E − EFermi are presented in Figure 16 in two different scales for the convenient consideration. As
for the band E1, DoS within this band is proportional to the Dirac function, ∼ δ(E + 256.42 [eV]), with
the accordingly renormalized argument −276.21 eV → −276.21 eV − (−19.42 eV) = 256.79 eV.

(a) 

(b) 

Figure 16. The density-of-electron-states renormalized to the Fermi level in a valence band and the
lower and upper conduction bands of a boron flat sheet in two different scales: general view (a) and in
Fermi level vicinity (b).
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The overall shapes of DoSs obtained by us and previously by others, especially, in
References [31,33,47] are rather similar but with some differences. It is understandable as these
structures are buckled/puckered or flat variants of the same triangular lattice with or without
hexagonal holes (Figure 17). The discrepancies may be attributed with the perturbations related
to the mentioned structural changes and differences between the computing methods utilized, as well
as the difference between projected onto in-plane or out-of-plane orbitals’ densities-of-states (PDoSs)
from the total DoS of the sheet.

 
(a) 

(b) (c) 

Figure 17. The densities-of-electron-states of boron sheets calculated by different methods: (a) modified
from Reference [31], (b) from Reference [33], and (c) modified from Reference [37].

The Fermi curve of the monolayer flat boron sheet approximated by parts of concentric closed
ellipse-like curves could be considered as a certain kind of topological analog of the Fermi surface
(Figure 18) in the form of a half-torus and distorted cylinder of magnesium diboride MgB2 [100], which
is believed to be a structural analog of the hypothetical multilayered boron sheet, where metal Me
atoms in a metal diboride MeB2 structure are replaced by B-atoms themselves.

Figure 18. The Fermi surface of magnesium diboride MgB2 [100].

The low effective mass of conduction electrons at the Fermi level indicates a high mobility of
electrons and, hence, a high conductivity of the flat boron sheet.
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4. Conclusions

In summary, we can conclude that the electronic band structure of a boron flat triangular sheet
has been calculated within a quasi-classical approach for the quasi-classical structural parameter (B–B
bond length) of a = 1.78Å. It is shown to have metallic properties like most of other modifications of
boron sheets.

There are resolved four electronic bands: E1, E2, E3, and E4. The bands’ widths are ΔE1 = 0.00,
ΔE2 = 17.36, ΔE3 = 5.92, and ΔE4 = 9.57 eV, respectively. The (pseudo)gaps between the bands are
ΔE12 = 239.00, ΔE23 = −3.23, and ΔE34 = −0.49 eV. The Fermi level EFermi is located within the filled
band E3, confirming the metallicity of the boron flat sheet.

The Fermi curve of a boron flat sheet consists of parts of 3 ellipses with semimajor and semiminor
axes along the Γ–K and Γ–M directions, respectively. The effective electron mass at the Fermi level
reveals a distinct anisotropy: mΓ−K/m0 ≈ 0.480 and mΓ−M/m0 ≈ 0.052, with mσ/m0 ≈ 0.094 for
conduction mass. The low effective mass of conduction electrons indicates a high mobility of electrons
and, hence, a high conductivity of flat boron sheets.

The shapes of density-of-states obtained here for flat holeless boron sheets and previously
calculated ones are rather similar, which is understandable as these structures are buckled/puckered or
flat but with hexagonal holes, variants of the same triangular lattice. The remaining discrepancies may
be attributed to the perturbations associated with the mentioned structural changes and differences in
the used models.
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Appendix A

Within the initial quasi-classical approximation, the matrix elements of overlapping integrals
S(α1, α2) and single-electron Hamiltonian H(α1, α2) can be respectively found from following
explicit relations:

Sjl(α1, α2) =
3

4π

n1=+∞
∑

n1=−∞

n2=+∞
∑

n2=−∞

Vjl(n1,n2)√
(r′′ 3

j −r′3j )(r′′
3
l −r′3l )

cos 2π(n1α1 + n2α2)

Vjl(n1, n2) =

= V(r′′ j, r′′ l , a
√

n2
1 + n1n2 + n2

2)+

+V(r′ j, r′ l , a
√

n2
1 + n1n2 + n2

2)−
−V(r′′ j, r′ l , a

√
n2

1 + n1n2 + n2
2)−

−V(r′ j, r′′ l , a
√

n2
1 + n1n2 + n2

2)
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and

Hjl(α1, α2) =
3

4π

n1=+∞
∑

n1=−∞

n2=+∞
∑

n2=−∞

ν1=+∞
∑

ν1=−∞

ν2=+∞
∑

ν2=−∞

λ=5
∑

λ=1

ϕλVjlλ(n1,n2,ν1,ν2)√
(r′′ 3

j −r′3j )(r′′
3
l −r′3l )

cos 2π(n1α1 + n2α2)

Vjlλ(n1, n2, ν1, ν2) =

= V(r′′ j, r′′ l , rλ, a
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n2
1 + n1n2 + n2

2, a
√

ν2
1 + ν1ν2 + ν2

2 , a
√
(n1 − ν1)

2 + (n1 − ν1)(n2 − ν2) + (n2 − ν2)
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+V(r′′ j, r′ l , rλ−1, a
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n2
1 + n1n2 + n2

2, a
√

ν2
1 + ν1ν2 + ν2
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√
(n1 − ν1)

2 + (n1 − ν1)(n2 − ν2) + (n2 − ν2)
2)+
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√
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2)+
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√
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2 , a
√
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2)−
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n2
1 + n1n2 + n2
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2),

where V(R1, R2, D12) and V(R1, R2, R3, D12, D13, D23) are intersection volumes of two and three
spheres, respectively, with radii R1, R2, and R3 and intercentral distances D12, D13, and D23.
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Abstract: In this work, the possibility of modeling the process of thermal decomposition in the
COMSOL Multiphysics program for the preparation of nanoparticles of metals and their alloys
was determined. To identify the most suitable pyrolysis medium, two environments are presented:
a water solution and ethanol.
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1. Introduction

Today, nanopowders are in great demand for the creation of new materials and technologies,
fundamentally new devices. The process of obtaining nanopowders is therefore an important direction
in nanotechnology.

The synthesis of nanocrystalline powders of metals and compounds using pyrolysis is associated
with the use of complex and organometallic compounds. Numerous studies show that thermal
decomposition is a complex process, depending on a variety of parameters. Therefore, the current
task is to develop synthesis methods, that is, the simulation of deposition modes in which the most
accurate particles can be obtained. By changing the conditions for thermal decomposition and input
parameters, one can control the quality and morphology of the resulting metal nanoparticles.

The goal of this work was to analyze a model for obtaining nanopowders by thermal
decomposition. The relevance of the pyrolysis process is that the rate of the formation and growth of
metal nanoparticles is regulated by changes in the ratio of the number of reactants and the process
temperature. Using this method, metal powders were obtained with a particle size in the range of
10–100 nm.

2. Thermal Decomposition Modeling Using COMSOL Multiphysics

The preparation of nanopowders of metals and compounds using pyrolysis is associated with the
use of complex and organometallic compounds, such as polymers, hydroxides, carbonates, formates,
nitrates, oxalates, and acetates. Heating precursors to a certain temperature is a consequence of their
decomposition, resulting in the formation of the synthesizing substance and the release of the gas
phase [1].

Powders of highly dispersed metals are obtained by the pyrolysis of various salts. By carrying
out the thermal decomposition of iron, nickel, and copper formats in vacuum or inert gas, it is possible
to obtain metal powders with a particle size ranging from 100 to 300 nm [2].

Thermal decomposition is an imperative process. Nanoparticles of various metals can be obtained
by selecting and changing the parameters of the environment in which the process occurs. The model
under review explored the single molecular decomposition of a chemical passing through a parallel
plate reactor. Its scheme is shown in Figure 1. After entering the reactor, the liquid first experienced
expansion as it passed through the bottom plate, then through a heating cylinder [3].
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Figure 1. 2D representation of the modeling diagram.

The analysis showed that, with such a geometry, the velocity of the laminar flow couldbe described
by a parabolic equation

Two media were chosen to represent the pyrolysis process model: a water solution and ethanol.
The following are the results of the work focusing on a method for choosing a more favorable
environment for thermal decomposition.

The liquid solution enters the reactor at a temperature of 300 K and then it is heated when
passing through the cylinder. Figure 2 shows the temperature distribution in the reactor domain in the
steady state.

Figure 2. Temperature distribution: (a) in a water solution, (b) in ethanol.

It can be concluded that the water, passing through the cylinder, heats up and reaches high values
only in the right side of the reactor. The maximum temperature is 330 K. In the case of ethanol, the high
temperature covers almost the entire area of the reactor, including the cylinder, where the maximum
temperature reaches 350 K.

The distribution of the concentration of main carriers also depends on the choice of medium where
pyrolysis will occur. Figure 3 illustrates the concentration of a thermosensitive chemical (mol/m3),
depending on the position in the reactor.

These graphs reveal some differences. In Figure 3a, it can be seen that decomposition occurs
mainly after the liquid has been heated by the cylinder. In the first half of the reactor, where the
temperature is relatively low, decomposition occurs near the walls. In the second part of the reactor,
where heating occurs, areas with relatively low concentrations are visible. This has a physical meaning
since the water velocity is relatively high. With regard to decomposition in ethanol, Figure 3b proves
that decomposition occurs only in the left part of reactor; in the right part, the concentration is close
to zero.

Figure 4 shows the reaction rate depending on the position in the reactor.
It can be seen from the figures that the maximum rate of thermal decomposition in water is

observed only at the boundaries of the lower and upper plate of the reactor. During pyrolysis in
ethanol, we observed the maximum temperature in almost all the reactor. Therefore, we can conclude
that of the two environments presented above, ethanol is the most suitable one for the pyrolysis process.
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Figure 3. Thermal decomposition concentration: (a) in a water solution, (b) in ethanol.

Figure 4. Speed reaction: (a) in a water solution, (b) in ethanol.

3. Conclusions

The possibility of using the COMSOL Multiphysics package to simulate the process of obtaining
nanoparticles by thermal decomposition was determined. The results of pyrolysis in two environments
were presented and described, resulting in the choice of the most favorable one for this process.
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