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Systems”

In recent years, the interest of the scientific community towards efficient energy systems has

significantly increased. One of the reasons is certainly related to the change in the temperature of

the planet, which has increased by 0.76 ◦C with respect to preindustrial levels, according to the

Intergovernmental Panel on Climate Change (IPCC), and is still increasing. The European Union

considers it vital to prevent global warming from exceeding 2 ◦C with respect to pre-industrial levels,

as it has been proven that this will result in irreversible and potentially catastrophic changes. These

changes in climate are mainly caused by the greenhouse gas emissions related to human activities,

and can be drastically reduced by employing energy systems for the heating and cooling of buildings,

as well as for power production, characterized by high efficiency levels and/or based on renewable

energy sources.

This Special Issue, published in the Energies journal, includes 13 contributions from across the

world, including a wide range of applications such as hybrid residential renewable energy systems,

desiccant-based air handling units, heat exchanges for engine WHR, solar chimney systems, and other

interesting topics.

Finally, we wish to express our deep gratitude to all the authors and reviewers who have

significantly contributed to this special issue. Our sincere thanks also go to the editorial team of

MDPI and Energies for giving us the opportunity to publish this book and for helping in all possible

ways, especially Ms. Julyn Li for her precious support and availability.

Alessandro Mauro, Nicola Massarotti

Special Issue Editors
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Abstract: Energy Management System (EMS) optimal strategies have shown great potential to match
the fluctuating energy production from renewables with an electric demand profile, which opens
the way to a deeper penetration of renewable energy sources (RES) into the electric system. At a
single building level, however, handling of different energy sources to fulfill both thermal and electric
requirements is still a challenging task. The present work describes the potential of an EMS based
on Model Predictive Control (MPC) strategies to both maximize the RES exploitation and serve as
an ancillary service for the grid when a Heat Pump (HP) coupled with a Thermal Energy Storage
(TES) is used in a residential Hybrid Renewable Energy System (HRES). Cost savings up to 30% as
well as a reduction of the purchased energy unbalance with the grid (about 15%–20% depending on
the season) have been achieved. Moreover, the thermal energy storage leads to a more efficient and
reliable use of the Heat Pump by generally decreasing the load factor smoothing the power output.
The proposed control strategy allows to have a more stable room temperature, with evident benefits
also in terms of thermal comfort.

Keywords: renewables; ancillary services; hybrid systems; thermal storage; energy storage;
microgrids; heat pump; model predictive control; optimization

1. Introduction

In 2016, the residential sector accounted for 25.4% of final European energy consumptions [1,2] and
about 65% was employed for heating and cooling purposes. According to Eurostat 2017, the thermal
demand is mainly met with fossil fuel contributing to greenhouse gas emissions. The European Union
(EU) has already launched a number of initiatives in order to reduce the environmental impact of
thermal loads and increase the energy efficiency of buildings [3]. These objectives can be achieved by
improving heat losses performances of envelopes, with a lever effect on efficiency in the final use.

A possible solution to reduce the impact of thermal energy production on fossil fuel consumptions
while decreasing emissions is to exploit the thermal power generation potential from renewables.
Nevertheless, the massive deployment of Renewable Energy Systems (RES) introduces few critical
issues to maintain system reliability, and, thus, programmable energy sources and Energy Storage
Systems (ESS) represent effective means to optimize the systems.

In this context, Hybrid Renewable Energy Systems (HRES) with Heat Pumps (HP) could be a
viable solution to decarbonize the heating system and exploit the fluctuating generation profiles from
renewable sources. However, in order to effectively match the instantaneous user thermal and electric
demand with the stochastic production and minimize at the same time the operative costs, a proper
design of the Energy Management System (EMS) control strategy taking into account the smart use of
renewable heating is key [4–9].

Energies 2019, 12, 2429; doi:10.3390/en12122429 www.mdpi.com/journal/energies1
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Studies in literature have extensively proven Model Predictive Control strategies to be suitable
control methods for EMS, allowing taking control actions by considering the evolution of the state
variables of the systems over a time horizon rather than instantaneously [10–17]. The decision variables
are in fact optimized by considering not only the current state, but also future predictable events, which
can affect the system behavior. According to the literature, the most influential parameters to take into
account are the weather conditions and the users’ energy consumption profiles/characteristics [18].
The former affect the system reliability whenever RES are used due to the fluctuating production
patterns. The latter introduce variability and forecast errors in the load profile, making coupling
between load and production challenging. To overcome those issues, several research studies on MPC
strategy for thermal management purposes have been carried out in the last decade, focusing on
different aspects [19–29].

Energy demand control by setting a variable room temperature set-point has been often suggested due
to the relatively easy implementation [19,20]. Different approaches have been presented, dealing mainly
with parameters and selection of control variables, according to the objective function defined. Bruni et al.
in Reference [19] proposed a MPC strategy aimed at minimizing the total energy consumption and, as a
consequence, the total operating costs of the system, while limiting the comfort violations. Killian et al.
in Reference [20] developed a flexible control scheme, which allows us to tune the weight of the cost
function in a multi-objective optimization framework. The control variables have been optimized
according to the users’ decisions for either minimizing the total operation cost, the environmental
impact, or the comfort violations. As the authors in References [19,20] showed, the minimization of
costs and of comfort violations are traded-off one each other. Therefore, the performance of the EMS is
strictly dependent on the optimal control problem formulation and the target chosen.

Few works [21–24] have investigated the flexibility offered by optimally controlled hybrid
generators including a heat pump and a gas boiler for residential applications. The second generator
can, in fact, prevent the heat pump from operating at inefficient operating conditions, with a clear
advantage in terms of efficiency. However, D’Ettorre et al. in Reference [25] showed that only the
presence of a Thermal Energy Storage (TES) allows for a consistent cost reduction (up to 8% gain) and
in the consumption of primary energy. In fact, it enables the decoupling between heat demand and
production, moving the heat generation to off-peak hours, or to periods with RES overproduction,
or to periods with high efficiency HP operation. Authors in Reference [25] performed a sensitivity
analysis of cost savings with respect to both the horizon used in the MPC strategy and the storage
capacity. They showed that, for a given forecast window, there is an optimum tank capacity to achieve
the maximum cost savings when taking into account losses of the storage system to the environment.

Some studies [26–29] have focused on the flexibility potential of coupling the thermal and
the electric load, when both are optimally controlled by an EMS. Authors in Reference [27] and
Reference [28] illustrated how building thermal dynamics and an ESS can be managed in order to
reduce the renewable energy curtailment, mitigate the energy unbalance penalty, and increase the
expected profit of a given microgrid. However, they did not consider TES as an additional source
of flexibility to avoid the curtailment of the energy produced by renewables for maintaining the
target comfort conditions. Comodi et al. in Reference [29] demonstrated that more consistent yearly
energy-savings and higher level of self-consumption could be achieved by increasing the integration
of electrical and thermal storage. Moreover, they implemented a design tool for a residential microgrid
with different storage strategies and system configurations, not taking into account the potential of the
system to provide ancillary services to the grid while maintaining comfort conditions.

The purpose of this study is then to fill the gap between the studies presented in the literature,
identifying an optimal economic solution while maintaining the comfort requirements and attending
a predefined energy exchange profile with the grid. To this aim, special focus has been given to the
representation of both the thermal and electric load profiles to lever on the flexibility of time-deferrable
appliances for demand response features, extending the validity of the previous work presented [30].
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Similarly to most of the cited papers, the optimization algorithm used in the Model Predictive
controller is a Mixed-Integer-Linear-Programming (MILP), since, as demonstrated by Gelleschus et al.
in Reference [31], this technique is characterized by high accuracy and computational efficiency.
The MILP-based optimization framework, despite the mandatory simplification to linearize the system,
allows to speed up, which is key to perform relatively long simulations. In this work, two representative
months for the winter and the summer season are studied, to identify two opposite operating conditions
for the HP and then the overall HRES.

The following structure is adopted in this work. The residential HRES and the different system
configurations are described in Section 2. Section 3 describes the mathematical modelling of the
building thermal system and the input data used to run the simulations. Sections 4 and 5 are dedicated
to the discussion of the results and to comment on the main findings of the work, respectively.

2. HRES Description

The layout of the system considered in this paper is shown in Figure 1. It refers to a residential
building connected to the electric grid and equipped with smart metering sensors, renewable power
supply systems (PV panels), and an Electrochemical Energy Storage system (EES). A hydrogen fueled
Proton Exchange Membrane (PEM) Fuel Cell is used as controllable power supply. Fuel cells are, in fact,
ideal for residential applications since they are characterized by low noise and near zero emissions.
An air-source heat pump and a Thermal Energy Storage system meet the heating and cooling loads.

A Micro Grid Central Controller (MGCC) is in charge of the optimal management of the energy
fluxes of the HRES based on the current state of the system (actual energy demand and production,
State of Charge of the EES, temperature of water in the TES, and power output of the Fuel Cell and
power absorption of the Heat Pump), on the information collected from the weather station (ambient
temperature and solar irradiance) and on the energy exchanged with the grid.

The electric load model of the system is presented in Reference [30] and only a detailed description
of the thermal circuit is outlined in the following sections.

 

Figure 1. Scheme of the residential hybrid renewable energy system.

Thermal Model of Building and System

Special attention has been given to represent the thermal load as a function of the ambient
temperature by taking into account the thermal inertia of the building. To this aim, the heat flux

3
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between each apartment and the surrounding environment has been defined by considering the
thermophysical properties (density, heat capacities, and heat exchange coefficients) of the building
envelope materials as well as the properties of the radiant heating/cooling floor (Figure 2). The internal
room temperature is determined by evaluating the parallel heat fluxes from the external ambient via
the roof, the walls, and the windows, and from the ground pipe via the floor. The thermal inertia of the
building has been modelled by lumped mass blocks, operating as thermal storage systems.

Figure 2. Thermal physical model.

The occupancy load has been neglected in this study since the focus is on the control of the
thermal load and its effects on electric energy production and electric load matching. Predicted and
real thermal load profiles have been calculated with the simulation of the same model with forecasted
and real weather conditions, respectively. The differences between forecasted and real thermal load are
due to the differences between the expected and the real weather profiles. The thermal demand profile
generated for a typical week in the summer and winter is reported in Figure 3.

Figure 3. Weekly thermal load profiles for the winter and summer season.

Two different configurations have been considered (Figure 4) to evaluate the effect of the TES on
the HRES operation flexibility and its capability to provide ancillary services to the grid. In the first

4
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one, the heat pump feeds directly the thermal load without the TES (a), while, in the second one, HP
and TES are connected in series to the load (b).

 
(a) 

 
(b) 

Figure 4. Scheme of the thermal subsystem of the HRES. (a) System configuration without the TES.
(b) System configuration with TES.

Without thermal storage, the heat pump works with constant outlet water temperature setpoint
and variable mass flow rate, as defined by a PI controller. Constraints to the maximum and minimum
power output of the HP have been considered as well.

In the second configuration, the heat pump feeds the thermal storage at variable temperature and
fixed maximum flow rate. The HP thermal energy delivered to the TES is controlled by the MGCC at
each time step of the optimization in agreement with the operative constraints, while the thermal fluxes
between the TES and the house are controlled with the same PI considered and used for the case (a).

3. HRES Control Strategy

Electric and thermal energy fluxes of the HRES are managed by the MGCC featuring an MPC
strategy. In a general MPC approach, control actions are defined with the aim of minimizing—or
maximizing—objective functions, whose evaluation is predicted using a mathematical model of the
system behavior. In particular, the controller solves the set of optimal control variables for a period of
time from t (current state) and t + CP (where CP is the control period), based on the initial state and on
an estimation of the external disturbance parameters (in this paper weather and load forecasts). Control
actions determine the evolution of the system state at the time t + 1, used as input for the forthcoming
optimization process. The effectiveness of the optimization is highly dependent on the definition of the
constraints and of the objective function. The first ones are needed in order to ensure the physical and

5
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technical feasibility of the optimal solution found. For this study, a minimization of the operative costs
and penalties for unbalanced energy is proposed as a target of the controller system. In particular,
the unbalance energy is evaluated as the difference between a reference profile—communicated to the
grid operator the day ahead—and the actual energy exchanged. Details of the implementation of this
control strategy have been discussed in Reference [32], but, for the sake of completeness, the description
of the mathematical formulation of the optimization algorithm is presented in Appendix A; an overview
of the models of the heat pump and the Thermal Energy Storage is reported in the following sections.

3.1. Heat Pump Model

The characteristic performance parameter of a Heat Pump is the Coefficient Of Performance
(COP) (named as Energy Efficiency Ratio (EER) when the HP is in the cooling operating mode), which
is defined as the ratio between the thermal power output and the electrical power input. The COP
depends on the operative conditions of the HP, in terms of external air temperature, water setpoint
temperature, inlet water temperature and load factor. The relationship between these variables is not
linear and a simplification has to be performed to reduce the complexity of the model without affecting
its accuracy. In this study, the COP has been considered dependent only on external temperature,
since the HP performance is mostly sensitive to this parameter. However, the HP has been operated
at a maximum flow rate in order to guarantee the minimum output water temperature and, as a
consequence, the maximum value of the COP for a given thermal load and ambient condition. In the
MILP algorithm constraints related to HP (Equations (1) and (2)) are formulated according to the
manufacturer’s datasheet [20].

PHP,t =
QHP,t

COP (tamb)
(1)

δon · PHP,min(tamb) ≤ PHP,t ≤ PHP,max(tamb)· δon (2)

The electric power required by the HP is a control variable of the MILP algorithm defined in the
range between a minimum and a maximum load factor (40% and 100% respectively). These limits are
input variables of the control strategy, since they are temperature dependent, and they are updated at
each time step of the optimization based on actual ambient conditions.

The operating status of the HP at each time step is described by a binary variable δon. Two further
binary variables have been considered (δstartup, δshutdown) with a penalization cost to limit the number
of start-ups and shutdowns.

3.2. Thermal Energy Storage System Model

The thermal energy storage system is modelled as a perfectly-mixed storage tank and all thermal
losses are neglected. According to these assumptions, the thermal energy balance in the TES, expressed
as a linear finite difference equation, can be calculated using the equation below.

tTES,t = tTES,t−1 +
QHP,t

mTES ·cp
·Δt− Qload,t

mTES ·cp
·Δt (3)

The charging process is controlled by the MILP algorithm, which defines the thermal energy to be
delivered to the tank (QHP,t). The discharging process, instead, is controlled with a PI controller, which
is in charge to calculate the water mass flow rate in the underfloor heat exchanger in order to maintain
the target indoor temperature. Qload,t represents the thermal power request of the building at the time
step t.

Temperature limits (Equation (4)) have been set in the range of the operative working conditions
for radiant floor heating and cooling system.

tTES,min ≤ tTES,t ≤ tTES,max (4)

6



Energies 2019, 12, 2429

3.3. Simulation Specifications

The residential HRES considered is an eight-apartment building (90 m2 each) located in Rome.
A PV system of 34.2 kWp powers the whole building, while a Fuel Cell system with rated power
1.2 kW and an EES with maximum power 3.5 kW and a storage capacity of 280Ah@48V is installed in
each apartment. The electrically-driven thermal energy source is an air-water heat pump with 19.4 kW
and 19.5 kW nominal heating and cooling thermal power, respectively. The TES is a tank of 2000 L
of water and a thermal capacity (evaluated according to Equation (5)) of 27 kWh in the winter and
20 kWh in the summer.

Qcap =
VTES·ρw·cp·(tTES,max − tTES,min)

3600
(5)

Three test cases have been studied to analyze the performances of the two different configurations
presented in the HRES description section.

Effects of the TES may be studied comparing a first case, with no TES installed, and a second case,
with the TES installed, and the COP value used in the optimization fixed and equal to 3.

A third case has been considered to evaluate the impact of a variable COP on the optimal control
actions taken by the MILP algorithm. In particular, the dependence of the COP on ambient temperature
has been taken into account, which is in agreement with the values reported in the manufacturer
datasheet (Table 1 [33]). Figure 5 shows the values the EER for a typical ambient temperature pattern
in a summer day.

A setpoint indoor temperature of 20 ◦C in the winter and 24 ◦C in the summer has been chosen,
and the total thermal energy demand for all the simulated cases is equal to 2023 kWh in the summer
and 6941 kWh in the winter. The maximum and minimum storage temperatures have also been kept
the same among the different tests: in the range of 7 ◦C to 16 ◦C in cooling mode and 28 ◦C to 40 ◦C
in the heating mode. These values have been chosen inside the operative range of the heat pump,
as reported in the manufacturer datasheet.

The simulations have been run for a time-period of a month for the winter and the summer season,
using data collected at the weather station located at the University of Rome “Tor Vergata” as real-time
inputs, whereas data provided by the meteorological Service of the Italian Air Force have been used as
weather forecast [34]. Specific information about the numerical weather prediction model used has
been given in Appendix B.

It is worth highlighting the role of the influence of temperature prediction accuracy on system
behavior, as it directly affects the thermal demand of the apartments as well as the operating limits of
the heat pump. As a direct consequence, inaccurate temperature forecast would give different thermal
loads and heat pump requests for the day-ahead and real time simulations, penalizing the match of
power demand and attending the predefined energy profile to be exchanged with the grid.

Table 1. Manufacturer datasheet [33] of the COP and EER as a function of the ambient air temperature.

Heating Cooling

Tamb (◦C) COP Tamb (◦C) EER

−10/−10.5 1.98 20 5.23
−7/−8 2.13 25 4.40
0/−0.6 2.47 30 3.73
2/1.1 2.59 35 3.13
7/6 3.23 40 2.64

10/8.2 3.40 45 2.30
15/13 3.84
18/14 3.81

7
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Figure 5. Daily value of the EER as a function of a typical temperature pattern in the summer season.

The minimization of the operative costs has been performed by the MILP algorithm according to
Equation (6), considering a two-rate time-of-day tariff in Italy for the purchasing cost (cbuy) of electricity
from the grid (0.17 €/kWh from 8 p.m. to 8 a.m. and 0.21 €/kWh for the remaining hours), and assuming
a selling (csell) and unbalancing cost (cunb) equal to half of the purchased energy price. As suggested in
Reference [35], the operating cost associated with the battery discharge (cdch) is 0.035 €/kWh, whereas
hydrogen has been considered at 6.5 €/kg when assuming an average efficiency of 46% of the Fuel Cell.
In order to avoid frequent startup and shutdown of the Heat Pump, a cost of 0.25 €/kWh has been
associated to the switch on the binary variable (cHP,startup).

Objective f unction = cbuy·Pbuy − csell·Psell + cunb·Punb + cdch·Pdch + cFC·PFC
+cHP,startup·δHP,startup

(6)

4. Analysis of Results

Since the objective function of the optimization algorithm is the minimization of the total
operational costs, in the first analysis, the three system configurations have been compared in
terms of economic performances. Figure 6 shows the cash flow for the winter and summer season.
The contribution of the grid, the battery, and the Fuel Cell to the total amounts are reported in Table 2.

Figure 6. Cash flow for the three test cases: without TES, with TES and fixed COP, and with TES and
variable COP.

8
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Table 2. Cost composition for the three test cases in the winter and the summer season.

Season Test Case Grid Sold (€) Grid Bought (€) Battery (€) Fuel Cell (€)

Winter
No TES −5.6 206.8 49.4 227.6

Fixed COP −6.8 238.8 42.3 96.9
Variable COP −19.1 220.7 42 91.1

Summer
No TES −722.4 2.1 58 15.7

Fixed COP −749.5 15.4 52.2 9.8
Variable COP −750.8 7 52.8 10.3

The monthly winter cost has been decreased by 22.4% and 30% with respect to the first test case
for fixed and variable COP, respectively. This result is due to the reduced use of the Fuel Cell when the
heat pump operation is controlled by the MILP algorithm, which is thus able to take full advantage of
the flexibility offered by the thermal storage, shifting and modulating the HP power. This difference in
cost savings is less evident during the summer season as the day-ahead scheduling of the heat pump is
more accurate than in the winter case, and the system does not need to use the programmable energy
source to avoid the energy unbalance with the grid. However, in the summer, there is a 4% and 5%
net income increase for the fixed and variable COP case with respect to the no TES case. The greater
revenue is due to the more effective use of the thermal and electric energy storage systems. As shown
in Table 2, in the second and in the third case the operational costs of battery and Fuel Cell are lower
while the energy sold to the grid are greater than in the first case. The economic analysis highlights
another important outcome considering the dependence of the COP on the external temperature to
improve the HRES performance. In fact, lower total operational costs and higher profits for both the
winter and summer tests have been obtained for the variable COP case. This result, which is also
confirmed in Reference [36], is due to the capability of the MPC to schedule the HP operation to exploit
the best operative conditions.

The increased adaptability of the system to weather uncertainty with a TES has also been evaluated
in terms of energy unbalance with the grid. Figure 7 shows such a parameter in terms of the percentage
of (a) the total amount of energy exchange with the grid and (b) of the energy sold and purchased in
the summer (absolute values reported in Table 3).

 
(a) 

Figure 7. Cont.
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(b) 

Figure 7. (a) Total energy unbalance for the three cases for the winter and the summer season. (b) Energy
unbalance sold and bought for the three test cases for the summer season.

Table 3. Energy sold, purchased, and exchanged with the grid for all the test cases.

Season Test Case Energy Sold (kWh) Energy Purchased (kWh)

Winter
No TES 24.5 2405.5

Fixed COP 32.2 2772
Variable COP 90.8 2563.6

Summer
No TES 3441.4 23.9

Fixed COP 3571.1 180.5
Variable COP 3578.1 81.9

In the winter, the integration of the thermal storage gives a noteworthy reduction of the energy
unbalance, in the order of 20%. In the summer, the overall energy unbalance exchanged with the grid
is lower for the “No TES” case, but this is mainly due to the greater amount of energy sold for the
“TES” cases. Figure 7b shows the percentage of energy unbalance with respect to the overall energy
sold and purchased. It can be observed that the greater unbalance for the “TES” cases is due to the
energy sold while confirming the increased capability of absorbing load fluctuations, as indicated by
the lower percentage of energy corresponding to the energy purchased.

 

Figure 8. Difference between real and expected (forecast) ambient temperature in the winter and
the summer.

The load forecast accuracy is also important toward the obtainment of high HRES performance,
as already demonstrated in a previous work [30]. In this study, this aspect is related to the fact that
thermal load depends on the ambient temperature. As shown in Figure 8, in the winter season,
the real ambient temperature profile is rather different than the expected one, due to high weather
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condition variability in this period of the year in Rome. Thus, the thermal load forecast can easily
get compromised. This difference in the load prediction is the main reason why a high energy
unbalance occurs.

The number of HP startups and the statistical distributions of the load factor have been analyzed
in order to evaluate the MGCC performance in terms of HP operation strategy (Figure 9).

(a) 

(b) 

Figure 9. (a) Number of startups of the Heat Pump for the three cases in the winter and the summer.
(b) Statistical Distribution of the Load Factor of the Heat Pump for the three cases in the winter and
the summer.

In the winter, a TES allows for reducing the number of HP startups (Figure 9a) and decreasing the
average HP load factor, as shown in Figure 9b. The statistical trend is similar in the summer, while the
number of HP startups is increased for the TES installed cases with respect to a No TES case.

These differences can be motivated by the capability of the thermal storage to decouple the thermal
load from the HP operation. Without TES, the HP is forced by the PI controller to follow the thermal
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power request, which results in a greater variability of the HP operating conditions, often falling in
high power setpoints. As a result, the HP works at a higher load factor if compared with the TES cases.

This HP behavior affects the indoor ambient temperature fluctuating around the setpoint,
as illustrated in Figure 10a. With TES, the thermal heating power is continuously drawn from the
water tank, according to the PI signals. Thus, the indoor temperature pattern results smoother.
The performance of the system to comply with the comfort conditions has been evaluated in terms of a
standard deviation of the real indoor temperature if compared with the reference profile. Figure 10b
shows that, in the second and in the third case, the comfort conditions are attended more accurately
than in the first case for both the winter and the summer cases.

 
(a) 

 
(b) 

Figure 10. (a) Real indoor ambient temperature for the three test cases in the winter and the summer.
(b) Ambient temperature deviation from the reference temperature for the three test cases in the winter
and the summer.

5. Conclusions

A study on the potential of optimally controlled residential Hybrid Renewable Energy System
to serve as ancillary services to the grid while guaranteeing comfort conditions has been presented.
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Particular focus has been given to the representation of both thermal and electric load profiles, to exploit
the flexibility of time-deferrable appliances and systems for demand response features, and to the
effects of the inclusion of a Thermal Energy Storage (TES). The main findings of the work can be listed
as follows.

• The installation of a TES in the microgrid allows for cost savings up to 30% in the winter and give
increased profits in the order of 5% in the summer.

• In the winter, a strong reduction of energy unbalance (in the order of 20%) has been achieved
including a TES. In the summer, despite the overall unbalanced energy exchanged with the grid is
lower for the “No TES” case, a greater value in terms of unexpected energy purchased is observed.

• In the winter, the TES leads to reduce the number of HP startups while decreasing the average
load factor. The load factor trend is similar in the summer, while the number of HP startups is
increased for the TES cases with respect to the cases without TES.

• Benefits in the stabilization of comfort conditions have also been achieved thanks to the TES.
Room temperature has more stable profiles as standard deviation gets lower by a margin of 2%
to 5%.
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Appendix A

The objective function is solved using the following canonical MILP formulation.

min f TX (A1)

subjected to: ⎧⎪⎪⎪⎨⎪⎪⎪⎩
AX ≤ b

AeqX = beq

Lb ≤ X ≤ Ub

(A2)

where the vector X contains the control variables associated with the appliances, the grid, the battery,
the fuel cell, and the heat pump. The vector f T is composed of the cost related to each control variable.
Lb and Ub define the upper and lower limits for the values of the elements of X.

The linear equality constraint (3) can be represented by A1,eqX = b1,eq where:

A1,eq =
[
Aappl1,1 Aappl2,1 · · · Aappl1,n Aappl2,n −AfromgridAtogridAch − Adch − A f cAhp . . . 0

]
Nx((a+b)n+23N)

(A3)

b1,eq =
[

Edisp
]
Nx1

(A4)

where N is the number of time-steps a day.

Abuy, Asell, Ach, Adch, A f c, Ahp (A5)

are N × N identity matrices.
Aappl1, Aappl2 (A6)

are the shifting matrices of the n appliances (in this study, two per apartment) with dimensions N × a
and N × b, respectively. They are defined according to their power profile.
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Edisp is defined as the difference between the energy production and the load.
The single activation a day of the appliances can be expressed by A2,eqX = b2,eq

A2,eq =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Aappl1,1 0 0 0 . . . 0 0 0 . . . 0
0 Aappl2,1 0 0 . . . 0 0 0 . . . 0
...

...
...

. . .
...

...
...

...
. . .

...
0 0 0 0 Aappl1,n 0 0 0 . . . 0
...

...
...

... 0 Aappl2,n\ 0 0 . . . 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
nx((a+b)n+23N)

b2,eq =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
δpr,1

δ pr, 2
...
δpr,n

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
nx1

(A7)

where δpr is the binary variable representing the activation request of the user.
Aappl1, Aappl2, are ones’ vectors of dimension a, b, respectively.
The energy balance of the battery can be expressed in the form A3,eqX = b3,eq.

A3,eq =
[

0 . . . 0 Ach
Ec

−Adch
Ec

SOC 0 . . . 0
]
Nx((a+b)n+23N)

(A8)

SOC =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 . . . 0 0
−1 1 0 . . . 0 0
0 −1 1 . . . 0 0
...

...
...

. . . . . .
...

0 0 0 0 −1 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
NxN

(A9)

b3,eq =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−SOC0

0
...
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Nx1

(A10)

The thermal balance in the thermal storage can be expressed in the form A4,eqX = b4,eq:

A4,eq =
[

0 . . . 0 QHP,t
mTES ·cp

Δt − Qload,t
mTES ·cp

Δt tTES 0 . . . 0
]
Nx((a+b)n+23N)

(A11)

tTES =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 . . . 0 0
−1 1 0 . . . 0 0
0 −1 1 . . . 0 0
...

...
...

. . . . . .
...

0 0 0 0 −1 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
NxN

(A12)

b4,eq =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−tTES,0

0
...
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Nx1

(A13)

The definition of the power unbalance is expressed by A5,eqX = b5,eq:

A5,eq =
[

0 . . . 0 −A f romgrid Atogrid 0 . . . 0 Aunb+ −Aunb−
]
Nx((a+b+)n+23N)

(A14)
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b5,eq =
[

Egrid_re f
]
Nx1

(A15)

where Aunb+ , Aunb− are N × N identity matrices.
Then, the canonical linear equality constraint AeqX = beq becomes⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

A1,eq

A2,eq

A3,eq

A4,eq

A5,eq

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(n+3N)x((a+b)n+18N)

X =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
b1,eq
b2,eq

b3,eq

b4,eq
b5,eq

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(n+3N)x1

(A16)

In a similar way, all the linear inequality constraints such as in Equation (2) can be represented in
the form A1X ≤ b1.

A1 =

[
0 . . . 0 PHP,t − PHP,max 0 . . . 0
0 . . . 0 −PHP,t − PHP,min 0 . . . 0

]
2Nx((a+b)n+23N)

(A17)

b1 =
[

0 . . . 0
]
2Nx1

(A18)

where PHP,max PHP,min are N × N identity matrices.
Mutual exclusive conditions can be defined as A2X ≤ b2.

A2 =
[

0 . . . 0 Ach Adch 0 . . . 0
]
Nx((a+b)n+23N)

(A19)

b2 =
[

1 . . . 1
]
Nx1

(A20)

Then, the canonical linear inequality constraint AX ≤ b assumes the form below.[
A1

A2

]
yN((a+b)n+18N)

X =

[
b1

b2

]
yNx1

(A21)

Appendix B

The numerical weather prediction (NWP) model used by the meteorological Service of the Italian
Air Force is based on a four-step process: data collection, data assimilation, prediction of future states
with the NWP model, data post-processing, and validation of the previsions.

Data Collection

Weather data collection is done within the collaboration framework of the World Weather Watch
(WWW) program enacted by the World Meteorological Organization (WMO). Observations have to be
performed in each country, according to the Global Observing System (GOS) requirements, and results
are shared with other countries through the Global Telecommunication System (GTS).

Data Assimilation

Real-time measurements in different locations within a predefined time horizon are analyzed
through a three-dimensional variational assimilation algorithm (3D-VAR) to look for the best estimation
of the true state of the atmosphere. Recently, an advanced data assimilation system has been setup
based on a stochastic Kalman filter called Local Ensemble Transform Kalman Filter (LETKF). The results
of the analysis performed on real data with the LETKF are then used as input for the deterministic
Ensemble Prediction System (EPS) and the probabilistic EPS. Similar systems are used by the Canadian
Meteorological Center and UK Met Office, while German, Japanese, and French National Weather
Services employ a 4D-VAR algorithm.
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Weather Forecast and Data Post-Processing

Once the initial state of the atmosphere and any boundary conditions are known, the numerical
forecast is obtained using modeling equations describing the behavior of the atmospheric circulation.
Post-processing techniques are used to have additional information and to further interpret results.

The Meteorological Operative Center of the Italian Air Force (COMET) employs a non-hydrostatic
model developed within the Consortium for Small-Scale Modelling, including Germany, Swiss, Italy,
Greece, Poland, Romania, Russia, and Israel. Such a model is used in two deterministic configurations.

- COSMO-ME: equations integrated up to 72 h on a grid with a 5-km step and 45 vertical levels.
It covers part of the central-southern Europe and the Mediterranean basin with four runs a day
(00, 06, 12, and 18 UTC). The initial state is the result of the probabilistic data assimilation analysis
performed by the COMET and the boundary conditions are defined by the European Center for
Medium-Range Weather Forecast’s models.

- COSMO-IT: equations integrated up to 30/48 h on a grid connected to COSMO-ME with a
2.2 km-step and 65 vertical levels. It covers Italy with four runs per day (00, 06, 12, and 18 UTC))
and uses as the initial state the fields of analysis produced by the very high resolution COMET
assimilation system.

COMET is equipped with a probabilistic prevision system that is able to determine the uncertainty
related to the deterministic prevision. The model is also used in two other probabilistic configurations.

- COSMO-ME EPS, consisting of 40 + 1 members integrated on a grid with a 7-km step and
45 vertical levels, covering central-southern Europe and the Mediterranean basin, with two runs
per day (00 and 12 UTC), for forecasts up to 72 h.

- COSMO-IT EPS (pre-operational), consisting of 20 + 1 integrated members on a grid with a 2.2 km
and 65 vertical steps, covering Italy, with two runs per day (00 and 12 UTC), for forecasts up to
48 h.

Validation

The forecast obtained with the numerical model for a certain time-lapse is compared with
measurements to evaluate some statistical values such as average error or standard deviation. The Italian
Air Force has developed the Versus system, which is a tool for the validation of the numerical forecast.
It allows us to perform statistical validations for all the operating models at the COMET and on the
global IFS reference model of the ECMWF.

Forecast Accuracy

The meteorological Service of the Italian Air Force performs a statistical evaluation on the weather
forecast accuracy every three months. Results are then analyzed in terms of some performance
parameters (standard deviation, mean error, and root-mean-square error). Temperature can be
forecasted with a mean absolute error of 4 ◦C within 72 h and the confidence interval of 5% has an
amplitude of 8 ◦C. Detailed description of the validation method versus trimestral reports are available
in Reference [37].
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Abstract: This article describes and evaluates an Organic Rankine Cycle (ORC) for waste heat
recovery system both theoretically as well as experimentally. Based on the thermodynamic analysis
of the exhaust gas temperature identified at different locations of the exhaust manifold of an
engine, the double-pipe, internally–externally protruded, finned counter flow heat exchanger was
innovatively designed and installed in diesel engine for exhaust waste heat recovery (WHR). The tests
were conducted to find the performance of heat recovery system by varying the fin geometries
of the heat exchanger. The effect of heat exchanger on emission parameters is investigated and
presented in this work. The experimental results demonstrated that the amount of heat transfer rate,
the effectiveness of heat exchange rand the brake thermal efficiency improved with an increase
in length and number of the fins. A significant reduction was observed in all major emissions
after the implementation of catalytic-coated, protracted finned counter flow heat exchanger. It also
demonstrated the possibility of electric power production using steam turbo-electric-generator setup
driven by the recovered exhaust heat energy.

Keywords: waste heat recovery; exhaust steam; heat exchanger; protracted fin; turbo-electric
generator; exhaust emissions

1. Introduction

Global energy demand is increasing every day due to excess population, transportation of people
and products across the nations, and for industrial purposes. In order to overcome the present
deficiency situation, there is a need for effective techniques to leverage the maximum amount of
available energy. Improvement in the efficiency of internal combustion engines plays a great hardship
for the researchers. A diesel engine utilizes a maximum of 30% from the fuel energy whereas the
rest is lost due to cooling and exhaust gases. The engine crankshaft receives less than 30% of the
generated energy. About 40% of the fuel energy gets wasted in exhaust gas whereas the remaining
amount of heat energy goes unused in cooling system as well as during friction losses [1]. In the
present research work, innovative steps have been taken to recover the heat wasted from the engine
exhaust gas. Thermo electric generator, turbo-compounding, rankine cycle, Organic Rankine Cycle,
gas turbine cycle, exhaust gas recirculation, automotive air conditioning, six stroke engine concept are
the different techniques available to utilize engine WHR [2].

Based on the literature review, in order to utilize the waste heat energy available in the
exhaust gas, different types of heat exchangers and Organic Rankine Cycles are used. Previous
research works mainly focused in harvesting the exhaust heat energy. However, studies related to
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heat exchanger with innovative heat recovery and simultaneous reduction in emissions were not
carried out. This necessitates the invention of novel conceptual design on exhaust heat recovery
heat exchanger for the betterment of energy recovery and diesel engine exhaust emission reductions.
In the present work, an internally–externally protruded and finned counter flow heat exchanger was
designed, fabricated, and experimented in order to utilize the exhaust heat. The waste heat recovered
was utilized to generate power using turbo-electric-generator set up and the emission characteristics
were also investigated. The current paper discusses about the experimental set up and the methodology
to conduct experiments. The PFCHE design and its parametric properties were estimated. The detailed
results, discussion regarding the PFCHE-based waste heat recovery and its impact on engine exhaust
emissions are discussed in the sections below.

2. Literature Review

In every phase of research and development in WHR, there is a well-defined need exist for
exploration and interpretation of the technical literature. The first step in research work is to conduct
an extensive review of the related works conducted earlier. The review process comprises of specific
information, detailed survey, and preliminary review. This paper reviewed a number of peer-reviewed
journal articles to illustrate various fields of hypotheses subjects. A summary of closely-related
literature is presented in Table 1.

Table 1. Literature summary of closely related work.

Ref. No. Authors Year Objective and Outcomes

[3] W Gu et al. 2009

Recovering low and medium-temperature heat (that ranges
from 60 ◦C to 200 ◦C) from sources which include industrial
waste heat, geothermal energy, solar heat, biomass, and so on,
is an important sustainable method to solve the energy crisis.

[4] Borsukiewicz-Gozdur
et al. 2007

Organic Rankine Cycle (ORC) systems are feasible for power
generation from these low and medium-temperature heat
sources. This cycle consists of elements such as boiler,
condenser, expander, pump, and working fluid. Organic fluids
are more comfortable to work at a low temperature source
compared to other fluids.

[5] Damiana Chinese et al. 2004

The Organic Rankine Cycle boiler receives heat energy from
engine exhaust gases and it converts working fluid into steam
energy. Steam expands at turbine and produces the mechanical
rotation of the output shaft which generates power. The exhaust
of the turbine is supplied to a condenser for phase change.
Finally, the working fluid gets circulated to boiler for the same
kind of repeated operations through the pump.

[6] Uilli Drescher et al. 2007

A procedure was created to calculate ORC efficiency with
sufficient accuracy, based on the design institute for physical
properties and also to find appropriate fluids for ORC in
biomass power plants.

[7,8] Rieder de Oliveira
Netoetal et al. 2016

A study was conducted upon waste heat energy recovery from
internal combustion engines using Organic Rankine Cycle.
A technical and economic study was conducted in this work in
order to increase the efficiency of electricity production,
and thus reduce the fuel consumption as well as emission of
polluting gases from internal combustion engines. In order to
achieve it, two Organic Rankine Cycle sets were suggested.
The first one was facing deployment in water shortage areas
(Organic Rankine Cycle using a cooling tower for the
condensing system) and another one with water supply
condenser made by urban water net. Both simulated systems
were able to increase electricity production by almost 20% when
toluene was used as working fluid.
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Table 1. Cont.

Ref. No. Authors Year Objective and Outcomes

[9] Muhammad Fairuz
Remeli et al. 2014

A theoretical model was developed to extract the exhaust waste
heat and simultaneous power generation by utilizing a
thermo-electric generator and heat pipe. The theoretical system
was developed to measure the performance of heat pipes and
thermo-electric generator based on heat pipe in numbers,
heat input, and air flow rate. The heat transfer rate has reached
its maximum level when more rows of heat pipe and
thermo-electric generator module were installed. It was
concluded that the design was able to recover 10.39 kW of the
electrical power and 2 kW of the heat input used to extract
1.35 kW of thermal energy from the engine.

[10] Mastrullo R et al. 2015

Modelled and optimized a shell and lowered mini-tube heat
exchanger for internal combustion engine which was installed
with Organic Rankine Cycle. In order to achieve better energy
conversion process, heat exchangers were designed with less
weight and refrigerant charge. Two engines were installed in
order to design and optimize the heat exchanger for waste heat
recovery process.

[11] M. Hatami et al. 2014

Aimed at obtaining a numerical study of the finned type of heat
exchangers for waste heat recovery from internal combustion
engines. The proposed technique of Hatami et al. used water as
the working fluid for compression ignition engines whereas for
spark ignition engine, it used water with ethylene glycol as
working fluid. In this work, numerical designs were carried out
successfully for extracting exhaust heat from internal
combustion engines. The discussions were very clear in this
study about the impacts on heat recovery due to fin numbers,
length, and thickness. The study concluded with improved heat
transfer rate and positive energy recovery results.

[12] Bock Choon Pak et al. 2003

An experimental study was conducted to investigate the effects
on air side fouling and cleaning of various condenser coils.
The results stated that the amount of dust deposits mostly
depends on fin geometry of the heat exchangers.

[13,14] Chen Bei and
H. G. Zhang et al.

2015
2013

A numerical model was established for heat recovery from the
exhaust gas of an engine. Engine exhaust gas mass flow rate
and exhaust gas temperature values were taken for the analysis
from heavy duty diesel truck engine and light duty passenger
car engine. It was found that under any working conditions,
the efficiency of engine is increased with the combination of
Organic Rankine Cycle when compared to original
engine performance.

[15,16] Heng Chen and
Yu jin et al.

2015
2013

In their experimental results, it was revealed that the pressure
drop increases with the increase of fin height and fin width.

[17] Songsong Song et al. 2015

Waste heat recovery has great potential in terms of increasing
the efficiency and optimizing the fuel consumption.
The conservative steam power cycle is applied in general
industrial power plants widely; however, the performance of
the Rankine cycle is not suitable to tap the energy from
low-temperature waste heat source. In order to increase the
efficiency and sound economic performance of energy sources,
ORC (Organic Rankine Cycle) is used widely to tap low
temperature heat sources such as solar energy, geothermal
energy and industrial waste heat, and convert it into
useful power.
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Table 1. Cont.

Ref. No. Authors Year Objective and Outcomes

[18] Marco Altosole et al. 2017
The exhaust heat recovery works on Organic Rankine Cycle
concept which is targeted at improving the overall efficiency of
the diesel engine.

[19] Pablo Fernandez-Yanez
et al. 2018 Deployed thermoelectric generators to convert thermal energy

recovered from exhaust gases to electrical energy.

[20,21] Pablo Fernandez-Yanez
et al. 2018

The experimental investigation was carried out in gasoline and
light-duty diesel engines. The possibilities of energy recovery
were determined at higher loads with speed and concentric tube
heat exchanger. The electric-turbo generators harvested high
amount of exhaust energy at high load operating modes. The
electric-turbo generator recovered power seven times higher
than the thermoelectric generator.

3. Experimental Setup and Methodology

A single cylinder with four stroke, water-cooled, and naturally-aspirated diesel engine was
designed to generate 3.7 kW power at 1500 rpm which was utilized for waste heat recovery and
emission analysis experiments. The technical specifications of the engine are tabulated in Table 2.
Air flow was determined accurately by measuring the pressure drop across a sharp edge orifice of
the air surge chamber using U-tube manometer. The diesel flow was measured using a burette
arrangement by noting the time of fixed volume of diesel consumed by the engine. A water-cooled
piezoelectric pressure transducer was fixed onto the cylinder head to record the pressure variations
in cathode-ray oscilloscope screen along with crank angle encoder. The exhaust gas temperature
was measured by a chromel–alumel K-type thermocouple. The exhaust gas constituents such as HC,
CO, CO2, and O2 were measured using an AVL 444N model gas analyzer (Gurgaon, New Delhi,
India). NOx emission was measured using heated vacuum NOx analyzer (Camberley, Surrey, England)
whereas the smoke emission was measured by an AVL smoke meter (Gurgaon, New Delhi, India).
Based on the thermodynamic analyses of exhaust gases’ temperature at different locations in the
exhaust manifold of an engine, the protracted internally–externally finned counter flow heat exchanger
was designed and implemented in diesel engine for exhaust heat recovery with water as the working
fluid. A schematic representation of the experimental arrangement is shown in the Figure 1. The engine
was started using diesel fuel and allowed to warm up. The amount of the injected diesel fuel got
automatically varied due to the governor attached to it and this maintained the engine speed at
1500 rpm throughout the experiment. The exhaust heat recovery and emission analysis were performed
for different engine loading conditions.

Table 2. Technical specifications of engine.

Description Type

Engine Vertical Single Cylinder, Water cooled 4-stroke
“Kirloskar Diesel engine”

Rated Power 3.7 kW at 1500 RPM
Bore × Stroke 80 mm × 110 mm

Displacement Volume 553 cc
Compression Ratio 16.5:1

Dynamometer Rope-Brake Dynamometer
Fuel injection release pressure 200 bar

Specific fuel consumption 40 g/kW·h
Fuel injection timing 27◦ BTDC

Nozzle M1CO; DLL110S 1630
Injector type Mechanical injector

Type of Lubrication Splash type
Lubricating Oil SAE30/SAE40

Overall Dimensions W2000 × D2500 × H1500 mm
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Figure 1. Schematic diagram of experimental setup.

Furthermore, the turbine generator setup was facilitated to examine the efficiency of the heat
recovery system. The exhaust gas temperature was measured at different locations in order to locate
the heat recovered by the heat exchanger to achieve the maximum effectiveness of heat exchanger
which is installed in the diesel engine. As shown in the Figure 2, the exhaust gas temperature decreases
as the distance from engine mouth increases. It is mainly due to the loss of heat energy to surroundings
with increase in travel distance. At full load condition, the engine acquires more amount of air fuel
mixture and thus involves in high rate of combustion which results in higher exhaust gas temperature
compared to other engine conditions.

Figure 2. Exhaust gases temperature at different locations.
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3.1. Protracted Finned Counter Flow Heat Exchanger Design Parameters

The protracted-finned heat exchanger design is primarily aimed at recovering internal combustion
exhaust heat energy. While enumerating the heat exchanger design, the exhaust gas mass flow rate was
calculated for a selected diesel engine by adding the mass flow rate of air and fuel for single cylinder
diesel engine. The working fluid used in heat exchanger plays a vital role in extracting the heat.
The properties of working fluids (i.e., water as cold fluid and engine exhaust gas as hot fluid) are listed
in Table 3. Aluminium is selected as the heat exchanger material by considering its favorable thermal
conductivity value of 204.4 W/(m·K).

Table 3. Properties of hot and cold fluids.

Input Parameters Symbols
Hot Fluid

(Exhaust Gas)
Symbols

Cold Fluid
(Water)

Units

Inlet Temperature Thi 235 Tci 32
Outlet Temperature Tho 124 Tco 106

Thermal Conductivity Kh 0.0404 Kc 0.6 W/m·K
Specific Heat Capacity Cph 1030 Cpc 4182 J/(kg·K)

Viscosity (Absolute) μh 0.000027 μc 0.0006 (N·s)/m2

Density ρh 0.696 ρc 998 kg/m3

Mass Flow Rate mh 0.009336 mc 0.0054 kg/s

3.1.1. Convection Heat Transfer Coefficient of Heat Exchanger

The heat transfer coefficient formulates the required length and size of the heat exchanger
including developing and fully-developed regions to recover exhaust waste heat energy. Numerous
parameters were considered and the data was calculated to find the heat transfer coefficient for inner
pipe and the outer pipe of a typical heat exchanger [22]. Table 4 shows the determined values of
various parameters which are essential to find out the heat transfer coefficient.

Table 4. Heat transfer calculation parameters for heat exchanger.

Parameters Symbols
Inner Pipe (i)

Hot Fluid
(Exhaust Gas)

Symbols
Outer Pipe (a)

Cold Fluid
(Water)

Units

Velocity of fluid Vhi 4.069 Vca 0.0015 m/s
Fluid Flow Area Ai 0.00322 Aa 0.0103 m2

Hydraulic Diameter Dhi 0.064 Dha 0.064 m
Reynolds Number Rei 6713.34 Rea 156.01 -
Prandtl Number Pri 0.68 Pra 4.182 -
Friction Factor fi 0.0353 fa 0.41 -

Nusselt Number Nui 19.63 Nua 5.49 -
Heat Transfer coefficient hi 12.40 ha 51.47 W/

(
m2·K)

3.1.2. Heat Transfer Surface Area of Protracted Finned Heat Exchanger

The convective heat transfer area has to be calculated in order to determine the heat transfer
rate as well as other important thermal parameters. The equations used for different conditions are
as follows. If fins are added into exhaust gas (internally–externally) side to promote the boundary
layer separation, it enhances the increased heat transfer for this experimental work and the total heat
transfer surface area is calculated using the expression as follows

As = Atotal = Aunfinned + NfAfin (1)
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The determined values of the heat transfer area are tabulated in Table 5. The heat exchanger fins’
performance parameters like efficiency and effectiveness are getting increased due to its construction
material that possess higher thermal conductivity characteristics.

Table 5. Heat transfer surface area of finned heat exchanger.

Description Symbols
Hot Fluid

(Exhaust Gas)
Symbols

Cold Fluid
(Water)

Units

Finned Area Afi 0.54162 Afa 0.54162 m2

Un finned (Inner pipe) Area Abi 0.171069 Aba 0.189911 m2

Total surface Area Ati 0.71268 Ata 0.731531 m2

3.1.3. Overallheat Transfer Co-Efficient

The overall heat transfer coefficient is primarily influenced by thickness and thermal conductivity
of the media through which heat is getting transferred effectively. The larger the coefficient, the easier
heat gets transferred from its source to the working fluid being heated. In a heat exchanger, the overall
heat transfer co-efficient (U) for protracted finned double-pipe heat exchanger was calculated using
the following equation for the particular design considered [23]. The determined overall co-efficient
value was 10.257 W/

(
m2·K)

.

1
UAs

= Rtotal =
1

hiAi
+

Rfi
Ai

+
ln
(

do
di

)
2πLk

+
Rfo
Ao

+
ti

kAfi
+

to

kAfo
+

1
hoAo

(2)

3.1.4. Effectiveness of the Designed Finned Heat Exchanger

The effectiveness of the heat exchanger remains the ‘performance measuring parameter’ of the
component which was designed and utilized for the heat recovery. It is the ratio of the actual heat
transfer rate for a heat exchanger to the maximum possible heat transfer rate [24].

Effectiveness (ε) =
Qactual
Qmax

=
Ch(Thi − Tho)

Cmin(Thi − Tci)
=

Cc(Tco − Tci)

Cmin(Thi − Tci)
=

1 − e−NTU(1−Cr)

1 − Cre−NTU(1−cr)
(3)

In general, it is possible to express effectiveness as a function of Number of Transfer Units, NTU;
the heat capacity rate ratio, Cr; and the flow arrangement in the heat exchanger,

Number Transfer Unit (NTU) =
UAs

Cmin
(4)

The first dimensionless parameter is nothing but Heat Capacity Ratio, the percentage of the
minimum-to-the-maximum value of Heat Capacity Rate for the exhaust gas and water. The heat
capacity ratio of a fluid is determination of its capability to liberate or take up heat. This is calculated
for both fluids as the product of the mass flow rate times the specific heat capacity of the fluid,

Heat capacity ratio (Cr) =
Cmin

Cmax
(5)

By substituting all the determined values in the effectiveness Equation (3), the protracted
internally–externally finned counter flow double-pipe heat exchanger effectiveness (ε) in % was
calculated as 75.67. The effectiveness of the designed double pipe protracted finned type of heat
exchanger shows a considerable improvement when compared with the design carried outfor double
pipe heat exchanger without fins [25].
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3.1.5. Geometry Design Parameters of Finned Heat Exchanger

Based on the above designed procedure, Table 6 lists out the parameters obtained for the protruded
finned counter flow heat exchanger. Without affecting the heat transfer co-efficient, the optimized
number of fins were coated with diesel oxidation catalysts so as to reduce the engine emissions.
The Figure 3 depict various designed parameters of the heat exchanger. According to the design,
the heat exchanger was fabricated and fitted in the diesel engine exhaust manifold.

Figure 3. Schematic sketch of 2-Dimensional, 3-Dimensional and fabricated heat exchanger views
of PFCHE. (a) Front view, (b) Side view, (c) Top view, (d) Isometric view, (e) Fabricated view.
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Table 6. Dimensions of heat exchanger.

Parameters Symbols Inside Outside Units

Height H 0.03 0.03 m
Thickness T 0.003 0.003 m

Cross section Area A 0.03 0.03 m2

Perimeter P 2.006 2.006 m
Length of fin Lf 1.0 1.0 m
Number fins Nf 12 12 -

Finned heat transfer Surface Area Convection Af 0.5416 0.5416 m2

Tube area available for heat transfer in finned tube heat exchanger Ab 0.17106 0.1899 m2

Total area of finned tube heat exchanger At 0.7127 0.7315 m2

Inside diameters of pipes di, Di 0.064 0.114 m
Outside diameters of pipes do, Do 0.07 0.12 m

3.2. Error Analysis

Errors and uncertainties are usually unavoidable in any research and it is associated with
various primary experimental measurements and the calculations of performance parameters. It can
occur during selection of instruments, conditioning, environmental factors, calibration, observation,
test planning, and while taking readings. Uncertainty analysis is usually carried out to prove the
precision and accuracy of the experiments. Percentage uncertainties of different parameters like
performance, emission, and combustion parameters were calculated using the percentage uncertainties
of various instruments tabulated in Table 7. The total percentage of uncertainty in this experiment is
determined by using an Equation (6)

Total percentage of uncertainty
= {(TFCUC)

2 + (BPUC)
2 + (SFECUC)

2 + (BTEUC)
2 + (CO2UC)

2

+ (HCUC)
2 + (NOxUC)

2 + (SmokeUC)
2 + (EGTUC)

2 + (PPUC)
2 + (ε)2

+ ( HTUC)
2 + (POUC)

2} = ±2.61.

(6)

Using the appropriate calculation procedure, the total uncertainty for the entire experiment
was obtained to be ±2.61%. An uncertainty analysis was carried out using the method put forth by
Holman [26,27].

Table 7. List of devices, its range, accuracy, and percentage.

S. Number Devices Range Accuracy (%) Uncertainty

1 Exhaust gas temperature indicator 0–900 ◦C +0.1◦C to −0.1◦C +0.15 to −0.15

2 Gas analyzer

CO (0–10%)
CO2 (0–20%)

HC (0–10,000 ppm)
NOx (0–5000 ppm)

+0.02% to −0.02%
+0.03% to −0.02%

+20 ppm to −20 ppm
+10 ppm to −10 ppm

+0.2 to −0.2
+0.15 to −0.1

+0.2 to −0.2

3 Smoke level measuring instrument 437C,IP52(0 to 100%) +0.1 to −0.1 +1 to −1

4 Speed measuring unit 0–10,000 ppm +10 rpm to −10 rpm +0.1 to −0.1

5 Burette for fuel measurement - +0.1 cm3 to −0.1 cm3
+0.6 s to −0.6 s

+1 to −1
+0.2 to −0.2

6 Pressure pickup - +1 o to −1 o +0.2 to −0.2

7 Manometer 0–110 bar +0.1 kg to −0.1 kg +0.1 to −0.1

4. Results and Discussion

An innovative PFCHE was designed and fabricated to extract and utilize in the production of
useful power output and simultaneously to reduce the engine emissions. The following topics discuss
about the performance of PFCHE and emission characteristics of the engine.
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4.1. Fin Geometry Effect on Exhaust Gas Outlet Temperature

The effect of fin geometry on exhaust gas temperature is shown in the Figure 4. As shown in
the plot, the final temperature of the exhaust gas decreases as the number and length of the fin increases
due to high availability of heat transfer surface area. About 57% of the heat was recovered when
the number of fins and the fin length of heat exchanger were modified from 6 to 12 and 0.6 m to
1.0 m respectively.

 
Figure 4. Variation of exhaust gas outlet temperature with fin geometry.

4.2. Energy Recovered by the Working Fluid

The amount of heat absorbed by the working fluid shows an increasing trend with respect to
increase in the geometric parameters such as number and length of the fin. As shown in Figure 5,
the maximum water outlet temperature was attained when the fin length was 1.0 m with a total of
12 fins. About 37% additional heat absorption was observed, when the fin number and the fin length
varied from 6 to 12 and 0.6 m to 1.0 m respectively, due to improved heat transfer area.

 
Figure 5. Variation of working fluid outlet temperature with fin geometry.

4.3. Heat Transfer Rate of Working Fluid

Figure 6 shows the variation in heat transfer rate with fin geometry. The rate of heat transfer in
the working fluid was determined according to Log-Mean Temperature Difference method (LMTD).
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The maximum heat transfer of 550 W was obtained for 1.0 m fin length with 12 fins compared to all
other fin geometries. About 39% high amount of heat transfer rate was observed in PFCHE with fin
length of 1.0 m when compared with CHE without fins. High heat transfer rate was achieved for 1.0 m
fin length when compared with partially-coated heat exchanger. The recovered exhaust energy was
used to run the turbine and in-turn the turbo-electric generator. The results showed that this set up can
produce 0.06 kW and 0.55 kW of power when the turbine speed is 1500 rpm and 3500 rpm respectively.

 

Figure 6. Variation of heat transfer rate with fin geometry.

4.4. Effectiveness of the Heat Exchanger

As the number of fins and length increases, the transfer area also increases due to which the actual
heat transfer rate increases which results in the increased effectiveness of heat exchanger. It is evident
from the Figure 7, that the effectiveness of heat exchanger increases with increased length and number
of fins. The maximum amount of effectiveness, that is, 76%, was found for 1.0 m fin length and 12 fins
compared to other fin geometries. The overall performance of the heat exchanger got improved by fin
and geometrical configurations of the heat exchanger as advised by Mohd Zeeshan [28].

 
Figure 7. Effectiveness of heat exchanger with fin geometry.
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4.5. Brake Thermal Efficiency

The variation of brake thermal efficiency with brake power for different heat exchanger parameters
is shown in Figure 8. The brake thermal efficiency was calculated from the ratio of brake power and
additional power produced by WHR to the total energy input contributed by the diesel fuel. The brake
thermal efficiency in waste heat recovery technique at full load is found to be 37% at PFCHE without
coating, 34.5% at heat exchanger without fins, 36% at partially coated PCFHE. It was observed that the
overall brake thermal efficiency increased about 5% by utilizing the waste heat energy recovered from
the exhaust gas.

 

Figure 8. Effect of waste heat recovery (WHR) on brake thermal efficiency.

4.6. Engine Emission Parameters

4.6.1. Hydro Carbons

Hydrocarbon emission is the emission of a combination of unburned fuels due to low temperature
that occurs near the cylinder wall. Hydrocarbons consists of thousands of species such as alkanes,
alkenes, and aromatics. Diesel engines normally release low levels of hydrocarbons compared
to petrol engines. The impact of heat exchanger on hydrocarbon emission is shown in Figure 9.
As shown in the plot, there is a significant increase in hydrocarbon when brake power was increased.
The hydrocarbon emission was comparatively higher when the emission test was conducted without
finned heat exchanger set up, whereas it was lower when the emission test was conducted with finned
heat exchanger. The partially-coated finned heat exchanger resulted in reduced hydro carbon level
due to oxidation effect [29].

4.6.2. Carbon Monoxide

Carbon monoxide emission mainly occurs due to incomplete combustion of air and fuel.
Particularly, it can be caused at beginning as well as at instantaneous acceleration of engine during
which the rich mixtures are required. In rich air–fuel mixtures, due to air shortage and reactant
concentration, all the carbon cannot be converted into CO2 due to which CO is produced. Figure 10
depicts the comparison of CO emission from an engine exhaust ‘with finned’ and ‘without finned’ the
use of heat exchanger. When the test was conducted without installing finned heat exchanger, CO was
highly emitted than when using heat exchanger with fins. With the protracted finned heat exchanger,
carbon monoxide emissions started to reduce at high load conditions due to lattice oxygen donation
from the diesel oxidation catalyst and its reaction with exhaust gases [30].
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Figure 9. Effect of heat exchanger on HC emission.

4.6.3. Nitrogen Oxides

Nitrogen oxides are known as nitrogen monoxide (NO) and nitrogen dioxide (NO2).
NO constitutes about 85–95% of NOx. Figure 11 shows the comparison of NOx emission variations
in the experimentation conducted between ‘with finned heat exchanger’ and ‘without finned heat
exchanger’. Heat exchanger-based heat recovery technique can reduce considerable amount of NOx

emission when compared with experimental results retrieved from ‘without using fins’ in the heat
exchanger. This reduction might be due to the recovery of thermal energy from exhaust gases and the
reaction of exhaust gases with oxidation catalyst used in heat exchanger fins [31].

4.6.4. Carbon Dioxide

The variation of carbon dioxide emission in the exhaust manifold using heat exchanger is plotted
in the Figure 12. It shows that there is a slight increase in CO2 emission when using PFCHE in the
diesel engine exhaust compared to heat exchanger without using fins. Waste heat recovery system and
its design allow to reduce half of the CO2 emissions in the diesel engines, when compared to other
techniques [32]. It may be due to the oxidation effect of the catalysts used in the PFCHE.

 
Figure 10. Effect of heat exchanger on CO emission.
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Figure 11. Effect of heat exchanger on NOx emission.

4.6.5. Smoke Intensity

The comparative results of smoke intensity is indicated as Hatridge Smoke Units (HSU)and is
shown in Figure 13. Variation of smoke emissions is relatively less at low power operations due to a
smaller amount of fuel particle being present in the burning process. The impact of the implementation
of ‘protracted both internally–externally finned counter flow heat exchanger with partial coating’ in
waste heat recovery resulted in low smoke emissions when compared with diesel fuel. This is due
to the diesel oxidation catalyst used in part of the heat exchanger fins and reactions with exhaust
gases. The smoke was formed due to pyrolysis of PAH (Polycyclic Aromatic Hydrocarbons) and it
predominated at full load operating conditions [33].

 
Figure 12. Effect of heat exchanger on CO2 emission.
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Figure 13. Effect of heat exchanger on smoke intensity.

5. Conclusions

In internal combustion engines (ICEs), About 70% of the heat energy produced by pistons
is lost due to the exhaust and cooling process. In this study, an innovative double-pipe,
both internally–externally PFCHE was designed and adopted to recover the heat from engine exhaust
gas and in parallel, it was also aimed at reducing the harmful exhaust emissions. The following
conclusions can be drawn from the experimental results.

� The analytical results indicated a positive notion about the overall efficiency of Organic Rankine
Cycle heat recovery system. The experimental results demonstrated that from the heat exchanger
without fins, the amount of heat extracted was 335 W. With innovative finned heat exchanger,
the amount of heat recovered was 550 W. High amount of heat transfer was achieved, namely,
39%, when the fin length varied from 0.6 m to 1.0 m and when the number of fins were increased
from 6 to 12.

� By comparison, the effectiveness of the PFCHE was able to reach its full load operation from
71% to 75%. The effectiveness of the heat exchanger without fins was 10–13% lesser than that
of the effectiveness with 1.0 m length finned heat exchanger. It was also revealed that, as the
fin numbers and its length increases, the heat transfer rate increases which further resulted in
improved performance of the heat recovery system and increased brake thermal efficiency from
32% to 37%.The developed heat recovery system can produce 0.06 kW and 0.55 kW of power
when the turbines execute at 1500 rpm and 3500 rpm respectively.

� The application of partially-coated, protracted, and finned heat exchanger showed a considerable
reduction in the engine emissions due to diesel oxidation catalysts coating. A reduction in HC,
CO and NOx emissions was observed with partially coated PFCHE. The reduction in HC and
NOx emissions at full load were 16% and 7% respectively when compared to base line engine
operation without heat exchanger. Smoke got decreased from 60 HSU to 45 HSU at full load
operation of the engine. The reduction could be attributed due to the properties of material used
for heat exchanger and exhaust gas reactions.

On the whole, it can be concluded that DOC-coated PFCHE resulted in increase in the heat
transfer rate, effectiveness and brake thermal efficiency when compared to the heat exchanger
without fins. HC, CO, NOx and smoke emissions were less than the base line engine operation without
heat exchanger. As per the current study results, it is found that the partially-coated PFCHE could be
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a suitable heat exchanger to recover exhaust heat energy and can reduce engine exhaust emissions.
In future, the area of research has to be explored in depth towards the integration of engine coolant
heat and exhaust using various power plant cycles. It should also focus on performance improvement
under different working fluids that can make better use of a low temperature exhaust heat recovery
system and minimize the installation cost along with the size of WHR system.
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Nomenclatures

ρ fluid density (kg/m3)

As heat transfer surface area (m2)

U overall heat transfer coefficient (W/m2·K)

Q rate of heat transfer (W)

Qactual actual heat transfer (W)

Qmax maximum possible heat transfer (W)

D cylinder bore (m)

L stroke length (m)

N engine speed (rpm)

ma mass flow rate of air (kg/s)
mf mass flow rate of fuel (kg/s)
Cp specific heat capacity (J/kg·K)

μ viscosity (N·s/m2)

di inner pipe inside diameter (m)

do inner pipe outside diameter (m)

Vh & Vc velocity of hot and cold fluids (m/s)
Kh & Kc thermal conductivity of hot and cold fluids (m/s)
Thi & Tci inlet temperature of hot and cold fluids (K)

Tho & Tco outlet temperature hot, cold fluids (K)

Re Reynolds number
Pri Prandtl number
Nu Nusselt number
f friction factor
h convection heat transfer co-efficient (W/m2·K)

Dh hydraulic diameter (m)

Nf number of fins
H height of fin (m)

T thickness of fin (m)

A fin cross section area (m2)

P perimeter of fin (m)

Lf length of fin (m)

Af finned surface area for heat transfer (m2)

Ab un-finned area of pipe (m2)

At total area of finned tube heat exchanger (m2)
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Rtotal total thermal resistance
(
m2·K/W

)
Rfi&Rfo fouling factors of inner pipe and outer pipe

(
m2·K/W

)
Rwall resistance of wall

(
m2·K/W

)
Cc heat capacity of cold fluid (J/kg·K)

Ch heat capacity of hot fluid (J/kg·K)

Cr heat capacity ratio
ε effectiveness of heat exchanger
Acronyms

ICEs internal combustion engines
WHR waste heat recovery
TEG turbo electric generator
ORC organic rankine cycle
PFCHE protracted finned counter flow heat exchanger
CHE counter flow heat exchanger
LMTD log mean temperature difference
NTU number of transfer units
EGT exhaust gas temperature
HT heat transfer
BP brake power
PP pressure pickup
PO power output
BTE brake thermal efficiency
HC hydro carbons
CO carbon monoxide
NOx nitrogen oxides
CO2 carbon-di-oxide
HSU hatridge smoke units
PAH polycyclic aromatic hydrocarbons
DOC diesel oxidation catalysts
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Abstract: The energy demand for the air-conditioning of buildings has shown a very significant
growth trend in the last two decades. In this paper three alternative hygroscopic materials for
desiccant wheels are compared considering the operation of the air handling unit they are installed
in. The analyses are performed by means of the TRNSYS 17® software, simulating the plant with
the desiccant wheel made of: silica-gel, i.e., the filling actually used in the experimental plant
desiccant wheel of the University of Sannio Laboratory; MIL101@GO-6 (MILGO), a composite
material, consisting of graphite oxide dispersed in a MIL101 metal organic framework structure;
Campanian Ignimbrite, a naturally occurring tuff, rich in phillipsite and chabazite zeolites, widespread
in the Campania region, in Southern Italy. The air-conditioning system analyzed serves a university
classroom located in Benevento, and it is activated by the thermal energy of a solar field for which
three surfaces are considered: about 20, 27 and 34 m2. The results demonstrate that a primary energy
saving of about 20%, 29%, 15% can be reached with silica-gel, MILGO and zeolite-rich tuff desiccant
wheel based air handling units, respectively.

Keywords: desiccant wheel; solar heating and cooling; hygroscopic materials; dynamic simulations;
energy and environmental analysis

1. Introduction

Air-conditioning in the tertiary sector is largely based on all-air or mixed air–water systems.
In these plants most of the required energy is due to the removal of moisture from the air especially
in hot and humid regions. Commonly the dehumidification process is conducted by cooling down
the air below its dew point, at a temperature that is too low to supply this air to the conditioning
space, therefore the dehumidified air is subsequently heated up. The cooling energy load is commonly
satisfied by electric-driven chillers which have caused significant daytime electric peak loads in
the developing and developed countries during the summer period, while also contributing to the
increase in energy demands in the last decades. Desiccant-based HVAC (Heating Ventilation and
Air-Conditioning) systems are a solution to satisfy the temperature and humidity levels required in
buildings via decoupling latent and sensible loads, and thus significantly reducing the electric energy
consumption. These systems operate with thermally-driven cycles that require thermal energy to
regenerate the hygroscopic material. This heat can be supplied by several conventional means, such
as waste heat, gas burner or electric heater. However, the best solution is often represented by the
coupling with solar thermal collectors, since this approach allows huge primary energy savings and
greenhouse gas emissions reductions.

Energies 2019, 12, 1543; doi:10.3390/en12081543 www.mdpi.com/journal/energies38
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The scientific literature in which hygroscopic materials are analyzed is as vast as the applications
and materials studied, which are not only evaluated for the production of desiccant wheels (DWs)
but, for example, also for the production of adsorption heat pumps or heat exchangers. The materials
can be classified based on their composition and differ in their adsorption capacity and regeneration
temperature [1]. In [2] the role and prospect of using agricultural waste material as “green” desiccants
in desiccant-cooling systems has been evaluated.

Some of the experimental and numerical studies that consider desiccant material specifically for
air handling unit (AHU) application are reported below.

In [3], a synthetic metal silicate-based DW is adopted in an AHU together with a sensible heat
wheel and an electric heat pump. The coefficient of performance (COP) of varying air stream flow rates,
regeneration temperatures and ambient conditions have been experimentally evaluated. The results
are used to characterize a TRNSYS model that has been demonstrated to be capable of efficiently
simulating the cooling system.

In [4] an experimental study has been carried out on an air handling unit using a DW made
of a so called Functional Adsorbent Material Zeolite 01 (FAM-Z01). The authors investigated the
effects of some parameters such as: the regeneration temperature, the process air stream’s temperature
and humidity, the desiccant wheel’s rotational speed and the ventilation mass flow rate on the cycle
performance. The FAM-Z01 shows low regeneration temperature and a maximum water removal
capacity of 1.96 ± 0.12 kg/h in the tested conditions.

Kanoğlu et al. [5] considered an experimental innovative AHU with natural zeolite as the desiccant,
paying particular attention to the energy and exergy analyses of the open-cycle realized in the plant.
They measured a COP of 0.35, and an exergy efficiency of 11.1%. It is highlighted that the DW shows
the greatest percentage of total exergy destruction (33.8%).

The performance of a DW, composed of metal silicate synthesized on inorganic fiber substrate,
integrated in an air-conditioning system, have been analyzed and it has been compared with a
conventional air-conditioning plant [6]. In this paper it is pointed out that the desiccant-assisted
system’s moisture removal capacity is about 15–30% greater in comparison to that of the conventional
plant, and is capable of holding low humidity in the conditioned space.

Several parameters, such as the air humidity at the DW inlet, the temperature of the regeneration
air, the air mass flow rate, etc., which may influence the performance of the DW, are evaluated
and discussed for the composite desiccant material, which is a solid solution of LiCl and silica-gel.
It behaves better than pure silica-gel in moisture adsorption, and a comparison between these two
materials shows that the LiCl/silica-gel composites remove approximately 50% more moisture from
air [7].

In [8] a zeolite-based DW, a superadsorbent polymer-made DW and a conventional silica-gel
wheel have been compared. The results of the experimental tests reveal that the polymer desiccant
wheel has a higher dehumidification capacity than the silica-gel wheel, when the temperature of the
regeneration air is 50 ◦C and the relative humidity exceeds 60%, but it does not strongly improve with
the increase of the regeneration temperature and furthermore it is more affected by the regeneration
air velocity. Concerning the zeolite desiccant wheel, its dehumidification capacity decreases with
decreasing supply air velocity and is not significantly affected by the regeneration air velocity. Finally
the temperature of the dehumidified air exiting the silica-gel DW is significantly higher than that at the
outlet of the superadsorbent polymer DW.

The behavior of four alternative desiccant wheels have been investigated and tested in two
different laboratories [9]. The desiccant rotors are both commercial products and innovative ones.
The materials they are made of are: titanium silicate, LiCl, silica-gel and a LiCl/silica-gel composite.
The analyses of the main parameters affecting the performance of the wheels show that the best
performance of silica-gel DW takes place in the range of 85–100 RPH, whereas the optimal rotational
speed is lower for LiCl-based DW; the addition of LiCl to silica-gel increases the dehumidification
capacity by about 3 g/kg; the dehumidification potential, in general, increases with the moisture content
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in the ambient air and the regeneration air temperature; the dehumidification performance improves
when the regeneration air relative humidity decreases.

Some experimental results on a hybrid desiccant air-conditioning system equipped with a lithium
chloride DW have been reported in [10] and the effects of the relevant operating parameters on the
overall system performance have been analyzed. The Authors demonstrate that, with respect to a
conventional vapor compression system, the hybrid desiccant cooling AHU reduces the electric power
consumption by about 37.5% when the process air temperature and relative air humidity are held at
30 ◦C, and 55% respectively.

The impact of the features of adsorbent materials on the desiccant wheel performance has been
studied through computer modeling in the work of Fong and Lee [11]. They compare a DW of a
regular density silica-gel, one made of a synthetic zeolite, named AQSOA-Z02 [12], and another one
based on a zeolite called CECA-3A [13]. With an absolute ambient air humidity of 16.04 g/kg, the three
desiccant wheels achieve a moisture reduction at the regeneration temperature of 50 ◦C of 33.0%, 22.6%
and 18.7% respectively; these percentages increase up to 65.2%, 64.5% and 51.1% respectively when the
regeneration air temperature is increased up to 80 ◦C.

In [14] two alternative desiccant materials (silica-gel and titanium dioxide) have been compared.
A solar-desiccant cooling system is numerically investigated through a validated TRNSYS model in
three East Asian climatic conditions (temperate, subtropical and tropical). Titanium dioxide has been
proven to be an interesting alternative material as it can reach a lower indoor humidity ratio and
temperature with higher cooling performance than the silica-gel, considering the same specification of
the solar thermal field and desiccant cooling plant. The system coefficient of performance is within the
range 1.5–3, while the solar fraction is between 65% and 90%.

Also a composite desiccant material made of a biopolymer template, chitosan, in which nanoscale
boehmite particles are embedded, has been proven to be an interesting renewable material, and a
candidate to replace silica-gel due to its high moisture removal capacity. The results showed the
formation of crystalline, nanostructured composite with moisture adsorption capacity that is higher by
about 50% than the material weight [15].

In this paper an air-conditioning system driven by evacuated tube solar collectors and equipped
with a DW is numerically investigated with a parametric approach considering:

- different solar thermal field configurations, three collecting surfaces (about 20, 27 and 34 m2) and
different tilt angles (20–55◦);

- three desiccant rotor materials, that is the one which is actually installed in an available test
plant (silica-gel), a composite material denominated MIL101@GO-6 (MILGO), made of graphite
oxide dispersed in the MIL101 metal organic framework structure, and a naturally occurring
zeolite-rich tuff, denominated Campanian Ignimbrite, which is rich in phillipsite and chabazite
and is widespread in many areas of Campania region, in southern Italy.

Energy and environmental indexes have been assessed comparing the innovative materials with
the conventional one in order to identify the best choice in the base case i.e., when the innovative
system meets only the cooling and heating loads of a university classroom located in Benevento and
when further low-temperature loads are taken into account.

2. Hygroscopic Materials: Modeling and Characterization

As alternative to the cooling dehumidification there is the moisture reduction by adsorption
through hygroscopic materials. As already stated, silica-gel has been historically used as the material
of choice for DWs, due to its good water adsorption capacity, relatively low cost and high mechanical
resistance when exposed to repeated adsorption/desorption cycles. Notwithstanding, a significant
interest has been shown in recent years toward either higher performing materials, or naturally
abundant materials which may be obtained at a lower cost. In this context, in the present paper two
alternative materials are considered as alternative to silica-gel: the first one is MIL101@GO-6 (or MILGO),
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a material having outstanding water adsorption properties [16], and Campanian ignimbrite, a naturally
occurring zeolitic tuff, particularly rich in phillipsite and chabasite zeolites, which is abundant in many
areas of Campania region, in southern Italy, well known for its water adsorption performances [17].

In order to describe the behavior of the desiccant wheel a mathematical model consisting of mass
and energy balances for gas-side and solid-side was implemented in previous works [18,19]:

ρm
∂ω
∂θ

+ ρmV
∂ω
∂z

= ρmDs
∂ω
∂θ

+
εdρd

ε
∂M
∂θ

(1)

∂M
∂θ

= K(Me + M) (2)

(
ερmcp,m + εdρdcp,d

)∂T
∂θ

+ ερmcp,mV
∂T
∂z

= εkm
∂2T
∂z2 +

qs

Mw
εdρd

∂M
∂θ

(3)

where ω is the air absolute humidity, M the moisture content of solid adsorbent (Me at equilibrium
condition), T the temperature, ρ the density, cp the heat capacity, k the thermal conductivity, K the
effective mass transfer coefficient, V the air superficial velocity, ε the void fraction, θ the time, z the
axial coordinate, Ds the surface diffusion coefficient, qs isosteric heat of adsorption, Mw the molecular
weight of water, and the subscript m and d, where used, refer the above to moist air and solid adsorbent,
respectively. Details about the equilibrium correlation and the absorption heat calculation, along with
validation carried out with experimental data, as well as model implementation and results are reported
in [18,19] for MILGO and tuff, respectively. The model was solved using the commercial software
package Comsol Multiphisycs®. Wheel thickness L, discretized on the basis of a step size set to 1 mm,
was chosen as spatial integration domain. Time intervals of lengths θreg and θproc for regeneration and
dehumidification phases respectively, discretized on the basis of a step size set to 0.1 s, were chosen
as temporal integration domains. A single simulation cycle consisted of a dehumidification phase
followed by a regeneration one. For the dehumidification phase of the very first cycle the following
first-run-only initial conditions were used:

M (z,0) =Min (4)

ω (z,0) = ωamb (5)

T (z,0) = Tamb (6)

Every half a cycle, the last time values of all variables were taken as initial values for subsequent
calculations. Computations were carried on for a sufficiently large number of cycles in order to
approach a cyclic steady state profile in both adsorption and regeneration process. Analyses of the
dehumidification performance were carried out considering the amplitude of the regeneration section,
the DW rotation speed, the material porosity, etc., at different regeneration and process air conditions
(T and ω) and for both the adsorbents. Under optimal parameter values, it was observed that the
dehumidification effectiveness of MILGO DW was about 30% higher than that of the conventional
silica-gel based desiccant wheel [18], while with zeolite-rich tuff rotor the moisture removal was better
than with silica-gel DW, when relative humidity was low and the regeneration air temperature was
very high.

A further model, the one of Maclaine–Cross and Banks [20], characterizes the combined mass
and heat transfer processes taking place in a DW as a simple heat transfer process, by means of two
independent characteristic potentials, F1 and F2, [21,22] that can be expressed for the specific pair
silica-gel/air as [23]:

F1, j =
−2865(

tj + 273.15
)1.49

+ 4.344
(
ω j/1000

)0.8624
(7)
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F2, j =

(
tj + 273.15

)1.49

6360
− 1.127

(
ω j/1000

)0.07969
(8)

where the subscript “j” refers to the generic thermo-hygrometric condition of the air at which the two
potentials are evaluated, whereas ω and t are the humidity ratio (g/kg) and the air temperature (◦C),
respectively. The intersection of the isopotentials identifies the output conditions of the process air
in the ideal case, when both the desorption and the adsorption processes are isoenthalpic. Jurinak’s
model [22] provides that the real output conditions are estimated using two efficiency indexes of the
wheel, ηF1 and ηF2, calculated similarly to the efficiency of a heat exchanger, as:

ηF1 = (F1,2 − F1,1)/(F1,5 − F1,1). (9)

ηF2 = (F2,2 − F2,1)/(F2,5 − F2,1). (10)

where potentials F1 and F2 must be evaluated in the states 1, 2 and 5 of Figure 1a. This model is
adopted by the simulation software used in this work (see Section 3).

The parameters ηF1 and ηF2 for the silica-gel DW of the experimental plant were validated and
calibrated in [24] and their values are 0.207 and 0.717 respectively. They are used below.

In order to continue using this model based on the characteristic potentials and efficiency indexes,
Comsol Multiphysics® numerical model has been simulated for both alternative materials modifying
one parameter a time in the subsequent ranges of interest for the case study under investigation:
absolute humidity 0.010–0.020 kg/kg, with a step of 0.002 kg/kg; process air tperature 293–308 K, with a
step of 5 K; regeneration air temperature 323–343 K, with a temperature step of 10 K. With these results
the Jurinak’s efficiency indexes have been characterized. The mean values of ηF1 and ηF2 that better
reproduce the conditions at the outlet of the MILGO DWs have been found equal to 0.029 and 0.904
while those for zeolite-rich tuff are 0.219 and 0.634, respectively.

3. Methodology: Simulation Models, Plant Configuration and Analyses

The approach followed to elaborate the results consists of:

• numerical simulations, carried out to dynamically assess the energy flows in the considered plants;
• energy and environmental analyses based on seasonal and annual aggregated results.

3.1. Plants Simulation Model Characteristics and Operation

In this paper an innovative air-conditioning system (IS) and a conventional one (CS) are simulated
by means of the software of dynamic simulation TRNSYS 17® [25] integrated with the additional
components library TESS [26]. The simulations have been performed with a time-step of 1.5 min and
considering the climatic conditions of Benevento, southern Italy. The user served by these plants is a
university classroom with a floor surface of 63.5 m2 and 30 seats, which is occupied in the weekdays
from 9:00 to 18:00, whereas the air-conditioning plant is turned on at 8:30 in the morning, and it is
switched off at 18:00, when the classroom is closed. The indoor air set-point temperatures in summer
and winter operation are 26 ◦C and 20 ◦C, respectively, with a dead band of ±0.5 ◦C, while the air
relative humidity is constantly held at 50 ± 10%. The model of the building was implemented through
the “type 56” elementary unit of TRNSYS, with which a simulation project is made, using the envelope
characteristics of Table 1.
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Table 1. Classroom envelope characteristics [27].

Parameter

Opaque Components Transparent Components

Roof
External

Walls (N/S)
External

Walls (E/W)
On the

Ground Floor
North South East/West

U (W/m2 K) 2.30 1.11 1.11 0.297 2.83 2.83 2.83
Area (m2) 63.5 36 15.87 63.5 8.53 9.40 0.976

g (-) - - - - 0.755 0.755 0.755

The innovative air-conditioning plant consists of a solar subsystem coupled with a desiccant
wheel-based air handling unit (Figure 1). For the solar field the analyses developed later will consider
evacuated tube solar thermal collectors (SC) with three aperture areas: about 20, 27 and 34 m2. These
collectors are connected to a 1000 L thermal energy storage tank (TS); to prevent the solar circuit from
high temperature levels (>100 ◦C) a heat exchanger that dissipates thermal energy surplus or converts
it in sanitary hot water or for other purposes (HW–HX, Hot Water Heat Exchanger) is considered.

The innovative AHU is configured as that installed at the University of Sannio laboratory [28]. It is
a hybrid desiccant-based air handling unit because air cooling is also controlled with an electric chiller
(CH). It has three air channels: one for process air, that is the air supplied to the conditioned space after
dehumidification (1–2) and cooling (2–3–4); one for the cooling air, that is outdoor air cooled down
by humidification (1–7); the last one for regeneration air, that is outdoor air heated up (1–5) by solar
thermal energy or if necessary by the heat supplied by a natural gas fired boiler (B) to regenerate (5–6)
the hygroscopic material of the desiccant wheel. The adsorption process realized on the surface of the
lower part of the desiccant wheel allows a nearly isenthalpic dehumidification process, (see Figure 1a).

In heating mode the innovative AHU is arranged as a standard air handling unit that provides
pre-heating (1–2–3), humidification (3–4) and post-heating (4–5), but thermal energy is supplied by the
solar subsystem and if it is not sufficient by the boiler (Figure 1b).

The main components of the air-conditioning system are modeled by the types listed in Table 2.
In this table are also reported the most important parameters used in the simulation model and
the reference in which these mathematical models are described, validated and calibrated. Detailed
information about the DWs considered in the analyses has been omitted as previously reported in
Section 2. The TESS library type 1716 represents the DW, it has been characterized by the parameters
ηF1 and ηF2 described previously.

To complete the description of the system operation logic implemented in the software, it is
necessary to say that the circulation pump in the solar circuit starts working when the fluid temperature
in the solar collectors is higher than that in the TS; thermal energy is taken from the tank to feed the
heating coils (HC, HC2) when the AHU is on; the boiler operates as a back-up system if the temperature
of the hot water is not high enough; the cooling coil is fed by the electric chiller during the cooling
operation if the process air has not been sufficiently cooled after the cross flow heat exchanger (CF).

Table 2. Main TRNSYS submodels considered for the simulation and their main parameters.

Component (Reference) Type Library Main Parameters Value Units

Cross flow heat exchanger
[24] 91 Standard Effectiveness 0.446 -

Humidifier [24] 506
c TESS Saturation efficiency 0.551 -

Natural gas boiler [24] 6 Standard
Nominal thermal power 24.1 kW

Efficiency 0.902 -

Air-cooled chiller [24] 655 TESS
Rated capacity 8.50 kW

Rated COP 2.98 -

Heating coil [24] 670 TESS
Liquid specific heat 4.190 kJ/(kg·K)

Effectiveness 0.864 -
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Table 2. Cont.

Component (Reference) Type Library Main Parameters Value Units

Cooling coil [24] 508 TESS
Liquid specific heat 4.190 kJ/(kg·K)

Bypass fraction 0.177 -

Storage tank [29] 60 f Standard

Volume 971 L
Height 2.04 m

Tank loss coefficient 1.37 W/(m2·K)
Liquid specific heat 4.190 kJ/(kg·K)

Evacuated solar collectors 71 Standard

Tested flow rate 8.43 × 10−3 kg/(s·m2)
Intercept efficiency 0.676 -

Efficiency slope 1.15 W/(m2·K)
Efficiency curvature 0.004 W/(m2·K2)
Fluid specific heat 3.85 kJ/(kg·K)

 
(a) 

 
(b) 

Figure 1. Alternative system layout in cooling mode (a) and heating mode (b).

In the CS AHU the outdoor air is dehumidified by its cooling below the dew point (cooling energy
is removed by a 16 kW electric chiller), then it is heated up till the temperature is high enough to
supply it to the conditioned space. In heating operation the AHU has a configuration similar to the
innovative one but the boiler is the only heat source.
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3.2. Energy and Environmental Indexes

The first two energy indexes, evaluated on the basis of the simulation results, are:

- the solar fraction (SF), that is the share of thermal enegy from the solar subsystem on the total
thermal energy required by the AHU in the IS;

- the solar energy factor (SEF), that represents the ratio between the solar energy used in the AHU
and that totally available.

The values of SF and SEF have been calculated on an annual and seasonal base. Concerning the
solar fraction and the solar energy factor in cooling mode, SF and SEF are:

- the ratio between the solar energy used to regenerate the desiccnt wheel (ETS−DWreg
th ) and the total

regeneration energy (EDWreg
th ):

SFCooling =
ETS−DWreg

th

EDWreg
th

(11)

- the ratio between the solar energy used to regenerate the desiccant rotor and the total termal
energy available from SC in summer (ESC

th, Cooling),

SEFCooling =
ETS−DWreg

th

ESC
th, Cooling

(12)

In heating mode SF is the ratio between the solar thermal energy supplied for pre-heating
(ETS−preheat

th ) and post-heating (ETS−postheat
th ) and the total thermal energy for pre and post-heating

(Epreheat
th + Epostheat

th ), whereas the solar energy factor in the denominator has the total thermal energy
from SC in the winter period (ESC

th,Heating):

SFHeating =
ETS−preheat

th + ETS−postheat
th

Epreheat
th + Epostheat

th

(13)

SEFHeating =
ETS−preheat

th + ETS−postheat
th

ESC
th,Heating

(14)

The total solar fraction and energy factor are, instead, evaluated as:

SFTotal =
ETS−DWreg

th + ETS−preheat
th + ETS−postheat

th

EDWreg
th + Epreheat

th + Epostheat
th

(15)

SEFTotal =
ETS−DWreg

th + ETS−preheat
th + ETS−postheat

th

ESC
th,Total

(16)

The following further two indexes provide a comparison between the IS and CS (Figure 2). They
evalute respectively:

- the primary energy saving (PES) achieved by IS with respect to CS;
- the equivalent CO2 emissions avoided by IS with respect to CS.

Concerning energy analysis, the comparison of IS and CS is performed considering only the
primary energy demands related to fossil fuels, in fact the PES of non-renewable energy sources is:

PES =
(
1− EIS

p /ECS
p

)
× 100 (17)
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where:
EAS/CS

p =
(
EIS/CS

el,CH + EIS/CS
el,aux + EUS

el,non−HVAC

)
/ηEG + EIS/CS

th,B /ηB (18)

and:
EIS

el,aux = EDC
el + EIS

el,pumps + EIS
el,AHU, (19)

ECS
el,aux = ECS

el,pumps + ECS
el,AHU (20)

The primary energy of the innovative and conventional system (EIS/CS
p ) is assessed taking into account

that the Italian national electric system energy efficiency (ηEG), including transmission and distribution
losses, is 42% [30], and using the boiler efficiency reported before (namely 90.2%). Furthermore, it is
considered that solar energy does not determine a primary energy as it is a renewable energy source.

To assess the positive effects on the environment of the IS installation, equivalent CO2 emissions
of the two systems have been calculated and the equivalent avoided CO2 emissions have been derived:

ΔCO2 =
(
1−COIS

2 /COCS
2

)
× 100 (21)

where:
COIS/CS

2 =
(
EIS/CS

el,CH + EIS/CS
el,aux + EUS

el,non−HVAC

)
·α+ EIS/CS

th,B ·β/ηB (22)

The specific emission factor of primary energy related to natural gas combustion, β, is equal to
0.207 kg CO2/kW hp, [30] while α, the specific emission factor of electricity drawn from the Italian grid,
is equal to 0.573 kg CO2/kW hel [30].

In addition to the results, already reported in [30] for the silica-gel DW, in this work the energy and
environmental indexes are extended to the innovative plants with MILGO and zeolite-rich tuff DWs.

 

PP

PP

CHILLER

INNOVATIVE SYSTEM CONVENTIONAL SYSTEM

CHILLER

DESICCANT-BASED AHU

AHU B

Figure 2. Scheme of the innovative and conventional systems.

4. Results

In the following subsections the results of the energy and environmental analyses will be shown
grouping figures related to the same index, one subfigure for each hygroscopic material considered.
The label “a” will refer to silica-gel, “b” to MILGO and “c” to zeolite-rich tuff. Each subfigure will
contain data for different tilt angles (the analyses have been carried out considering tilt angles ranging
from 20◦ to 55◦), solar field collecting surfaces (three areas have been evaluated for the solar collectors
field, namely 20, 27 and 34 m2) or seasonal information (operation in cooling and heating mode).

4.1. Energy Analysis

On an annual basis the comparison of the proposed innovative system and the conventional one
determines the results, in terms of PES, reported in Figure 3. The best performance was reached by
the MILGO DW, for which PES was close to 29%, while in the case of silica-gel the maximum PES
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was slightly over 20%, and with the zeolite tuff DW it was about 14% in the best layout. For all three
hygroscopic materials the widest collecting surface (about 34 m2) determines the best energy results,
but while with silica-gel and zeolite-rich tuffDW PES decreases when collector surface becomes smaller
(Figure 3a,c), this does not happen with MILGO. The anomalous trends of Figure 3b are explained
by the reduced amount of thermal energy needed to regenerate MILGO; the benefits in regeneration
obtained with 27 m2 of solar collectors, instead of 20 m2, do not compensate the energy costs for
dissipation; the situation changes at 34 m2. The low regeneration energy of MILGO is further proven
by the optimum tilt angle, which is about 50◦, because the plant energy behavior is mainly influenced
by the winter energy demand, in this situation solar energy is better exploited with a high tilt angle.

In order to assess the share of thermal energy supplied to the innovative AHU by the solar
subsystem with respect to the total thermal energy demand, the SF has been evaluated in all the plant
configurations and considering the operation in cooling mode (dotted line), heating mode (dashed
line) and total (continuous line). Figure 4 shows the results for 20 m2 of evacuated tube solar collectors
and Figures 5 and 6 show the results for 27 and 34 m2, respectively.

 
(a)

(b)

 
(c)

Figure 3. Primary energy savings as a function of the tilt angle and the solar field aperture area for:
(a) silica-gel DW, (b) MILGO DW and (c) zeolite-rich tuff DW.
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The SF during the cooling period shows a decreasing trend with the tilt angle in all the simulated
cases and it is often higher than SFHeating, that, instead has an opposite behavior. The total SF that
takes into account both trends highlighted a maximum that is shifted more to the left or more to the
right depending on the desiccant material considered. MILGO DW regeneration required low thermal
energy, so the SFCooling is higher than in the plants with silica-gel and zeolite-rich tuff DWs; it is equal
to 100% with 34 m2 of solar collectors. In this case, the corresponding SFTotal shows a maximum
for high value of the tilt angle because it is affected mainly by winter operation. On the contrary,
the zeolite-rich tuff DW-based plants needed more regeneration energy, therefore, SFCooling is lower
than for the AHU with silica-gel and MILGO DWs while the SFTotal shows a maximum at about 35◦.
The winter SF did not depend on the hygroscopic material considered and changed only with tilt angle
and collecting surface.

  
(a) (d) 

  
(b) (e) 

  
(c) (f) 

Figure 4. Solar fraction (left side) and solar energy factor (right side) as a function of the tilt angle
in cooling operation, heating operation and total, for the plant with 20 m2 of solar collectors and the
innovative AHU equipped with: (a,d) silica-gel DW, (b,e) MILGO DW and (c,f) zeolite-rich tuff DW.

In order to have an idea of the amount of solar thermal energy exploited and of that dissipated,
SEF is introduced. As for SF the SEFHeating index is independent from the DW material, it decreases
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with tilt angle and is lower when the collecting surface increases, because the dissipated solar thermal
energy decreases. The solar thermal energy is used for a percentage in the range of 57–60% when 20 m2

of evacuated tube solar collectors are considered, these percentages decrease to 52–56% and to 46–52%
with the wider solar fields.

The solar energy factor for the summer period assumes lower values with respect to SEFHeating
especially with MILGO DWs; in the worst case (34 m2 solar collector and 20◦ tilt angle) it is equal
to just over 23%, demonstrating a large amount of solar energy dissipated. This consideration is,
in general, always true, SEFCooling is lower than SEFHeating, by about 50% in the best case. Unfortunately,
the low seasonal SEF derived from the weekend days when the air-conditioning system is not working.
All year round the solar energy factor is further reduced due to the long period in the intermediate
season in which the HVAC system is switched off. In addition it can be noted that SFTotal trend is quite
flat and it is not affected by the tilt angle.

  
(a) (d) 

 
(b) (e) 

  
(c) (f) 

Figure 5. Solar fraction (left side) and solar energy factor (right side) as a function of the tilt angle
in cooling operation, heating operation and total, for the plant with 27 m2 of solar collectors and the
innovative AHU equipped with: (a,d) silica-gel DW, (b,e) MILGO DW and (c,f) zeolite-rich tuff DW.
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(a) (d) 

  
(b) (e) 

  
(c) (f) 

Figure 6. Solar fraction (left side) and solar energy factor (right side) as a function of the tilt angle
in cooling operation, heating operation and total, for the plant with 34 m2 of solar collectors and the
innovative AHU equipped with: (a,d) silica-gel DW, (b,e) MILGO DW and (c,f) zeolite-rich tuff DW.

4.2. Environmental Analysis

In terms of avoided equivalent CO2 emissions, the air-conditioning plants with silica-gel DW and
those with zeolite-rich tuff DW have similar behaviors but the environmental performances with the
conventional material are better than with tuff (Figure 7a,c). The parameter ΔCO2 increases with the
solar field aperture area and in the best case is about 17% and 11% with silica-gel and zeolite-rich tuff,
respectively. The optimal tilt angle is close to 40◦ with the standard material while it moves towards
35◦ with tuff. MILGO DW-based plants use large amount of solar thermal energy and are responsible
for low emissions, in fact, also in worst case higher ΔCO2 are reached. As for PES, the largest solar
collecting surface does not correspond with the best ΔCO2 (Figure 7b). On the contrary, the lowest
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emissions take place with the 20 m2 solar field because there is the minimum demand of electricity for
dissipation (EDC

el ).

 
(a)

 
(b)

 
(c)

Figure 7. Equivalent CO2 emissions avoided as a function of the tilt angle and the solar field aperture
area for: (a) silica-gel DW, (b) MILGO DW and (c) zeolite-rich tuff DW.

5. Discussion

The indexes SFs and SEFs showed that the solar heating and cooling proposed plant is not well
coupled with the user considered. A large share of solar thermal energy remains unused and needs
to be dissipated, increasing the electricity demand. Consequently, if half this solar thermal energy
in excess is exploited for other low temperature energy use, PES and ΔCO2 increase significantly,
approaching 63% and 60%, respectively.

The best results pertain to the configuration with MILGO DW, 34 m2 of solar collectors, and a
tilt angle of 35◦ (see Figures 8b and 9b). If the thermal energy surplus is completely considered for
other applications in nearby users, the primary energy saving and the equivalent CO2 emissions reach
values over 65% under all the considered cases with a solar field of 34 m2. Even when the smallest
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collecting surface (20 m2) is considered, the energy and environmental indexes reach and exceed 50%
(see Figure 8 (right side), and Figure 9 (right side)).

  
(a) (d) 

  

(b) (e) 

  

(c) (f) 

Figure 8. Primary energy savings as a function of the tilt angle and the solar field aperture area when
half of the solar thermal energy surplus is used (left side) and when it is totally used (right side) for:
(a,d) silica-gel DW, (b,e) MILGO DW and (c,f) zeolite-rich tuff DW.

The worst performances are observed using the tuff-based DW configuration, as a consequence
of the climatic conditions chosen for carrying out this analysis. Campanian Ignimbrite-based DW,
despite using a very cheap material largely available in the surroundings of Benevento, has interesting
performances when compared to other hygroscopic materials only when relative humidity is low and
the regeneration air temperature is very high, as reported by [19].

A further analysis based on economic considerations may be carried out in the future when there
will be a clearer idea of the production costs of a DW based on tuff. It is considered likely that the initial
cost of an AHU with a tuff desiccant wheel will be significantly lower with respect to the other two
materials, therefore it will be necessary to see if the higher operating costs due to poorer performance
will justify the adoption of this natural material.
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(a) (d) 

  

(b) (e) 

  

(c) (f) 

Figure 9. Equivalent avoided CO2 emissions as a function of the tilt angle and the solar field aperture
area when half of the solar thermal energy surplus is used (left side) and when it is totally used
(right side) for: (a,d) silica-gel DW, (b,e) MILGO DW and (c,f) zeolite-rich tuff DW.

6. Conclusions

In this paper three DWs made of silica-gel, MILGO and zeolite-rich tuff have been considered in a
desiccant based solar-driven air handling unit that operates for the air-conditioning of a university
classroom located in Benevento. First of all, the performance of these innovative plants are compared
with that of a conventional system; positive results are achieved under all the configurations considered,
as demonstrated by the parametric study performed considering different evacuated tube solar collectors
surfaces (about 20, 27 and 34 m2) and tilt angle (20–55◦). A comparison of the three innovative AHUs
highlights that the best performances are demonstrated by the MILGO wheel system, while the poorest
performances are those obtained by the tuff-based system. In the best case (MILGO DW, with a solar
field of 34 m2 and a tilt angle of about 50◦) the primary energy saving approaches 29%. With respect to
the equivalent CO2 emissions, the optimal configuration does not overlap with the one characterized
by the widest solar collector aperture area but, on the contrary, the best solution is the one with the
smallest solar field. As demonstrated by the solar fraction and solar energy factor parameters, there is a
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large share of solar thermal energy surplus that needs to be dissipated, and this increases the electricity
demand. Silica-gel DW-based plants show to be a more balanced solution for the solar thermal energy
available in the studied location, while the tuff rotor operating far from its best operating conditions
does not offer optimal performances.

When one takes in to account the possibility to further and totally use the solar energy in excess
for other low temperature applications, for example in nearby users, the primary energy saving and
the equivalent CO2 emissions avoided boost up to 75% and 73%, respectively.

Author Contributions: The Authors have complementary expertise on the main topics of this paper and they
jointly shared the structure and aims of the manuscript. More specifically, C.R. and F.T. dealt more with the
air-conditioning plant modeling and simulation, P.B. and F.P. dealt more with the desiccant wheel materials, M.S.
contributed more to the energy and environmental analysis. Finally, all the Authors equally contributed during
the writing of the paper.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.

Nomenclature

CO2 Equivalent CO2 emission (kg/year)
cp Specific heat (J/kgK)
Ds Surface diffusion coefficient (m2/s)
E Energy (MWh/y)
F1, F2 Isopotential lines
K Effective mass transfer coefficient (1/s)
k Thermal conductivity (W/mK)
M Moisture content of adsorbent material (kgwater/kgadsorbent)
Mw Molecular weight of water (kg/mol)
PES Primary Energy Saving (%)
qs isosteric heat of adsorption (J/mol)
SEF Solar Energy Factor (-)
SF Solar Fraction (-)
T, t Temperature (K), (◦C)
V air superficial velocity (m/s)
z Axial coordinate (m)
Greek symbols

α Specific emission factor of electricity drawn from the grid (kg CO2/kW hel)
β Specific emission factor of primary energy related to natural gas combustion (kg CO2/kW hEp)
ΔCO2 Equivalent CO2 avoided emission (%)
ε Void fraction (-)
η Efficiency (-)
θ Time (s)
ρ Density (kg/m3)
ω Air absolute humidity (kgwater/kgdry air) or (gwater/kgdry air)
Superscripts

CS Conventional System
DC Dry cooler
DWreg Desiccant Wheel regeneration
IS Innovative System
postheat Post-heating phase
preheat Pre-heating phase
TS Thermal Storage
US User
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Subscripts

amb Ambient
aux Auxiliaries
B Boiler
CH Chiller
Co Cooling
Cooling Cooling mode
d Adsorbent materia
e At equilibrium condition
EG Electric Grid
el Electric
F1, F2 Isopotential lines
Heating Heating mode
in Initial
m moist air
non-HVAC not related to HVAC
p Primary
PP Power Plant
proc Process
reg Regeneration
SC Solar thermal Collector
th Thermal
tot, Total Total
Acronyms

AHU Air Handling Unit
B Boiler
CC Cooling Coil
CF Cross-Flow heat exchanger
CH Chiller
COP Coefficient Of Performance
CS Conventional System
DW Desiccant Wheel
EC Evaporative Cooler
HC, HC2 Heating Coils
HVAC Heating, Ventilation and Air-Conditioning
HW-HX Hot Water Heat exchanger
IS Innovative System
MILGO Hygroscopic material, consisting graphite oxide dispersed in the MIL101 metal organic framework
network structure
SC Solar thermal Collector
SEF Solar Energy Factor
SF Solar Fraction
TS Thermal Storage
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Abstract: In the design and calculation of a 330 MW water-water-air cooling turbo-generator, it was
found that the flow direction of the fluid in the local stator radial ventilation duct is opposite to the
design direction. In order to study what physical quantities are associated with the formation of this
unusual fluid flow phenomenon, in this paper, a 100 MW air-cooled turbo-generator with the same
ventilation structure as the abovementioned models is selected as the research object. The distribution
law and pressure of the fluid in the stator radial ventilation duct and axial flow velocity at the air
gap entrance are obtained by the test method. After the calculation method is proved correct by
experimental results, this calculation method is used to calculate the flow velocity distribution of the
outlets of multiple radial ventilation ducts at various flow velocities at air gap inlets. The relationship
between the flow distribution law of the stator ventilation ducts and the inlet velocity of the air gap is
studied. The phenomenon of backflow of fluid in the radial ventilation duct of the stator is found,
and then the influence of backflow on the temperature distribution of stator core and winding is
studied. It is found that the flow phenomenon can cause local overheating of the stator core.

Keywords: air-cooled steam turbine generator; single-channel ventilation; backflow; radial ventilation
duct; fluid field

1. Introduction

Regarding the research on the temperature field of large turbo-generators, most scholars have
mainly focused on the research on the fluid field and the temperature field [1–3]. Some research mainly
focused on the heat transfer relationship between the temperature rise of structural parts such as the
stator winding and fluid flow. There were also some studies on the internal fluid distribution law of
generators, and the main research direction was the rational design of the ventilation system of the
generator [4–6]. Unlike the above research contents, the main content of this paper is about which
physical quantities of the fluid are related to the fluid flow distribution rules in the ventilation duct of
the generator and which significant changes will occur with the changes of these physical quantities.
The accurate measurement results of the fluid distribution in the ventilation duct of the stator core are
the prerequisites for the accurate calculation of the above research contents.

In this paper, a 100 MW single-channel ventilation turbo-generator set is taken as the research
object, and the experimental measurement method [7–9] of flow in stator radial duct distribution and
air gap flow velocity of ventilation duct is proposed. The fluid pressure and flow velocity measuring
sensors are buried at the generator stator ventilation duct and the air gap entrance. After measuring
the pressure and flow speed at these positions, it is found that the fluid velocity at the local stator radial
ventilation duct is significantly lower. Then the calculation results of fluid flow velocity in different
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ventilation ducts of the generator stator during the test conditions are obtained by the three-dimensional
fluid field calculation method. The calculated results are in good agreement with the experimental
results after comparison.

Though our analysis, it is found that the air gap inlet velocity is the main factor affecting the
distribution of the fluid flow rate in the stator ventilation duct. Based on this calculation method, the
results of velocity distribution in different radial ventilation ducts of generator stator are calculated
at three different flow velocities at the air gap entrance. It is also found that with the increase of the
velocity at the air gap entrance, the phenomenon of backflow in the stator iron core ventilation duct
will occur locally.

2. Experimental Measurement and Result Analysis

2.1. Test and Measurement of the Velocities at Air Gap Inlet and Radial Ventilation Duct Outlets in
the Generator

The schematic diagram of single ventilation is shown in Figure 1. There are 76 radial ventilation
ducts in the stator of the test generator. Due to the large number of them, the test basically follows the
principle of embedding a wind speed measuring component in every other wind duct. Due to the
existence of the step structure on both sides of the stator core end, the fluid is blocked by the core step
in this area, resulting in a large change in the fluid flow velocity in this area. Therefore, the measuring
elements are embedded densely at the air gap entrance of the generator. The measuring component
adopts the pitot tube, and the pitot tube is connected with two pressure measuring tubes at the tail.
The measured full pressure and static pressure are led to the outside of the generator through the
pressure tube, which is convenient for connecting the pressure collector and obtaining the test result.
The pitot tubes are buried in the ventilation duct yokes of the stator core and care to ensure the same
embedment depth and axial position. In the axial direction, the buried pitot tube is located in the axial
center of the ventilation duct, and it is not affected by the boundary layer with low flow velocity at
the wall surface. Each pitot tube in the radial direction is oriented toward the center of the circle to
ensure the consistency between the measurement sensor and the direction angle of the flow velocity.
In this way, the measuring point placed in the ventilation duct can clearly and effectively measure the
wind speed and pressure in the entire wind channel, ensuring the consistency of data. The specific
installation positions are shown in Figures 2 and 3.

Figure 1. Single-channel ventilation air-cooled turbo-generator ventilation system.
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(a) (b) 

Figure 2. Placement and measuring position of pitot tube in the stator ventilation ducts. (a) Placement
position of pitot tube; (b) measuring position of ventilation duct.

Figure 3. The sensor placement at the air gap entrance.

Figure 3 shows the embedding position of the wind speed sensor at the air gap entrance. The
sensor is located at the entrance of the generator air gap. Considering the influence of rotating air flow
at the air gap entrance, the installation angle between the wind sensor direction and the axial direction
is 40 degrees. Since the air volume passing through this position accounts for about 70% of the total
air volume of the generator, it is very important to accurately measure the wind speed at this inlet
position. At the same time, in single-channel ventilation of turbo-generator, the flow resistance at the
air gap entrance is the biggest in the whole ventilation system. It is necessary to bury the pressure
measuring point here, which is also of great guiding significance to verify the calculated value of the
whole ventilation system design. This measurement will provide important inlet boundary conditions
for the following finite element calculations.

2.2. Stator Radial Ventilation Duct Outlet Flow Rate Measurement Results

Table 1 shows that the static pressure at the measuring position of the stator core yoke ranges
from 1000 to 1500 Pa. From the distribution of pressure difference, when the fluid is located at the
end of both sides of the stator core, the pressure difference is small, and it is bigger close to the stator
core center. According to the Bernoulli equation of fluid flow, it can be known that: This pressure
difference is actually the dynamic pressure of the fluid, and this value can reflect the fluid velocity at
the measurement position.

ptotal − pstatic = pDynamic =
1
2
ρv2 (1)
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Table 1. Pressure and flow velocity measurement results in stator radial ventilation ducts.

No. of Ventilation
Ducts

Total Pressure Pa Static Pressure Pa
Pressure

Difference Pa
Calculated Wind

Speed m/s

2 1514 1464 50 8.8
3 1324 1256 68 10.3
4 1188 1178 10 3.9
5 1122 1117 5 2.8
6 1153 1143 10 3.9
8 1205 1145 60 9.6
9 1178 1125 53 9.1
11 1173 1136 37 7.6
13 1193 1144 49 8.7
15 1238 1153 85 11.5
18 1231 1118 113 13.2
20 1191 1088 103 12.6
22 1201 1085 116 13.4
24 1231 1092 139 14.7
26 1211 1097 114 13.3
28 1270 1103 167 16.1
30 1257 1089 168 16.1
33 1317 1117 200 17.6
34 1367 1097 270 20.5
36 1286 1094 192 17.3
38 1259 1112 147 15.1
40 1359 1103 256 19.9
42 1304 1093 211 18.1
44 1263 1094 169 16.2
46 1353 1108 245 19.5
49 1142 1281 −139 14.7
51 1359 1152 207 17.9
53 1289 1144 145 15.0
55 1281 1134 147 15.1
57 1259 1140 119 13.6
59 1260 1124 136 14.5
61 1311 1162 149 15.2
64 1298 1206 92 11.9
66 1284 1209 75 10.8
68 1280 1216 64 10.0
70 1256 1203 53 9.1
71 1256 1212 44 8.3
73 1205 1191 14 4.7
74 1019 1172 −153 15.4
75 1259 1220 39 7.8
76 1576 1515 61 9.7

The calculated static pressure at the generator fan inlet is about 4500 Pa. It can be inferred from the
static pressure measured by the sensor in Table 1 that the sum of fluid flow resistance at the generator
end, air gap, core tooth, and other positions is 3000 Pa. The static pressure in the ventilation duct on
both sides of the generator end is large, but the difference between the total pressure and the static
pressure is small. The static pressure at the ventilation duct of the generator center is small, but the
difference between the total pressure and the static pressure is large, indicating that the flow velocity in
most ventilation ducts in the central area of the generator stator is larger than that at the end. Detailed
analysis of the data in the table: It was found that the pressure difference in radial ventilation duct no.
49 and 74 was negative. After rechecking the measuring element, it was found that an installation
error caused the negative measuring result.
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In order to facilitate intuitive analysis, the measurement results are shown in Figure 4. The wind
speed measurement results in the stator core ventilation duct have a total of 76 ventilation ducts
throughout the core. The wind speed measurement components are densely packed at the ends and
relatively less in the middle. It can be seen that the fluid radial velocities in the entire core ventilation
ducts show a higher speed in the middle and a lower speed at both sides of the end. This indicates that
the flow velocity from the two ends to the center gradually increases, and the maximum flow velocity
is about 20 m/s.

Figure 4. The distribution of wind speed values in the stator radial ventilation duct at 3000 r/min.

It can also be found that the flow velocity in the first three ventilation ducts is high on both sides
of the stator, while the flow velocity in the fourth, fifth, and sixth ventilation ducts decreased rapidly,
down to less than 4 m/s. It is not difficult to infer that the stator cores and winding near the fourth to
the seventh ventilation ducts will have a higher temperature rise due to the lower wind speed.

The reason for the decrease of the fourth, fifth, and sixth ventilation duct wind speeds on both
sides of the stator is that this position is the beginning of the normal stator ventilation duct. These
ventilation duct structures are different from the first, second, and third which have the characteristics
of the step structure, shown in Figure 5. The wind in the first three ventilation ducts, due to the iron
core step structure block, has a higher wind speed in radial ventilation ducts. After passing through
the first three ventilation ducts, the flow duct structure area is smooth in the axial direction and the
flow becomes unobstructed. The wind has a high axial velocity when it flows in the air gap. This will
cause the static pressure around the gap to drop. Thus, it results in a very low wind speed in radial
ventilation ducts at this location. As the capacity of the generator increases, the fluid velocity at the
entrance of the air gap increases, and this problem becomes more serious.

Figure 5. The step structure of stator end.
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In order to study the influence of different axial velocities at the air gap entrance on the radial
velocity of fluid in the adjacent ventilation duct, the finite element method is used to calculate the
test condition.

3. Study on Sensitivity of Air Gap Inlet Flow Velocity to Stator Radial Ventilation Duct Flow
Rate Distribution

3.1. Mathematical Model and Physical Model Description

3.1.1. Mathematical Model Description

Mass conservation equation [10–12]:

div(ρV) = 0 (2)

Momentum conservation equation [10–12]:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∂(ρu)
∂t + div(ρVu) = div(μ · gradu) − ∂p∂x + Su
∂(ρv)
∂t + div(ρVv) = div(μ · gradv) − ∂p∂x + Sv

∂(ρw)
∂t + div(ρVw) = div(μ · gradw) − ∂p∂x + Sw

(3)

Energy conservation equation [10–12]:

∂(ρT)
∂t

+ div(ρVT) = div
(
λ
c

gradT
)
+ ST (4)

where ρ is fluid density; t is the time; V is the relative fluid velocity vector; u, v, and w are the
components of V in x, y, and z axes; μ is viscosity coefficient; p is static pressure acting on a micro cell
in air; Su, Sv, and Sw are the source items of the momentum equation; λ is thermal conductivity; c is
specific heat in constant pressure; ST is the ratio of the heat generated in the unit volume and specific
heat c.

Since the fluid in the stator calculation domain has a turbulent flow and the air in the radial
ventilating duct of the generator can be regarded as incompressible, a standard k-ε model in the
commercial solver “FLUENT” is used to solve the turbulence movement [10–12].⎧⎪⎪⎨⎪⎪⎩

∂(ρk)
∂t + div(ρkV) = div

[(
μ+

μt
σk

)
gradk

]
+ Gk − ρε

∂(ρε)
∂t + div(ρVε) = div

[(
μ+

μt
σε

)
gradε

]
+ G1ε

ε
k Gk −G2ερ

ε2

k

(5)

where k is the turbulent kinetic energy, ε is the diffusion rate, Gk is turbulent generation rate, μt is
turbulent viscosity coefficient, G1ε and G2ε are constant; σk and σε are, respectively, the equation k and
equation ε of Planck’s constant turbulence.

3.1.2. Physical Model Description, Mesh Analysis, and the Boundary Conditions

a. Physical Model Description

The model of Figure 6a includes 76 air gap inlets and radial ventilation duct outlets, the stator
core is near the ventilation ducts, and the fluid flow in the ventilation ducts will take away the loss in
the core. The model of Figure 6b includes: The upper- and lower-layer bar of the generator stator slots
and their main insulation, wedges, and ventilation ducts fluid area. The first three ventilation ducts of
the iron core have the step structure shown in Figure 5, and their lengths in the radial direction are
sequentially increased, and the corresponding fluid area here is sequentially reduced.

63



Energies 2019, 12, 3442

(a) 

 
(b) 

Figure 6. Physical model of stator ventilation system. (a) Calculation model of fluid field for 100 MW
air-cooled turbo-generator; (b) partial display of calculation model.

b. Grid Mesh and Memory Usage

All the models adopted eight-node hexahedral mesh generation, as shown in Figure 7. The mesh
generation was regular, and there were no over-sized or under-sized cells of the generation volume or
area. The statistical results of the number of nodes and memory are shown in Table 2.

Figure 7. Model axial–radial and circumferential sections grid mesh.

Table 2. Statistical results of the number of nodes and memory.

Cells Faces Nodes Edges

Number Used 561,180 1,830,765 692,014 0

Mbytes Used 102 136 29 0

Number Allocated 561,180 1,830,765 692,014 0
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In order to improve the computational accuracy of the fluid domain, the grid density in the
fluid domain was dense, the grid density ratio between the fluid domain and the solid domain was
about 10:1 in the axial direction. In the radial direction, the grid density was dense at the air gap and
sparse at the yoke. While ensuring the accuracy of calculation, this effectively reduces the amount
of computation and shortens the time. The grid mesh accuracy of this calculation method has been
verified by the grid encryption method through previous work, which can better meet the calculation
accuracy [13].

c. Boundary Conditions

The calculation boundary conditions are given as follows [14–16]:

(1) The air gap inlet is set as the velocity boundary condition, which is given according to the
measurement results: The angle between the measuring element direction (Figure 3) and the
axial direction is about 40 degrees, and the measured velocity is 74 m/s. Therefore, after triangle
calculation, the inlet velocity of the air gap entrance is given as 56 m/s.

(2) The 38 radial ventilation outlets (half of generator) are basically balanced with the surrounding
atmospheric pressure. Given the pressure boundary condition, the value is equivalent to one
atmospheric pressure.

(3) The air gap exists in the whole circumferential direction, but the calculation model includes two
additional surfaces, S1, S2 (shown in Figure 7), at the air gap that will increase the frictional
resistance when fluid flows. In fact, this frictional resistance does not exist, so the periodic
boundary conditions given for these two sides, eliminate the influence of frictional resistance on
fluid flow.

(4) The velocity inlet of the rotor is given as the velocity boundary condition, and the velocity value
is given according to the calculation results of the rotor ventilation calculation.

3.2. Comparison of Fluid Calculation Results and Measured Values at Test Conditions

The comparison of the test results and the calculation results of stator ventilation system are
shown in Figure 8.

Figure 8. Comparison of calculated and measured values of fluid flow rate in the ventilation duct.

Because the fluid distribution is not uniform even in the same ventilation duct of the stator,
the flow velocity value of one measuring point in the ventilation duct cannot completely reflect
the distribution law of fluid velocity in this ventilation duct. Furthermore, the flow rate of the test
result in this ventilation duct cannot be accurately obtained. However, since the fluid flow velocity
measurement points are buried in the same position in each radial ventilation duct of the generator,
the test velocity distribution law can indirectly reflect the flow rate distribution law in the stator radial
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ventilation ducts. The test results of flow velocities in different ventilation ducts and FEM calculation
results of flow rates in different ventilation ducts are comparable.

It can be seen intuitively from Figure 8 that, in the fourth ventilation duct of the stator, the test
results and calculated results both show a small flow rate at this position. In addition, the flow trend of
fluid in different ventilation ducts is consistent. They all showed that the flow rate in the first three
radial ventilation ducts is large, and then there is a trend of rapid increase after the flow rate decreases.
The calculated flow distribution results are in agreement with the experimental measurements, which
proves the accuracy of the calculation method.

3.3. Study on Sensitivity of Axial Velocity at the Air Gap Entrance to Flow Rate Distribution at Stator Radial
Ventilation Ducts

In order to analyze the effect of different axial velocities at the air gap entrance on flow rate
distribution at the stator radial ventilation ducts, this section gives four different wind speeds at the air
gap entrance, which are 56, 70, 85, and 100 m/s respectively. Through the calculation of finite element
theory, the distribution law of fluid flow in different radial ventilation ducts can be determined at the
four different air gap inlet flow velocities.

When the air gap inlet velocity is 56 m/s, the flow velocity distribution of the fluid in the air gap
and in each radial ventilation duct can be seen from Figure 9. After the fluid enters the air gap, the
maximum flow velocity is 71 m/s, located below the second ventilation duct. According to the analysis
of fluid continuity theory, the flow area in this place is the smallest position in the air gap, so the fluid
velocity is the highest here. After fluid flowing through this position, the cross-sectional area in the
air gap suddenly increases, but the fluid distribution does not rapidly expand as the air gap space
increases, and the flow velocity in the air gap is still high. The velocity distribution trend shows the
higher velocity in upper layer of the air gap, and the lower velocity in the lower layer. As the fluid in
the air gap flows into the radial ventilation ducts sequentially, the flow velocity in the air gap becomes
smaller and smaller. From the 38 radial flow velocity distributions, it can be seen directly that the
velocity in the fourth and fifth ventilation ducts are lower, while the velocity of the first, second, 37th,
and 38th are higher.

Figure 9. Fluid velocity distribution of stator air gap and the ventilation duct.

Similar to the above flow law, for the convenience of comparison, the fluid flow distribution in
each radial ventilation duct is shown in Figure 10 under four different air gap entrance velocities.
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Figure 10. Flow rate distribution in the radial ventilation ducts at different air gap entrance velocities.

In Figure 10, the horizontal axis is the stator ventilation duct number. There is a total of six curves
in the figure. Among them four curves are the four different inlet wind speed calculated values of
the fluid velocity distribution in each ventilation duct of the stator; the other two curves are when
the air gap inlet is 56 m/s, the flow rate test measured value and linear fit value at different radial
ventilation ducts of the stator. From the calculated-value curves it can be seen that, with the increase of
the flow velocities at the air gap entrance, the flow velocity in the other radial ventilation ducts except
the fourth, fifth, and sixth ducts increases correspondingly; while the flow velocity in the fourth, fifth,
and sixth ventilation ducts has the opposite distribution law, where the flow velocity does not increase
but decreases.

After analyzing the calculation results of the fourth ventilation duct flow velocity, when the inlet
speed is 56, 70, 85, and 100 m/s, the fluid average velocity of the radial ventilation duct outlets is 1.1,
0.24, −0.6, and −1.3 m/s. From the analysis of the calculation results, it can be seen that when the
air gap inlet wind speed increases to a value between 70 and 85 m/s, the wind speed in the fourth
ventilation duct will be close to zero. That is to say, there is no cooling wind blowing through the core
and winding, the internal loss can only be taken away by the fluid in the adjacent ventilation duct;
and when the speed at the air gap entrance is greater than the critical value above, the fluid velocity
in the radial ventilation duct will form a reverse-direction reflux. At this time, the hot air from the
other ventilation ducts will flow back into this ventilation duct. No matter which of any the above
situations occurs, it is very unfavorable to the heat transfer of the generator stator structure and the
safe operation of the generator.

3.4. The Influence of Backflow in the Radial Ventilation Duct on the Temperature of the Stator Winding and Core

Figure 11 shows the calculation results of the generator stator temperature field when the air
gap inlet velocity is 56 m/s. It can be seen from the figure that the temperature of the stator core near
the fourth radial ventilation duct is significantly higher than that of the other stator cores, but the
temperature of the upper and lower windings of the stator is less affected by the low wind speed in
this region.
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Figure 11. Temperature field of stator at air gap inlet velocity 56 m/s.

In order to analyze the axial distribution of the temperature of the stator core and winding in the
case of backflow in the radial ventilation duct, Figure 12 shows the axial temperature distribution curve
of the sampling line with the same radial height. The sampling line position is shown in Figure 11.
When backflow occurs in the stator radial ventilation duct, the calculated temperatures of the stator
core, winding, and cooling air along the axial direction are collected from the sampling line. At the
same time, the corresponding air gap inlet velocity was 85 m/s.

Figure 12. Winding and core temperature distribution at air gap inlet velocity 85 m/s.

It can be seen from Figure 12 that when backflow occurs in the local radial ventilation duct of
the stator core, the negative pressure brings the hot wind at the back of the stator yoke into one or
several radial ventilation ducts of the stator yoke to cool the stator core, resulting in a significant rise in
the local stator core temperature, which reaches 115 ◦C. The core temperature is even higher than the
average temperature of the stator windings. However, the average temperature of the stator winding
is less affected by backflow. Therefore, the backflow of the fluid in the ventilation duct will have a
direct impact on the temperature rise of the stator core, which is likely to produce local overheating of
the core and affect the safe operation of the unit.

68



Energies 2019, 12, 3442

4. Conclusions

In this paper, a 100 MW air-cooled turbo-generator is taken as the research object. Through experimental
measurement and finite element analysis of the model, the following conclusions are obtained:

1. Through the measurement of the fluid flow law in the stator radial ventilation duct, it is found
that after the fluid passes through the first three radial ventilation ducts, the wind speed will
decrease significantly in the back one or two radial ventilation ducts.

2. Through calculation and research, it is found that with the increase of the flow velocity at the
air gap entrance, the flow velocity in several radial ventilation ducts after the step structure of
the stator core end will gradually decrease to zero. At this time, if flow velocity at the air gap
inlet continues to increase, the velocity direction of fluid in radial ventilation ducts will reverse,
forming a backflow.

3. The backflow of the fluid in the ventilation duct will have a direct impact on the temperature rise
of the local stator core, which is likely to produce local overheating of the core and affect the safe
operation of the unit.
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Abstract: Ground-air heat exchangers have become an important topic in recent years due to their
contributions to the market growth of the ground source heat pump industry. This paper provides a
comprehensive study and recommends suggestions on the selection process of a suitable pipe for
an air-to-water heat pump (AWHP). Parametric studies including material, turbulent plate quantity,
and pipe type were performed to identify an optimal pipe design for high-performance AWHP.
Both numerical and experimental studies were carried out to validate current pipe models. Overall,
there was good agreement between the numerical model and experimental results. It was determined
that a spirally corrugated pipe exhibited excellent thermal power generation with little compromising
pressure drop. Finally, a pipe selection example was demonstrated as a design guideline to size an
optimal pipe for AWHP application.

Keywords: ground source heat pump; numerical and experimental studies; ground-air heat exchanger;
geothermal energy; computational fluid dynamics; spirally corrugated pipe

1. Introduction

Ground-air heat exchangers (GAHX), commonly known as earth tubes, are underground heat
exchangers that can capture or dissipate heat into the ground. At a certain depth, the ground
temperature is nearly constant. Therefore, when outside air is moved by a blower through buried
pipes, it is conditioned and then used for either partial or full home cooling in summer or heating
in winter. Earth tubes are often a viable and economical alternative or supplement to conventional
central heating or air-conditioning systems because there are no compressors, chemicals, or burners.
In addition, only blowers are required to move the air. This nearly-free cooling technique can meet
passive house standards and Leadership in Energy and Environmental Design (LEED) certification.

GAHX have been introduced in the literature during recent years. Yildiz et al. [1] analyzed a
PV assisted closed-loop earth-to-air heat exchanger system, while Lee et al. [2] introduced a GAHX
design for a heat pump system. Muehleisen [3] developed simple design tools for earth-air heat
exchangers, while Hollmuller et al. [4] and Lee et al. [5] researched earth tube models using simulations.
Vlad et al. [6] and De Paepe [7] introduced how to design GAHX. Rehau [8] produced an eco-air system
based on GAHX technology. The Korea Institute of Energy Research [9] has investigated a trigeneration
system with GAHX, while Vikas et al. [10] conducted GAHX performance analyses. Viorel et al. [11]
developed a simple GAHX model and Huijun et al. [12] studied an evaluation model.

In recent research, Mroslaw et al. [13] conducted a comparison study of the thermal performance
of GAHX, Cuny et al. [14] studied GAHX on different soil types, Amanowicz, Ł. [15] performed
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GAHX CFD on different pipe paths, however, it did not include pipe shape. Zhao et al. [16] and
Noorollahi et al. [17] have studied parametric design of GAHX, Agrawal et al. [18,19] discussed
recent research trends on GAHX and GAHX effect on climate and soil conditions. Mahdavi et al. [20]
evaluated photovoltaic-thermal(PVT)-GAHX system’s potential. Ali et al. [21] has studied optimization
of GAHX, and Li, H [22] has studied the feasibility of the GAHX system. Following the recent studies
survey, GAXH are newly applied and coupled with renewable energy system.

GAHX also play an important role in geothermal technology. Ground source heat pumps rely on
earth tubes to transfer heat to or from the ground. GAHX are more energy-efficient than air-source
heat pumps because ground temperatures are more stable than air temperatures throughout the year.

The driving force for heat transfer is the difference between the ambient air and ground
temperatures. This temperature difference (ΔT) changes little throughout a day, and the goal is to
maximize ΔT. Optimization efforts must consider maximizing the pipe wall area to enhance convective
heat transfer. It also requires pipe length to be long enough to obtain the desired temperature drop or
rise in summer or winter, respectively, before reaching the house. However, pipe sizing is constrained
to yield a more cost-effective design for users.

The heat transfer rate in GAHX applications is of paramount importance. If one can effectively
control the rate at which the heat is transferred to or from the ground, pipe length and manufacturing
cost can be reduced. The resistance level to heat flow of air cannot be controlled, but it can be influenced
by the design. Specifically, turbulence generation within fluids can prevent the creation of a thermally
resistant static “boundary layer” of fluid in contact with the transfer surface. An effective way to
reduce this effect is to utilize a spirally corrugated pipe (i.e., deforming a tube with a continuous
spiral indentation). Research has shown that by carefully choosing the depth, angle, and width of the
indentation, boundary layer resistance can decrease faster than pressure.

Finally, different materials offer a variety of thermal conductivity, which is vital to the conductive
heat transfer process to or from the ground via the pipe. This factor is also controlled by the designer
along with the pipe boundary shape. The chosen material must be compatible with the process fluids,
and it must have a low resistance to heat flow so that it does not become the overriding factor in the
conductive heat transfer process.

In this study, GAHX produced the best design for maximum temperature variation and minimum
pressure drop. This result showed a good match between the simulation results and the experimental
results. Moreover, additional work has been done to explore various design alternatives to improve
temperature reduction. As a result, the coefficient of performance (COP) of the AWHP system used in
an office space was 3.0, calculated so the 111-m pipe length with a diameter of 250 mm could provide
6 kW of thermal power.

2. Computational Setup

Our simulation experiment consisted of two parts—validation and potential designs.
The validation study focused on the two models—baseline and turbulent insert cases. The overall
appearance of the baseline case is shown in Figure 1.

Only the pipe section beneath the ground was included in the computational domain. In other
words, the temperatures at the pipe inlet and exit were assumed to be constant and the same at
their nearest ground-level boundaries. The turbulent insert case featured the baseline case plus eight
turbulent inserts, as shown in Figure 2.

The total computational pipe length for both cases was 88.6 ft (27 m) and the inner diameter of
the pipes was 0.82 ft (0.250 m) with a thickness of 0.0279 ft (0.0085 m). In the turbulent insert pipe,
the inserts were circular plates with angularly bent fins (Figure 3). These plates were placed 8.2 ft
(2.5 m) from each other (Figure 2). There were three temperature sensors placed at 0, 10, and 20 m
(Figures 2 and 3). However, only positions 0 and 20 m were monitored in the validation study.
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Figure 1. Baseline case.

 
Figure 2. Turbulent insert case.

 
Figure 3. Turbulent insert pipe.

The simulation was performed for four consecutive days corresponding to the experimental data
observed during summer in South Korea. The ground and outdoor temperatures are reported in
Table 1. The highest and lowest temperature difference between the ground and outdoors was 12.8
and 9.2 ◦C, respectively.
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Table 1. Environmental conditions for the reported data.

Date Ground Temp (◦C) Outdoor Temp (◦C)
Inlet Velocities (m/s)

Turbulent Insert Baseline

Aug 13 22.5 33.4 3.53 3.71
Aug 14 22.6 35.4 3.55 3.74
Aug 15 22.7 34.5 3.55 3.72
Aug 16 22.8 32.0 3.67 3.86

A commercial simulation platform was used to perform numerical simulations. For the purpose
of this study, a standard k-ε turbulence model with a standard wall function was chosen among the
available models (Launder–Spalding wall function, scalable wall functions, non-equilibrium wall
functions, enhanced wall treatment, etc.). The model was also chosen due to its stability and simplicity
as the turbulent viscosity is calculated in a less complex way. The standard wall function has some
weaknesses when applied to complex problems such as high-pressure gradients, buoyancy and complex
strains, but in this case, its use is justified as the flow does not experience rapid changes near the pipe
inside-walls. For boundary conditions, the velocity inlet and pressure outlet were prescribed at the
pipe entrance, respectively. The air entering the pipe was assumed to have an outdoor temperature
corresponding to each experimental day (see Table 1). The turbulent intensity was set at 10% as per
Basse, N. T. [23] and the Reynolds number and the hydraulic diameter at the inlet was set at 0.82 ft
(0.250 m). For the solution method, we used the SIMPLE scheme for pressure-velocity coupling
with least-squares cells based on standard pressure. A first-order upwind scheme was applied for
momentum, turbulent kinetic energy, and turbulent dissipation rate as its application is sufficient when
applied to heat-flow applications with no presence of chemical reactions. However, a second-order
upwind scheme was used for the pressure and energy equations. Convergence was reached when the
residual was less than 10−6 for all parameters including continuity, energy, velocities, and the k and ε
equations. Convergence also occurred when the pipe outlet temperature stabilized at a constant value.

3. Results

3.1. Grid Independence Study

A mesh independence study was performed for the turbulent insert case (Figure 2). Three different
mesh sizes were investigated as shown in Table 2.

Table 2. Mesh independence study.

Size Mesh Size No. of Nodes No. of Cells ΔT (◦C)

Coarse 1.21 × 10−2–2.42 77,548 402,064 5.81
Medium 6.06 × 10−3–1.21 123,945 672,063 5.94

Fine 3.55 × 10−3–0.71 183,921 1,026,676 5.95

An unstructured tetrahedral mesh was used in all mesh generations (Figure 4). The value of Y+
depends on the quality of the mesh and was selected from the range of 30 < Y+ < 500, The temperature
difference between the 0 and 20 m measurement points was investigated for changes in mesh size and
results showed no significant differences. There was only a 0.13 ◦C temperature difference at these
two points between the coarse and medium mesh sizes. In addition, the difference was only 0.04 ◦C
between the coarse and fine mesh. With such a minimal change in temperature difference, the coarse
mesh was selected to adequately represent the flow physics of the air through the pipe model. The
pressure drop on each pipe was 755 pa (turbulent plate), 55 pa (spirally corrugated pipe), and 25 pa
(baseline), and it was ignored from the point of the mesh independent study.
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Figure 4. Mesh generation.

3.2. Validation Study

The validation study was performed for scenarios with and without turbulent plates. Experiment
results were obtained for four days from 13–16 August 2016. The turbulent insert case exhibited slightly
closer results to the experiments compared to the baseline case. However, ΔT errors between 0 and
20 m for both the baseline and the turbulent insert scenarios were less than 20%. These results were
acceptable considering that all flows were turbulent. Moreover, the local errors at the two locations
were less than 5 and 7% for the turbulent insert and baseline case, respectively (Tables 3 and 4)

Table 3. Baseline simulation results.

Baseline Case

Date
0 m 20 m ΔT (20 m–0 m)

Sim. Exp. Diff. Sim. Exp. Diff. Sim. Exp. Diff.

Aug 13 31.5 32.4 3% 27.2 28.0 3% 4.3 4.4 2%
Aug 14 33.0 32.3 2% 28.1 28.2 0% 4.9 4.1 18%
Aug 15 32.4 31.9 2% 27.8 28.0 1% 4.7 3.9 20%
Aug 16 31.0 32.1 4% 26.1 28.0 7% 4.9 4.1 19%

Table 4. Turbulent insert simulation results.

Turbulent Insert Case

Date
0 m 20 m ΔT (20 m–0 m)

Sim. Exp. Diff Sim. Exp. Diff. Sim. Exp. Diff.

Aug 13 32.0 32.7 2% 26.1 26.5 1% 5.81 6.20 6%
Aug 14 34.3 32.5 5% 27.8 27.0 3% 6.40 5.50 16%
Aug 15 33.6 32.2 4% 27.5 26.9 2% 6.06 5.30 14%
Aug 16 31.4 32.5 3% 26.6 27.0 1% 4.75 5.50 14%
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Figure 5 shows the temperature profiles x = 0 m and x = 20 m. In the turbulent insert case, the
temperature was more concentrically uniform at x = 0 m. The hot entering air stream remained at
the center of the pipe, and air cooled radially as it moved closer to the pipe wall. Furthermore, the
temperature was cooler near the pipe exit (x = 20 m). In the baseline case, temperature exhibited a
non-uniform distribution within the cross-sectional profile at x = 0 m. A hotter air stream was located
at the bottom of the pipe. The cool temperature layer was also thinner compared to the turbulent insert
case. At x = 20 m, the temperature was concentrically distributed and remained higher in the center of
the pipe.

Figure 5. Temperature profiles at x = 0 m and x = 20 m for the baseline and turbulent insert cases.

The temperature profile in Figure 5 was explained by the following observations. In the turbulent
insert case, the downstream plates acted as directional guides for the air to flow more uniformly
upstream (Figure 6). Right after the inserted plates, the rotating flow became dominant, which
enhanced the heat transfer process from the hot moving air to the cooler ground. In the baseline case,
the hot air stream moved undisturbed along the pipe. Because of the downward momentum as air
moved through the pipe, air sank towards the bottom of pipe after the first L-turn. This caused the
temperature profile to be non-uniform near the inlet (x = 0 m). However, after traveling along the long
pipe, the airflow became fully developed and uniform near the exit (x = 20 m, Figure 5).

 
Figure 6. Streamlines originating from the pipe inlet (a) with turbulent insert, (b) baseline

Figure 7, shows the temperature profile in the middle plane along the pipe for the two scenarios.
The turbulent insert case exhibited better heat transfer between the hot moving air inside the pipe
and the cool ground. The turbulent plates tend to resist the airflow and create more rotational flows
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(Figure 6). This kept the hot air moving in good contact with the cooler pipe wall. As a result, the
downstream air cooled further as it traveled along the pipe. In contrast, the baseline case exhibited
slower cooling as air moved along the pipe. At the same x position, one can see the distinct temperature
difference between the two scenarios in Figure 7.

Figure 7. Temperature profile in the middle plane along the pipe for the two scenarios.

One major drawback of the turbulent insert case was the large pressure decrease. Figure 8 shows
the pressure drop across the pipe for both scenarios. After each plate, pressure was significantly
reduced. For the baseline case, the pressure drop was only 27 Pa across the pipe. In the next section, we
will explore how the reduction in turbulent plates affects the desired temperature drop of the cooled
air. Specifically, plate reductions can reduce the pressure drop, which can save power for the inlet fan.

Figure 8. Pressure drop profile in the middle plane along the pipe for two scenarios.

3.3. Parametric Studies

3.3.1. Effects of Turbulent Plate Quantity

In this investigation, the plate quantity was reduced from 8 (original) to 6, 4, and 0 plates. The inlet
velocity was kept constant at 3.53 m/s for all cases based on data from 13 August. For the first three cases
with 8, 6, and 4 plates, the temperatures at x = 0 m were relatively similar. However, the temperature at
x = 20 m increased as the number of plates decreased. As a result, the temperature differences between
the two gauged positions also decreased as the number of plates decreased (Figure 10). Finally, in
the zero-plate case, the temperature at both x = 0 m and x = 20 m was lower compared to cases with
inserted plates (Figure 9).

Figure 9. The effect of fins on the temperature of the two locations (0 and 20 m) at a vinlet of 3.53 m/s.
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The temperature differences between x = 0 m and x = 20 m for various plate quantities are plotted
in Figure 10. We observed a decrease in cooling temperature as the number of plates decreased.
In addition, we plotted the pressure drop for each case. By reducing two plates from eight to six,
temperature difference decreased by only 0.63 ◦C. However, there was a big gap in pressure drop.
Temperature differences between the four plates and zero plates cases were very similar. Thus, it is not
recommended to use four plates in practice. Instead, either 6 or 0 plates is preferred depending on the
amount of air cooling required before reaching the residential house.

 
Figure 10. The temperature differences between x = 0 m and x = 20 m for various plate quantities.

3.3.2. Effects of Different Pipe Materials

In Figure 11, the effects of different materials on temperatures at two locations, x = 0 m and
x = 20 m are shown. Table 5 shows the properties of the three materials investigated.

Figure 11. The effect of different materials on temperatures at 0 m and 20 m, at vinlet = 3.53 m/s.

Table 5. Material properties.

Material Properties

PVC PC PE Steel (for All Inserts)

Density (kg/m3) 1450 1200 960 8050
Thermal Conductivity (W/m-K) 0.28 0.25 0.33 16.27

Specific Heat (J/kg-K) 900 1300 1850 502.48

Overall, the temperatures at x = 0 m for all cases were nearly identical. However, the difference
in the material had a small effect on downstream air temperature (x = 20 m). Figure 12 shows the
temperature difference between the two locations for three different materials—polyvinyl chlorine
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(PVC), polycarbonate (PC), and polyethylene (PE). The temperature difference was lowest in the PC
case and highest in the PE case, though these differences were not significant.

 
Figure 12. The temperature difference between x = 0 m and x = 20 m for different materials.

3.4. Pipe Type Exploration

In this section, three additional pipe types are detailed—corrugated, helical insert, and spirally
corrugated pipes. The temperature drops between the two gauged positions are reported in Table 6.
These results were obtained using the boundary conditions for 13 August 2016 (Table 1). The inlet
velocity used for the corrugated, helical insert and spirally corrugated pipe cases was the same as the
baseline case (3.71 m/s), while the turbulent insert case inlet velocity was kept at 3.53 m/s.

Table 6. Results for different pipe types using conditions from 13 August 2016.

Pipe Type Toutdoor
Tx = 0 m

(◦C)
Tx = 20 m

(◦C)
ΔT20 m–0 m

(◦C)
ΔToutdoor – 20 m

(◦C)
Vinlet (m/s)

Baseline 33.4 32.0 27.4 4.6 6.0 3.71
Turbulent Insert 33.4 32.0 26.1 5.8 7.3 3.53

Corrugated 33.4 31.9 27.2 4.8 6.2 3.71
Helical Insert 33.4 31.5 26.5 5.0 6.9 3.71

Spirally Corrugated 33.4 30.9 25.7 5.2 7.7 3.71

From Table 6, the baseline case had the highest temperature at x = 20 m, resulting in the lowest
temperature drop (6 ◦C). The turbulent insert case featured the best temperature drop at x = 20 m
compared to the entering air temperature (7.3 ◦C) and the air temperature at x = 0 m (5.8 ◦C).
The corrugated pipe case had a slightly better temperature decrease of 6.2 ◦C and 4.8 ◦C with respect to
the entering and 0 m air temperature, respectively. The helical insert case had a second-best temperature
drop when compared to the outside air (6.9 ◦C), although the temperature at 20 m was only 5 ◦C.
Finally, the spirally corrugated pipe case exhibited the best improvement in temperature drop when
compared to the outside air and second-best at 20 m. Figure 13 clearly reflects these temperature drop
comparisons for the five investigated cases.

Figures 14 and 15 show the temperature and pressure profiles of the five studied cases. Although the
turbulent insert case exhibited a reasonably good temperature drop along the linear pipe, its major
drawback was the high-pressure drop (755 Pa), which caused extensive amounts of electrical energy to
be consumed in the blower. The spirally corrugated pipe, however, demonstrated the best temperature
drop (7.7 ◦C) without inducing a large pressure drop (only 55 Pa). The baseline case had the lowest
pressure drop due to a lack of obstructions within the pipe. Taking temperature and pressure drops
into consideration, the spirally corrugated pipe case stood out as the preferred option for practical use.
However, more data is required for validation.
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Figure 13. Temperature drop for the five investigated pipes.

 
Figure 14. Temperature profile in the middle plane for five investigated pipes.

 
Figure 15. Pressure drop profile in the middle plane for five investigated pipes.
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4. Design Guideline of a GAHX for an AWHP

In this section, we demonstrate how to select the most optimal pipe design in terms of type,
material, and size. From the previous section, the spirally corrugated pipe was determined to be the
most desirable. In the following example, a calculation is performed for a typical office space with
a total floor area of 147 m2 (1581 ft2). It is desirable for an AWHP system to achieve a coefficient
of performance (COP) of approximately 3.0. According to Perko et al. [24], an average-sized space
(186–223 m2) requires a thermal power of 10.6 kW to 11.4 kW, depending on climate conditions. In the
worst-case scenario, a small area of 186 m2 requires a heating power of 11.4 kW. The ratio (r) of floor
area per kilowatt can then be calculated as:

r =
A
P

=
186 m2

11.4 kW
= 16.32

m2

kW
(1)

where, r is the floor area ratio per kW, A is floor area, and P is the required heating power.
The thermal power at the condenser was then calculated from the actual floor area of 147 m2 using:

Qcondenser =
Aoffice

r
≈ 9 kW (2)

The target COP for the AWHP was set as 3.0. Therefore, the power required from the
compressor was:

COP =
Qout

We in
=

Qcondenser

Qconpressor
(3)

Qcompressor =
Qcondenser

COP
=

9 kW
3

= 3 kW (4)

The required thermal power from air flowing through the buried pipe was therefore calculated as:

Qgeothermal = Qcondenser −Qcompressor = 9 kW− 3 kW = 6 kW (5)

In addition, the spirally corrugated pipe had a total length of 28 m. Therefore, heat extraction
from the ground source was calculated as:

Rextract =
Qpipe

lpipe, calculated
=

Cp air× .
mair×(T20m−T0m)

lpipe, calculated

=
1005 J

kg°C×0.223 kg
s ×5.2°C

20m = 58.25 W/m
(6)

The target COP 3.0 resulted in a required thermal power from the underground pipe of 6 kW.
From here, the total pipe length was calculated using:

lpipe, calculated =
Qgeothermal

Rextract
=

6000W
58.25W/m

≈ 103 m (7)

Finally, the actual pipe length including the U-shape section to the ground surface was calculated
by adding an extra 8 m:

lpipe,final = 103 m + 8 m = 111 m (8)

The final optimal pipe design is summarized in Table 7. This design yielded a maximum 6 kW in
thermal power on top of the 3-kW power required by the compressor. This allowed a COP of 3.0 for
the AWHP system used to heat up an office space of 147 m2 (1581 ft2) in winter.

81



Energies 2019, 12, 4047

Table 7. Design input and output of the office space calculation for a target COP of 3.0.

Design Input Design Output

Aoffice = 147 m2 (1581 ft2) lpipe, calculated = 103 m
Qcondenser = 9 kW lpipe, final = 111 m
Qgeothermal = 6 kW ϕpipe = 0.25 m
Qcompressor = 3 kW

COP = 3.0
lpipe, total = 28 m

lpipe, calculated = 20 m
T20m − T0m = 5.2 °C

vair = 3.71 m/s
.

m = 0.224 kg/s
Tground = 22.5 °C
Tambient = 33.4 °C
ρair = 1.225 kg/m3

Cp,air = 1.005 kJ/kg.K
Rextract = 58.25 W/m

5. Conclusions

In this paper, the GAHX was studied to yield the best design for a maximum temperature change
and minimum pressure drop. The smooth pipe and turbulent insert case were validated against
data obtained during the summer in South Korea. Results demonstrated good agreement between
the simulated and experimental results. Additional work was performed to explore various design
alternatives to improve temperature decrease. From the simulations, the turbulent insert case exhibited
the best improvement in terms of temperature drop, yet had the highest pressure drop across the pipe.
However, the spirally corrugated pipe demonstrated the best temperature drop (7.7 ◦C) with a small
pressure drop of 55 Pa. Therefore, the spirally corrugated pipe was determined to be the optimal
design. An example calculation for an average office space was then provided as a guideline to select
the proper pipe size for a spirally corrugated pipe. It was calculated that a 111 m pipe length with a
diameter of 250 mm can provide 6 kW of thermal power, which resulted in a COP of 3.0 for the AWHP
system used in the office space. In our future work, we will conduct sensitivity analysis with turbulent
intensity 5% to 15%. A mesh independent study on pressure drop and application of swept mesh will
be considered on the meshing process to improve the model accuracy. We will conduct additional tests
and experiments on the new design AWHP coupled with the GAHX based on the results of this study.
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Abstract: The flat two-phase thermosyphon has been recognized as a promising technique to
realize uniform heat dissipation for high-heat-flux electronic devices. In this paper, a visualization
experiment is designed and conducted to study the startup modes and operating states in a flat
two-phase thermosyphon. The dynamic wall temperatures and gas–liquid interface evolution
are observed and analyzed. From the results, the sudden startup and gradual startup modes
and three quasi-steady operating states are identified. As the heat load increases, the continuous
large-amplitude pulsation, alternate pulsation, and continuous small-amplitude pulsation states
are experienced in sequence for the evaporator wall temperature. The alternate pulsation state
can be divided into two types of alternate pulsation: lengthy single-large-amplitude-pulsation
alternated with short multiple-small-amplitude-pulsation, and short single-large-amplitude-pulsation
alternated with lengthy multiple-small-amplitude alternate pulsation state. During the continuous
large-amplitude pulsation state, the bubbles were generated intermittently and the wall temperature
fluctuated cyclically with a continuous large amplitude. In the alternate pulsation state, the duration
of boiling became longer compared to the continuous large-amplitude pulsation state, and the
wall temperature of the evaporator section exhibited small fluctuations. In addition, there was
no large-amplitude wall temperature pulsation in the continuous small-amplitude pulsation state,
and the boiling occurred continuously. The thermal performance of the alternate pulsation state
in a flat two-phase thermosyphon is inferior to the continuous small-amplitude pulsation state but
superior to the continuous large-amplitude pulsation state.

Keywords: thermosyphon; two-phase flow; startup; phase change; operating state; visualization

1. Introduction

The rapid development of microelectronic technology poses an important challenge for
high-heat-flux electronic cooling [1]. A number of efficient cooling technologies, including
microchannels [2–5], heat pipes [6], boiling [7], solid–liquid change [8], fractal surface [9,10] and liquid
cooling [11,12], have been proposed and are used for electronic component cooling [13], spacecraft
thermal control [14], microfluidic engineering [15] and battery thermal management [16]. Of these,
the flat two-phase thermosyphon has been regarded as the preferred heat removal technique in
a confined space [17,18]. Differing from conventional heat pipes, the evaporator and condenser
section of the flat two-phase thermosyphon are replaced by two plates. Therefore, the flat two-phase
thermosyphon can expand one-dimensional heat transfer into two-dimensional heat transfer on a plane,
resulting in an efficient heat transfer and satisfactory temperature uniformity [19]. Utilized in a solar
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collector system, the two-phase thermosyphon combines good energy behavior with simplicity of
manufacture [14–17]. In addition, the flat two-phase thermosyphon can be integrated with electronic
devices [20]. Therefore, the flat two-phase thermosyphon has been introduced as an effective
way to meet the challenges of heat dissipation and temperature uniformity for high-heat-flux
electronic devices.

Unlike in unconfined spaces, the vapor-liquid phase change inside a flat two-phase thermosyphon
involves a direct interaction between boiling and condensation accompanied by complex gas–liquid
two-phase flow behaviors because of the narrow space [21]. For example, when the liquid level in
the cavity is high, the liquid surface may contact the condenser surface because of the two-phase
flow fluctuation, which forms a “liquid bridge” between the liquid surface and the condenser surface
because of the surface tension. The formation of a liquid bridge may increase the thermal resistance of
the condenser surface as the liquid film thickness increases [22]. In addition, Wu et al. [23] reported
that, instead of gravity and buoyancy, the surface tension and the shear force at the gas–liquid interface
are the dominant forces affecting the gas–liquid two-phase flow during boiling and condensation
in the flat two-phase thermosyphon. Therefore, the coupled boiling–condensation process has
a non-negligible effect on the gas–liquid two-phase flow behavior and heat transfer process [24]
in flat two-phase thermosyphons.

Available experimental and theoretical studies of flat two-phase thermosyphons focused primarily
on the steady-state thermal performance, such as temperature uniformity [25,26], equivalent thermal
conductivity [27], thermal resistance [28], and maximum heat transfer capacity. In addition, a number
of studies have been conducted to investigate the coupled boiling–condensation heat transfer in
a confined space [17,21,29]. However, few studies have given attention to the thermal response and
corresponding gas–liquid two-phase flow in the flat two-phase thermosyphon, specifically the boiling
and condensation behaviors under the startup and quasi-steady processes. Visual representation of
vapor–liquid two-phase flow is of significance to understand the coupled boiling–condensation phase
change heat transfer inside flat two-phase thermosyphons. Therefore, a visualization experiment was
conducted to investigate the gas–liquid phase change heat transfer. The startup modes and operating
state in the flat two-phase thermosyphon are investigated and analyzed by the observed dynamic
temperature variations of the evaporator and condenser surface as well as the gas–liquid two-phase
interface evolution.

2. Description of Experiment

In order to visualize the vapor–liquid two-phase flow, a flat two-phase thermosyphon was
manufactured with transparent sidewalls. The visualization experimental setup, as shown in Figure 1,
includes the flat two-phase thermosyphon, a heating unit, a cooling unit, and a data acquisition unit.
The gas–liquid two-phase behavior and the coupled evaporator–condenser heat transfer process are
observed in the flat two-phase thermosyphon with this experimental setup.

The flat two-phase thermosyphon primarily comprises a quartz glass tube, an evaporator plate,
a condenser plate, a sealing plate of heat sink, and a charging pipe, as shown in Figure 2. The various
components of the flat two-phase thermosyphon are illustrated in Figure 3. The glass tube is tightly
clamped between the evaporator and condenser plates, and a close cavity is formed where the working
medium is filled. The outer diameter of glass tube is 50 mm and the inner diameter is 44 mm. For clear
observation of the vapor–liquid two-phase flow in the flat two-phase thermosyphon, a height of 15 mm
was used for the glass tube during the experiment. Annular grooves were milled on the evaporator
and condenser plates and were filled with fluorine rubber O-rings for sealing the flat two-phase
thermosyphon. The evaporator and condenser sections are square brass plates with 45-mm sides,
as shown in Figure 3. The thickness of the evaporator plate is 5 mm, while that of the condenser plate
is 10 mm. A cooling channel is set on the back of the condenser plate; therefore, a sealing plate is
needed for the sealing of the cooling water. The working medium is fed into the cavity through the
charging pipe. In this study, de-ionized water was used as the working medium, as shown in Table 1.
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Figure 1. Schematic of experimental setup.

Figure 2. Schematic of flat two-phase thermosyphon.

Table 1. The thermophysical properties of de-ionized water (3.17 kPa, 25 ◦C).

Thermophysical Property Value

Density (kg/m3) 997
Enthalpy (kJ/kg) 104.67

latent heat (kJ/kg) 2435
thermal conductivity (W/K) 607

Specific isobar heat capacity (kJ/(kg·K) 4.182

The heating unit, which is used to provide and control a heat source for the flat two-phase
thermosiphon, is supplied by a direct current power combined with a voltage regulator. Electric heating
rods are embedded in the bottom of a copper block to heat the evaporator and a power meter is
paralleled with the heating rods to measure the heating power, as shown in Figure 4. The electric
heating rods are 6 mm in diameter and 50 mm in length. The 20-mm diameter copper block is clamped
by a bracket comprising a number of polytetrafluoroethylene plates, so that the copper block can make
close contact with the evaporator section of the flat two-phase thermosyphon. To obtain the accurate
axial heat flux density of the copper block, four 0.5-mm diameter holes were drilled to a depth of
10 mm in the copper block. The holes were distributed along the axial direction of the copper block,
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and the distance from the holes to the top surface of the copper block are 5 mm, 20 mm, 35 mm,
and 50 mm, as shown in Figure 5. During the experiment, heating power ranging from 20–90 W was
applied to examine the effect of heat load on vapor–liquid two-phase flow.

   
(a) (b) (c) 

 
(d) 

Figure 3. Structure of flat two-phase thermosyphon: (a) evaporator surface; (b) quartz glass tube;
(c) condenser surface; and (d) cooling water tank at back of condenser section.

The cooling unit is connected to the condenser section of the flat two-phase thermosyphon,
and comprises a constant temperature water bath and a glass rotameter. The constant temperature
water bath provides a constant-temperature fluid circulation for the cooling of the condenser section,
and the flow rate of the circulating water is measured by the glass rotameter. In the experiment,
the water temperature was set to room temperature of 25 ◦C, and the flow rate of the circulating water
was set to 80 mL/min. In order to measure the sensible heat gain of the circulating water, a number of
thermocouples were installed at the inlet and outlet of the condenser section. The sensible heat gain
is determined as the heat load of the flat two-phase thermosyphon. The cooling heat transfer rate is
Qcool = ρVCpΔTcool, where ρ and Cp are the density and specific heat of the cooling water, respectively,
and ΔTcool is the temperature difference between the cooling water at inlet and outlet.
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Figure 4. Structure of copper block and heating rods (unit: mm).

Figure 5. Position of measuring points on evaporator and condenser surface.

The data acquisition unit comprises a charge-coupled device (CCD) camera, a data collector
(Agilent 34970A, Santa Clara, CA, USA), a computer, and a light. The vapor–liquid two-phase
behavior in the confined cavity of the flat two-phase thermosyphon was monitored in real time and
recording was started when the flat two-phase thermosyphon operated. The frame rate of CCD
was set to 500 fps. To record the dynamic temperature variations of evaporator and condenser
surfaces, three thermocouples (see Figure 5) were installed on the evaporator and condenser surfaces.
The temperature was recorded by the data acquisition instrument. The sampling rate for the acquisition
of the temperature is 2 Hz.

3. Results and Discussion

The vapor–liquid two-phase state inside the cavity is directly related to the wall temperature
of the evaporator and condenser section, and, therefore, determines the phase change mechanisms
and thermal performance of the flat two-phase thermosyphon [30]. An experiment was conducted to
visually monitor the operating state of the working medium inside the cavity during the start-up and
the quasi-steady processes. Based on the observed vapor–liquid two-phase state and the measured
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wall temperatures of the condenser and evaporator sections under different working conditions, it is
possible to analyze the startup modes and operating states of a flat two-phase thermosyphon.

3.1. Startup Modes

When the evaporator section is heated, the flat two-phase thermosyphon initially goes through
a start-up process and then attains a quasi-steady operating state. During the start-up process,
the bubbles start to generate on the evaporator surface, and then gradually increase in size and rise
from the surface. As a result, a complex two-phase vapor–liquid is formed close to the evaporator
surface because of the dual effect of the natural convection and bubble disturbance. According to the
dynamic temperature variations of the evaporator surface, two startup modes are identified for the flat
two-phase thermosyphon: sudden startup mode and gradual startup mode.

The difference of two startup modes is mainly caused by the filling rate, i.e., the thermal response
is largely dependent on the charging ratio. A larger degree of superheating is required to induce
the startup of the flat two-phase thermosyphon when the charging ratio is higher. However, small
superheating is required to induce the startup when the charging ratio is low. Therefore, different
startup modes appear even though the heat input remains the same. The charging ratio ϕ is defined as
the ration of the working fluid volume to the interior volume of thermosyphon.

3.1.1. Sudden Startup Mode

As shown in Figure 6a, in the sudden startup mode, the wall temperature of the evaporator section
rises rapidly initially without temperature fluctuations, and the vapor–liquid two-phase working
medium remains stationary in the early startup stage. Subsequently, the wall temperature continues to
increase gradually, and no bubbles are generated inside the two-phase thermosyphon. During this
process, a significant degree of superheating is required to induce the startup of the flat two-phase
thermosyphon. The input heat flux is absorbed as sensible heat thorough the working medium and
solid wall; therefore, the energy continues to be absorbed in the thermosyphon. As can be seen from the
figure, at approximately 1000 s, the evaporator wall temperature suddenly decreases by approximately
10 ◦C (i.e., a temperature overshoot occurs in the startup process), and the condenser wall temperature
suddenly rises by approximately 7 ◦C. Subsequently, there is a pronounced temperature pulsation for
the condenser and evaporator walls.

  
(a) (b) 

Figure 6. Dynamic wall temperature variations: (a) sudden startup mode (ϕ = 73%, q = 8.9 W/cm2)
and (b) gradual startup mode (ϕ = 47%, q = 8.5 W/cm2).

This can be explained by the fact that, over time, the significant degree of superheating because
of the continued accumulation of energy breaks the critical equilibrium state of the vapor–liquid
two-phase working medium and bubbles begin to form on the evaporator surface and grow rapidly,
and then leave the evaporator surface, causing a strong disturbance of the liquid surface [31]. When the
vapor comes into contact with the condenser surface, it condenses to form condensate droplets and

89



Energies 2018, 11, 2291

returns to the evaporation section because of the effect of gravity. The heat absorbed by the evaporator
section is rapidly transmitted to the condensation section through the generation of bubbles and the
condensation of vapor, and then the condenser and evaporator surface temperatures gradually attain
an equilibrium state. Therefore, it can be concluded that the sudden startup is an overshoot startup
process, in which the maximum surface temperature of evaporator section in the startup process is
significantly greater than the value of steady-state wall temperature.

3.1.2. Gradual Startup Mode

In contrast to the sudden startup mode, there is no wall temperature overshoot in the gradual
start-up mode, as shown in Figure 6b. The wall temperature of the evaporator section shows
a significant pulsation after a short pre-heating period (approximately 200 s), and periodic variations
of bubble formation, growth, and detachment from the evaporator surface can be observed inside the
flat two-phase thermosyphon. Subsequently, increases in the departing frequency and the number
of bubbles generated on the evaporator surface lead to a slow rise in the evaporator and condenser
wall temperatures. Over time, the evaporator and condenser wall temperatures gradually become
stable, and finally enter a steady state.

It can be seen from the figure that, during the entire startup process, the temperature change from
the initial time to the steady state is gradual. This is because the bubbles increase in size shortly after
the evaporator is heated in the gradual startup mode, i.e., a small degree of superheat is required for the
formation of the critical bubble core. Therefore, the heat input into the evaporator section can be rapidly
transmitted through the phase change process of the working fluid. As a result, a gradual increase of
the evaporator section wall temperature (no overshoot) is observed in the gradual startup mode.

3.2. Operating States

The working fluid in the flat two-phase thermosyphon enters a quasi-steady state after the
startup process. According to the wall temperature pulsation characteristics and visual images of the
vapor–liquid two-phase fluid, three quasi-steady operating states are experienced in sequence with
increasing heat load: continuous large-amplitude pulsation state (State A), alternate pulsation state
(State B), and continuous small-amplitude pulsation state (State C).

3.2.1. Continuous Large-Amplitude Pulsation State (State A)

State A typically occurs when the evaporator section is supplied with a small heat load. As shown
in Figure 7, during the first tens of seconds of a typical cycle, the liquid is superheated in the
evaporator section and remains in the static status, while the vapor is cooled in the condenser section.
When a critical degree of superheat is achieved, the liquid starts boiling and bubbles are generated.
In the boiling process, the bubble generation only lasts for a few seconds, accompanied by a sudden
large fluctuation in temperature; then the liquid returns to the static state and goes into the next cycle.
The static status and boiling status can be clearly distinguished during this process. In this operating
state, the wall temperature of the evaporator section fluctuates cyclically with a continuous large
amplitude, where only a monotonic increase and decrease of the wall temperature are experienced in
a typical cycle. Because of the small heat load, the energy absorption rate in the cavity is relatively slow,
and bubbles are generated intermittently on the surface of the evaporator section. The following energy
phases of the evaporation section are repeated cyclically until the end of the heat input: accumulation,
release, re-accumulation, and re-release. In this process, the fluid inside a thermosyphon experiences
boiling, stagnation, re-boiling, and re-stagnation.

In order to intuitively exhibit the features of a large-amplitude pulsation cycle, Figure 7b shows
the wall temperature pulsation of the evaporator and condenser sections from 700 to 900 s,
which includes four cycles of continuous large-amplitude pulsation. One pulsation cycle is from
700 to 769 s. Figure 7c shows the typical gas–liquid two-phase behavior for a pulsation cycle,
for which the corresponding time points and wall temperatures are marked by point 1 to point 6 in
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Figure 7b. During the cycle, the fluid remains in a static state from t = 731 s (point 1) to t = 765 s
(point 2), and the wall temperature of the evaporator section gradually increases because of the
energy accumulation. When the wall temperature increases to point 2, the degree of superheat reaches
a critical value. As a result, the nucleation sites on the evaporation surface are activated and bubbles
are generated continuously. Because of the bubble motion and vapor–liquid phase change, energy
is rapidly transferred from the evaporator section to the condenser section, resulting in a significant
decrease in the evaporator temperature and a rapid increase in the condenser temperature.
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Figure 7. Continuous large-amplitude pulsation state (ϕ = 47%, q = 6.4 W/cm2): (a) dynamic variation
of wall temperature pulsation; (b) gas–liquid two-phase behavior in one cycle.

It should be noted that the continuous bubble generation (point 3) is of short duration and only
lasts for approximately 4 s. After t = 769 s (point 4), the wall temperature of the evaporator section
decreases; the degree of superheat is smaller than the critical value, causing bubble generation to cease,
so the liquid gradually returns to the static state (point 5) and the energy absorption starts again in
the next cycle (point 6). It can be seen that the heat accumulation in the evaporator section is of short
duration in this operating state because of the small heat input, and the heat can be rapidly transferred
to the condenser section through the motion of the vapor bubbles. Therefore, bubble generation is only
observed for a short period.

3.2.2. Alternate Pulsation State (State B)

When compared with State A, the energy accumulation is accelerated with increasing heat input,
so the duration of static status becomes shorter while the boiling status lasts longer in State B. As the

91



Energies 2018, 11, 2291

bubble generation frequency increases, the pressure perturbation appears in the cavity, leading to the small
amplitude fluctuation of wall temperature. In State B, the wall temperature of the evaporator section shows
a fluctuation with small amplitude in addition to the large-amplitude fluctuations, and it exhibits a similar
cyclical fluctuation. According to the pulsation amplitude and its duration for the wall temperature of
evaporator section, State B can be divided into two alternate pulsation types. One is characterized by
a long-duration single large-amplitude pulsation alternating with multiple short-duration small-amplitude
pulsations (State B–1), and the other is characterized by a single short-duration large-amplitude pulsation
alternating with multiple long-duration small-amplitude pulsations (State B–2).

Figure 8 shows the wall temperature pulsation and the corresponding gas–liquid two-phase flow
behavior for State B–1 for the flat two-phase thermosyphon, in which three wall temperature cycles
(from 590–690 s) are enlarged. As shown in the figure, the early stage of a cycle (from point 1 to
point 2, 590–604 s) can be characterized by large-amplitude fluctuations, and the energy continues to be
absorbed and the temperature slowly increases without fluctuations. Bubble generation then begins on
the evaporator surface, and this process lasts for 28 s, significantly longer than for State A, as the heat
input increases. It is noteworthy that after the bubble generation has commenced, the wall temperature
decreases rapidly in the evaporator section and increases in the condenser section (from point 2 to point 3).
Subsequently, the temperature exhibits multiple small-magnitude fluctuations (from point 3 to point 5).
This can be attributed to the random generation and detachment of bubbles on the evaporator surface
and the scouring effect of the gas–liquid two-phase fluid on the condenser surface. In this case, the wall
temperatures of both the evaporator and condenser sections pulsate with small amplitudes close to
the steady state. However, as the heat input is still not sufficient, the proportion of small-magnitude
temperature pulsations to the entire pulsation cycle is small, i.e., the number of large-magnitude
temperature pulsations dominates a cycle.

(a) 

(b) 

Figure 8. Alternate pulsation state (State B–1, ϕ = 47%, q = 10.9 W/cm2): (a) temperature dynamic
variation of evaporator wall; (b) gas–liquid two-phase behavior in one cycle.
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With a further increase in the heat input, the operating state of State B–1 is transformed into
State B–2. Figure 9 shows the wall temperature pulsations and the corresponding gas–liquid two-phase
flow behavior in State B–2. Compared with State B–1, the duration of the small-magnitude pulsations
is significantly greater in State B–2, and the duration of continuous bubble generation increases to
approximately 100 s (from point 2 to point 6 in Figure 9a). The interval between bubbles decreased,
and for the bulk of the time bubbles were generated continuously and rising from the evaporator
surface, resulting in a significant fluid disturbance. According to the gas–liquid two-phase behavior
images, it can also be seen that the disturbance of the working fluid amplifies with the heat input in
the flat two-phase thermosyphon, which is favorable for the enhancement of heat transfer process.
As a result, the heat input is efficiently transferred from the evaporator section to the condenser section
through the intense gas–liquid phase change.

 

 

(a) 

(b) 

Figure 9. Alternate pulsation state (State B-2, ϕ = 47%, q = 16.8 W/cm2): (a) characteristics of wall
temperature pulsation; (b) gas–liquid two-phase behavior in one cycle.

3.2.3. Continuous Small-Amplitude Pulsation State (State C)

When the heat input is sufficiently great, the liquid is continuously boiling due to the intrinsically
stochastic nature of liquid, resulting in continuous small-amplitude pulsation of wall temperature.
In this case, the operating state enters a continuous small-amplitude pulsation state. Compared with
the above operating states, there is no large-amplitude pulsation of wall temperature in State C as the
boiling takes place continuously; there is no cyclical variation of wall temperature oscillation, and the
wall temperature variation is random. Figure 10 shows the dynamic temperature variation of both
the evaporator and condenser walls in State C. Once bubble generation begins in the cavity (point 2
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in Figure 10), the bubbles are continuously generated on the evaporation wall. The wall temperature
exhibits a small amplitude fluctuation, as opposed to a major change.

 

 

(a) 

(b) 

Figure 10. Continuous small-amplitude pulsation operation (ϕ = 47%, q = 19.9 W/cm2): (a) characteristics
of wall temperature pulsation; (b) gas–liquid two-phase behavior from the static state to continuous
bubble generation.

During the continuous small-amplitude pulsation state, there is no obvious cycle. Once bubble
generation begins in the cavity, the bubbles continuously generate on the evaporation wall.
This phenomenon can be explained as follows: (1) the vapor–liquid phase-change heat transfer
between the evaporator and the condenser becomes stronger in State C, where the stable boiling
and condensation in the cavity ensure efficient heat transfer; (2) the phase change processes
(including evaporation and boiling) on the evaporator surface are strengthened, and the nucleation
sites on the evaporator surface are more easily activated and generate bubbles; (3) more bubbles are
generated on the evaporator surface (see point 3 in Figure 10) than for the other operating states,
and the liquid is more disturbed by the bubble motion. In summary, greater energy transfer intensity
between the evaporator and condenser sections is achieved in the flat two-phase thermosyphon
through efficient vapor–liquid phase changes.

3.3. Thermal Resistance

According to the above analysis, the heat load directly determines the operation state of
vapor–liquid two phase flows inside a flat two-phase thermosyphon. This inevitably affects the thermal
performance of evaporation and condensation phase change. In order to analyze the relationship
between the heat transfer performance and heat load, the total thermal resistance of the flat two-phase
thermosyphon R is introduced, defined by

R = ΔT/Q (1)
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where ΔT = Te − Tc is the difference between the average temperature of the evaporator surface,
Te = (T1 + T2 + T3)/3, and the average temperature of the condenser surface, Tc = (T4 + T5 + T6)/3;
and Q is the actual heat load of the thermosyphon.

Figure 11 describes the effect of heat load on total thermal resistance of a flat
two-phase thermosyphon. During the continuous large-amplitude pulsation state (State A), the heat
load is small, and the bubbles are generated intermittently on the evaporator surface, so the heat
transfer regime is the alternation of natural convection and nucleate boiling. In addition, the natural
convection occupies most of time. This leads to a large thermal resistance of two-phase thermosyphon.
When the operation state transforms from State A to the alternate pulsation state (State B), more heat
is transferred through the bubble generation on the evaporator surface, i.e., the duration of nucleate
boiling is longer. In addition, the motion of the bubbles causes the disturbance of the liquid near the
evaporator surface, which also enhances heat transfer of the thermosyphon. The nucleate boiling
occupies the most of time for State B. Since the good heat transfer performance of nucleate boiling,
the total thermal resistance of State B is smaller than that of State A.

Figure 11. Effect of the heat load on total thermal resistance.

Unlike State A and B, during the continuous small-amplitude pulsation state (State C), the input
heat is transferred wholly through nucleate boiling. Furthermore, the continuously generated bubbles
cause a significant fluid disturbance, so the scouring effect of the gas–liquid two-phase fluid on the
condenser surface make the condensate film thinner. This further reduces the thermal resistance as
compared with State B. Therefore, as the thermal load increases, the thermal resistance of the flat
two-phase thermosiphon decreases monotonously, thereby exhibiting better heat transfer performance.
In other words, the thermal performance of alternate pulsation state in a flat two-phase thermosyphon
is inferior to continuous small-amplitude pulsation state but superior to continuous large-amplitude
pulsation state.

4. Conclusions

In this study, a flat two-phase thermosyphon with transparent sidewalls was manufactured for
a visualization experiment. An experimental system was designed and conducted to investigate the
phase-change heat transfer of the flat two-phase thermosyphon, with a particular focus on the startup
mode and operating state. The dynamic temperature variations of the evaporator and condenser
wall and the gas–liquid two-phase evolution in the flat two-phase thermosyphon were observed
and analyzed. The primary conclusions were as follows:

1. Sudden startup and gradual startup were identified as the two types of startup modes in the
flat two-phase thermosyphon, and the continuous large-amplitude pulsation state, alternate
pulsation state, and continuous small-amplitude pulsation state were experienced in sequence
with increasing heat load.
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2. The continuous large-amplitude pulsation state occurred when a low heat load was applied to
the evaporator section, in which the bubbles were generated intermittently.

3. The alternate pulsation state exhibited small fluctuations in addition to the large-amplitude
fluctuations of the evaporator wall temperature because of the greater duration of boiling
compared to the continuous large-amplitude pulsation state.

4. The continuous small-amplitude pulsation state occurred in the flat two-phase thermosyphon
where the boiling occurred continuously and the wall temperature variation was random and
exhibited no cyclical variations.
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Nomenclature

Variables

Cp specific heat (J/kg·K)
P measuring points
q heat flux (W/cm2)
Q heat input (W)
R thermal resistance
t time (s)
T temperature (◦C)
T average temperature (◦C)
x horizontal coordinate (mm)
y vertical coordinate (mm)
Subscripts

c condenser section
cool cooling water
e evaporator section
1~6 number of thermal couples
Greek symbols

ρ density (kg/m3)
ϕ filling ratio
Φ diameter (mm)
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Abstract: In this, paper the authors propose a new simplified method of solving the problem of air flow
through a solar chimney system using a classical system of equations for the principles of conservation
(momentum, mass, and energy), as well as a general solution to research the problem using similarity
theory. The method presented in this paper allows one to design a solar chimney. The theoretical
analysis was compared with experimental studies on existing solar towers. The experimental and
theoretical studies were satisfactorily consistent. For clarity, the phenomenon of heat flow in the solar
chimney was described using dimensionless numbers, such as the Reynolds, Grashof, Galileo, Biot,
and Prandtl numbers. In the equations for the dimensionless geometric parameters, the ratios of the
collector radius to the thickness gap, height, and chimney radius were used. The method used to test
the system of equations allows us to analyse various solar collectors easily. In the scientific literature,
there is a lack of a simple calculation method to use in engineering practice, suitable for each type of
solar chimney independent of dimensions and construction parameters.

Keywords: solar chimney; air flow; analytical and experimental solutions; method of calculation

1. Introduction

Solar chimneys offer considerable potential for energy supply in countries abundant in sunlight.
Especially in the last few decades this technology has been studied widely [1–4]. Researchers have
focused on developing the technology of thermal solar energy, with potential applications worldwide.
Kasaeian et al. [5] presented a comprehensive review of solar chimney systems. Depending on the
research directions, solar chimneys may serve various goals [6–9], such as natural ventilation in the
buildings [2,5,10–13], small-scale power plants, generation in full-scale energy generation systems,
and some applications in smart islands [14–18].

A power plant consisting of a solar collector and a chimney can work as a solar thermal power
plant [6,7,18–25], which first converts solar energy into thermal energy in the solar collector to further
convert it into kinetic energy in the chimney, with final electricity generation by applying a wind
turbine and generator [14,16,26]. The construction of such a solar chimney may depend on the shape
and dimensions of both the collector and chimneys and their canopy profiles [10,27].

Most researchers focus on solving the problem of heat flow in solar chimneys using numerical
simulations instead of analytical solutions. Compared to the analytical method, fewer assumptions
are used in numerical simulations. However, it is possible to obtain more detailed descriptions of the
temperature and flow field. The number of studies on numerical methods adopting computational
fluid dynamic programs (CFDs) to predict the efficiency of solar chimneys is constantly increasing.
One of the first works using 2D numerical simulation to determine the temperature distribution and

Energies 2019, 12, 2060; doi:10.3390/en12112060 www.mdpi.com/journal/energies99
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flow field in the collector was published by Pastohr et al. [28]. Similar numerical methods were used
by Xu et al. [29,30]. Hamadan and Khashan [21] presented numerical results for a constant air flow
inside the solar collector. The CFD analysis was used to determine the position of the turbine using
the available power quantity. The CFD data showed that the height and size of the chimney are
strongly related to each other, and the appropriate nozzle design at the entrance to the chimney is also
important to reduce pressure losses. Koonsrisuk and Chitsomboon [31] developed a theoretical model
that uses CFD analysis to conclude that the performance of a solar chimney with a sloping collector
and divergent-top chimney is superior to a conventional chimney. In numerical 3D simulations,
Guo et al. [32] validated experimental and numerical studies on the influence of solar radiation, turbine
pressure drops, and ambient temperature on the solar collector’s prototype in Manzanares, Spain. In
the work of Abdelmohimen [33], the results of the collector tests from Manzanares were validated with
the results of the numerical tests and proved to be consistent.

There are works discussing the problem of air flow through the solar collector system as an
analytical issue. Pasumarthi and Sherif [34,35] developed an approximate model for studying the
effect of various parameters on air temperature and velocity distribution in the system. Padki and
Sherif [36] analyzed the solar collector system’s efficiency, as influenced by the chimney, by developing
an appropriate analytical model. This model allowed them to calculate the power output and efficiency
of the solar chimney. Gannon and Von Backstrom [37] used a proposed mathematical model to apply a
rotor for energy conversion in a solar chimney. They demonstrated that the use of blades to direct the
air inlet resulted in improved system performance. Bernardes et al. [38] conducted a comprehensive
analysis of analytical and numerical models describing the operation of a solar chimney power plant,
which allowed them to estimate the output power of the solar chimneys. In addition, the influence
of various environmental conditions and geometric dimensions on the power of solar chimneys
was examined. The mathematical model has been used to predict the commercial performance of
commercial solar chimneys on a large scale. It turned out that the height of the chimney, the pressure
drop in the turbine, and the diameter of the chimney are of great importance [38]. Schlaich et al. [4]
developed a mathematical model that is based on equations of momentum and energy conservation in
solar chimney power plant. Zhou et al. [39] used a theoretical model to calculate the optimal chimney
height for maximum output power. Guo et al. [40], in their model, considered the hourly changeability
of solar radiation. It was shown that the output power increases almost linearly with the radius of
the collector when the collector is small, assuming the use of an identical chimney. As the radius of
the collector increases, this trend becomes slower. This process means that there is a limitation to the
maximum radius of the collector above which there is no further increase in the output power. In the
proposed analytical model of the solar chimney, Hamdan [41] obtained perfect compatibility with
other published experimental and theoretical works. The obtained results indicate that the diameter
of the collector and the diameter and height of the chimney and turbine are critical parameters for
the construction of a solar plant. Kasaein et al. [5] reviewed experimental and theoretical studies of
various solar collectors. They solved the system of equations for conservation of mass, momentum,
and energy with appropriate boundary conditions for turbulent flows based on many experimentally
determined parameters for air flowing through a chimney plant. While previous works show that the
flow conditions inside the solar chimney can be well described theoretically, there is still a shortage of
simple computational methods to be used in engineering practice, appropriate for each type of system,
regardless of the dimensions and construction parameters. Therefore, this paper proposes a simplified
method for solving the problem of air flow through the solar chimney. Again, this is based on the
equations covering the principles of conservation (momentum, mass, and energy), and also the general
solution of the problem using the theory of similarity. By using the original transformations of the
equations describing the air flow in the solar chimney, combined with several additional assumptions,
a system of equations was obtained, which allowed one to solve the problem analytically. This article
is a continuation of the previous work [15]. Some of the theoretical considerations have been repeated
and refined. The theoretical model has been strengthened by taking into account the local resistance of
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the air flow between the collector and the chimney. The work also included experimental research
conducted on the collector–chimney model, and the results of theoretical and experimental research
were compared. Experimental and theoretical studies have shown satisfactory consistency. For greater
clarity, the phenomenon studied was described using dimensionless numbers, such as the numbers
of Reynolds, Grashof, Galileo, Biot, and Prandtl. In the equations for dimensionless geometrical
parameters of the solar chimney, the ratio of the radius of the collector to its height, as well as the
height and radius of the chimney, were applied. Based on the original transformations and simplifying
assumptions, a system of equations was obtained that solved the problem analytically. A universal
procedure for solving a complex problem has been developed for use in engineering, for the design of
a solar chimney. The proposed method allows for an easy analysis of various solar collectors.

2. Theoretical Model of the Solar Chimney System

Theoretical model of the solar chimney system is shown in Figure 1.
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Figure 1. Solar chimney system.

The radius and height of the chimney are, respectively, represented by Rc and Hc. The distance
between the top and bottom plates of the solar collector is constant and equal to 2h, and the solar
collector radius is represented by R. The absorbed solar radiation by the air flow in the collector is
represented by

.
q. The velocity and pressure of the air flow at the entrance of the solar collector are,

respectively, represented by uin and pb, where the velocity of the air in the chimney is constant and
equal to uc. The distributed temperature of the air inside the collector is represented by T.
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2.1. The Analysis of the Air Flow in the Solar Collector

The incompressible flow of air (with a constant viscosity) inside the collector (see Figure 1), the
stationary Navier-Stokes equation and principle of the conversation of mass flux crossing cylindrical
surfaces have the forms [15]:

− 1
ρ

∂p
∂r

= ur
∂ur

∂r
− ν
[

1
r
∂
∂r

(
r
∂ur

∂r

)
− ur

r2 +
∂2ur

∂z2

]
andurr = const, (1)

where equation urr = const results from the equation of conservation of mass.
After ignoring the small high-order parameters, the energy balance becomes

.
q · 2π · r · dr− 2π · r · dr · α(T − Tot) = −2h · ρ · cp · 2π · d(r · ur · T), (2)

where
.
q, ur, T, Tot, ρ, α, cp, and h represent the heat flux density and average radial velocity in the

gap of the collector for the laminar flow, density of air, temperature of air, ambient temperature, and
convective heat transfer coefficient between the ambient air and plate of the collector, the specific heat
of air, and the depth of the collector, respectively.

By applying the boundary conditions at the collector inlet, we get

p = pb, u = uin and T = Tot forr = R, (3)

The solutions to Equations (1) and (2) (in dimensionless form) in the collector can be expressed as
the dimensionless pressure drop and dimensionless distribution of temperature, respectively [15]:
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where the following dimensionless variables were introduced
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.
q
αTot
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λ
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uinh
ν
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ν
a

; n =
h
R

.

Equation (4) was obtained from the solution of Equations (1) and (2) for laminar flow between the
collector plates.

θ
(̃
q = 3, Bi = 0.005, Pr = 0.712, λ̃ = 2200, for n = 0.04.

)
As seen from the theoretical analysis (see Figure 2), the pressure drop and air temperature depend

on the radial coordinates of the collector. As the Reynolds number increases, the air temperature in the
collector increases more slowly. However, the influence of the Reynolds number on the pressure drop
in the collector is negligible.
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Figure 2. Distribution of dimensionless pressure drop, Π, and dimensionless temperature.

2.2. The Analysis of the Air Flow in the Solar Collector

For the chimney, the momentum equation of the flow of air inside the chimney (see Figure 1) in the
cylindrical coordinate system (r, z), with a vertical axis (z) directed upwards, can be written in the form

0 = − 1
ρc

∂pc

∂z
− g + ν

[
1
r
∂
∂r

(
r
∂uc

∂r

)]
. (5)

In Equation (5), we neglect the free convection in the solar collector. The density in the chimney
describes the equation, and ρc = ρ[1− β(Tc − Tot)] represents the density of air in the chimney, which
depends on the increase in temperature (Tc − Tot). We assume linear dependence of density on
temperature. The temperature Tc in the chimney is constant, the coefficient of the thermal expansion
of air is represented by β, g represents the gravitational acceleration, and ν represents the kinematic
viscosity of air. pc and uc represent the pressure and velocity inside the chimney, respectively.

We apply the boundary conditions

for z = 0, pc = p̂CO and z = HC, pc = pH, (6)

where the following correlations are used in the above equations:

p̂CO = pCO − Δp,pH = pb − ρgHc, (7)

In the theoretical model, the local pressure (Δp) in the flowing air between the solar collector and
chimney is expressed as

Δp = ξ
ρcu

2
c

2
, (8)

where ξ represents the factor for the local loss in pressure in the air flow from the collector to the
chimney, which results from the change of air flow direction and change of the channel cross-section
between collector and chimney.

The velocity and average velocity in the chimney from the solution to the momentum equation
(Equation (5)) are equal to

ũc =
1

4Re
(
1− θGr

Ga
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(9)
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The dimensionless pressure drop,
�
ΠCO, at the beginning of the chimney is equal to

�
ΠCO = ΠCO + ξ

16n2(
1− Gr

Ga
θc

)
r̃4

c

,

where ΠCO represents the pressure drop calculated in the collector for r̃ = r̃c.
The velocity in the chimney, pressure drop at the beginning of the chimney, Reynolds number,

Galileo number, Grashof number, and geometric parameter for the solar chimney can be presented in
their dimensionless forms, respectively, as:

ũc =
uc

uin
; ΠCO =

2(pb − pCO)

ρu2
in

; Re =
uinh
ν

; Ga =
gR3

ν2 , Gr =
gβTotR3

ν2 ; m =
Hc

R
.

The condition for the air flow in the chimney is calculated with Equation (9):

Grθc >

�
ΠCORe2

2n2m
. (10)

From Equations (4) and (9), we achieve the coupled system below in Equation (11).
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Using the functions in the coupled system (Equation (11)), θc(Re), and
�
ΠCO(Re) enable us to

calculate the Reynolds number (Re) from the following equation:

f (Re) =
nGrθc − 1

2

�
ΠCO

Re2

nm
Re

− 32n
r̃4

c
= 0. (12)

The Reynolds number (Re) obtained from Equation (12) makes it possible to calculate the pressure

drop
�
ΠCO at the beginning of the chimney and the dimensionless temperature parameter θc in

the chimney.

To = 26 ◦C, h = 0.04 m, R = 1 m, Rc = 0.05 m,
.
q = 800 W/m2,α = 10 W/(m2K).

For example, in Figure 3, the calculation of the Reynolds number was performed for the sample
solar chimney system. Subsequently, the dimensionless parameters, Πco and θc, were calculated.

104



Energies 2019, 12, 2060

 

Re
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Figure 3. Example of the dependence of the function f(Re) on the Reynolds number (Re) for.

Table 1 and Figure 4 display the air velocity uc and the air temperature TC in the chimney.

Table 1. The air parameters in the chimney for To = 26 ◦C, h = 0.1 m, R = 10 m, Rc = 0.2 m,
.
q = 800 W/m2,

α = 10 W/(m2K).

Hc, m pb−pco, Pa ¯
uc, m/s Tc, ◦C

5 2.39 3.75 106
10 4.65 5.23 105
15 6.59 6.23 104
20 8.85 7.22 103
30 12.40 8.55 100
40 17.65 10.20 97
50 20.15 10.91 96

100 37.64 14.92 88

Cu
CT

mHC

smuC CTC

Figure 4. Dependence of air temperature (Tc) and velocity (uc) on the height of the chimney (HC) for
To = 26 ◦C, h = 0.1 m, R = 10 m, Rc = 0.2 m,

.
q = 800 W/m2, α = 10 W/(m2K).

The theoretical analysis on the turbulent flow of air is more challenging. In this case, the velocities
of the air flows in the collector channel and chimney may be different. The theoretical model of air
flow should be modified. Figure 4 presents the relationships of the height of the chimney with both the
temperature (calculated according to Equation (4)) and velocity of the air inside the chimney (calculated
according to Equation (9)). An increase in the chimney height causes an increase in air velocity and a
decrease in air temperature. The increase in heat flux density increases both the temperature and air
velocity in the chimney (see [15]).
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Figure 5 shows the dependence of the energy efficiency of the solar chimney to the chimney height.
Energy efficiency is the ratio of energy received to the energy supplied to the system. The energy
obtained is the sum of the kinetic energy of the air and the increase in the enthalpy of the air. As shown
in Figure 5, the energy efficiency of the solar chimney increases as the chimney height increases.

Figure 5. Energy efficiency η of the solar chimney as a function of chimney height, for
.
q = 800 W/m2,

R = 10 m, Rc = 0.2 m.

Designing the solar chimney based on the proposed theoretical flow characteristics allows one
to easily determine the energy efficiency of the chimney. Particularly noteworthy is the possibility
of optimizing the chimney height with the goal of maximizing its efficiency, while maintaining
construction costs at an acceptable level. In this way, the profitability of the installation plant can be
significantly improved.

3. Experimental Investigation

Figure 6 shows the experimental model of the solar chimney, which consists of two low cylindrical
collectors and a vertical, thermally insulated pipe placed in the middle of the plate.

The solar collector consists of two horizontal, flat disks forming an air gap spaced from each other.
The diameter of the upper metal plate is 2000 mm, and the width of the air gap is 80 mm. In the middle
of the board there is a vertical, thermally insulated pipe with an inner diameter of 100 mm and a height
of 2500 mm.

Collector heating combined with the effect of a thermal chimney forces the airflow in the chimney.
The velocity was measured using a paddle anemometer and Pitot tube. The Testo 417 anemometer
was used for the measurements, which allows quick and precise measurements of air velocity from the
chimney. The accuracy of the measurements was ±0.1 m/s.

The results of the air velocity were measured with the paddle anemometer, which was mounted
above the chimney. Then, the results of measurements were compared with the measurements using
a Pitot tube, which was mounted on 2/3 of the chimney height, as shown in Figure 6. Moreover,
the pressure drop at the collector’s connection to the vertical pipe was measured using a differential
inclined-tube manometer. The solar radiation flux was measured using a pyranometer located at a
nearby meteorological station. The results of the measurements are presented in Table 2 and Figure 7.
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Figure 6. Experimental setup to validate the theoretical approach. Measured in mm.

Table 2. Results of experimental measurements.

No 1 22 3 4 5 6 7 8 9 10 11 12 13 14 15 16
.
q [W/m2] 145 150 400 550 600 610 680 710 715 730 790 800 800 840 845 920
.

V [m3/h] 19.8 21.2 19.8 25.2 17.2 17.0 22.3 21.2 20.9 20.9 28.3 28.3 31.1 28.3 25.4 19.8
uc [m/s] 0.70 0.75 0.70 0.89 0.61 0.60 0.79 0.75 0.74 0.74 1.00 1.00 1.10 1.00 0.90 0.70
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mWq
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Figure 7. Comparison between the experimental and theoretical results.
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Figure 7 presents a comparison of the results between theoretical studies (solid line) and
experimental research (points) for the air velocity in the chimney, depending on the heat flux.

The results obtained in the analytical and experimental studies of the air velocity in the chimney
are consistent and can be considered satisfactory. The scattering of results was mainly caused by
disturbances caused by wind action between the collector plates on its perimeter. In this zone, the air
flow velocities were very small (approximately 0.02 m/s), which was consistent with the theoretical
model, and was, therefore, very sensitive to external gusts, which affected the operation of the solar
chimney system.

4. Conclusions

In this work, the obtained results of the experimental investigation and the theoretical considerations
are satisfactory. The presented method is particularly suitable for laminar flow conditions in a collector (for
relatively small systems, not for electricity generation). Under turbulent flow conditions (for larger systems
with higher internal air velocities, which can be used for small-scale electricity generation), the results are
less accurate, although their accuracy still seems to be acceptable at first. The approximated results are
sufficient for the purpose of a design evaluation of solar collector–chimney systems. The considerations
observe both the first and second principles of thermodynamics.

The paper presents the dependence of the energy efficiency of the solar collector system to the
height of the chimney. It was shown that the energy efficiency of the solar collector system increases as
the chimney height increases.

The presented modelling allows one to mimic very small systems, which is a foundation for future
work to look into larger systems, up to the size of power plants.
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Nomenclature

cp specific heat at a constant air pressure, J kg−1 K−1;
g gravitational acceleration, m s−2;
Hc chimney height, m;
2h collector height, m;
m ratio, = Hc/R;
n ratio, = h/R;
p pressure, Pa;
pb barometric pressure, Pa;
pco inlet pressure in the chimney, Pa;
.
q heat flux density, W m−2;
R radius of the collector, m;
Rc radius of the chimney, m;
Tot ambient temperature, ◦C;
T temperature of air in the collector, ◦C;
Tc temperature of air in the chimney, ◦C;
uc velocity in the chimney, m s−1;
uin velocity input into the collector, m s−1;
z, r cylindrical coordinates, m;
α convective heat transfer coefficient, W m−2K−1;
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λ heat conductivity of air, W m−1K−1;
λs heat conductivity of the plate collector, W m−1K−1;
ξ local factor for pressure loss,
ν kinematic viscosity of air, m2s−1;
ρ density of air, kg m−3;
ũc dimensionless velocity in the chimney;
r̃c dimensionless radius in the chimney;
r̃ dimensionless radius in the collector;
.̃
q dimensionless heat flux density;
Π dimensionless pressure;
θ dimensionless temperature;
Bi Biot number;
Ga Galileo number;
Gr Grashof number;
Pr Prandtl number;
Re Reynolds number.
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Abstract: The electric arc furnace operation at the Štore Steel company, one of the largest flat spring
steel producers in Europe, consists of charging, melting, refining the chemical composition, adjusting
the temperature, and tapping. Knowledge of the consumed energy within the individual electric arc
operation steps is essential. The electric energy consumption during melting and refining was analyzed
including the maintenance and technological delays. In modeling the electric energy consumption,
25 parameters were considered during melting (e.g., coke, dolomite, quantity), refining and tapping
(e.g., injected oxygen, carbon, and limestone quantity) that were selected from 3248 consecutively
produced batches in 2018. Two approaches were employed for the data analysis: linear regression and
genetic programming model. The linear regression model was used in the first randomly generated
generations of each of the 100 independent developed civilizations. More accurate models were
subsequently obtained during the simulated evolution. The average relative deviation of the linear
regression and the genetic programming model predictions from the experimental data were 3.60%
and 3.31%, respectively. Both models were subsequently validated by using data from 278 batches
produced in 2019, where the maintenance and the technological delays were below 20 minutes per
batch. It was possible, based on the linear regression and the genetically developed model, to calculate
that the average electric energy consumption could be reduced by up to 1.04% and 1.16%, respectively,
in the case of maintenance and other technological delays.

Keywords: steelmaking; electric arc furnace; consumption; electric energy; melting; refining; tapping;
modeling; linear regression; genetic programming

1. Introduction

The electric arc furnace (EAF) is a central element and the highest energy consumer in the recycled
steel processing industry. The EAF contains electric energy, with a moderate addition of chemical
energy, that is used for generating the required heat for the melting of recyclable scrap. The heat energy
is primarily generated by the burning arc between the electrodes and the scrap, or its melt. The EAF
consists of a shell (walls with water cooled panels and lower vessel), a heart (refractory material that
covers lower vessel), and a roof with the electrodes. A scheme of the EAF is presented in Figure 1 [1–3].
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Figure 1. Scheme of the electric arc furnace.

The main EAF operation steps are as follows [1–3]: charging and melting, refining (oxidizing of
the melt), chemical composition and temperature adjusting, and tapping (discharging of the furnace).

With respect to energy consumption, the contemporary research has mainly focused on the
total (electric and chemical) consumed energy [2,4–6] and individual (electric or chemical) consumed
energy [7,8] including other aspects of EAF operation such as transformer optimization [1,9–11], molten
steel residue [12,13], scrap type [14,15], scrap management [14,16,17], electrode regulation [18–20],
oxygen injectors [13,21–23], and slag cover [24].

The influences of maintenance on the power, steel, and cement industries were analyzed in [25].
The authors found that maintenance and rehabilitation were the key factors only when producing steel
using the blast furnace. However, the influence of maintenance on producing steel from scrap through
an EAF was not deduced due to insufficient data.
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The concept of an adaptive hydraulic control system of the electrode positions was proposed
in [26]. The underlying concept for adaptive control represents a simplified model of an EAF. The model
also takes into account the influences of process disturbances such as scrap manipulation and its
morphology. Several control algorithms are presented and critically assessed.

The dynamic control of an EAF is given in [27]. The electric arc model was divided into four
parts by also considering the gas burners (natural gas, oxygen), slag, molten steel, and solid scrap.
The developed model was used for predicting the chemical and electrical energy consumption while
changing the scrap quantities during the gradual charging of the EAF. The research showed that a
proper scrap charging strategy could reduce the energy consumption.

The decision support for the EAF operation was developed in [6] by using open source tools and
took into account different EAF operator strategies. The designed decision support system could be
integrated with complex EAF models.

The computationally reduced model of the EAF operation during only the refining stage was
elaborated in [28]. The typical mass-energy influential parameters were employed including the
equipment failures. The MATLAB software was used in the simulations. The authors stated that
the model could be significantly improved with additional parameters (e.g., carbon concentration,
temperature).

The energy consumption during the refining stage was modeled in [21] by using a comprehensive
parameter analysis. The scrap melting evolution (i.e., quantities, timing) was also taken into account.
The model was validated in practice on a 40 t EAF.

The paper in [29] focused on modeling the tapping temperature. The energy consumption could
be optimized based on the consideration of the influential parameters. For modeling, an artificial
neural network was used that combined the final fuzzy interference function. In addition, the operator
strategies and experiences were taken into account.

A comprehensive approach toward the electric energy consumption of the EAF, used at the Štore
Steel steelmaking company, is elaborated in this work. The entire set of influential parameters during
all operation steps including maintenance and other technological delays in 2018 (3248 consecutively
produced batches) were taken into account. To predict the electric energy consumption during the
EAF operation, both linear regression and the genetic programming were used.

The rest of this paper is organized as follows. Typical processes related to the EAF used at the
Štore Steel company including data collection are presented first. Afterward, the related process data
from 3248 consecutive batches collected in 2018 were used to model the electric energy consumption
with linear regression and genetic programming. The validation of the modeling results was conducted
by using data from 278 batches (when the maintenance and other technological delays were below
20 minutes per batch), collected in 2019. The importance of the represented developments for the steel
industry is given in the conclusions.

2. Materials and Methods

The Štore Steel company is one of the major flat spring steel producers in Europe. The company
produces more than 1000 steel grades with different chemical compositions. The scrap is melted,
ladle treated, and continuously cast in billets. The cooled-down billets are reheated and rolled in
the continuous rolling plant. The rolled bars can be additionally straightened, examined, cut, sawn,
chamfered, drilled, and peeled in the cold finishing plant. The Štore Steel company is known for
its application of advanced artificial intelligence modeling tools [30] for better understanding and
optimization of the processes.

The production process at the Štore Steel company starts with a 60 t EAF. The scrap is delivered in
baskets by train from a scrapyard, located 300 m from the steel plant. The following types of scrap
steel are used for melting: E1 (old thick steel scrap); E2 (old thin steel scrap); E3 (thick new production
steel scrap); E8 (thin new production steel scrap); E40 (shredded steel scrap); scrapped non-alloyed
steel; low-alloyed steel (moderate content of Cr); and pig iron.
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The electric arc furnace is typically charged with three baskets. The first, second, and third
baskets have the capacity of 22–30 t, 15–20 t, and 6–15 t, respectively. Each individual charging lasts
approximately three minutes. The melting of the scrap after charging with the first, second, and third
baskets lasts approximately 20 min, 15 min, and 10 min, respectively.

The following activities are conducted before charging with the first basket: examination, cleaning
and reparation of the slag door and tapping spout with its refractory material; examination of the EAF
refractory linings and reparation of the linings with the dolomite or magnesite; examination of the
water-cooled panels; examination of the mast arm (which holds the electrodes); and the changing and
settings of the electrodes.

For the slag formation, coke, lime, and dolomite are also used, which are deposited before melting
the first basket. The slag insulation and protective ability expands the lifespan of the refractory
material, preventing the EAF roof from exposure, and shielding the cooling panels from the intensive
heat radiation.

Melting is conducted after swinging back the furnace roof. After lowering the electrodes, the
burning arc between the graphite electrodes and the scrap or the molten steel is established. After the
last basket has been melted, the EAF roof is swung off, and the remaining non-melted scrap is pushed
into the melt bath.

In order to speed up the melting process, oxygen and natural gas from wall-mounted combined
burners (natural gas) and injectors (oxygen, coke) are also used, in addition to the electric arc, to generate
the complementary chemical heat. After melting the last basket during the refining process, the oxygen
jets from the lances penetrate the slag and react with the liquid bath. In particular, the oxidation
with the carbon, phosphorous, and sulfur is important. The oxidized products are trapped by the
slag, which is removed through the slag doors by tilting the EAF backward. Afterward, the chemical
composition analysis is conducted. After the chemical composition changes, the tapping (i.e., tilting
the EAF forward) is conducted. The molten steel is charged into the ladle and consequently, the ladle
treatment is conducted (e.g., slag formation, chemical composition adjustments, melt stirring). Typical
delays during the refining process are connected with the chemical and temperature analysis, oxygen
blowing, changing of the steel grade (especially Ca-treated steels for its improved machinability),
and waiting for the lower electricity tariff.

In the present research, 26 process parameters including the electric energy consumption were
considered. The data were taken from 3248 consecutively produced batches at the Štore Steel company
during 2018. The dataset was composed of:

- Melting:

� the considered process parameters were:

� coke (kg): used for protective slag formation,
� lime (kg): used for protective slag formation,
� dolomite [kg]: used for protective slag formation,
� E-type scrap (kg),
� low-alloyed steel (moderate content of Cr) (kg),
� packets of scrap (kg),
� oxygen consumption (Nm3) used for cutting the scrap and its combustion and

forming the slag (important component of slag is FeO), and
� natural gas consumption (Nm3) used for heating the scrap.

� The considered maintenance and other technological delays are:

� lime addition (min): the additional time needed for lime addition,
� scrap charging (min): the additional time needed for charging of the electric arc

furnace with scrap,
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� reparation of the linings with the dolomite or magnesite (min): the additional time
needed for reparation of the refractory linings of the heart of the electric arc furnace,

� electrode settings (min): the additional time needed for electrode settings
and replacing,

� other technological delays (min): the additional delays due to, for example, the
maintenance of a dust collector, water cooling system, or overhead cranes,

- Refining and tapping:

� the considered process parameters are:

� oxygen consumption (Nm3),which is used for uniform melt temperature distribution
for removing the unwanted chemical elements such as sulfur or phosphorus,

� limestone (kg), which is used for slag creation,
� carbon content obtained by the first chemical composition analysis (%),
� nominal final carbon content (%) where the melt can be used for producing several

different grades of steel in further processing steps; the possibilities are determined
from the first chemical composition analysis, and

� carbon powder (kg), which is used for carbonizing and additional slag formation,

� the considered maintenance and other technological delays:

� chemical analysis delay (min): there can be problems with the sampling or the
chemical analysis has to be repeated,

� temperature and oxygen analysis delay (min): there can be problems with the
sampling or the automatic lance used for the analysis,

� extended refining (min): due to the chemical analysis and the temperature
adjustments, the refining process needs to be extended in order to achieve a
proper chemical composition and a proper temperature before tapping,

� delay due to Ca-treated steel production (min): to produce Ca-treated steel, proper
oxygen content is needed before tapping; in addition, the spout wear and geometry
are important,

� delay due to waiting for a lower electricity tariff (min): during the higher electricity
tariff period (from 6:00 to 8:00 a.m.), the production in the steel plant stops,

� delay due to steel grade changing (min): based on the first chemical analysis, the
steel grade can be changed according to the foreseen planned production,

� delay during tapping (min): delays can occur due to spout maintenance or spout
blocking, ladle treatment and casting coordination and management, and, last but
not least,

- Electric energy consumption (MWh).

The average values and the standard deviation of the individual parameters are presented in
Table 1.
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Table 1. The average values and the standard deviation of the individual parameters from 3248
consecutively produced batches at the Štore Steel company in 2018.

Parameter Abbreviation Average Standard Deviation

Coke (kg) COKE 814.27 89.35
Lime (kg) CAO 998.16 90.20

Dolomite (kg) CAOMGO 703.74 123.23
E-type scrap (kg) E_SCRAP 42.54 5.32

Low-alloyed steel (moderate content of cr) (kg) SCRAP_BLUE 6.19 5.17
Packets of scrap (kg) SCRAP_PACK 7.03 3.99

Oxygen consumption (Nm3) OXYGEN_MELTING 1220.50 117.67
Natural gas consumption (Nm3) GAS 442.01 61.36

Lime addition (min) CACO3_T 0.13 0.82
Scrap charging (min) SCRAP_MANIPULATION_T 0.93 1.75

Reparation of the linings with the dolomite or
magnesite (min) REPARATION_MAINT 1.23 7.03

Electrode settings (min) ELECTRODE_MANIPULATION_T 1.99 6.58
Other technological delays (min) OTHER_T 5.48 42.44

Oxygen consumption (Mm3) OXYGEN_REFINING 459.00 115.81
Limestone (kg) CACO3 72.75 185.92

Carbon content obtained by the first chemical
composition analysis (%) C_1 0.23 0.14

Required, final carbon content (%) C_REQUIRED 0.41 0.16
Carbon powder (kg) C 175.11 103.09

Chemical analysis delay (min) CHEMICAL_ANALYSIS_T 4.02 3.48
Temperature and oxygen analysis delay (min) OXYGEN_TIME_ANALYSIS_T 1.00 3.42

Extended refining (min) REFINING_T 1.28 2.75
Delay due to Ca-treated steel production (min) CA_TREATMENT_T 1.84 9.04

Delay due to waiting for lower electricity
tariff (min) PEAK_TARIFFE_T 5.20 27.76

Delay due to steel grade changing (min) GRADE_CHANGING_T 2.87 9.13
Delay during tapping (min) TAPPING_T 0.97 3.95

3. EAF Electric Energy Consumption Modeling

Based on the collected data (Table 1), the prediction of the EAF electric energy consumption was
conducted by using linear regression and genetic programming. For the fitness function, the average
relative deviation between the predicted and the experimental data was selected. The fitness function
is defined as:

Δ =

∑n
i=1
|Qi−Q′i|

Qi

n
, (1)

where n is the size of the collected data and Qi and Q′i stand for the actual and the predicted electric
energy consumption, respectively.

3.1. Linear Regression Modeling

The linear regression analysis results demonstrated that the model significantly predicted the
electric energy consumption (p < 0.05, ANOVA) and that 63.60% of the total variances could be
explained by independent variables variances (R-square). Out of the 25 independent parameters
considered, only the following were not significantly influential (p > 0.05): lime, dolomite, scrap
charging, chemical analysis delay, temperature and oxygen analysis delay, and delay during tapping.

The deduced linear regression model is:

COKE· 0.002 + E_SCRAP·0.152 + SCRAP_BLUE·0.198 + SCRAP_PACK·0.195
+OXYGEN_MELTING·0.003 + GAS·0.005 + CACO3_T·0.075
+SCRAP_MANIPULATION_T·0.003 + REPARATION_MAINT·0.015
+ELECTRODE_MANIPULATION_T·0.015 + OTHER_T·0.004
+OXYGEN_REFINING·(−0.003) + CACO3·0.001 + C_1·0.73 + C_REQUIRED
·(−0.45) + C·0.007 + OXYGEN_TIME_ANALYSIS_T·0.007 + REFINING_T
·0.041 + CA_TREATMENT_T·0.013 + PEAK_TARIFFE_T·0.011
+GRADE_CHANGING_T·0.012 + TAPPING_T·0.005 + 8.2872.

(2)
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The average and maximal relative deviation from the experimental data was 3.60% and 36.75%,
respectively. The calculated influences of the individual parameters (individual variables) on the
electric energy consumption are presented in Figure 2. It is possible to conclude that E-type scrap,
low-alloyed steel (moderate content of Cr), packets of scrap, oxygen consumption during melting,
natural gas consumption, limestone, other technological delays, and coke injection during refining
were the most influential factors. Based on the linear regression model, it was possible to calculate
that the average electric energy consumption could be reduced by up to 1.04% in the case of the
maintenance and other technological delays that we wanted to avoid. On the other hand, the time
savings represented 24.89% of the average tapping time. As above-mentioned, during the higher
electricity tariff period from 6:00 to 8:00 a.m., the production in the steel plant stopped.

Figure 2. The calculated influences of the individual parameters on the electric energy consumption
using the linear regression model.

3.2. Genetic Programing Modeling

Genetic programming is probably the most general evolutionary optimization method [31,32].
The organisms that undergo adaptation are in fact the mathematical expressions (models) for predicting
the ratio between the material with the surface defects and the examined material. The models, i.e.,
the computer programs, consist of the selected function (i.e., basic arithmetical functions) and terminal
genes (i.e., independent input parameters and random floating-point constants). Typical function
genes are: addition (+), subtraction (−), multiplication (*), and division (/), and terminal genes (e.g., x,
y, z). Random computer programs (Figure 3) for calculating various forms and lengths are generated
by means of the selected genes at the beginning of the simulated evolution.

Figure 3. Random computer program as mathematical expression x(x + y).

The varying of the computer programs is carried out by means of genetic operations (e.g.,
crossover, mutation) during several iterations, called generations. The crossover operation is presented
in Figure 4. After the completion of the variation of the computer programs, a new generation is
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obtained. Each result, obtained from an individual program from a generation, is compared with
the experimental data. The process of changing and evaluating the organisms is repeated until the
termination criterion of the process is fulfilled.

Figure 4. Crossover operation (out of two parental organisms, the offspring with randomly distributed
genetic material are evolved).

An in-house genetic programming system, coded in the AutoLISP programming language, which
is integrated into AutoCAD (i.e., commercial computer-aided design software), was used [33–35].
Its settings included the size of the population of organisms: 500; the maximum number of generations:
100; reproduction probability: 40%; crossover probability: 60%; maximum permissible depth in the
creation of the population: 6; maximum permissible depth after the operation of crossover of two
organisms: 10, and the smallest permissible depth of organisms in generating new organisms: 2.

The genetic operations of the reproduction and the crossover were used. To select the organisms,
the tournament method with a tournament size 7 was used.

The in-house genetic programming system was run 100 times in order to develop 100 models for
the prediction of electric energy consumption. Each run lasted approximately two and a half hours on
an I7 Intel processor and 8 GB of RAM.

It must be emphasized that during the random generation of the computer programs (models
for electric energy consumption), the already developed linear regression model (Equation (2)) was
employed. The population size was 500. Out of these 500 organisms (computer programs), 50 were
the same linear regression model, and the remaining 450 organisms were randomly generated at
the beginning of the simulated evolution. Afterward, the population was changed with the genetic
operations (e.g., crossover) without introducing any additionally developed linear regression models.
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The best mathematical model obtained from 100 runs of genetic programming system was:

8.39083 + 0.001·CACO3 + 0.00133·CAOMGO + 0.013176·
CA_TREATMENT_T − 0.449208·C_REQUIRED + 0.17427·E_SCRAP+

0.005·GAS + 0.0241847·GRADE_CHANGING_T + 0.003·
OXYGEN_MELTING− 0.003858·OXYGEN_REFINING + 0.011·

PEAK_TARIFFE_T + 0.056·REFINING_T + 0.198·SCRAP_BLUE + 0.195·
SCRAP_PACK + 0.00297·C1

3·E_SCRAP·SCRAP_PACK + C_1(0.738316+
0.000198·CAOMGO + 0.000792·GAS + 0.007·OTHER_T − 0.000594·

OXYGEN_REFININIG + 0.004·OTHERT·SCRAP_PACK) + C(0.004954+
0.000792·C1

2·C_REQUIRED·SCRAP_PACK + C_1(0.002376 + 0.000044·
C_REQUIRED·SCRAP_PACK)).

(3)

The average and the maximal relative deviation from the experimental data was 3.31% and 41.21%,
respectively. The calculated influences of the individual parameters (individual variables) on the
electric energy consumption are presented in Figure 5. It is possible to conclude that the dolomite,
E-type scrap, low-alloyed steel (moderate content of Cr), other technological delays, and coke injection
during refining were the most influential factors. Note that the coke, lime, limestone, scrap charging,
reparation of the linings with the dolomite or magnesite, electrode settings, chemical analysis delay,
oxygen and temperature analysis delay, and the delay during tapping were not considered in the
model (Equation (3)). Additionally, based on the genetically developed model, it was possible to
calculate that the average electric energy consumption could be reduced by up to 1.16% in the case of
the maintenance and other technological delays.

Figure 5. The calculated influences of the individual parameters on the electric energy consumption
using a linear genetically developed model.

4. Validation of the Modeling Results

Additional data were gathered in January 2019 (278 batches) when the maintenance and
technological delays were below 20 minutes. The average values and the standard deviation of
the individual parameters are summarized in Table 2.
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Table 2. The average values and the standard deviation of individual parameters from 3248 consecutively
produced batches at the Štore Steel Ltd. in 2018.

Parameter Average Standard Deviation

Coke (kg) 800.58 68.56
Lime (kg) 989.06 105.04

Dolomite (kg) 696.31 59.42
E-type scrap (kg) 40.50 5.22

Low-alloyed steel (moderate content of cr) (kg) 7.41 4.95
Packets of scrap (kg) 7.67 2.96

Oxygen consumption (Nm3) 1211.83 128.30
Natural gas consumption (Nm3) 505.48 69.25

Lime addition (min) 0.13 1.01
Scrap charging (min) 0.21 0.42

Reparation of the linings with the dolomite or
magnesite (min) 0.00 0.00

Electrode settings (min) 0.52 1.82
Other technological delays (min) 0.05 0.35

Oxygen consumption (Mm3) 495.44 106.34
Limestone (kg) 96.40 210.69

Carbon content obtained by the first chemical
composition analysis (%) 0.32 0.13

Required, final carbon content (%) 0.42 0.13
Coke (kg) 87.54 65.20

Chemical analysis delay (min) 4.22 2.62
Temperature and oxygen analysis delay (min) 0.51 1.44

Extended refining (min) 1.76 2.76
Delay due to Ca-treated steel production (min) 0.09 1.03

Delay due to waiting for lower electricity tariff (min) 0.01 0.08
Delay due to steel grade changing (min) 1.17 3.46

Delay during tapping (min) 1.25 1.65

The average relative deviation between the experimental data and the linear regression model
was 3.65%, and that between the experimental data and the genetic programming model was 3.49%.
This is in accordance with the average relative deviation from the data obtained in 2018. Consequently,
we can conclude that the represented approach can be used as a precise EAF energy consumption tool
that also considers the maintenance and technological delays.

5. Conclusions

The prediction of the electric energy consumption of the EAF operation at the Štore Steel company
was presented. Twenty-five selected parameters from the individual production process steps in 2018
(3248 consecutively produced batches) were used for modeling. Two models were considered: the first
was based on linear regression, and the second was based on the more accurate genetic programming.
The average relative deviation of the models from the experimental data was 3.60% with the linear
regression model, and 3.31% with the genetic programming model, respectively.

Based on the linear regression results, it was possible to conclude that 63.60% of the total variances
could be explained by the variances of the independent variables. Based on the linear regression
model, it was possible to calculate that the average electric energy consumption could be reduced by
up to 1.04% in the case of maintenance and other technological delays, while on the other hand the
time savings represented 24.89% of the average tapping time. Out of the 25 independent parameters,
only lime, dolomite, scrap charging, chemical analysis delay, temperature and oxygen analysis delay,
and delay during tapping were not significantly influential (p > 0.05).

An in-house genetic programming system, coded in AutoLISP, which is integrated into AutoCAD,
was used to obtain 100 independent models for the prediction of the electric energy consumption
during the EAF operation. A population size of 500 organisms was chosen. Out of these 500 organisms
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(computer programs), 50 were from the same developed linear regression model, and the remaining
450 organisms were randomly generated at the beginning of the simulated evolution. Afterward,
the population was changed with the genetic operations (e.g., crossover) without introducing
additionally developed linear regression models. Only the best ones were used for analysis. The most
influential parameters (based on calculation) were dolomite, E-type scrap, low- alloyed steel (moderate
content of Cr), other technological delays, and coke injection during refining. It must be emphasized
that coke, lime, limestone, scrap charging, reparation of the linings with the dolomite or magnesite,
electrode settings, chemical analysis delay, oxygen and temperature analysis delay, and delay during
tapping were not considered in the genetically developed model.

Both models were also validated by using the data from 278 batches produced in 2019, when the
maintenance and the technological delays were below 20 minutes per batch. The average relative
deviation of the linear regression and genetic programming model prediction from the experimental
data were 3.56% and 3.49%, respectively. This was in accordance with the average relative deviations
from the data obtained in 2018.

The following points represent the highlights of our work:

- For modeling the EAF electric energy consumption, 25 parameters were used.
- Parameters involved melting (e.g., coke, dolomite, quantity), refining and tapping (e.g., injected

oxygen, carbon, and limestone quantity), maintenance, and technological delays.
- The data from 3248 consecutively produced batches in 2018 were used.
- For modeling, linear regression and genetic programming were used.
- Both developed models were validated by using the data from 278 batches produced in 2019.
- Both models showed that the electric energy consumption could be reduced by up to 1.16% with

the reduction of the maintenance and other technological delays.

In the future, a detailed analysis of charging and melting operation steps will be conducted
including the time-dependent electric energy, natural gas, oxygen, and coke consumption.
The represented approach is, with only slight modifications, practically applicable in a spectra
of different EAFs as well as in other steelmaking process steps.
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14. Wieczorek, T.; Blachnik, M.; Mączka, K. Building a Model for Time Reduction of Steel Scrap Meltdown in the
Electric Arc Furnace (EAF): General Strategy with a Comparison of Feature Selection Methods. In Artificial
Intelligence and Soft Computing—ICAISC 2008; Springer: Berlin/Heidelberg, Germany, 2008; pp. 1149–1159.

15. Malfa, E.; Nyssen, P.; Filippini, E.; Dettmer, B.; Unamuno, I.; Gustafsson, A.; Sandberg, E.; Kleimt, B. Cost and
Energy Effective Management of EAF with Flexible Charge Material Mix. BHM Berg und Hüttenmännische
Monatshefte 2013, 158, 3–12. [CrossRef]

16. Sandberg, E.; Lennox, B.; Undvall, P. Scrap management by statistical evaluation of EAF process data. Control
Eng. Pract. 2007, 15, 1063–1075. [CrossRef]

17. Lee, B.; Sohn, I. Review of Innovative Energy Savings Technology for the Electric Arc Furnace. JOM 2014, 66,
1581–1594. [CrossRef]

18. Hocine, L.; Yacine, D.; Kamel, B.; Samira, K.M. Improvement of electrical arc furnace operation with an
appropriate model. Energy 2009, 34, 1207–1214. [CrossRef]

19. Feng, L.; Mao, Z.; Yuan, P.; Zhang, B. Multi-objective particle swarm optimization with preference information
and its application in electric arc furnace steelmaking process. Struct. Multidiscip. Optim. 2015, 52, 1013–1022.
[CrossRef]

20. Moghadasian, M.; Alenasser, E. Modelling and Artificial Intelligence-Based Control of Electrode System for
an Electric Arc Furnace. J. Electromagn. Anal. Appl. 2011, 3, 47–55. [CrossRef]

21. Mapelli, C.; Baragiola, S. Evaluation of energy and exergy performances in EAF during melting and refining
period. Ironmak. Steelmak. 2006, 33, 379–388. [CrossRef]

22. Kim, D.S.; Jung, H.J.; Kim, Y.H.; Yang, S.H.; You, B.D. Optimisation of oxygen injection in shaft EAF through
fluid flow simulation and practical evaluation. Ironmak. Steelmak. 2014, 41, 321–328. [CrossRef]

23. Cantacuzene, S.; Grant, M.; Boussard, P.; Devaux, M.; Carreno, R.; Laurence, O.; Dworatzek, C. Advanced
EAF oxygen usage at Saint-Saulve steelworks. Ironmak. Steelmak. 2005, 32, 203–207. [CrossRef]

24. Makarov, A.N. Change in Arc Efficiency During Melting in Steel-Melting Arc Furnaces. Metallurgist 2017, 61,
298–302. [CrossRef]

25. Oda, J.; Akimoto, K.; Tomoda, T.; Nagashima, M.; Wada, K.; Sano, F. International comparisons of energy
efficiency in power, steel, and cement industries. Energy Policy 2012, 44, 118–129. [CrossRef]

26. Balan, R.; Hancu, O.; Lupu, E. Modeling and adaptive control of an electric arc furnace. IFAC Proc. Vol. 2007,
40, 163–168. [CrossRef]

27. MacRosty, R.D.M.; Swartz, C.L.E. Dynamic Modeling of an Industrial Electric Arc Furnace. Ind. Eng.
Chem. Res. 2005, 44, 8067–8083. [CrossRef]

28. Coetzee, L.C.; Craig, I.K.; Rathaba, L.P. Mpc control of the refining stage of an electric arc furnace. IFAC Proc.
Vol. 2005, 38, 151–156. [CrossRef]

29. Mesa Fernández, J.M.; Cabal, V.Á.; Montequin, V.R.; Balsera, J.V. Online estimation of electric arc furnace tap
temperature by using fuzzy neural networks. Eng. Appl. Artif. Intell. 2008, 21, 1001–1012. [CrossRef]

123



Energies 2019, 12, 2142

30. Hanoglu, U.; Šarler, B. Multi-pass hot-rolling simulation using a meshless method. Comput. Struct. 2018, 194,
1–14. [CrossRef]

31. Koza, J.R. The Genetic Programming Paradigm: Genetically Breeding Populations of Computer Programs to Solve
Problems; MIT Press: Cambridge, MA, USA, 1992; pp. 203–321.

32. Koza, J.R. Genetic Programming II: Automatic Discovery of Reusable Programs; MIT Press: Cambridge, MA, USA,
1994; ISBN 0-262-11189-6.
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Abstract: The object-oriented two-phase ejector hybrid reduced-order model (ROM) was developed
for dynamic simulation of the R744 refrigeration system. OpenModelica software was used to
evaluate the system’s performance. Moreover, the hybrid ROM results were compared to the results
given by the non-dimensional and one-dimensional mathematical approaches of the R744 two-phase
ejector. Accuracy of all three ejector models was defined through a validation procedure for the
experimental results. Finally, the dynamic simulation of the hybrid ROM ejector model integrated
with the R744 refrigeration system was presented based on the summer campaign at three different
climate zones: Mediterranean, South American and South Asian. The hybrid ROM obtained the
best prediction of ejector mass flow rates as compared with other ejector models under subcritical
and transcritical operating conditions. The dynamic simulations of the R744 ejector-based system
indicated the ejector efficiency variations and the best efficiency at the investigated climate zones.
The coefficient of performance (COP) varied from 2.5 to 4.0 according to different ambient conditions.
The pressure ratio of 1.15 allowed a more stabilised system during the test campaign with an ejector
efficiency from 20% to over 30%.

Keywords: R744; two-phase ejector; refrigeration; dynamic simulation; low-order model; object-oriented
modelling

1. Introduction

In all highly developed societies, energy conversion processes need to be carried out with the
highest possible energy efficiency together with a reduction in energy consumption but also with great
concern for the environment. This approach is nowadays known as so-called “good industrial practice”,
and it is utilised in all branches of industry. It is supported and, in many situations, even enforced
by the European Commission Regulations. As a typical example, the issue of high energy efficiency
of all refrigeration cycles is combined with the reduction of greenhouse gas emissions. Succeeding
regulations regarding environmental protection, for instance, as reported in Kigali Amended [1],
are very strict regarding the use of synthetic coolants, which are harmful for the environment. One of
the solutions is to use natural refrigerants due to their negligible environmental impact and high market
availability [2]. This has led many researchers to examine the refrigeration cycles with natural cooling
media, e.g., carbon dioxide (denoted as R744), which is featured with a Global Warming Potential
(GWP) equal to 1 and an Ozone Depletion Potential (ODP) equal to 0; it is also non-flammable and
non-toxic refrigerant.

The first research on R744 as a working fluid in refrigeration cycle, which was conducted by
Lorentzen [3], showed great potential for application, although the author pointed out a reduction in
cooling capacity at elevated temperatures as a result of the low critical temperature of 31.1 ◦C and high
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critical pressure of 73.8 bar. According to Goodarzi et al. [4], the simple vapour compression R744 cycle
results in a much smaller coefficient of performance (COP) in comparison to the synthetic equivalents
working at similar temperature variations. This effect is connected to high thermodynamic losses
during the expansion process due to the transcritical nature of the R744 vapour compression cycle.
Therefore, a modification of the R744 system configuration to improve the system’s energy performance,
especially during transcritical operation, is needed [5]. Moreover, well-designed components installed
in the R744 vapour compression cycle influence the COP improvement [6].

COP improvement was attained through implementation of the liquid separator and flash gas
bypass valve to the R744 refrigeration system. The R744 booster system is commonly installed in cold
and moderate climate zones, especially in the Scandinavian region [7]. Further energy performance
improvement can be achieved through application of the parallel compressor, which sucks fluid
directly from the liquid separator [8]. This system reduces the electric power consumption by size
reduction of the medium temperature (MT) compressor during utilisation in the summer season in
hot climates [6]. Sharma et al. [9] stated that the R744 parallel compression system obtains higher
COP when compared to the conventional R410A direct expansion system in the northern and central
parts of the United States of America. The COP improvement of the R744 parallel compression system
was also observed for a heat pump application [10]. Gullo et al. [11] stated that the R744 “all-in-one”
transcritical system with mechanical subcooling can reduce the system inefficiencies by up to 59%.
However, the high thermodynamic losses during expansion process in the high-pressure expansion
valve limit the possible COP improvement. Hence, one of the solutions is to use the ejector technology
as the main expansion device and to recover potential expansion work [12].

Gullo and Cortella [13] concluded that the use of a system with a two-phase ejector as
the main expansion device is the most efficient choice for upgrading the system’s performance.
Catalán-Gil et al. [14] confirmed COP improvement of the R744 transcritical system equipped with
the gas ejector up to 29.5% when compared to the standard booster system. The main objective of the
ejector application is to recover the pressure-related work of the supersonic motive flow and convert it
to kinetic energy in order to exchange the momentum with the entrained low pressure suction stream.
The consequence is that the pressure at the outlet is higher than the pressure of the suction stream,
which results in higher pressure at the compressor inlet and thus less compression work is required as
compared with the standard booster type cycle. Complex phenomena appear in the R744 two-phase
ejector such as supersonic flow in the converging-diverging nozzle, momentum transfer in the mixing
section, and pressure increment of the mixed flow in the diffuser, necessitating the evaluation of the
ejector performance using a more advanced mathematical approach [15].

Kornhauser [16] was the first to present a 1D model for a synthetic medium system with the
ejector to recover the expansion work. He showed a COP improvement of 21% over the conventional
cycle with the expansion valve for different refrigerants. Li and Groll [17] performed a numerical
investigation of the R744 ejector-based system and obtained a significant COP improvement compared
to the standard direct expansion system or R744 booster system with the flash gas bypass (FGB)
concept. The authors stated that the COP improvement was more than 16% when compared to
the basic transcritical R744 cycle for air-conditioning operating conditions. A 0D model was also
implemented for the dynamic simulation of the R744 ejector-based refrigeration system by Richter [18].
However, that model assumes the efficiency of the ejector given by Elbel and Hrnjak [12], resulting in
low accuracy at the wide ranges found in supermarket applications.

Sumeru et al. [19] showed in their paper that the COP improvement of R744 transcritical
ejector based system was up to 55% for thermodynamic analyses and up to 20% for experimental
investigations. In an experimental study, Elbel and Hrnjak [12] obtained a cooling capacity and COP
improvement of up to 8% and 7%, respectively. This discrepancy between theoretical and experimental
COP improvements is caused by the idealisation of the refrigeration components, especially the
two-phase ejector. Moreover, the ejector models used for such computations do not take the complex
ejector geometry and local flow phenomena inside the device into consideration. This suggests a
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need for conducting more advanced numerical analyses, such as computational fluid dynamics (CFD)
models, to allow for the evaluation of the flow behaviour inside the ejector.

The commonly used approach in the numerical investigation is the homogeneous equilibrium
model (HEM), assuming mechanical and thermodynamic equilibrium between both phases inside
the ejector [20]. This methodology is mostly derived from the concepts of Kornhauser [16].
Smolka et al. [21] used the homogeneous real fluid approach and applied an energy equation expressed
in terms of the specific enthalpy instead of the standard temperature basis. The equation was employed
in the Ansys Fluent solver utilising the user defined functions (UDF). In this case, the error margin
of CFD results validated against real test data was kept below the level of 10% for most of the
operating points above the critical point. Similar work was done by the previously mentioned study
by Lucas et al. [20], but the authors used an OpenFOAM solver instead of commercial Ansys Fluent.
Unfortunately, the HEM featured increasing inaccuracy with a decreasing motive nozzle temperature
and a decreasing distance to the saturation line.

To extend a regime in which high quality results are obtained, another approach called the homogeneous
relaxation model (HRM) was introduced. The idea was proposed by Bilicki et al. [22], followed later by
comparison of the HEM, HRM results and experimental data provided by Downar-Zapolski et al. [23].
The aforementioned model evaluates the metastable effect during the expansion process by an
additional vapour mass balance governing equation and the semi-empiric relaxation time (RT)
definition [22]. Angielczyk et al. [24] investigated the HRM for the CO2 supersonic two-phase
flow through the ejector motive nozzle and presented a novel correlation for RT by entering
additional information, such as temperature and quality profiles as well as the critical mass flow
rates (MFR). Colarossi et al. [25] applied the HRM for R744 condensing two-phase ejector simulations
for improvement in relation to the HEM in terms of accuracy and a wider operation regime of high
quality results. Palacz et al. [26] validated the HRM CFD model of the R744 two-phase ejector with RT
defined in [24]. The authors indicated that both nozzles had a mass flow rates accuracy improvement
of 5% compared with the HEM. Haida et al. [27] modified the HRM by searching for RT coefficients
based on the genetic algorithm optimisation procedure. The authors stated that the modified HRM
extended the application range of the CFD model in the subcritical region to motive nozzle pressures
above 59 bar.

However, the very time-consuming nature of CFD simulations for single operating points makes
these models unfavourable for implementation into system analysis. Under these circumstances,
many researchers use the 0D or 1D mathematical model of the two-phase ejector. The implementation
of 0D/1D ejector models to system simulations allows system performance evaluation due to several
assumptions of the simplified ejector model. Therefore, the dynamic simulations of the R744
ejector-based refrigeration system were performed either based on the assumptions of the two-phase
ejector, such as fixed ejector efficiency [28] or accepting constant efficiencies of ejector parts for selected
operating regimes [29]. The aforementioned assumptions may cause high discrepancy in theoretical
predictions of the motive and suction mass flow rates when compared with the results of experimental
tests and more advanced CFD approaches.

As already mentioned, the CFD numerical approach and experimental data enable more accurate
evaluation of ejector performance than 0D or 1D models. However, those solutions are not suitable,
particularly for dynamic calculations, because of their high computational cost. Hence, there is still a
need to develop more versatile computational tools for steady-state and dynamic system analysis of
ejector units. One solution is the implementation of a low-order fast and accurate model based on CFD
results combined with the experimental data of the system analysis. One of these approaches is the
reduced-order model (ROM), proposed by Haida et al. [30], which was developed based on the proper
orthogonal decomposition (POD) approximation together with the radial basis interpolation functions
(RBF) [31]. Haida et al. [30] showed that the POD-RBF results in mass flow rates with ±10% accuracy
compared to the experimental data. It was developed on the basis of a 2D axisymmetric CFD model
proposed by Smolka et al. [21], which implements an ejector in the R744 transcritical cycle to give a
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wide range of operating conditions and a cooling capacity. The single case computational time of ROM
was shown to be below 0.05 s, which allows its utilisation in dynamic simulations. The low-order model
of the R744 two-phase ejector was also enhanced by hybrid combination of the CFD results together
with the experimental data by Haida et al. [32]. The hybrid ROM maintained high accuracy and fast
simulations at a very wide operational envelope for the R744 Heat, Ventilation, Air-Conditioning
and Refrigeration (HVAC&R)supermarket system. The discussed model was used to generate maps
of ejectors performance installed in the multi-ejector module [33] for the R744 supermarket system.
Therefore, the implementation of ROM in the system analyses of the R744 ejector-based refrigeration
cycles, being a novel approach for non-commercial applications, can be very valuable in terms of
the accuracy of computational results in comparison to commonly used methodology, without any
negative effect on the computational time.

The main aim of this study was to integrate the two-phase ejector hybrid ROM with the R744
refrigeration system based on object-oriented modelling to produce a dynamic system simulation.
First, the three mathematical models of the R744 two-phase ejector, i.e., 0D model, 1D model and the
hybrid ROM model, are briefly discussed and confront. Then, the accuracy of all these three ejector
models was evaluated by comparing selected numerical results with the experimental measurements.
In the next section, these three models are applied into system analysis of the refrigeration cycle to
determine its COP. Finally, dynamic simulation of the hybrid ROM ejector model integrated with the
R744 refrigeration system was presented based on the summer campaign in three different climate
zones. In all system analyses carried out in this work, the OpenModelica (OM) software was utilised.

2. The R744 Two-Phase Mathematical Approaches

In this section, all the mathematical approaches for ejector performance evaluations used in this
paper are given. First, the 0D model proposed by Richter [18] is presented with the ejector efficiency
definition given by Elbel and Hrnjak [12]. Then, the 1D model based on the Kornhauser approach [16]
is described. It comprises a set of equations used to calculate the thermodynamic conditions of stream
at the ejector outlet. The third method is the hybrid ROM which uses a POD-RBF approach built on
the CFD results and experimental data to find the motive and suction nozzles mass flow rates for a
given set of input parameters.

The R744 two-phase ejector geometric assembly is shown in Figure 1. It can be seen that the
ejector consists of a converging-diverging motive nozzle, a converging suction nozzle, a pre-mixer with
converging cross-section, a mixer with fixed cross-section and a diffuser. The designed fixed ejector
consists of part of the the multi-ejector module that was experimentally tested by Banasiak et al. [33].
The multi-ejector module contains four R744 vapour fixed ejectors of different ejector capacity (changed
in a binary order 1:2:4:8) to adopt expansion performance for different cooling demands and ambient
conditions. Such solution ensures high energy efficiency of the module [34]. The dimensions of the
investigated ejector are presented in Table 1.

Table 1. The main geometry parameters of the R744 two-phase ejector installed in the multi-ejector
module [33].

Parameter Name Unit Dimension

Motive nozzle inlet diameter mm 3.80
Motive nozzle throat diameter mm 1.41
Motive nozzle outlet diameter mm 1.58
Motive nozzle converging angle ◦ 30.00
Motive nozzle diverging angle ◦ 2.00
Diffuser outlet diameter mm 8.40
Diffuser angle ◦ 5.00

128



Energies 2019, 12, 1282

Figure 1. Geometry assembly of the R744 two-phase ejector.

Each of the two-phase ejector mathematical models was compared with the experimental data to
define the accuracy range in a wide operating regime. The relative difference was used to define the
discrepancy of the MFR and the mass entrainment ratio of the ejector models:

δi =
ṁmodel − ṁexp

ṁexp
· 100%, (1)

where the subscript i denotes the motive nozzle, the suction nozzle or the mass entrainment ratio.

2.1. 0D Model Using the Bernoulli Equation

The performance of the first theoretical ejector model is a 0D iterative approach that assumes
the ejector is adiabatic of constant efficiency and that the mixing of the motive and suction flows is
at constant pressure, lower than that of outlet stream. The ejector efficiency was defined by Elbel
and Hrnjak [12] as the ratio of the recovered ejector expansion work rate to the maximum possible
expansion work rate recovery potential:

ηej =
Ẇrec

Ẇrec,max
= χ · h(pOUT , sSN)− h(pSN , sSN)

h(pOUT , sMN)− h(pMN , sMN)
, (2)

where ηej is the ejector efficiency, Ẇ is the expansion work rate in W, h is the specific enthalpy in
J·kg−1, p is the pressure in Pa and s is the specific entropy in J·kg−1·K−1. The term χ defines the mass
entrainment ratio, which is the ratio of the suction nozzle MFR to the motive nozzle MFR:

χ =
ṁSN
ṁMN

, (3)

where ṁ is the mass flow rate of the motive nozzle (MN) and the suction nozzle (SN) in kg·s−1.
The main stream flowing through the converging-diverging nozzle of the ejector accelerates due

to the Venturi effect and throttles into the two phase region. According to Richter [18], the mass flow
rate of the motive nozzle can be calculated from Bernoulli’s equation for single phase flow:

ṁMN = Ae f f ·
√

2 · ρMN · (pMN − pSN), (4)
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where ρMN is the fluid density at the motive nozzle in kg·m−3 and Ae f f is the effective cross-section
area at the motive nozzle throat in m2. The effective area was defined as the throat area in the
investigated ejector, as shown in Table 1. The suction nozzle MFR is calculated based on Equation (3).
According to the mass balance governing equation, the outlet mass flow rate is defined as

ṁOUT = ṁMN + ṁSN . (5)

Finally, the specific enthalpy of stream at the outlet of the ejector is calculated from the following
energy balance:

ṁMN · hMN + ṁSN · hSN = (ṁMN + ṁSN) · hOUT . (6)

The assumed constant ejector efficiency allows the R744 ejector-based system to be simulated
with a defined accuracy level at a specified application and climate zone. Hafner et al. [28] assumed
the efficiency of all investigated ejectors to be up to 20% based on the preliminary experimental
measurements carried out on the prototype ejector. Hence, a similar efficiency of 20% was used for the
investigation presented in this paper.

2.2. 1D Homogeneous Equilibrium Model

The simplified 1D model of the two-phase based on the Kornhauser approach is formulated based
on the following assumptions [16]:

• A negligible pressure drop in the gas cooler, evaporator and all connections;
• There is no heat loss to the environment from the system, except via heat rejection in the gas cooler;
• The liquid and vapour streams outflowing from the separator are saturated;
• The flows across expansion devices are isenthalpic;
• The compressor has a given isentropic efficiency;
• The evaporator has a given superheat degree, and the gas cooler has a given outlet temperature;
• The flow in the ejector is considered to be a 1D homogeneous equilibrium flow;
• The motive and suction streams enter the constant area mixing zone with the same pressure,

and there is no mixing between them before the inlet of the constant area mixing;
• The expansion efficiencies of the motive and suction streams as well as the efficiency of the ejector

diffuser are given constants.

Having specified the aforementioned assumptions, the set of equations describing the ejector
performance proposed by Li and Groll [17] is set up. Denoting the pressure at the mixing zone as pMN ,
the equations describing the ejector section before the inlet to the constant area mixing section (CAMS)
are given. The motive stream pressure drops from the motive nozzle inlet to the mixing section inlet as
it accelerates in the converging nozzle before entering the mixing section. Since this process is assumed
to be isentropic expansion, it is described by

sMNm,is = sMN , (7)

where sMNm,is is the specific entropy in J·kg−1·K−1 at the inlet to the CAMS. The specific enthalpy of the
motive stream before entering the mixing zone is determined from the relationship of the properties:

hMNm,is = f (sMNm,is, pbm), (8)

where the subscript bm determines the beginning of the mixing section. The actual specific enthalpy of
the motive stream at the inlet of CAMS is calculated using the definition of expansion efficiency:

ηm =
hMN − hMNm

hMN − hMNm,is
. (9)
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The velocity of the motive stream at the inlet of the CAMS is determined by assuming the
conservation of energy across the expansion process:

uMNm =
√

2 · (hMN − hMNm). (10)

The specific volume of the motive stream at the inlet of CAMS can be determined as a function of
the specific enthalpy and pressure:

νMNm = f (hMNm, pbm), (11)

where ν is the specific volume in m3·kg−1. The area occupied by the motive stream at the inlet of the
CAMS per unit total ejector flow rate is determined using the conservation of mass:

aMNm =
vMNm

uMNm · (1 + χ
) . (12)

The set of equations used to determine the suction stream is similar to the one for the motive
stream shown in Equations (7)–(11). The formula for calculating the area occupied by the suction
stream at the inlet of CAMS per unit of the total ejector flow rate is given as

aSNm =
νSNm
uSNm

· χ

1 + χ
. (13)

In order to calculate the mixing section outlet conditions, the iteration loop is applied. By assuming
that the momentum conservation is satisfied for the mixing process and outlet pressure pmix as a
guessed value, the velocity of the stream at the mixing section outlet is calculated as follows:

pbm · (aMNm + aSNm) +
1

1 + χ
· uMNm +

χ

1 + χ
· uSNm = pmix · (aMNm + aSNm) + umix. (14)

The specific enthalpy of stream at the mixing section outlet is calculated by the following equation:

hMN + χ · hSN = (1 + χ) ·
(

hmix +
1
2
· u2

mix

)
. (15)

The specific volume of mixing stream can be determined as a function of the specific enthalpy
and pressure:

vmix = f (hmix, pbm). (16)

The mixing pressure is then iterated until the following equation has been satisfied:

(aMNm + aSNm) · umix
vmix

= 1. (17)

The next section describes the calculations of the parameters describing the diffuser section of the
ejector. First, the entropy at diffuser outlet is calculated as a function of specific enthalpy and pressure
and set equal to the entropy of mixing stream leaving the mixing section:

smix = f (hmix, pbm), (18)

sOUT,is = smix. (19)

The specific enthalpy at the diffuser outlet can be calculated by applying the rule of conservation
of energy across the ejector: (

1 + χ
) · hOUT = hMN + χ · hSN . (20)
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The isentropic specific enthalpy at the diffuser outlet is calculated from the diffuser efficiency:

ηOUT =
hOUT,is − hmix

hOUT − hmix
. (21)

The diffuser outlet pressure and stream quality are then obtained from the following functions:

pOUT = f (hOUT,is, sOUT,is), (22)

xOUT = f (hOUT,is, pOUT), (23)

where x is the vapour quality. Moreover, the stream quality at the diffuser outlet and the mass
entrainment ratio must satisfy the following condition:

(1 + χ) · xOUT > 1. (24)

The 1D model proposed by Kornhauser [16] requires an iterative solution to reach the
condition (24). The motive nozzle MFR is calculated using Equation (4). In addition, information about
the thermodynamic efficiency of each ejector part has to be given for the ejector performance
calculations. In this paper, an efficiency of 0.8 was assumed for all ejector parts based on the
investigation presented Elbel and Hrnjak [12].

2.3. A Hybrid Reduced-Order Model

The numerical model of the ejector used in this paper is a hybrid ROM of the R744 two-phase
ejector taken from the scientific work done by Haida et al. [32]. The aforementioned model was
developed based on a POD approximation of the CFD results and experimental data. The hybrid
ROM evaluates the real ejector efficiency under very wide operating conditions for R744 HVAC&R
supermarket application within a short computation time while preserving a high level of accuracy.
The operational envelope is presented in Figure 2. The motive nozzle conditions presented in Figure 2a
were defined for a pressure range from 50 to 140 bar and for the temperature close to the saturation
line, above the critical temperature and for different subcooling degrees. The suction nozzle was
defined for different pressures in the range from 26 to 46 bar. Moreover, the different superheat degrees
were defined up to 15 K and a two-phase region was also considered at the quality of 0.8. Thus,
this model can be used for dynamic simulation of ejector-based refrigeration cycles in refrigeration,
air-conditioning and heat pump applications.

Figure 2. The operational envelope of the hybrid reduced-order model (ROM): (a) the motive nozzle
conditions; (b) the suction nozzle conditions.
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The POD approach constructs the optimal approximation base spanning the set of N sampled
values of the two-phase flow parameters inside the ejector stored in a single vector called the
snapshot [31]. The snapshot vectors are thus related to the input parameters. The POD searches for the
orthogonal matrix Φ reconstructing the rectangular snapshot matrix U utilising a linear combination
of the snapshots. Moreover, the POD model requires an additional interpolation procedure to evaluate
the ejector behaviour continuously for different operating conditions. The radial basis interpolation
functions were applied for the investigated ROM model. In this study, the thin plate spline radial
function with a smoothness factor was employed. The implementation of RBF into the POD model
reduces the dimensionality of the ROM to the number of unknown parameters defined as the boundary
conditions of the CO2 two-phase ejector, listed below:

• Motive nozzle pressure,
• Motive nozzle specific enthalpy,
• Suction nozzle pressure,
• Suction nozzle specific enthalpy,
• Outlet pressure.

The snapshot generation for both experimental and CFD values was prepared in a similar way as
a set of motive and suction nozzle mass flow rates. More details about the POD-RBF approach can be
found in [30].

The CFD results used to build the hybrid ROM were performed using the modified HRM [27]
within the operating regime presented in Figure 2 with a defined pressure difference step of 1 bar and a
temperature difference step of 5 K. Therefore, the total number of the CFD points was 5380, which were
combined with approximately 200 experimental data points to generate the hybrid ROM. Then,
the hybrid ROM was validated for all two-phase ejectors installed in the multi-ejector module [32].
The use of experimental data with the CFD results to generate the hybrid ROM allowed the prediction
of the MFR of both nozzles with an accuracy level within ±1% at each validated point. The very high
accuracy of the hybrid ROM allowed the implementation of the aforementioned model into the R744
supermarket system simulations to evaluate the energy performance of the ejector-based system under
different operating conditions and cooling demands.

3. Object-Oriented Modelling of the R744 Transcritical System

The object-oriented model of the R744 transcritical system equipped with the two-phase ejector
allows dynamic simulation for performance evaluation and control strategy definition. Moreover,
the integration of different ejector models with the R744 cycle allows the sensitivity of the ejector model
to be observed with respect to modifications of dynamic system parameters. Hence, the validation
procedure of the object-oriented ejector models gives information about the accuracy of each
investigated model to select the proper model for system implementation.

The software used for this work was OM, which is the open source environment based on the Modelica
3.3 language for simulating, optimising and analysing complex systems for industrial and academic
usage [35]. Moreover, it allows the performance of steady-state as well as dynamic simulations of
constructed systems and the analysis of the system as a whole using the transfer behaviour between
components as opposed to other well-known equation solvers used for thermodynamic applications.
This approach is called object-oriented modelling which is a construction of complex systems based on
single objects with well-defined properties or transfer behaviour as a set of interacting and inter-related
objects. This kind of modelling allows the visualisation and analysis of complex systems; they can
also be modified and their construction can be changed in an easy way. Object-oriented designs are
also more maintainable. The CoolProp package [36] containing thermophysical properties of R744 was
used to evaluate the flow behaviour inside each system component.

The 0D model and 1D model of the R744 two-phase ejector were directly implemented to the
Modelica software due to the simplicity of both approaches. However, the more complex hybrid
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ROM was compiled using C-code external functions. Each external function was defined to calculate
either the motive nozzle or suction nozzle mass flow rate given from the hybrid ROM under specified
operating conditions.

The mathematical approaches of the two-phase ejector were integrated to the R744 transcritical
refrigeration system to investigate the system model derivation and ejector work during annual
operation. The layout of the R744 ejector-based transcritical system is shown in Figure 3. The R744
loop was designed as a booster type system. The superheated vapour R744 stream from the evaporator
outlet is compressed in the semi-hermetic compressor to the discharge pressure level. The high-side
pressure is set according to the ambient conditions, either under subcritical or transcritical conditions.
The discharged flow outside the compressor rejects the heat in the gas cooler heat exchanger due
to the heat transfer between the refrigerant and auxiliary flow, i.e., the glycol–water mixture. Then,
the internal heat exchanger (IHX) allows heat transfer between the high-side pressure and intermediate
pressure to increase the sub-cooling degree under subcritical conditions and decrease the outlet
temperature under transcritical conditions. The sub-cooled flow is expanded either by the high
pressure electronic expansion valve (HPV) or by the two-phase ejector. Moreover, the ejector entrains
the vapour flow from the evaporator outlet and the mixed flow enters the liquid receiver together
with the throttled flow from the HPV. In the liquid receiver, the liquid saturated phase discharges
the evaporator, and the vapour phase of R744 flows through IHX to absorb heat from the high-side
pressure stream. The vapour outflowing from the IHX is expanded by the flash gas bypass and enters
the compression suction side. The R744 liquid outflowing from the liquid receiver is expanded by the
metering valve to the MT pressure and absorbs the heat in the evaporator. Finally, the R744 stream
outflowing from the evaporator experiences superheat conditions, which prevents any liquid droplets
forming in the compressor.

Figure 3. The P & ID diagram of the R744 transcritical cycle equipped with the two-phase ejector.
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The system performance analysis was done based on the first-law analysis. Therefore, COP was
defined as the ratio of the heat absorbed in the evaporator to the internal work rate of the compressor:

COP =
Q̇ev

Ẇcomp
, (25)

where COP is the coefficient of performance, Q̇ev is the heat rate absorbed in the evaporator in W and
Ẇcomp is the internal work rate of the compressor in W. The heat rate and the internal work rate are
defined as follows:

Q̇ev = ṁ11 · [h12(p12, t11,sat + SH)− h11(p11, t11,sat)] , (26)

Ẇcomp = ṁ1 · [h2(p2, t2)− h1(p1, t1)] , (27)

where SH is the superheat degree in K and the indexes are defined according to Figure 3. The specific
enthalpy at the compressor outlet was defined based on the isentropic efficiency in the following form:

ηis,comp =
h2s(p2, s1)− h1(p1, t1)

h2(p2, t2)− h1(p1, t1)
. (28)

The rate of heat in the gas cooler was calculated as follows:

Q̇gc = ṁ2 · [h2(p2, t2)− h3(p3, t3)] . (29)

The outlet conditions are defined either by the set of sub-cooling degrees or by a set of the
temperatures and pressures under transcritical conditions. The energy balance equation was defined
for IHX in the following form:

ṁ3 · (h3 − h4) = ṁ7 · (h8 − h7). (30)

All valves presented in Figure 3 were defined to control the expansion process and discharge the
evaporator as follows:

ṁi = OD · kv · ρin ·
√

pin − pout

ρin
, (31)

where OD is the opening degree of the valve and kv is the valve flow coefficient in m3·s−1. The liquid
receiver was evaluated based on the mass balance and energy balance equation:

ṁ5 + ṁ6 = ṁ10 + ṁ7 + V · dρ

dτ
, (32)

ṁ5 · h5 + ṁ6 · h6 = ṁ10 · h10(p10, x = 0) + ṁ7 · h7(p7, x = 1) + V · h · dρ

dτ
, (33)

where V is the volume of the liquid receiver in m3, dρ
dτ determines the mass accumulation in the

liquid receiver in kg·s−1 and V · h · dρ
dτ is the energy accumulation in W. Finally, the ejector work was

calculated using the ejector efficiency defined in Equation (2). Moreover, the ejector performance was
also evaluated based on the pressure ratio Π between the outlet and the suction nozzle:

Π =
pOUT
pSN

. (34)

Figure 4 presents the flowchart of the computation procedure of the R744 transcritical system
at a single time step. The global input data is a weather data to evaluate system work at different
test campaigns, i.e., daily or annual. The object-oriented system solved the governing equations for
all considered components. The object-oriented ejector model is combined with the C-code hybrid
ROM using external functions. Hence, the motive nozzle and the suction nozzle mass flow rates were
reached by calling the hybrid ROM at defined input parameters. Based on the input parameters and
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results given by the hybrid ROM, the ejector model computed continuously the ejector efficiency and
the mass entrainment ratio. Finally, the COP value of the investigated system was calculated.

Figure 4. The computational procedure flowchart of the R744 transcritical system at a single time step.

4. Comparison of the Investigated R744 Two-Phase Ejector Numerical Models

In order to compare all three investigated mathematical models of the R744 two-phase ejector,
the accuracy of the motive nozzle and the suction nozzle MFRs under different operating conditions
(that are typical for refrigeration and air-conditioning applications) are tested. The set of the
operating conditions is shown in Table 2. The investigated points were selected from an experimental
test campaign carried out at the R744 multi-ejector test rig at the SINTEF/NTNU laboratory in
Trondheim [33]. Moreover, the selected points were previously used to validate the HRM CFD model
in [26]. The motive nozzle conditions were defined from approximately 54 bar up to approximately
95 bar. Therefore, the accuracy comparison of the ejector models MFRs was defined for ejector
utilisation under subcritical conditions, close to the critical point, and transcritical conditions. Moreover,
the motive nozzle temperature varied from approximately 279 K to over 308 K. The suction nozzle
conditions were defined for refrigeration and air-conditioning applications. Hence, the suction nozzle
pressure varied from approximately 27 bar up to approximately 32 bar and the temperature was in the
range from approximately 273 K to below 280 K. The outlet pressure was from 32 bar to approximately
39 bar for the evaluation of ejector performance at different ratios of pressure between the outlet and
the suction nozzle.
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Table 2. The set of operating conditions adapted from [26].

ID

Motive Nozzle Inlet Suction Nozzle Inlet Outlet

pMN TMN pSN TSN pOUT

bar K bar K bar

#1 94.46 308.43 27.21 275.75 32.85
#2 86.04 304.48 27.32 273.61 32.90
#3 91.91 304.13 31.41 278.43 38.24
#4 87.86 301.55 31.55 278.66 38.29
#5 80.62 299.40 31.58 278.49 38.48
#6 78.45 301.71 31.72 278.86 38.28
#7 76.56 301.49 27.33 274.01 32.87
#8 75.79 301.22 28.17 275.73 36.80
#9 66.51 295.56 28.21 275.36 34.85

#10 66.62 295.53 27.87 274.93 32.88
#11 61.79 293.42 29.93 276.73 33.87
#12 59.27 291.58 29.14 277.44 34.83
#13 58.41 283.15 27.82 277.71 34.83
#14 53.93 279.48 27.30 278.85 34.23

All selected operating conditions are also presented in Figure 5 in a pressure-specific enthalpy
diagram of R744. In the same figure, the pressure ratio parameter is shown relative to the suction
nozzle pressure. The different sub-cooling degrees under subcritical conditions and the different
temperatures under transcritical conditions of the motive nozzle were set for validation. The pressure
ratio varied from 1.12 to 1.32 due to the pressure difference between the outlet and the suction nozzle.
In addition, different pressure ratios were reached at similar suction nozzle conditions, which were
strongly related to the value of the mass entrainment ratio.

Figure 5. Selected operating conditions: (a) the motive nozzle conditions on the R744 pressure-specific
diagram; (b) the pressure ratio in terms of the suction nozzle pressure.

Table 3 presents the comparison results of each two-phase ejector model together with the
experimental data. The relative differences between the motive nozzle and the suction nozzle MFRs
together with the mass entrainment ratio were set to evaluate the accuracy of the investigated ejector
models. According to the experimental data, the motive nozzle MFR varied from approximately
0.07 kg·s−1 to over 0.1 kg·s−1 and the suction nozzle MFR was in the range from approximately
0.01 kg·s−1 to 0.035 kg·s−1. As the result of both MFRs, the mass entrainment ratio was below 0.42.

The 0D model using a constant value of ejector efficiency obtained a motive nozzle MFR
discrepancy from approximately −31% under subcritical conditions to 27% under transcritical
conditions. The suction nozzle MFR accuracy of the 0D model was in the range from approximately
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−43% to 36.5%. As a result, for the MFR predictions of both nozzles, the relative difference of the mass
entertainment ratio varied from −42% to over 47%.

A similar accuracy was reached by the 1D model due to similar calculations of the motive nozzle
MFR using Equation (4). The 1D ejector model predicted the suction nozzle MFR with an accuracy in
the range from approximately −32% to below 60%. Moreover, the mass entrainment ratio discrepancy
of this model was from approximately −21% to over 72%.

The hybrid ROM obtained very high accuracy of the motive nozzle MFR below 1%, which
confirmed very good agreement of the results given by the hybrid ROM compared to the experimental
data. Very low discrepancy in the hybrid ROM was reached for the suction nozzle MFR and the mass
entrainment ratio for all investigated points.

Table 3. The results given by each mathematical model.

ID

Experimental Data 0D Model 1D Model Hybrid ROM

ṁMN ṁSN χ δṁMN δṁSN δχ δṁMN δṁSN δχ δṁMN δṁSN δχ

kg·s−1 kg·s−1 - % % % % % % % % %

#1 0.084 0.035 0.417 27.0 5.8 −16.7 27.0 13.1 −11.0 0.9 1.0 1.0
#2 0.079 0.032 0.409 20.3 −12.5 −27.3 20.3 0.7 −16.3 0.8 0.5 0.7
#3 0.095 0.033 0.344 22.6 −15.3 −30.9 22.6 −0.7 −19.0 0.5 0.6 0.6
#4 0.097 0.032 0.326 18.1 −23.0 −34.8 18.1 −6.3 −20.7 0.4 0.2 0.3
#5 0.090 0.025 0.278 11.7 −29.0 −36.4 11.7 −0.6 −11.0 0.1 0.8 0.5
#6 0.073 0.026 0.349 9.9 −35.9 −41.6 9.9 −13.7 −21.5 0.5 0.1 0.3
#7 0.067 0.028 0.411 8.6 −33.1 −38.4 8.6 −13.5 −20.4 0.1 0.5 0.3
#8 0.067 0.011 0.166 6.6 −8.3 −14.0 6.6 44.2 35.3 1.0 0.9 1.0
#9 0.072 0.014 0.192 −11.9 −37.1 −28.6 −11.9 19.7 35.8 0.5 0.8 0.7
#10 0.072 0.022 0.304 −10.9 −42.7 −35.7 −10.9 −21.1 −11.4 0.6 0.5 0.6
#11 0.072 0.019 0.259 −26.8 −40.0 −18.0 −26.8 −32.4 −7.6 0.2 0.4 0.3
#12 0.076 0.009 0.116 −31.3 −26.5 7.1 −31.3 2.6 49.4 0.8 0.1 0.5
#13 0.103 0.007 0.064 −8.9 −11.1 −2.5 −8.9 36.4 49.7 0.1 0.5 0.3
#14 0.100 0.003 0.031 −7.4 36.5 47.4 −7.4 59.4 72.1 0.5 0.1 0.3

Figure 6 presents the relative difference between numerical result produced by each R744
two-phase ejector model and appropriate measurement under all selected operating conditions. The 0D
and 1D models reached a motive nozzle MFR relative difference within ±10% for operating conditions
close to the critical point (#5÷#8) and for a motive nozzle pressure below 60 bar at #13 and #14,
which is shown in Figure 6a. Moreover, both ejector models overestimated the motive nozzle MFR
under transcritical conditions and underestimated it under subcritical conditions. Hence, the higher
inaccuracy represented by the relative difference for the motive nozzle MFR by the 0D and 1D ejector
models was strongly related to the suction nozzle MFR and the mass entrainment ratio predictions.
The motive nozzle MFR relative difference shown in Figure 6a confirmed the better agreement of the
hybrid ROM. The relative difference for the mass entrainment ratio is shown in Figure 6b together with
the ejector efficiency given by the experimental data. The 0D model reached the best agreement close
to the ejector efficiency of 0.2 at #12 and #13 due to the assumed constant efficiency based on previous
literature [28]. However, the efficiency varied from approximately 0.14 to almost 0.35, which caused
underestimation of the mass entrainment ratio for ejector efficiencies above 20% and overestimation for
efficiencies below 20% for the 0D model. The 1D model obtained an underestimated mass entrainment
ratio under transcritical conditions (#1÷#7), and it also obtained a very low pressure ratio at #10 and
#11. The very high pressure ratio above 1.24 caused significant overestimation of the mass entrainment
ratio, and the inaccuracy was above 30% for #8 and #9 and for motive nozzle pressure below 60 bar
(#12÷#14). The hybrid ROM reached satisfactory agreement at each investigated point due to the
hybrid combination of the CFD results and the experimental data.
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Figure 6. Relative difference between numerical result for each the R744 two-phase ejector mathematical
model and measurements: (a) the motive nozzle mass flow rate (MFR); (b) the mass entrainment ratio
together with the ejector efficiency given from the experimental data.

The comparison discussed above proved high accuracy of the hybrid ROM for a very wide
operating region. Therefore, the performance evaluation of the R744 two-phase ejector implemented in
the refrigeration system using the hybrid ROM allowed ejector efficiency values close to those recorded
during experimental tests under different ambient conditions.

5. The System Energy Performance Comparison Using Different Two-Phase Ejector Models

Figure 7 presents the results of the energy performance comparison of the R744 vapour
compression system. The comparison was done based on the experimental data given by
Banasiak et al. [33]. Two test series were carried out on the R744 system equipped with the
two-phase ejector presented in Table 1. The operating conditions are shown in Table 4. The system
performance calculations based on the hybrid ROM obtained similar COP values when compared to
the experimental data of approximately 2.54 for Test A and 3.3 for Test B. Moreover, the COP accuracy
of the hybrid ROM was within ±1% for both cases. The 1D ejector model obtained lower COP values
of approximately 2.25 and 2.75 when compared to the experimental data, respectively. Hence, the COP
accuracy of 1D model was over −10% for Test A and over −15% for Test B. Similar to the 1D ejector
model, the 0D model underestimated COP by up to 2.2. for Test A and approximately 2.73 for Test B.
As the results for COP were lower when compared to the experimental data, the COP accuracy of the
0D model was close to −15% and approximately −18% for Tests A and B, respectively. The very high
energy performance accuracy of the R744 system based on the hybrid ROM of the two-phase ejector
allowed a system performance evaluation under arbitrary ambient conditions and cooling demands
due to the wide operating regime of the hybrid ROM.

Table 4. Operating conditions of the R744 vapour compression system adapted from [33].

Parameter Test A Test B

Evaporation temperature, ◦C −5 8
Evaporator outlet superheat, K 10 10
Gas cooler outlet temperature, ◦C 25 30
Liquid separator pressure, bar 34 35
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Figure 7. The energy performance of the R744 system based on different two-phase ejector models
under the operating conditions given by Banasiak et al. [33]: (a) coefficient of performance (COP);
(b) COP accuracy.

6. Dynamic Simulations of the R744 Two-Phase Ejector Integrated With the Refrigeration System

The implementation of the object-oriented two-phase ejector hybrid ROM to the R744 refrigeration
system also allowed dynamic simulations of the ejector-based system for different ambient conditions
and cooling demands. Moreover, detailed information about the ejector performance during
continuous utilisation was observed. Dynamic investigation of the R744 refrigeration system equipped
with the two-phase ejector was completed in three different regions characterised by different ambient
temperature ranges: Mediterranean zone (measured in Naples, Italy), South America zone (measured
in Rio de Janeiro, Brazil) and South Asia zone (measured in New Delhi, India). The weather data were
obtained from the free open-source EnergyPlus platform [37]. The analysis was performed during
the summer campaign over a period of two months, which is equivalent to approximately 1488 h.
Moreover, the dynamic simulations were done with a time interval of 60 s to evaluate the reaction of
the system’s operating conditions to the ambient variation.

Figure 8 presents the ambient temperature and the motive nozzle pressure variations during the
investigated campaign at each selected climate region. The motive nozzle pressure was strongly related
to the gas cooler outlet pressure; therefore, the relationship between the ambient conditions and the
motive nozzle pressure controls the ejector and gas cooler utilisation. The ambient temperature in the
Mediterranean region shown in Figure 8a was in the range from approximately 15 ◦C to below 34 ◦C.
Hence, the ejector was utilised under subcritical conditions during the summer campaign. However,
the R744 refrigeration system reached a maximum pressure of 85 bar at two temperature peaks halfway
through the summer campaign. In Figure 8b, the ambient temperature is shown to vary from 20 ◦C
to approximately 37 ◦C for the South America region; this variation is smaller than the temperature
variation shown in Figure 8a. Hence, transcritical conditions were reached for approximately 50%
of time of the investigated campaign. Moreover, the lowest motive nozzle pressure of 60 bar for the
South America region was approximately 10 bar higher than the lowest pressure obtained in the
Mediterranean region. A highest ambient temperature was reached for a long period of time in the
South Asia region, as presented in Figure 8c. The temperature varied from 24 ◦C to approximately
42 ◦C. As a result of the high ambient conditions, the two-phase ejector was utilised for transcritical
conditions for most of the investigated time. Moreover, the motive nozzle pressure was in the range
from 65 bar to over 105 bar, which was strongly related to the system performance as well as the
ejector efficiency.

The variations in the motive nozzle conditions in terms of the varied ambient conditions were
strongly related to the ejector performance. Moreover, the poor control of the two-phase ejector caused
the ejector to have low efficiency, and the system control was far from the optimum COP. One of the
most important parameters during ejector operation is the pressure ratio parameter due to the liquid
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receiver pressure control. Therefore, investigation of the ejector performance during the summer
campaign in different regions was done for three different pressure ratios. In addition, the R744
ejector-based system was utilised in a refrigeration application, and the MT evaporator pressure was
set to approximately 28 bar with the defined superheat degree of 15 K.

Figure 8. The relationship between the ambient conditions (left) and the gas cooler outlet pressure/motive
nozzle pressure (right) during the summer campaign in different regions: (a) Mediterranean zone;
(b) South America zone; (c) South Asia zone.

Figure 9 presents the ejector efficiency for different pressure ratios during the investigation in the
Mediterranean region. The lowest pressure ratio of 1.07 was linked to the lowest efficiency of below 0.2
due to the low potential to recover the expansion work. The small value of the pressure ratio caused
the ejector to be more stabilised and the efficiency variation was approximately 0.03. An increase
in the pressure ratio increased the oscillations of the ejector performance. However, the two-phase
ejector with the pressure ratio of 1.15 resulted in an ejector efficiency in the range from approximately
0.22 to below 0.31. The efficiency drop was reached after approximately 300 h as the effect of the
significant ambient temperature decreased up to 15 ◦C. The highest efficiency of the two-phase ejector
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of approximately 0.33 was obtained for pressure ratio of 1.22. However, the ejector efficiency dropped
down to 0.19 following a decrease in the motive nozzle pressure. Hence, the pressure ratio should
be related to the ambient conditions and the cooling demand to maintain the high efficiency during
temperature decrease.

Figure 9. The ejector efficiency at different pressure ratios during the summer campaign in the
Mediterranean region.

The performance of the R744 two-phase ejector during the summer campaign in the South
America region confirmed the possibility of controlling the ejector in an efficient way, which is shown
in Figure 10. Similar to the results presented in Figure 9, the ejector was utilised at the lowest pressure
ratio of 1.07 which resulted in the lowest efficiency found during the investigated campaign of below
0.2. Moreover, higher ambient temperatures above 35 ◦C caused a higher efficiency drop to almost
0.1. The significant efficiency improvement was observed for higher pressure ratios. The two-phase
ejector with a pressure ratio of 1.15 reached an efficiency in the range from approximately 0.25 to
0.31. In addition, the ejector at a pressure ratio of 1.15 was more stable compared with the ejector at a
pressure ratio of 1.22. The highest ejector efficiency value of approximately 0.33 was obtained at the
highest pressure ratio of 1.22, although the ejector performance dropped down to approximately 0.24.
Therefore, the possibility to define the ejector operating conditions during continuous work allows
stable and high performance of the two-phase ejector to be achieved.

Figure 11 presents the ejector efficiency for different pressure ratios during the investigated
campaign in the South Asia region. The worst ejector performance was noticed for the pressure
ratio of 1.07, which agrees with the analyses performed for the Mediterranean region and South
America region. Moreover, the very high ambient temperature of above 40 ◦C strongly influenced
the efficiency degradation for the pressure ratio of 1.07. As for the results for highly varied ambient
conditions, the two-phase ejector with the pressure ratio of 1.07 obtained an efficiency in the range
from approximately 0.07 to below 0.2. An increase in the pressure ratio of up to 1.15 significantly
improved the ejector efficiency. However, similar performance degradation was observed for very high
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ambient temperatures for which the efficiency varied from approximately 0.17 to 0.31. The highest
value of the pressure ratio of 1.22 caused the best performance for most of the investigated time
during the summer campaign. The two-phase ejector reached efficiency in the range from 0.2 up
to 0.33. Further improvement of the ejector performance at very high ambient temperatures and a
motive nozzle pressure above 100 bar can be achieved by an increase in the pressure ratio. Hence,
the R744 two-phase ejector should be controlled to optimise the ejector efficiency by proper setting of
the pressure ratio for a specified application.

Figure 10. The ejector efficiency at different pressure ratios during the summer campaign in the South
America region.

The characteristics of the ejector performance during the summer campaign in different hot
climate zones are strongly related to the COP value of the system, especially during work in the
daytime. Hence, Figure 12 presents the COP comparison for the R744 ejector-based system at different
climate regions for 24 h during the summer campaign. The pressure ratio was set to 1.22 to achieve the
highest ejector efficiency. The R744 refrigeration system equipped with the two-phase ejector obtained
the highest COP values of above 3.5 in the Mediterranean region due to the subcritical operation for
most of the investigated time according to Figure 8a. The lowest COP during the day was observed in
the afternoon at approximately 4:00 p.m., whereas the highest peak of COP was reached at 4:00 a.m.
The R744 ejector-based system experienced a lower COP in the South America region due to the higher
daily ambient temperature, which is shown in Figure 8b. The significant COP drop below 3.0 was
observed at approximately 2:00 p.m. The lowest COP of the R744 refrigeration system was obtained
for the South Asia climate zone due to the very high ambient temperature above 40 ◦C. Therefore,
the COP dropped from approximately 3.8 to less than 2.5, although the energy performance of the
R744 ejector-based system was higher between the second hour and sixth hour as a result of the ejector
performance. The significant difference in COP between the selected climate regions forced the control
process of the R744 refrigeration system to be improved to operate close to the optimum COP.
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Figure 11. The ejector efficiency at different pressure ratios during the summer campaign in the South
Asia region.

Figure 12. The coefficient of performance for 24 h of the summer campaign in different hot climate zones.
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7. Conclusions

The object-oriented hybrid ROM of the R744 two-phase ejector was developed for dynamic
simulations. The proposed model was compared with two simpler mathematical approaches of
the ejector that have commonly been used in the literature for refrigeration system investigations.
Moreover, a dynamic simulation of the R744 refrigeration system equipped with the two-phase ejector
for different climate zones was performed to evaluate the ejector and the system’s performance.

The object-oriented hybrid ROM was implemented in OpenModelica free software using the
external function built in C-code programming. The proposed model allowed the evaluation of
ejector performance under arbitrary operating conditions within the operational envelope defined
for the HVAC&R supermarket system. Apart from the hybrid ROM, the 0D ejector model assumed
a constant efficiency, and the 1D ejector model with the assumption of homogeneous equilibrium
two-phase fluid flow was implemented for the comparison of different mathematical approaches
to describe ejector performance. In comparison, procedure accuracy, represented by the relative
difference between numerical result produced by each two-phase ejector model and appropriate
experimental measurement, is determined. The 0D model obtained satisfactory prediction of both
nozzles’ MFRs only at values close to the assumed ejector efficiency. The more accurate 1D model
reached an accuracy level within ±10% for motive nozzle pressures close to the critical point. However,
very high discrepancy was observed for high pressure ratios. The hybrid ROM obtained the best
accuracy for all investigated points due to the hybrid combination of the experimental data with the
CFD results that was used to build the ROM basis. Therefore, the integration of the hybrid ROM
allowed the evaluation of the R744 refrigeration system equipped with the designed two-phase ejector.

The investigation of the ejector performance during the summer campaign demonstrates the
variation in the work of the ejector. Three different climate zones were selected for investigation:
a Mediterranean region (Italy), a South American region (Brazil), and a South Asian region (India).
The R744 two-phase ejector was mostly utilised under subcritical conditions in the Mediterranean
climate zone. Transcritical conditions were achieved for most of the summer campaign for zones
with higher ambient temperatures in South America above 30 ◦C and in South Asia above 40 ◦C.
The ejector efficiency is strongly related to the pressure ratio, especially during conditions of significant
temperature difference. An increase in the pressure ratio allowed a high efficiency of above 0.2 up
to 0.35 to be maintained. However, the pressure ratio should be well controlled to achieve an ejector
performance close to the optimum during system utilisation. According to the results, the pressure
ratio of 1.15 allowed the greatest stabilisation of the system.

The evaluation of energy performance of the R744 refrigeration system equipped with the
two-phase ejector confirmed the influence of the high ambient temperature on COP. The highest
COP value was obtained in the Mediterranean region as a result of the system operating in subcritical
conditions for most of the investigated time. An increase in the ambient temperature generally caused
the COP degradation. Hence, the lowest COP value was observed in the South Asia climate zone.
Energy performance improvement for the R744 ejector-based system can be achieved by optimisation of
the liquid receiver pressure and outlet conditions of the gas cooler as well as the internal heat exchanger.
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Nomenclature

a flow rate ratio, m2·kg−1·s−1

h specific enthalpy, kJ· kg−1

kv valve flow coefficient, m3· s−1

ṁ mass flow rate, kg· s−1

p pressure, Pa
s specific entropy, kJ· kg−1· K−1

T temperature, K
u stream velocity, m·s−1

U snapshot basis matrix, -
ν specific volume, m3·kg−1

Ẇ work rate, W
x vapour quality, −
Greek Symbols
χ mass entrainment ratio, −
δ relative difference, %
η ejector efficiency, %
Π pressure ratio, −
ρ density, kg· m−3

τ time, s
Subscripts
amb ambient
bm beginning of the mixing section
comp compressor

e f f effective cross-section area
ev evaporator
exp experimental data
f v flash valve
lr liquid receiver
max maximal value
mix mixing section
MN motive nozzle
MNm motive stream at the inlet of CAMS
OUT outlet
rec recovered ejector expansion work rate
SN suction nozzle
SNm suction stream at the inlet of CAMS
v valve
Abbreviations
CAMS Constant Area Mixing Section
COP Coefficient of Performance
GWP Global Warming Potential
HEM Homogeneous Equilibrium Model
HPV High Pressure Valve
HRM Homogeneous Relaxation Model
IHX Internal Heat Exchanger
MFR Mass Flow Rate
ODP Ozone Depletion Potential
ROM Reduced-Order Model
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Abstract: The Biot number informs researchers about the controlling mechanisms employed for heat
or mass transfer during the considered process. The mass transfer coefficients (and heat transfer
coefficients) are usually determined experimentally based on direct measurements of mass (heat)
fluxes or correlation equations. This paper presents the method of Biot number estimation. For
estimation of the Biot number in the drying process, the multi-objective genetic algorithm (MOGA) was
developed. The simultaneous minimization of mean absolute error (MAE) and root mean square error
(RMSE) and the maximization of the coefficient of determination R2 between the drying model and
experimental data were considered. The Biot number can be calculated from the following equations:
Bi = 0.8193exp(−6.4951T−1) (and moisture diffusion coefficient from D/s2 = 0.00704exp(−2.54T−1))
(RMSE = 0.0672, MAE = 0.0535, R2 = 0.98) or Bi = 1/0.1746log(1193847T) (D/s2 = 0.0075exp(−6T−1))
(RMSE = 0.0757, MAE = 0.0604, R2 = 0.98). The conducted validation gave good results.

Keywords: Biot number; genetic algorithms; drying

1. Introduction

The dimensionless Biot number (Bi) is present in partial differential equations in cases when the
surface boundary conditions (of the third kind) are written in a dimensionless form. The Biot number
informs researchers about the relationship between the internal and external fluxes [1]. As far as heat
transfer is concerned, Bi expresses the ratio between the internal and external resistances [2]. Therefore,
it can be stated that the heat Biot number is a measure of the temperature drop in the material with
respect to the difference of the temperatures between the solid surface and the surrounding medium [3].
Assuming similarity between heat and mass transfer, the Biot number used for mass exchange is
gained by equating internal and external mass fluxes at the interface [3,4] and the discussed number is
defined as follows:

Bi =
hmL
D

, (1)

The analysis of Biot numbers enables researchers to answer questions regarding the controlling
mechanisms employed for heat or mass transfer during the considered process [3]. Dincer [3] stated
that the values of Bi for mass transfer can be divided into the following groups:

Bi < 0.1 (the surface resistance across the surrounding medium boundary layer is much bigger in
comparison with the internal resistance to the mass diffusion within the solid body);

0.1 < Bi < 100 (the values of the internal and external resistance can be treated as comparable);
Bi > 100 (external (surface) resistance is much lower than the internal resistance).
Ruiz-López et al. [5,6] assumed that for Bi > 40, it can be accepted that the internal resistance

to mass exchange is the only mechanism controlling the rate of the drying process. In such a
case, the moisture content of the solid body surface reaches its equilibrium value at once. Wu and
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Irudayaraj [7] experimentally stated that drying can only be treated as an isothermal process for very
low Biot numbers.

The mass transfer coefficients (and heat transfer coefficients) are usually determined experimentally
based on direct measurements of mass (heat) fluxes or correlation equations. The mass transfer
coefficient can also be calculated from the dimensionless Sherwood number (Sh). The Sh can be
expressed as a function of the Reynolds number (Re) and the Schmidt number (Sc) (forced convection),
as a function of the Grashof number (mass) (Grm) and the Sc (natural convection), and as a function of
the Archimedes number (Ar) and the Sc (vacuum-microwave drying) [8].

The importance of the heat and mass Biot number has been shown in several publications. Rovedo
et al. [4] analysed the drying process of shrinking potato slabs. The numerical solving of the drying
model using various forms of Bi gave a deeper insight into the process. Huang and Yeh [9] considered
an inverse problem in simultaneously estimating the heat and mass Biot numbers during the drying of
a porous material. Dincer and Hussain [10] developed a new Biot number and lag factor correlation,
which gave good agreement between the predicted and measured values of moisture content. Chen
and Peng [11] analysed the values of modified Biot numbers during hot air drying of small, moist,
and porous objects. Giner et al. [1] considered the variableness of heat and mass Bi during the drying
of wheat and apple-leather, whereas Xie et al. [12] modelled the pulsed vacuum drying of rhizoma
dioscoreae slices using the Dincer model [13], which describes the moisture ratio with a correlation
between Bi and the lag factor.

An accurate estimation of the Biot number is essential for an efficient heat and mass transfer
analysis, leading to optimum operating conditions and an efficient process.

The aim of the multi-objective optimization task is to optimize the several objective functions
simultaneously with many criteria. These issues have long been of interest to researchers using
traditional optimization and search techniques. In the case of multi-criteria optimization, the concept
of the optimal solution is not as obvious as in the case of one criterion. If we do not agree in advance to
compare the values of different criteria, then we must propose a definition of optimality that respects
the integrity of each of them. This approach is called optimality in the Pareto sense. It is convenient
to classify possible solutions of multi-criteria optimization tasks as dominated and non-dominated
(Pareto-optimal) solutions.

Multi-criteria optimization of drying technology is used for conveyer-belt dryer design [14,15],
fluidized bed dryers [16,17], control of a drying process [18], batch drying of rice [19], and drying [20]
and rehydrated apple issue [21]. Non-preference multi-criterion optimization methods with the
Pareto-optimal set were used in the papers [14–17]. The researchers developed a mathematical
model of the fluidized bed dryer and determined the colour deterioration laws for potato slices. A
multi-criterion optimization of the thermal processing was conducted by [22] and [23]. The authors
developed an intelligent hybrid method for identifying the optimal processing conditions. The complex
method applied to different shapes was subjected to the processing boundary conditions to find the best
process temperature and to maximize the retention of thiamine. Winiczenko et al. predicted the quality
indicators of the drying [20] and rehydrated [21] apple issue using a non-sorting genetic algorithm.

The aim of the present study is to determine the Biot number using the genetics algorithm (GA).
The method is applied in the process of drying.

2. Materials and Methods

2.1. Material

The research material was parsley roots of the Berlińska variety. The parsley roots were purchased
at a local market in Warsaw. The material was cut into 6 mm thick slices, which were dried in natural
convection conditions at the temperatures of 40, 50, 60, and 70 ◦C.

A detailed description of the equipment used, measurements performed, and their accuracy may
be found in [24].

150



Energies 2019, 12, 2822

2.2. Moisture Transfer Analysis

It can be assumed that the moisture movement inside the dried solid body is only a diffusion
movement in the convection drying of food products. The unsteady-state, one-dimensional mass
exchange equation within a slice (treated as an infinite plane) of a thickness of 2 s can be expressed in
the following form [25]:

∂M
∂t

= D
∂2M
∂x2

(t > 0; −s < x < s). (2)

The following common assumptions were taken in Equation (2):

• Shape and volume of the slice do not change during drying;
• Mass diffusion coefficient is constant;
• Equation (2) is subjected to the following conditions:

Moisture content at any point of the slice is the same at the beginning of drying (initial condition):

M(x, 0) = M0 = const, (3)

The mass flux from the surface of the slice is expressed in terms of the moisture content difference
between the surface and the equilibrium moisture content (boundary conditions of the third kind):

±D
∂M(±s, t)
∂x

= k[M(±s, t) −Me], (4)

An analytical solution of Equation (2) at the initial condition in the form of Equation (3) and at the
boundary conditions given by Equation (4) with respect to the mean moisture content as function of
time can be written in the following form [25]:

MR =
M−Me

M0 −Me
=
∞∑

i=1

Bi exp
[
−μi

2 D
s2 t
]
, (5)

where

Bi =
2Bi2

μi2Bi2 + Bi + μi2
, (6)

ctgμi =
1
Bi
μi, (7)

The Biot number in Equations (6) and (7) was assumed to be dependent on the temperature using
the following formulas:

Bi = ab exp
(
−bb

T

)
, (8a)

Bi = ab ln(bbT), (8b)

Bi = ab log(bbT), (8c)

Bi = ab ln(T) + bb, (8d)

Bi = abT−bb , (8e)

Bi =
1

ab ln(bbT)
, (8f)

Bi =
1

ab log(bbT)
, (8g)

Bi =
1

ab exp
(
− bb

T

) , (8h)
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Dependencies (8a)–(8d) indicate the increase of the Biot number with the increase of the temperature,
whereas dependencies (8e)–(8h) indicate the decrease of Bi with the increase of the temperature
(i.e., [26]).

The moisture diffusion coefficient in Equation (5) was assumed to be dependent on the temperature
using the following formula (i.e., [27,28]):

D
s2 = ad exp

(
−bd

T

)
(9)

An increase of the temperature according to Equation (9) results in a increase of the moisture
diffusion coefficient.

2.3. Optimization

The optimization problem has been divided into two tasks. The first multi-objective optimization
(MOO) task was to determine a Biot number and mass diffusion coefficient from the moisture ratio
(MR) model (5) for each drying temperature: 40, 50, 60, and 70 ◦C. The second optimization task was
to find the constants in equations for calculation of the Biot number (8a)–(8h) and mass diffusion
coefficient (9).

The mean absolute error (MAE) and root mean square error (RMSE) were minimized, whereas
the coefficient of determination R2 was maximized for the difference between the data and objective
function for both optimized tasks. The algorithm randomly selects a set of models by minimizing the
error between the proposed model and experimental data. Then, it evolves them to create the best fit.
Therefore, the MOO problem was expressed as follows:

Min =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Min RMSE =

√
1
N

N∑
i=1

(
MRpred −MRexp

)2
Min MAE = 1

N

N∑
i=1

∣∣∣MRpred −MRexp
∣∣∣

Max R2 = 1−
N∑

i=1
(MRpred−MRexp)

2

N∑
i=1
(MRpred−MRexp)

2

. (10)

The multi-objective optimization was carried out using an elitist, non-dominated sorting genetic
algorithm (NSGA II). The Pareto front for this problem was created using Optimization Toolbox™
realized in MATLAB R2018. The multi-objective genetic algorithm (MOGA) options are shown
in Table 1.

Table 1. The multi-objective genetic algorithm (MOGA) settings.

Parameter Value

Crossover coefficient 0.8
Crossover function Intermediate
Mutation coefficient 0.2
Mutation function Uniform

Number generations 500·number of variables
Population size 60·number of variables

Selection function Turnament size = 2
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3. Results

3.1. Case 1. Optimizaton of the Biot Number

The results of optimization described by Equation (10) are presented in Table 2 and Figures 1
and 2. The Pareto set of the Biot number for the T of 40 ◦C indicates that in the case of searching
for the smallest values of RMSE, the best solution is ID 40_1 (0.04441). For ID 40_2, the value of
R2 is the greatest (0.9937). The solution of MAE minimization is ID 40_5 (0.03652). The set of the
best solutions for 40 ◦C (marked in Figure 1) indicates the greatest dispersion of solutions compared
with the best solutions for other drying temperatures examined. The Biot number determined for
the drying temperature of 50 ◦C has the smallest RMSE for ID 50_1 (0.03731). The value of R2 is the
greatest for ID 50_2 (0.9955). The solution of MAE minimization is ID 50_3 (0.03228). The dispersion
of the best solutions is smaller than for the temperature of 40 ◦C (Figure 1), and the solutions are
characterised by the best statistics. The Biot number determined for the drying temperature of 60 ◦C
has the smallest RMSE for ID 60_1 and 60_2 (0.04072–0.04073, difference 0.00001). For ID 60_4, the
value of R2 is the greatest (0.9948). The solution of MAE minimization is ID 60_4 i 60_3 (0.03640 and
0.03641, difference 0.00001). The set of best solutions for 60 ◦C (Figure 1) is characterised by small
(the smallest) dispersion. The Biot number determined for the drying temperature of 70 ◦C has the
smallest RMSE and the greatest R2 for ID 70_1–70_3 (0.03888–0.03889 and 0.9943, respectively). The
solution of MAE minimization is ID 70_4 (0.03420), with the solutions for ID 70_5, 70_2, 70_3, and
70_1 being slightly worse (0.03424, 0.03427, 0.03428, and 0.03429, difference 0.00009). The set of best
solutions for 70 ◦C (Figure 1) is only characterised by a very small amount of dispersion when the
MAE minimization criterion is not considered.

 
(a) 

 
(b) 

 
(c) 

Figure 1. Results of the statistical analysis of Pareto optimal sets for the Biot number: (�) T = 40◦C,
(�) T = 50◦C, (�) T = 60◦C, and (�) T = 70◦C.

153



Energies 2019, 12, 2822

Table 2. Pareto optimal set for the Biot number (Bi) and D/s2 and results of the statistical analysis.

Temperature, ◦C ID Bi D/s2 (min−1) R2 RMSE MAE

40

40_1 0.7233 0.00610 0.9934 0.04441 0.03947
40_2 0.7243 0.00601 0.9937 0.04474 0.03924
40_3 0.7016 0.00625 0.9935 0.04558 0.03910
40_4 0.7548 0.00442 0.9925 0.04656 0.03807
40_5 0.7450 0.00454 0.9925 0.04680 0.03652
40_6 0.7555 0.00601 0.9930 0.04707 0.04240
40_7 0.7749 0.00532 0.9858 0.07744 0.06666
40_8 0.6745 0.00883 0.9820 0.07770 0.06498
40_9 0.6901 0.00883 0.9804 0.08622 0.07129
40_10 0.6555 0.00990 0.9748 0.10327 0.08541

50

50_1 0.7245 0.00615 0.9951 0.03731 0.03264
50_2 0.7231 0.00605 0.9955 0.03777 0.03243
50_3 0.7012 0.00635 0.9951 0.03879 0.03228
50_4 0.6967 0.00698 0.9934 0.04200 0.03496
50_5 0.6967 0.00747 0.9912 0.04779 0.04110
50_6 0.7283 0.00734 0.9897 0.06001 0.05115
50_7 0.6506 0.00884 0.9867 0.06764 0.05661
50_8 0.7040 0.00824 0.9858 0.07501 0.06318
50_9 0.6540 0.00912 0.9836 0.07945 0.06742
50_10 0.7040 0.00873 0.9828 0.08853 0.07409

60

60_1 0.7017 0.00788 0.9944 0.04072 0.03646
60_2 0.7017 0.00791 0.9943 0.04073 0.03654
60_3 0.7086 0.00780 0.9946 0.04085 0.03641
60_4 0.7001 0.00775 0.9948 0.04096 0.03640
60_5 0.7095 0.00872 0.9913 0.04916 0.04225
60_6 0.7337 0.00838 0.9917 0.05097 0.04363
60_7 0.6507 0.01012 0.9889 0.05853 0.04684
60_8 0.6513 0.01016 0.9888 0.05896 0.04720
60_9 0.7152 0.00958 0.9875 0.06637 0.05393
60_10 0.6791 0.01046 0.9845 0.07567 0.06103

70

70_1 0.7003 0.01012 0.9943 0.03888 0.03429
70_2 0.7005 0.01011 0.9943 0.03888 0.03427
70_3 0.7014 0.01011 0.9943 0.03889 0.03428
70_4 0.6789 0.01062 0.9939 0.04061 0.03420
70_5 0.6898 0.01060 0.9940 0.04089 0.03424
70_6 0.7043 0.01120 0.9917 0.04815 0.03969
70_7 0.6525 0.01260 0.9908 0.05378 0.04025
70_8 0.6705 0.01324 0.9878 0.06406 0.05103
70_9 0.6914 0.01286 0.9878 0.06602 0.05290
70_10 0.6636 0.01376 0.9860 0.07202 0.05885

The values of the Biot numbers obtained as a result of optimization for the temperature of 40 ◦C
(ID 40_1–40_5) are within the range of 0.723–0.755; for 50 ◦C (ID 50_1–50_3), are within the range of
0.701–0.725; for 60 ◦C (ID 60_1–60_4), are within the range of 0.700–0.709; for 70 ◦C (ID 70_1–70_3), are
within the range of 0.700–0.701; and including the MAE criterion (ID 70_1–70_5), are within the range
of 0.679–0.701. The smallest RMSE (0.0373) and MAE (0.0323) were obtained for T = 50 ◦C, whereas
the greatest errors for were obtained for T = 40 ◦C. The results of optimization indicate that, initially,
the Biot number does not change (or changes slightly) with the increase of temperature (40–50 ◦C),
followed by the decrease in its value (50–70 ◦C). The obtained results of optimization also indicate that
the increase of T results in the increase of the moisture diffusion coefficient (i.e., [26,28]) (Table 2).
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Figure 2. Pareto optimal set for the Biot number (�) and D/s2 (�) for T = 50 ◦C.

In accordance with Equations (5)–(7), the value of the calculated reduced moisture content MR
depends not only on the Biot number, but also, assuming the accuracy of the description by the model,
on the moisture diffusion coefficient D. Figure 2 shows an example of the relation between Bi and the
moisture diffusion coefficient. The increase of the Biot number requires the value of D to be reduced
(Figure 2), with better fitting of the model (5) to experimental data being obtained for greater Bi values.
For smaller values of Bi, the errors (RMSE and MAE) are greater, and R2 is smaller, even after the
increase of D (Figure 2).

3.2. Case 2a. Optimization of Parameters of the Function for Determining the Biot Number (Equation (8a))

The optimization task described by Equation (10) considers the Biot number from Equation (8a)
in MRpred (Equations (5)–(7)). Therefore, the parameters ab and bb of the equation (Equation (8a)) were
sought in this strategy.

The results of optimization are presented in Table 3, Figure 3, and Figure 4. The best solution
is ID 2a_1 (the smallest MAE = 0.05346 and the greatest R2 = 0.9822) and ID 2a_2 (the smallest
RMSE = 0.06695 and slightly worse MAE and R2 compared with ID 2a_1).

Table 3. Pareto optimal set for constants in Equations (8a) and (9) and results of the statistical analysis.

ID ab bb ad bd R2 RMSE MAE

2a_1 0.81932 6.49505 0.00704 2.54000 0.9822 0.06724 0.05346
2a_2 0.81976 6.53818 0.00720 2.54000 0.9817 0.06695 0.05358
2a_3 0.81935 6.48207 0.00717 2.28576 0.9815 0.06717 0.05374
2a_4 0.81959 6.43306 0.00722 2.06814 0.9812 0.06744 0.05405
2a_5 0.82018 6.47067 0.00700 1.57058 0.9814 0.06783 0.05405
2a_6 0.82042 6.47042 0.00705 1.57079 0.9813 0.06779 0.05411
2a_7 0.81959 6.43306 0.00722 1.56814 0.9807 0.06804 0.05455
2a_8 0.81964 6.52297 0.00732 1.91671 0.9807 0.06794 0.05457
2a_9 0.81955 6.46056 0.00735 1.58362 0.9803 0.06864 0.05514

2a_10 0.81958 6.45445 0.00750 1.87225 0.9800 0.06911 0.05557
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Figure 3. Pareto optimal sets for constants of Equation (8a).

 
Figure 4. Pareto optimal set for the function of the Biot number and D/s2: Equations (8a) and (9).

The courses of the function (Equation (8a)) with parameters ab and bb obtained as a result of
optimization are very similar (Figure 5) (overlap almost entirely–similar values of parameters (Table 3)),
and the values of the Biot number obtained from them for the temperatures of 40–70◦C are within
the range of 0.696523–0.74672 for ID 2a_1 and 0.696144–0.746659 for ID 2a_2. The courses of the
function (Equation (9)) with parameters ad and bd obtained as a result of optimization differ from each
other (Figure 4) and the best solution of the optimization task was obtained for smaller values of the
moisture diffusion coefficient. The values of D/s2 for the temperatures of 40–70◦C are within the range
of 0.006606–0.006788 for ID 2a_1 and 0.006753–0.00694 for ID 2a_2.
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Figure 5. Pareto optimal sets for constants of Equation (8b).

3.3. Case 2b. Optimization of Parameters of the Function for Determining the Biot number (Equation (8b))

The results of optimization are presented in Table 4 and Figures 5 and 6. The best solutions are ID
2b_1 (the smallest MAE = 0.05688 and the greatest R2 = 0.9794) and ID 2b_2 (the smallest RMSE =
0.07160 and slightly smaller R2 (difference 0.0004)).

 
Figure 6. Pareto optimal set for the function of the Biot number and D/s2: Equations (8b) and (9).

The courses of the function (Equation (8b)) with parameters ab and bb obtained as a result of
optimization are very similar (Figure 6) (ID 2b_1, 2b_2, and 2b_3 overlap almost entirely - similar
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values of parameters (Table 4)), and the values of the Biot numbers obtained from the function for the
temperatures of 40–70 ◦C are within the range of 0.721854–0.747842 both for ID 2b_1 and ID 2b_2, and
they are the greatest compared with the other solutions. The courses of the function (Equation (9)) with
parameters ad and bd obtained as a result of optimization differ from each other (Figure 6) and the best
solution of the optimization task was obtained for smaller values of the moisture diffusion coefficient.
The values of D/s2 for the temperatures of 40–70◦C are within the range of 0.006477–0.006624 for ID
2b_1 and 0.006582–0.006731 for ID 2b_2.

Table 4. Pareto optimal set for constants in Equations (8b) and (9) and results of the statistical analysis.

ID ab bb ad bd R2 RMSE MAE

2b_1 0.04644 140795.3 0.006825 2.094928 0.9794 0.07178 0.05688
2b_2 0.04644 140795.5 0.006935 2.091899 0.9790 0.07160 0.05694
2b_3 0.046449 139323 0.007073 1.661161 0.9782 0.07233 0.05766
2b_4 0.045152 130655.1 0.007347 2.498029 0.9789 0.07185 0.05803
2b_5 0.046592 133294.6 0.007432 2.446309 0.9779 0.07316 0.05837
2b_6 0.045209 139490.1 0.007085 1.60367 0.9760 0.07654 0.06113
2b_7 0.045793 138027.1 0.007722 1.747985 0.9748 0.07845 0.06186
2a_8 0.045224 135305.8 0.007933 1.8519 0.9737 0.08067 0.06288
2a_9 0.045296 138802.9 0.008329 1.525632 0.9718 0.08710 0.06673

2b_10 0.046629 139913.5 0.008114 1.605228 0.9718 0.08986 0.06883

3.4. Case 2c. Optimization of Parameters of the Function for Determining the Biot Number (Equation (8c))

The results of optimization are presented in Table 5 and Figures 7 and 8. The best solutions are
ID 2c_1 (the smallest MAE = 0.05693 and the greatest R2 = 0.9793) and ID 2c_2 (the smallest RMSE =
0.07168843 and slightly smaller R2 (difference 0.0003)).

Table 5. Pareto optimal set for constants in Equations (8c) and (9) and results of the statistical analysis.

ID ab bb ad bd R2 RMSE MAE

2c_1 0.105914 161892.9 0.006818 1.999354 0.9793 0.07184 0.05693
2c_2 0.105920 161892.9 0.006939 1.999354 0.9790 0.07168 0.05701
2c_3 0.105956 161896.9 0.007083 1.836184 0.9784 0.07212 0.05751
2c_4 0.105896 162115 0.007115 1.717303 0.9782 0.07242 0.05773
2c_5 0.105920 161892.9 0.007259 1.999354 0.9780 0.07274 0.05803
2c_6 0.102556 162170.2 0.007465 1.623216 0.9777 0.07301 0.05877
2c_7 0.102552 162127.3 0.007589 1.80125 0.9775 0.07331 0.05887
2c_8 0.102543 162188.4 0.007620 1.608689 0.9772 0.07384 0.05919
2c_9 0.102548 162077.8 0.007761 1.823051 0.9770 0.07446 0.05951
2c_10 0.103676 162170.9 0.007290 1.999114 0.9765 0.07493 0.05968

The courses of the function (Equation (8c)) with parameters ab and bb obtained as a result of
optimization are very similar (Figure 8) (overlap almost entirely–similar values of parameters (Table 5)),
and the values of the Biot numbers obtained from the function for the temperatures of 40–70◦C are
within the range of 0.721413–0.747151 for ID 2c_1 and 0.721450–0.747192 for ID 2c_2, and they are the
greatest compared with other solutions. The courses of the function (Equation (9)) with parameters
ad and bd obtained as a result of optimization differ from each other (Figure 8) and the best solution
of the optimization task was obtained for smaller values of the moisture diffusion coefficient. The
values of D/s2 for the temperatures of 40–70◦C are within the range of 0.00649–0.00663 for ID 2c_1 and
0.0066–0.00674 for ID 2c_2.
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Figure 7. Pareto optimal sets for constants of Equation (8c).

 
Figure 8. Pareto optimal set for the function of the Biot number and D/s2: Equations (8c) and (9).

3.5. Case 2d. Optimization of Parameters of the Function for Determining the Biot Number (Equation (8d))

The results of optimization are presented in Table 6 and Figures 9 and 10. The performed
optimization also allowed us to obtain constants for Equation (8d) and Equation (9) and then to
calculate the Biot number and the moisture diffusion coefficient (Table 6). The best solutions are ID
2d_1 (the smallest MAE = 0.05378 and the greatest R2 = 0.9818) and ID 2d_2 (the smallest RMSE =
0.06742 and only slightly worse R2 (difference 0.0004)).
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Table 6. Pareto optimal set for constants in Equations (8d) and (9) and results of the statistical analysis.

ID ab bb ad bd R2 RMSE MAE

2d_1 0.087671 0.374624 0.006984 1.988010 0.9818 0.06763 0.05378
2d_2 0.087777 0.374868 0.007130 1.988010 0.9814 0.06742 0.05390
2d_3 0.099520 0.329786 0.007546 2.461728 0.9804 0.06837 0.05507
2d_4 0.091440 0.359263 0.007757 2.217054 0.9794 0.07085 0.05688
2d_5 0.100428 0.303184 0.008240 2.052006 0.9783 0.07329 0.05852
2d_6 0.091342 0.356587 0.007770 2.413837 0.9778 0.07300 0.05883
2d_7 0.078979 0.400324 0.007770 1.930612 0.9773 0.07414 0.05956
2d_8 0.072832 0.412350 0.007200 1.973931 0.9772 0.07705 0.06194
2d_9 0.077064 0.381598 0.008456 2.366783 0.9758 0.07764 0.06241
2d_10 0.029274 0.581316 0.008014 1.660092 0.9746 0.07869 0.06313

 
(a) 

 
(b) 

 
(c) 

 

Figure 9. Pareto optimal sets for constants of Equation (8d).

 

Figure 10. Pareto optimal set for the function of the Biot number and D/s2: Equations (8d) and (9).
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The courses of the function (Equation (8d)) with parameters ab and bb obtained as a result
of optimization are very similar (Figure 10) (overlap almost entirely–similar values of parameters
(Table 6)), and the values of the Biot numbers obtained from the function for the temperatures of
40–70 ◦C are within the range of 0.698032–0.747095 for ID 2d_1 and 0.698668–0.747789 for ID 2d_2,
and are the greatest compared with other solutions. The courses of the function (Equation 9) with
parameters ad and bd obtained as a result of optimization differ from each other (Figure 10) and the best
solution of the optimization task was obtained for smaller values of the moisture diffusion coefficient.
The values of D/s2 for the temperatures of 40–70◦C are within the range of 0.00665–0.00679 for ID 2d_1
and 0.00678–0.00693 for ID 2d_2.

3.6. Case 2e. Optimization of Parameters of the Function for Determining the Biot Number (Equation (8e))

The results of optimization are presented in Table 7 and Figures 11 and 12. The optimization also
allowed us to obtain constants Equation (8e) and Equation (9) and then to calculate the Biot number
and the moisture diffusion coefficient (Table 7). The set of best solutions is made up of ID 2e_1–ID
2e_5, with ID 2e_1 being characterised by the smallest value of MAE = 0.06633, ID 2e_4 by the smallest
value of RMSE = 0.08183, and ID 2e_5 by the greatest R2 = 0.9771. For ID 2e_1, RMSE is greater than
for ID 2e_4 by only 0.0002 and R2 is smaller than for ID 2e_5 by only 0.0003. For ID 2e_4, MAE is
greater than for ID 2e_1 by only 0.0002 and R2 is only 0.0003 smaller than for ID 2e_5. For ID 2e_5,
MAE is greater than for ID 2e_1 by only 0.0002 and RMSE is greater than for ID 2e_4 by only 0.00006.
For ID 2e_2, ID 2e_3, and ID 2e_6, R2 is smaller than the greatest one (ID 2e_5) by 0.0002, 0.00007,
and 0.0001, respectively; RMSE is greater than the smallest one (ID 2e_4) by 0.00013, 0.00014, and
0.000005, respectively; and MAE is greater than the smallest one (ID 2e_1) by 0.00001, 0.0009, and
0.00025, respectively.

Table 7. Pareto optimal set for constants in Equations (8e) and (9) and results of the statistical analysis.

ID ab bb ad bd R2 RMSE MAE

2e_1 1.298971 0.124544 0.006152 4.960183 0.9768 0.08207 0.06633
2e_2 1.449848 0.153382 0.006185 4.996656 0.9769 0.08196 0.06634
2e_3 1.290019 0.131396 0.006165 4.989554 0.9770 0.08197 0.06642
2e_4 1.289663 0.129626 0.006287 4.989283 0.9768 0.08183 0.06651
2e_5 1.456449 0.165094 0.006188 4.984513 0.9771 0.08189 0.06652
2e_6 1.466073 0.166745 0.006246 4.961883 0.9770 0.08184 0.06658
2a_7 1.557768 0.172773 0.006043 3.882209 0.9762 0.08287 0.06694
2e_8 1.562403 0.184398 0.006047 3.886745 0.9765 0.08278 0.06715
2e_9 1.56531 0.183702 0.006119 3.888001 0.9763 0.08269 0.06719
2e_10 1.276498 0.120256 0.005896 2.895483 0.9756 0.08381 0.06743

The courses of the function (Equation (8e)) with parameters ab and bb obtained as a result
of optimization differ from each other (Figure 12), and the values of Bi obtained from them are
the greatest. The values of Bi obtained for the temperatures of 40–70 ◦C are within the range of
0.823371–0.721929: 0.820488–0.76525 for ID 2e_1, 0.823371–0.755645 for ID 2e_2, 0.794496–0.738172
for ID 2e_3, 0.79948–0.743539 for ID 2e_4, 0.792145–0.722239 for ID 2e_5, and 0.792538–0.721929 for
ID 2e_6. The courses of the function (Equation (9)) with parameters ad and bd obtained as a result of
optimization are similar (Figure 12) and the best solution of the optimization task was obtained for
smaller values of the moisture diffusion coefficient (except for ID 2e_4). The values of D/s2 obtained for
the temperatures of 40–70 ◦C are within the range of 0.00543–0.00573 for ID 2e_1, 0.00546–0.00576 for
ID 2e_2, 0.00544–0.00574 for ID 2e_3, 0.00555–0.00585 for ID 2e_4, 0.00546–0.00576 for ID 2e_5, and
0.00552–0.00582 for ID 2e_6.
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Figure 11. Pareto optimal sets for constants of Equation (8e).

 
Figure 12. Pareto optimal set for the function of the Biot number and D/s2: Equations (8e) and (9).

3.7. Case 2f. Optimization of Parameters of the Function for Determining the Biot Number (Equation (8f))

The results of optimization are presented in Table 8 and Figures 13 and 14. The best solutions are
ID 2f_1 (the smallest MAE = 0.06056 and the greatest R2 = 0.9764) and ID 2f_2 (the smallest RMSE =
0.07591, and compared with 2f_1, slightly worse R2 (smaller by 0.0002) and MAE (greater by 0.00002)).
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Table 8. Pareto optimal set for constants in Equations (8f) and (9) and results of the statistical analysis.

ID ab bb ad bd R2 RMSE MAE

2f_1 0.077244 862213.6 0.007368 5.739963 0.9764 0.07598 0.06056
2f_2 0.077236 862220.8 0.007449 5.729922 0.9762 0.07591 0.06058
2f_3 0.077207 864646.7 0.007868 5.355261 0.9748 0.07803 0.06199
2f_4 0.073875 1059418 0.006741 2.720529 0.9745 0.07933 0.06235
2a_5 0.077859 862396.3 0.007587 5.708511 0.9730 0.08043 0.06483
2a_6 0.076727 865525.6 0.007648 4.417204 0.9713 0.08331 0.06520
2f_7 0.078282 862213.6 0.007368 5.741489 0.9727 0.08254 0.06684
2f_8 0.076328 960205.5 0.007648 2.969758 0.9698 0.08642 0.06705
2f_9 0.072421 1059416 0.006582 1.131156 0.9690 0.08750 0.06884
2f_10 0.070248 1137211 0.006003 0.042246 0.9696 0.08812 0.06893

Figure 13. Pareto optimal sets for constants of Equation (8f).

Figure 14. Pareto optimal set for the function of the Biot number and D/s2: Equations (8f) and (9).
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The courses of the function (Equation (8f)) with parameters ab and bb obtained as a result of
optimization differ from each other (Figure 14). The values of the Biot number obtained for the
temperatures of 40–70 ◦C are within the range of 0.745901–0.722602 for ID 2f_1 and 0.745978–0.722677
for ID 2f_2. The courses of the function (Equation 9) with parameters ad and bd obtained as a result of
optimization differ from each other (Figure 14). The values of D/s2 obtained for the temperatures of
40–70 ◦C are within the range of 0.006383–0.006788 for ID 2f_1 and 0.006454–0.006863 for ID 2f_2.

3.8. Case 2g. Optimization of Parameters of the Function for Determining the Biot Number (Equation (8g))

The results of optimization are presented in Table 9 and Figure 15–16. The best solution is ID 2g_1
(the smallest both MAE = 0.06041, RMSE = 0.07566 and the greatest R2 = 0.9764).

Table 9. Pareto optimal set for constants in Equations (8g) and (9) and results of the statistical analysis.

ID ab bb ad bd R2 RMSE MAE

2g_1 0.17462 1193847 0.007492 5.999963 0.9764 0.07566 0.06041
2g_2 0.17462 1193847 0.007492 4.984338 0.9754 0.07677 0.06124
2g_3 0.20101 109835.1 0.007664 7.999996 0.9748 0.07827 0.06191
2g_4 0.20101 109834.6 0.007698 7.999992 0.9747 0.07826 0.06192
2g_5 0.20097 109790.8 0.007727 7.968262 0.9746 0.07830 0.06195
2g_6 0.19994 114067.1 0.007438 6.988878 0.9743 0.07932 0.06265
2g_7 0.18938 116127.4 0.007119 8.999996 0.9760 0.07926 0.06310
2g_8 0.18938 116103.4 0.007247 8.999909 0.9758 0.07911 0.06312
2g_9 0.18944 115792.8 0.007267 8.882749 0.9749 0.07991 0.06341

2g_10 0.19830 114642.6 0.007446 5.755039 0.9731 0.08041 0.06346

 
(a) 

 
(b) 

 
(c) 

 

Figure 15. Pareto optimal sets for constants of Equation (8g).
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The courses of the function (Equation (8g)) with parameters ab and bb and the function (Equation (9))
with parameters ad and bd obtained as a result of optimization differ from each other (Figure 16). The
values of the Biot number and the values of D/s2 obtained for the temperatures of 40–70 ◦C for ID 2g_1
change slightly and are within the range of 0.745762–0.722883 and 0.006448–0.006877, respectively.

 
Figure 16. Pareto optimal set for the function of the Biot number and D/s2: Equations (8g) and (9).

3.9. Case 2h. Optimization of Parameters of the Function for Determining the Biot Number (Equation (8h))

The results of optimization are presented in Table 10 and Figures 17 and 18. The best solutions are
ID 2h_1 (the smallest MAE = 0.06293 and the greatest R2 = 0.9740) and ID 2h_2 (the smallest RMSE =
0.07925, with MAE being slightly worse than for ID 2h_1 (the difference 0.00003)).

Table 10. Pareto optimal set for constants in Equations (8h) and (9) and results of the statistical analysis.

ID ab bb ad bd R2 RMSE MAE

2h_1 1.434697 2.507106 0.006923 2.14 0.9740 0.07927 0.06293
2h_2 1.434897 2.509596 0.006967 2.14 0.9739 0.07925 0.06296
2h_3 1.431146 2.528872 0.007108 2.13075 0.9736 0.07946 0.06315
2h_4 1.431491 2.57301 0.007147 2.047283 0.9734 0.07970 0.06330
2h_5 1.429736 2.524792 0.007201 2.118279 0.9733 0.07981 0.06337
2h_6 1.429389 2.530306 0.007283 2.102477 0.9731 0.08025 0.06364
2h_7 1.432067 2.515218 0.007349 2.128414 0.9729 0.08062 0.06385
2h_8 1.430119 2.532143 0.007376 2.103931 0.9728 0.08085 0.06400
2h_9 1.42891 2.540204 0.007397 2.086483 0.9727 0.08104 0.06412
2h_10 1.435259 2.545177 0.007423 2.112372 0.9727 0.08118 0.06418

The courses of the function (Equation (8h)) with parameters ab and bb obtained as a result of
optimization differ slightly from each other (Figure 18). The values of the Biot number obtained for the
temperatures of 40–70 ◦C are within the range of 0.742097–0.722428 for ID 2h_1 and within the range
of 0.742039–0.722353 for ID 2h_2. The courses of the function (Equation (9)) with parameters ad and bd
obtained as a result of optimization are similar (Figure 18) and the best solution of the optimization task
was obtained for smaller values of the moisture diffusion coefficient. The values of D/s2 obtained for the
temperatures of 40–70 ◦C are within the range of 0.006562–0.006714 for ID 2h_1 and 0.006604–0.006757
for ID 2h_2.
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(a) 

 
(b) 

 
(c) 

 

Figure 17. Pareto optimal sets for constants of Equation (8h).

 
Figure 18. Pareto optimal set for the function of the Biot number and D/s2: Equations (8h) and (9).

Among the functions (Equation (8a))–(Equation (8d)) indicating the increase of the Biot number
with the increase of the temperature, the best one was the function described by the equation
(Equation (8a)), and the second best function (Equation (8d)) was only slightly worse. Among the
functions (Equation (8e))–(Equation (8h)) indicating the decrease of the Biot number with the increase
of the temperature, the best one was the function described by the equation (Equation (8g)), and the
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second best function (Equation (8h)) was only slightly worse. Figure 19 shows the Biot number and
the moisture diffusion coefficient for the best solutions of the optimization task 2a, 2d, 2g, and 2h.

 
Figure 19. Pareto optimal set for the function of the Biot number and D/s2: Equations (8a), (8d), (8g),
(8h), and (9).

The range of variability of the Biot number for ID 2a_1, 2a_2, and 2d_1 is identical (the courses of
the functions are almost identical), and it ranges between 0.70 and 0.75, whereas for ID 2g_1, 2g_2, 2h_1,
and 2h_2, the range is smaller, between 0.72 and 0.75. D/s2 calculated using (Equation (9)) changes
most for ID 2g_1 (0.00645–0.00688). For ID 2g_2, the changes are smaller (0.00661–0.00698), and for ID
2a_2 and 2d_2, the changes are the smallest (the courses of the functions are almost identical), ranging
between 0.00675 and 0.00685.

According to (Equation (1)), the Biot number depends on the mass transfer coefficient hm and
mass diffusion coefficient D. Therefore, the dependence of Bi on temperature is determined by the
temperature influence on both mentioned coefficients. An increase of the temperature (according to the
literature (i.e., Equation (9))) results in an increase of the moisture diffusion coefficient. In the definition
of the Biot number (Equation (1)), there is a ratio hm/D and the Biot number depends precisely on this
relation. A greater temperature impact on hm than on D results in the increase of the Biot number
with temperature. Many authors have applied a dimensionless number to estimate the value of the
mass transfer coefficient [8,24,29,30]. Equation Sh = f(Gr,Sc) is often applied under natural convection
conditions [31].

The dependences obtained as a result of optimization indicate that a better fitting of the model (5)
to the experimental data is obtained when Bi increases with the increase of the drying temperature
according to the (Equation (8a)) with the constants of the equation for ID 2a_1 (Table 3):

Bi = 0.8193 exp
(
−6.4951T−1

)
, (11)

Simultaneously, D/s2 is calculated based on (Equation (9)) with the constants of the equation for
ID 2a_1 (Table 3):

D/s2 = 0.00704 exp
(
−2.54T−1

)
, (12)
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However, only slightly worse fitting is obtained when Bi decreases with the increase of the drying
temperature according to (Equation (8g)) with the constants of the equation for ID 2g_1 (Table 9):

Bi = 1/0.1746 log(119347T) (13)

Simultaneously, D/s2 is calculated based on (Equation (9)) with the constants of the equation for
ID 2g_1 (Table 9):

D/s2 = 0.0075 exp
(
−6T−1

)
, (14)

The values of D/s2 obtained from Equation (12) (for 40–70 ◦C) are the following: 0.00665–0.00679,
and they are in the range of 0.00645–0.00688 obtained from Equation (14). The D values lie within
the general range of 1013 to 106 m2s−1 for food materials [32,33]. However the range of the Biot
number calculated from Equation (13) (0.7729–0.7458) is wider than that obtained from Equation (11)
(0.6965–0.6747).

The acceptance in the drying model (Equation (5)) of the Biot number and D/s2 determined from
Equations (11) and (12) or from Equations (13) and (14) results in various fits of the discussed model
at individual considered temperatures. The MAE values for the model (Equation (5)) (Bi and D/s2

from Equations (11) and (12)) are the following: 0.0690, 0.0340, 0.0426, and 0.0725 (for 40, 50, 60, and
70 ◦C, respectively), whereas for Bi and D/s2 determined from Equations (13) and (14), the MAE values
are much higher for extreme temperatures, namely 40 and 70 ◦C, and they are the following: 0.0815,
0.0377, 0.0.0425, and 0.0856 (for the mentioned temperatures, respectively).

The results of the validation of Biot number estimation are the following. The validation was
done using the experimental data of drying kinetics of parsley root (Berlińska variety, 6 mm thick
slices) dried in natural convection conditions at 55 ◦C. Biot number values were the following: 0.7281
and 0.7326 (Equations (11) and (13), respectively), whereas D/s2 equalled 0.0067 (Equations (12) and
(14)). Regardless of whether Equations (11) and (12) or (13) and (14) were used, R2 = 0.9955, RMSE =
0.0376, and MAE = 0.0336, so the validation can be treated as satisfactory.

4. Conclusions

The analysis of Biot numbers enables questions about the controlling mechanisms employed for
heat or mass transfer during the considered process to be answered.

This paper used a multi-objective optimization method (based on GA and Pareto optimization)
for determination of the Biot number. A MOO GA method with a consideration of the simultaneous
maximization of R2 and minimization of RMSE and MAE between experimental data and the drying
model was successfully applied.

The optimum values of the Biot number and constants of function used to determine the Biot
number, gained by the MOO GA, were found. Eight types of equations for determining the Bi were
tested. The Biot number can be calculated from the following equations: Bi = 0.8193exp(−6.4951T−1)
(and moisture diffusion coefficient from D/s2=0.00704exp(−2.54T−1)) or Bi=1/0.1746log(1193847T)
(D/s2 = 0.0075exp(−6T−1)). The results of statistical analysis were as follows: RMSE = 0.0672, MAE =
0.0535, and R2 = 0.98 for the first equation for Bi and D/s2 and RMSE = 0.0757, MAE = 0.0604, and
R2 = 0.98 for the second one. The conducted validation gave good results: RMSE = 0.0376, MAE =
0.0336, and R2 = 0.9955.
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Nomenclature

ab, bb constants in Equations (8a)–(8h)
ad, bd constants in Equation (9)
Bi = hmL/D Biot number for mass transfer
c concentration
D mass diffusion coefficient (m2s−1)
DAB moisture diffusivity in the gaseous phase (m2s−1)
g acceleration of gravity (ms-2)
Gr=gL3βΔc/ν2 Grashof number
hm mass transfer coefficient (ms−1)
L characteristic dimension (m)
M moisture content (kg H2O kg−1 d.m.)
M0 initial moisture content (kg H2O kg−1 d.m.)
Me equilibrium moisture content (kg H2O kg−1 d.m.)
MR moisture ratio
MRpred predicted moisture ratio
MRexp moisture ratio from experiment
MRexp average value of moisture ratio from experiment
n number of data
s half of plane thickness (m)
Sc = ν/DAB Schmidt number
Sh = hmL/DAB Sherwood number
T drying air temperature (◦C)
t time (s)
x coordinate (m)
Greek symbols

β coefficient of expansion
v kinematic viscosity (m2s−1)
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Abstract: Absorption systems are a sustainable solution as solar driven air conditioning devices in
places with warm climatic conditions, however, the reliability of these systems must be improved.
The absorbing component has a significant effect on the cycle performance, as this process is complex
and needs efficient heat exchangers. This paper presents an experimental study of a bubble mode
absorption in a plate heat exchanger (PHE)-type absorber with NH3-LiNO3 using a vapor distributor
in order to increase the mass transfer at solar cooling operating conditions. The vapor distributor
had a diameter of 0.005 m with five perforations distributed uniformly along the tube. Experiments
were carried out using a corrugated plate heat exchanger model NB51, with three channels, where
the ammonia vapor was injected in a bubble mode into the solution in the central channel. The range
of solution concentrations and mass flow rates of the dilute solution were from 35 to 50% weight
and 11.69 to 35.46 × 10−3 kg·s−1, respectively. The mass flow rate of ammonia vapor was from
0.79 to 4.92 × 10−3 kg·s−1 and the mass flow rate of cooling water was fixed at 0.31 kg·s−1. The
results achieved for the absorbed flux was 0.015 to 0.024 kg m−2·s−1 and the values obtained for
the mass transfer coefficient were in the order of 0.036 to 0.059 m·s−1. The solution heat transfer
coefficient values were obtained from 0.9 to 1.8 kW·m−2·K−1 under transition conditions and from
0.96 to 3.16 kW·m−2·K−1 at turbulent conditions. Nusselt number correlations were obtained based
on experimental data during the absorption process with the NH3-LiNO3 working pair.

Keywords: bubble absorber; absorption cooling; ammonia-lithium nitrate; plate heat exchanger

1. Introduction

The increasing awareness of global warming is inspiring the population to find better solutions
to the problems related to the use of clean energy. For cooling needs, industries and residential
sectors use mostly mechanical vapor compression refrigeration systems driven by electricity as
well as conventional refrigerants. This field generates many opportunities for research on the use
of alternatives energy sources friendly to the environment [1]. The opportunity arises to develop
refrigeration systems that fit into the model of the three Es (energy, economy, and ecology) [2,3].

Recently, the demand for absorption refrigeration systems has increased mainly for small capacity
(5 to 20 kW) units that can be driven by low and medium temperature heat sources such as waste heat,
solar, geothermal or biomass. These thermal cooling systems are an attractive option in order to reduce
electric power consumption.
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The design of efficient heat exchangers is vital for absorption cooling systems to compete
against compression systems, since they constitute the main and most expensive components [4].
The commercial absorption systems use working pairs such as NH3-H2O for cooling and freezing
applications; however, this system has the need for an ammonia vapor rectification component that
consequently produces a rise in cost and a reduction in the coefficient of performance. However,
NH3-LiNO3 could be an alternative working mixture, since it has a better thermodynamic properties
than NH3-H2O and a rectifier is not necessary [5–7]. The absorber is a critical component of the
absorption system [8] due to the complex heat and mass transfer processes during the absorption of
ammonia vapor in the dilute solution. The bubbling absorption mode has been proposed as a viable
option with NH3-H2O [9–13], rather than the traditional falling film absorption systems because it not
only provides high heat transfer coefficients but also provides good mixing between the vapor and
the liquid. However, it requires of good vapor distribution, whilst falling film transfer requires an
excellent liquid distribution [11].

Plate heat exchangers (PHEs) have been used as an absorber in bubble mode because the
corrugation of the channels produces high turbulence values. Lee et al. [9] analyzed an absorber
using a flat plate heat exchanger with ammonia-water; they concluded that the increase of solution
flow rate slightly affected mass transfer, but improved heat transfer; besides the heat transfer was
improved when the vapor flow rate was increased. The authors proposed experimental correlations
for the Nusselt and Sherwood numbers.

Cerezo et al. [8] presented a mathematical model to analyze the bubble absorption process using
a PHE. They carried out a comparative study using different mixtures as working fluids: NH3-H2O,
NH3-NaSCN and NH3-LiNO3; the system was simulated at typical refrigeration operating conditions.
The results showed that the mixtures NH3-H2O and NH3-NaSCN had greater absorption heat rates
and ammonia vapor mass absorption compared to the mixture NH3-LiNO3. The low values obtained
by the last mixture were mainly caused by the high viscosity of the solution, which decreased the
absorption process. On the other hand, the NH3-LiNO3 mixture resulted with the highest COP values.
Ayub [14] presented a study of available correlations for PHE´s in only one phase in a format that
is easily used by engineers to design and analyze systems of this kind. Oronel et al. [15] presented
in 2012 a study of NH3-LiNO3 absorption in the bubbling mode with a PHE with Chevron-L type
corrugation (30◦ from the plate vertical axis) and using a simple tube as a gas distributor with an
internal diameter of 1.7 mm. The results showed empirical relationships for the Nusselt and Sherwood
numbers for the NH3-LiNO3 solutions. Best and Rivera [16] carried out an extensive review of the
theoretical and experimental thermal cooling systems. In particular, systems at small and medium size
capacities operating with water/lithium bromide, and ammonia/lithium nitrate.

This paper carries out an experimental evaluation of an absorber with a type L plate heat exchanger
(PHE) with NH3-LiNO3 using a vapor distributor with five perforations located on the bottom side of
the absorber in order to increase the mass transfer. According to the literature review performed for
plate heat exchangers that operate as an absorber with the NH3-LiNO3 working pair, the mass transfer
coefficients calculated in this work reached higher values than other studies. The modified plate
exchanger with an inner gas distributor will be installed as an absorber within an absorption cooling
system driven by solar energy. The results of this work are presented as a good engineering option:
to incorporate an efficient absorber into a compact refrigeration system by means of NH3-LiNO3

absorption. These results are important for the absorption refrigeration research and development.

2. Description of the Experimental System

2.1. Test Rig Description

A test rig was designed to study the absorption process in a PHE. It consisted basically of three
circuits: the ammonia vapor (yellow), ammonia-lithium nitrate solution (orange) and the cooling water
as can be seen in Figure 1. In the ammonia vapor circuit, liquid ammonia was stored in a tank and
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pumped through a micrometric expansion valve, which reduced the pressure and changed to a vapor
phase, it was injected into the bottom side of the absorber using a vapor distributor as it is shown in
Figure 2. The absorption process was carried out in the solution circuit. The poor in ammonia solution
was stored in a container and it was pumped to the bottom side of the absorber, where ammonia
vapor and solution were mixed. The concentrated solution left the absorber and was sent to a storage
container. The heat generated by the absorption process was removed by the cooling water circuit,
which was pumped from a cold water reservoir (15,000 L) to the side plates of the PHE, extracting
the absorption heat. A needle valve regulated the cooling water mass flow. The ammonia vapor and
solution circuits were made of stainless steel, whereas the cooling circuit was made of PVC. In Figure 1,
we can also observe the control and measurement instruments that were placed in the experimental
system (pressure, temperature, mass flows, needle valves, diaphragm pumps).

Figure 1. Schematic diagram of the device to study the bubble absorption process in a plate
heat exchanger.

Figure 2. Diagram and photograph of a chevron plate heat exchanger. (a) Detailed inner main
parameters; (b) the assembly of the modified PHE, with the measuring and control instruments.
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2.2. Plate Heat Exchanger as Absorber

A stainless steel plate heat exchanger model T2-BFG from Alfa Laval was used as an absorber.
Table 1 shows the dimension details of a plate. The PHE consisted of three channels, ammonia vapor
and NH3-LiNO3 flowed in the central channel, and cooling water flowed into the side channels. Details
of the absorber are shown in Figure 2.

Table 1. Main dimensions of a plate heat exchanger.

Parameter Dimension

Spacing between channels, Λ [mm] 6
Inter-plate channel height, b [mm] 2.18

Effective width length, Lh [mm] 77
Pattern length, Lp [mm] 275

Effective height length, Lv [mm] 280
Inside width between gaskets edges Lw [mm] 82

Port diameter, Dp [mm] 25
Number of passes, Np 1

Chevron angle, β [degree] 30

The vapor distributor, shown in Figure 3, consisted of a 50 mm long and 5 mm inside diameter
steel tube with five equidistant perforations: two of 1 mm, two of 2 mm and one of 3 mm [10,11].
Temperature, pressure, and mass flow rate sensors were placed at the inlet and outlet of the cooling
water and solution flows in the plate heat exchanger as it can be seen in Figure 1. Information on
the accuracy of the sensors can be seen in Table 2, and the operating parameters and their respective
accuracies summary can be seen in Appendix A.

Figure 3. Inner distributor of ammonia vapor placed in the central channel of the PHE. (a) general
view of the vapor distributor; (b) close up of the tube with perforations.
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Table 2. Parameters of the sensors used in the experimental study and associated uncertainty values.

Sensor Device Operating Range Accuracy

Temperature RTD −180 a 520 ◦C ±0.2 ◦C
Mass flow Coriolis 0 a 5 kg·min−1 ±0.1%

Density Coriolis 700 a 1200 kg·m−3 ±0.1%
Pressure piezoelectric 0 a 10 bar ±0.15%

Mass flow Turbine 0 a 30 kg·min−1 ±0.2%

3. Data Reduction

The thermodynamic properties of NH3-LiNO3 solutions were obtained from Libotean [17], Infante
Ferreira [18] and Conde [19]. The experimental data correspond to steady state conditions during
at least 15 min for each experimental run. The heat transfer area (Aexch) was calculated using the
surface enlargement factor (φ) defined as the proportion of increased length with respect to a plane
plate length or projected length [20]. Aeff is the projected area of the plate. The heat transfer area was
0.0504 m2:

Aexch = ∅ ∗ Ae f f [m] (1)

∅ =
increased_length
projected_length

[dimensionless] (2)

The equivalent diameter, De, is defined as:

De =
4bLw

2(b + Lw∅)
≈ 2b

∅
[m]; Considering that : b << Lw (3)

The Reynolds number (Re), channel mass velocity (Gcsol) and the number of channels per pass
(Ncp), are calculated as [21–25]:

Re =
GCsol De

μ
[dimensionless] (4)

Gcsol =

.
msol

NcpbLw

[
kg m−2s−1

]
(5)

Ncp =
Nt − 1
2Np

[dimensionless] (6)

GCsol is a relationship of the solution mass flow rate with respect to the physical characteristics
of the heat exchanger. De is equivalent diameter, b is the inter-plate channel height, μ is the dynamic
viscosity, ṁsol is the mass flow of solution, Ncp is the number of channels per pass, Nt is the total
number of plates, Np is the number of passes and, Lw is the effective height length.

The logarithmic mean temperature difference (LMTD) was used considering the inlet and outlet
temperatures of the absorber [24]:

LMTD =
[Tsol,in − Tc,out]− [Tsol,out − Tc,in]

ln
[
[Tsol,in−Tc,out]
[Tsol,out−Tc,in]

] [dimensionless] (7)

The Nusselt number is stated by Equations (8) and (9), where μSOL is dynamic viscosity of solution,
μW is the dynamic viscosity of water, Lcha is the channel length:

Nusol = aRebPrc
(

μsol
μw

)
[dimensionless] (8)
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Nusol =
hsol Lcha

ksol
[dimensionless] (9)

Prsol =
μsolCpsol

ksol
[dimensionless] (10)

The overall heat transfer coefficient, U, was calculated by Equation (11):

U =
1

1
hw

+ xss
kss

+ 1
hsol

[
kWm−2K−1

]
(11)

Ammonia mass absorption flux, FABS, indicates the capacity of the solution to absorb the ammonia
vapor per unit of heat transfer area. ṁNH3 is absorbed ammonia mass flow rate, Aexch is the heat
exchange area:

FABS =

.
mNH3abs

Aexch

[
kgm−2s−1

]
(12)

The overall mass transfer coefficient, Km, defined by Equation (13):

Km =

.
mNH3abs

ρNH3 AexchLMCD

[
m s−1

]
(13)

LMCD =

[
Xequi

sol,in − Xsol,in

]
−

[
Xequi

sol,out − Xsol,out

]

ln

[ [
Xequi

sol,in−Xsol,in

]
[

Xequi
sol,out−Xsol,out

]
] [dimensionless] (14)

where, ṁNH3abs is the absorbed ammonia mass flow, Aexch is the exchange area, ρNH3 is ammonia
density, LMCD is logarithmic mean concentration difference, X, is solution concentration [26–29].

4. Discussion

The absorber was characterized using water on both sides of the PHE in order to calculate a
Nusselt Number correlation for cooling water. Previously, experiments were carried out introducing
water in both cold and hot sides of the channels in order to calculate the cooling water heat transfer
coefficient. A correlation of the Nusselt number was obtained as a function of the Reynolds and
Prandtl numbers:

Nuwater = 0.3417Re0.5891
water Pr0.1726

water [dimensionless]. (15)

The range of operation conditions for the experimental test started with a solution of NH3-LiNO3

at 35% ammonia weight and it was progressively increased in each experiment until reaching a
maximum concentration of 50%. The range of the ammonia mass flow rates injected was from
0.0794 × 10−3 to 1.217 × 10−3 kg s−1. The flow rates of the dilute ammonia solution flow rate were
from 0.0117 to 0.035 kg s−1.

In Figure 4 the x-axis represents in ascending order the experimental tests. Each test was
considered valid after being kept in steady state for at least fifteen minutes; data acquisition was
performed at ten-second intervals. The values of the concentrated (Xsc) and diluted (Xsd) solutions,
for each test are shown on the left-y-axis. In this work, the concentration gradually increased. The
experiments started from an initial diluted concentration of 35% up to a concentration of 50%. The
concentrated solution also increased step by step. The difference in concentrations (ΔX) for each
valid test is shown in the lower part of the graph; the average difference in concentrations was
0.011 ± 0.005%. On the other hand, the behavior presented by the Reynolds number of the solution,
Resol, in each of the test points is also shown; it is observed that it was increasing as the concentration
increased. The latter was to be expected taking into account the decrease in the viscosity of the
ammonia solution as a result of the increase in the ammonia concentration. Two behaviors can be seen
for the Resol, the transition zone that goes from 20 ≤ Resol ≤ 90 and the turbulent zone 90 < Resol <
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400. The transition zone showed a linear behavior with a slightly steep slope. On the other hand, the
turbulent zone had a polynomial behavior.

Figure 4. Experimental valid tests, their respective concentrations, concentration difference and
Reynolds number of solution.

Empirical correlations for the solution Nusselt numbers were proposed on the basis of the
experimental data presented here for the absorption of ammonia vapor by ammonia-lithium nitrate
solution in a PHE-type absorber. The correlations were made using the experimental data. Equation (16)
is valid for the transition zone and Equation (17) for the turbulent zone. These empirical relationships
in conjunction with Equation (9) allowed finding the hsol:

Resol < 90 Nusol = 0.1301Re0.3523
sol Pr0.333

(
μsol
μw

)0.17

[dimensionless]. (16)

Resol ≥ 90 Nusol = 0.0089Re0.8213
sol Pr0.333

(
μsol
μw

)0.17

[dimensionless]. (17)

Figure 5 shows the behavior of the solution heat transfer coefficient, hsol, and the channel mass
velocity of the solution, GCsol, against the Reynolds solution number, Resol. The solution heat transfer
coefficient, hsol, increased linearly from 0.96 to 2.46 kW m−2K−1 at Resol range from 20 to 90 and GCsol
shows a linear increase for the same range of Re from 40 to 130 kg m−2 s−1. Subsequently, hsol showed
a slight increase and the channel mass velocity of the solution, GCsol remained almost constant. This
behavior was caused by the increment of the ammonia concentration in the solution, which reduced the
viscosity and influenced the thermodynamic behavior; these variations influence the Prandtl number as
shown in Figure 5, which shows that the thermal boundary layer will increase as a result of the decrease
in the viscosity of the solution. The hsol, increased as the result of the combination of an increase in
Resol and the decrease in GCsol. It was observed in the range of Resol from 50 to 80 a compact grouping
of measured points came were obtained, as a result of the variation of solution mass flow rate which
were chosen for the study (which translate into mass velocities), similar results have been reported
in previous studies [22–25]. Figure 6 shows the behavior of the convective heat transfer coefficient of
the solution with respect to the Resol number. Likewise, it is shown how the Prandtl number of the
solution was modified. As the concentration of ammonia increased during the experimental tests, the
viscosity of the solution decreased and consequently the Reynolds number increased.

177



Energies 2018, 11, 2137

Figure 5. Solution heat transfer coefficient and the channel mass velocity of the solution, GCsol, as a
function of Reynolds Number.

Figure 6. Prandtl number as a function of the solution Reynold number.

It can be seen that as well as the change in viscosity in the solution, μsol, other solution properties
such as the thermal conductivity, Ksol, and specific heat, Cpsol, were also modified. It can be seen
that there was a clear decrease of the Prsol due to the thermodynamic and thermal properties of the
solution reaching lower values and with the effect that the heat begins to diffuse faster with respect
to convection. This behavior results in the increase of the convective heat transfer coefficient in the
transition zone with a very steep slope and later in the turbulent zone, this slope decreases.

Figure 7 shows the effect on the mass absorption flux, FABS, and mass velocities, GCsol, as a
function of Resol. It can be observed that the average value of 1.93 ± 0.23 × 10−2 kg m−2s−1 was
obtained, for different mass velocities for all interval of Resol. It can be seen that, although the ammonia
solution concentration increased during the experiments, the amount of absorbed ammonia was
similar during the transition region [15] as well as in the turbulence zone. The ammonia flow rate was
controlled during all experimental tests at different operating conditions.

The results showed that there was a larger absorption potential using higher mass velocities as
there exists a larger concentration gradient. At the beginning of the experiments, there was a low
concentration of ammonia; therefore, the concentration gradient was high. In addition, during the
experiments it was observed that if a larger residence time was used for the ammonia mass flow
inside the absorber, a better absorption was obtained although the mass velocity in the channel, GCsol
decreased. One option to maintain the higher residence time of the ammonia flow without affecting
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the channel mass velocity is to employ an absorber with a larger effective length (Leff) than the one
used in this work. Figure 8 shows the mass transfer coefficient (Km), and the ammonia vapor flow rate
(ṁNH3), with respect to the Resol. The mass transfer coefficient reached values that ranged from 0.009 to
0.015 m·s−1 with an average of 0.011 ± 0.002 m·s−1.

Figure 7. Mass absorption flux, FABS to different conditions of GCsol and both with respect to Resol.

Figure 8. Mass transfer coefficient and vapor flow rate as a function of solution Reynolds number.

Additionally, Figure 9 shows Km and LMTD as a function of Resol. The LMTD values obtained
were from 6.9 to 21.6 ◦C. The effect on the mass transfer coefficient, Km, with respect the logarithmic
mean temperature differential, LMTD was subsequently analyzed. Oronel et al. [15] presented a
comparison of Km with respect to sub cooling temperatures of the solution. This work proposes that
it is more suitable to compare the behavior of Km, including all temperatures in the heat exchanger,
which is given by the LMTD.
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Figure 9. Mass transfer coefficient, Km and LMTD as a function of Resol.

Figure 9 shows the Km and LMTD variation as a function of Resol. It can be seen that when the
LMTD increases Km is affected positively, both, in the transition and turbulent zones. It is clear that the
values of LMTD are lower in the transition than turbulent zone, 90 < Resol ≤ 450, Km is increased as a
result of the dominance of shear forces over the viscous forces, improving the mixing of vapor with
the solution, even though it already has a higher ammonia concentration. It can be deduced that for
the transition zone, 20 ≤ Resol ≤90, higher values of LMTD are required in order to achieve values of
Km similar to those of the turbulence zone. High viscosity and the temperatures that were registered in
the transition area (more exothermic heat generation) caused higher LMTD values.

Table 3 shows hsol and Km values obtained from Oronel et al. [15] and the present work at similar
Reynolds number. The values of hsol were lower than those reported by Oronel et al. [15]. At higher
Reynolds numbers, hsol values reached 3.0 kW m−2K−1. However, FABS values were higher than
reported by Oronel et al. due to the improved mixing of vapor and solution, besides it obtained higher
values of Km than those reported in the literature related with absorption in cooling systems.

Table 3. Comparative chart of Some Mass and Convective Heat transfer coefficients Km reported in the
literature with NH3-LiNO3, NH3-H2O and H2O-LiBr.

Parameter Resol
hsol

[kW m−2K−1]
Km·10−5

[m s−1]
Method Solution

Oronel et al. [15] 10–70 2.5–8.0 16.7–38.9 Experimental bubble mode absorption NH3-LiNO3
Cerezo et al. [22] 170–370 2.7–5.4 100–200 Experimental bubble mode absorption NH3-H2O

Infante Ferreira [30] 0.115 Experimental falling film NH3-LiNO3
Venegas et al. [31] 10–250 5.8 18.6 Numerical spray absorption NH3-LiNO3
Zacarias et al. [32] 6–17 34–101 Experimental spray flat fan NH3-LiNO3

Jiang J.A. et al. [33] 300–950 0.97–1.95 – Experimental flow boiling in smooth
horizontal tubes NH3-LiNO3

Jiang J.A. et al. [34] 300–950 0.95–1.95 – Experimental flow boiling in horizontal tubes NH3-LiNO3
Palacios E. et al. [35] 30 Experimental spray flat fan H2O-LiBr

This work 20–450 0.96–3.00 820–1500 Experimental bubble mode absorption NH3-LiNO3

In this work, a review of the experimental works was carried out with the NH3-LiNO3, H2O-LiBr
and NH3-H2O mixtures and with the absorption preferably in the bubbling absorption mode. The
review did not find many PHE-type absorbers and even less with the NH3-LiNO3 mixture. Table 3
shows a summary of results, which are interesting as a reference frame, not all of them are experimental
studies of a bubble mode absorption in a PHE-type absorber with NH3-LiNO3. Infante Ferreira [30]
reported experimental results of NH3-LiNO3 absorption in a falling film absorber in which upward
ammonia vapor is absorbed in countercurrent by a laminar film of diluted ammonia solution; it had
many technical limitations to achieve it; hence, the small value of hsol. It does not provide more data
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such as km. Venegas et al. [31] performed a numerical study of the spray absorption mode in a very
short concentration range of 36.7 to 39% in the concentrated solution. They studied a range of the Resol
also relatively small, of 10 to 70. The cooling water temperature was 34 ◦C. They considered it as an
improvement to the falling film system. It considered an adiabatic chamber where the diluted ammonia
solution was contacted, sprayed in small drops with the ammonia vapor. Zacarias et al. [32] carried out
experimentally what was stated by Venegas et al., of the spray absorption mode and managed to obtain
km values an order of magnitude higher than what was predicted by the numerical analysis. Cerezo [22]
presented an experimental work with the NH3-H2O mixture with cooling water temperatures of 30 ◦C
and mass flow rate of 0.038 kg s−1. He used an ammonia distributor in a PHE-type absorber with an
area of 0.1 m2 of a single central hole and with mass flow rate of 0.0139 kg s−1 solution, varying its
concentrations from 29 to 33.4% of concentration by weight. He reported hsol and Km values higher
than other studies that used NH3-LiNO3. The works of Jiang et al. [33,34] served us as a reference for
the values of hsol. They used the mixture NH3-LiNO3 for a boiling process. They did not report values
for Km.

5. Conclusions

An experimental study was carried out of a bubble mode absorption with an internal ammonia
vapor distributor in a PHE-type absorber with the NH3-LiNO3 solution. The following conclusions
can be drawn from the present study:

• The results obtained show that hsol increased from a value of 0.9 to 1.8 kW m−2K−1 for Resol
values of 20 up to 80. For values of Resol greater than 120 and up to 440, due to limitations in the
experimental rig, hsol increased slowly from 1.8 to 3.0 kW m−2K−1.

• The ammonia absorption flow FABS in the study had an almost constant value of
0.038 ± 0.004 kg m−2s−1, for all the mass flow velocities, GCsol throughout the experiments.
The values are in the same range as the work by Oronel et al. [15] although for low values of Resol
the values in this work are higher. This could be due to the vapor distributor and other operating
conditions such as the higher pressure.

• It was found that the value of the mass transfer coefficient, Km, had a relatively large interval from
0.009 to 0.015 m s−1 with an average of 0.011 ± 0.002 m s−1. Although mass flows of ammonia
and mass velocities remained almost constant, there were fluctuations in Km, which demonstrated
that an additional factor affected its behavior. The additional factor was the logarithmic mean
temperature difference (LMTD). It was observed that Km behaved inversely proportional to
the LMTD.

• It was concluded that by increasing the effective height, Lp, of the modified heat exchanger, the
absorption of ammonia vapor could be increased, as the residence time will be increased. In
addition, the registered thermodynamic conditions of the dilute ammonia solution were suitable
for a better absorption. In order to sustain the previous hypothesis, that, even by increasing the
turbulence – that is increasing the mass flow of dilute ammonia solution—the vapor absorption
of ammonia remained almost constant, showing a slight decrease at higher Resol values; and this
was mainly due to the fact that there was no greater contact area between the ammonia solution
and the ammonia vapor.

• A correlation for the Nusselt number governing the absorption of ammonia vapor by the
NH3-LiNO3 solution in a PHE-type absorber was proposed at two ranges of Reynolds number.
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Nomenclature

Notation Subscripts

A Area [m2] abs Absorption
b Channel height [m] AW Air-Water
Cp Specific heat [J kg−1 K−1] chann Channel
De Equivalent diameter [m2] CW Cooling Water
Dp Port diameter. [m] CS Concentrated solution
GC Mass speed [kg m−2s−1] DS Diluted solution
H Enthalpy [kJ kg−1] eff Effective
h Heat transfer coefficient [kW m−2K−1] equi Equilibrium
k Thermal conductivity [kWm−1 K−1] exch Exchange
km Overall mass transfer [kg m−2s−1] f Final
L Plate length [m] G Gas
Lh Effective width length [m] Gen Generation
Lv Effective height length [m] h Effective height
ṁ Mass flow rate [kg s−1] i Initial
Ncp Passage channel number [dimensionless] in Input
Nu Nusselt number [dimensionless] l Liquid
Pr Prandtl number [dimensionless] out Out
Q Heat transfer rate [kW] sol Solution
QC Heat transfer rate transferred to cooling water [kW] ss Stainless Steel
Rel Reynolds number [dimensionless] v Vapor
Sh Sherwood number [dimensionless] w Water
T Temperature [◦C] equi Equilibrium
U Overall heat transfer coefficient [W m−2K−1] Greek letters

W Absorber width [m] Λ Spacing between channels [m]
x Ammonia concentration [% by weight] β Chevron angle [degree]
Δt Time increment [s] υ Kinematic viscosity [m2 s−1]
LMCD Logarithmic mean concentration difference μ Dynamic viscosity [kg m−1s−1]
LMTD Logarithmic mean temperature difference ρ Density [kg m−3]

∅
Superficial enlargement
factor [dimensionless]

Appendix

Table A1. Operating parameters and their respective accuracies summary.

Parameter Nomenclature Operating Range Accuracy

Exchange area Aexc 0.0504 m2 ±1.2%
Convective Coeficient of solution heat transfer hSOL 0.8 a 2.0 kW·m−2·K−1 ±2.6%

Absorption flow FABS 0.073 a 0.033 kg·m−2·s−1 ±1.5%
Convective coeficient of mass transfer Km 48.9 a 17.5 kg·m−2·s−1 ±1.8%

Equivalent diameter De - ±0.5%
Mass velocity in the channel GC 40 a 120 kg·m−2·s−1 ±1.3%

Solution viscosity μsol (9 a 1)·10−3 kg·m−1·s−1 ±5.6%
logarithmic mean temperature difference LMTD 5 to 15 ±0.7%

logarithmic mean concentration difference LMCD 2 to 5 ±0.6%
Solution Nussel number NuSOL 1.4 to 1.9 ±2.7%
Solution Prandtl number PrSOL 15.1 to 2.5 ±3.1%

Solution Reynolds number ReSOL 447 to 38 ±7.5%

Some views of the experimental system
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Figure A1. Calibration work of Coriolis type flow meters.

Two views of the experimental system are shown. We observed PHE-type absorber, with its measuring and
control instruments. The photos of the system are of the absorber without thermal insulation. Visual and digital
measuring instruments were included for better operation, control and supervision during the experiments.

Figure A2. Two views of the experimental system.

183



Energies 2018, 11, 2137

Figure A3. Screenshot of HP VEE real-time graphs.

The screenshots presented in this appendix were generated with the HP VEE data acquisition program
during the absorption experiments. They correspond only to representative examples of all tests performed. The
HP VEE data acquisition program used for the acquisition of all data for the statistical analysis is shown below:

Figure A4. Screenshot of the HP VEE program used to acquire all necessary data.
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Abstract: Engineered barrier system (EBS) has been proposed for the disposal of high-level waste
(HLW). An EBS is composed of a disposal canister with spent fuel, a buffer material, backfill material,
and a near field rock mass. The buffer material is especially essential to guarantee the safe disposal of
HLW, and plays the very important role of protecting the waste and canister against any external
mechanical impact. The buffer material should also possess high thermal conductivity, to release
as much decay heat as possible from the spent fuel. Its thermal conductivity is a crucial property
since it determines the temperature retained from the decay heat of the spent fuel. Many studies
have investigated the thermal conductivity of bentonite buffer materials and many types of soils.
However, there has been little research or overall evaluation of the thermal conductivity of Korean
Ca-type bentonite buffer materials. This paper investigated and analyzed the thermal conductivity of
Korean Ca-type bentonite buffer materials produced in Gyeongju, and compared the results with
various characteristics of Na-type bentonites, such as MX80 and Kunigel. Additionally, this paper
suggests various predictive models to predict the thermal conductivity of Korean bentonite buffer
materials considering various influential independent variables, and compared these with results for
MX80 and Kunigel.

Keywords: bentonite buffer material; Ca-type bentonite; thermal conductivity; predictive models

1. Introduction

Spent fuels from nuclear energy sources release decay heat and harmful radiation for extended
periods, creating longstanding issues with high-level waste (HLW). Among the various types of
disposal systems, deep geological repositories based on the concept of engineered barrier system
(Figure 1), which safely isolates HLWs from human society using a surrounding buffer, backfill, and
near-field rock, are preferred in most countries, owing to their safety and reliability [1,2]. In EBS
system, canisters packed with spent fuel are sealed with buffer and gap materials. The buffer is
an important component of the repository. By filling the void between the near-field rock and the
canister it minimizes groundwater inflow from intact rock while protecting the disposed HLW from
any mechanical impact. For this reason, buffers must possess low hydraulic conductivity, to minimize
the inflow of water from surrounding rocks saturated with groundwater. Furthermore, the buffer
plays an important role in dissipating decay heat, and for this reason buffers must have high thermal
conductivity to release as much as decay heat as possible from the spent fuel [3,4].

In order to satisfy these buffer material criteria, researches have been conducted to determine the
most adequate candidate materials. The studies found that bentonite is the most suitable material [5,6].
Bentonite belongs to the smectite group, which contains large amounts of montmorillonite.

Energies 2018, 11, 2269; doi:10.3390/en11092269 www.mdpi.com/journal/energies187
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Bentonite forms 2:1 layer platy structures, and consists of two silica tetrahedral layers and an
aluminum hydroxide octahedral layer. Anions generated from the isomorphous substitution in
the montmorillonite readily absorb cations (Na+, Mg2+, Ca2+, etc.) between the layers to become
electrostatically neutral. Bentonite can be largely classified as Na-type bentonite or Ca-type bentonite
depending on the exchangeable cations absorbed to become neutral. In Korea, Ca-type bentonite
has been produced in the Gyeongju region by CLARIANT KOREA, and since Ca-type bentonite is
known to satisfy the appropriate performance criteria, it can be considered one of the candidate buffer
materials for HLW repository facilities in Korea [7]. Ca-type bentonite produced before 2015 in Korea
is called KJ-I, and after 2015, it is known as KJ-II.

Many studies have been conducted to evaluate the complex thermal-hydro-mechanical (THM)
behaviors of such buffers. The thermal conductivity of bentonite buffer materials considering the
temperature limit is one of the most important design parameters to guarantee the entire safety
performance in a disposal system [8]. However, even though many studies have investigated Na-type
bentonite thermal conductivity [4,9–12], relatively few have investigated the thermal conductivity
behavior models of the Ca-type bentonite produced in Korea. Therefore, this study measured the
thermal conductivity of the Ca-type Korean bentonite and compared results with Na-type bentonite.
Furthermore, this study suggested various predictive models for thermal conductivity considering dry
density and degree of saturation, which are the main governing factors used to describe the thermal
conductivity behavior of the buffer.

Figure 1. Engineered barrier system.

2. Laboratory Experiment

2.1. Mineral Composition of Bentonite

Ca-type bentonites (KJ-I and KJ-II) produced from Gyeongju contains montmorillonite (70%),
feldspar (29%), and small amounts of quartz (~1%). Figure 2 shows XRD analysis results for KJ-I
and KJ-II, and Table 1 presents a quantitative analysis of the thermal conductivity of the constitutive
minerals. The quantitative analyses were conducted three times. The amount of montmorillonite was
a little higher in KJ-I, but there was not a big difference in mineral composition between KJ-I and KJ-II.

Unlike the Ca-type bentonite in this study, for Na-type bentonite the percent of montmorillonite
varies. According to the previous researches conducted by Villar [12] and Tang et al. [11], MX80,
which is a very well-known commercial Na-type bentonite, contains montmorillonite (92%) and quartz
(3%). Another Na-type bentonite considered a potential buffer material in Japan, called Kunigel, has
a relatively smaller portion of montmorillonite. It mainly contains montmorillonite (46~49%) and
quartz (29~38%) [3,11]. Table 2 shows the clay properties considering the Atterberg limit [13,14] Every
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bentonite is classified as CH with very high plasticity based on the unified soil classification system
(USCS) [15]. On the whole, the Atterberg limit values of KJ-I and KJ-II were much higher than Na-type
bentonites, such as MX-80 and Kunigel. It is thought that Na-type bentonite has higher compressibility
and a little less tendency to be mechanically stable than Ca-type bentonite. Furthermore, MX80 showed
the highest Atterberg limit, which means that MX80 has much more expansive characteristics.

 

Figure 2. X-ray diffraction pattern of the KJ-I and KJ-II powders.

Table 1. Quantitative XRD analysis for mineral constituents of KJ-I and KJ-II powders.

Bentonite Type KJ-I KJ-II

Sample No. 1 2 3 Avg. 4 5 6 Avg.

Montmorillonite 60.0 67.4 62.1 63.2 63.4 61.7 60.5 61.9
Albite (λ = 1.96 W/mK) 27.2 22.2 27.5 25.6 19.4 22.8 20.4 20.9
Quartz (λ = 7.69 W/mK) 5.0 4.8 5.0 4.9 5.8 4.9 5.3 5.3

Cristobalite (λ = 6.15 W/mK) 3.6 1.8 3.5 3.0 4.0 4.5 3.7 4.1
Calcite (λ = 3.59 W/mK) 2.4 2.0 2.0 2.1 4.3 3.3 6.8 4.8

Heulandite (λ = 1.09 W/mK) 1.8 1.7 Miner 1.8 3.0 2.7 3.3 3.0
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Table 2. Geotechnical properties of bentonites.

Specific Gravity Liquid Limit (%) Plastic Limit (%) Plastic Index (%) USCS

KJ-I 2.74 244.5 46.1 198.4 CH
KJ-II 2.71 146.7 28.4 118.3 CH

MX-80 [11] 2.76 520 42 478 CH
Kunigel [11] 2.79 415 32 383 CH

2.2. Equipment for Measuring Thermal Conductivity

The thermal conductivity of the compacted bentonite buffer materials were measured using
QTM-500 (Kyoto Electronics Manufacturing Company, Kyoto, Japan), based on the transient line
source method [16]. In this approach, an impulse of thermal flow is supplied by hot wire into the
specimen, and temperature rise is measured within a certain time. As the temperature rises, the
thermal conductivity is measured using Equation (1):

λ =
Q

4πΔT
ln(

t2

t1
) (1)

where λ is the thermal conductivity (W·m·K−1), Q is the heat capacity per unit length (W·m−1), T is
the temperature (K), and t is the time (s). The bentonite powders were compressed using the floating
die method, and the sample size was 100 mm × 50 mm × 20 mm.

3. Experimental Results

Thermal Conductivity

It is known that the thermal conductivity of the compacted bentonite buffer materials mainly
depends on the degree of saturation and dry density [3,5,17,18]. Thus, thermal conductivity of the
KJ-II bentonite was measured with various water contents and dry densities. This paper collected
142 datasets for KJ-I [5,18], and 34 datasets for KJ-II was obtained using the QTM-500 equipment.
Table 3 provides a summary of the statistical quantities used for the analysis, and Figure 3 depicts
the thermal conductivity in proportion to dry density and degree of saturation. On the whole, the
thermal conductivity of KJ-II was slightly higher than that of KJ-I because KJ-II has more minerals
with high thermal conductivity, including quartz, cristobalite, and calcite, than KJ-I. TANG et al. [11]
also explained that the thermal conductivity of the constitutive minerals can affect the total thermal
conductivity of the bentonite buffer materials. In addition, the thermal conductivity of KJ-II was
measured by drying path, while that of KJ-I was measured by wetting path. It is known that thermal
conductivity is higher when measured by drying than by wetting [11,19]. However, there was no
great difference in thermal conductivity values between KJ-I and KJ-II except for the low saturation.
In comparison, the thermal conductivities of KJ-I and KJ-II were slightly higher than that of MX80
because of mineral composition and the high degree of saturation.

Table 3. Summary of descriptive statistical quantities.

N Minimum Maximum Average Standard Deviation Skewness Kurtosis

KJ-I
Dry density (Mg/m3)

142
1.200 1.800 1.510 0.154 −0.223 0.095

Degree of saturation (%) 0.000 1.000 0.469 0.244 0.159 −0.022
Thermal conductivity (W/(m·K)) 0.301 1.445 0.722 0.248 0.686 −0.203

KJ-II
Dry density (Mg/m3)

34
1.572 1.803 1.693 0.068 −0.024 −0.963

Degree of saturation (%) 0.000 0.678 0.177 0.233 1.185 −0.184
Thermal conductivity (W/(m·K)) 0.627 1.046 0.805 0.116 0.761 −0.360
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(a) Thermal conductivity vs. dry density 

(b) Thermal conductivity vs. degree of saturation 

Figure 3. Thermal conductivity variation KJ bentonites.

4. Thermal Conductivity Models for KJ-I and KJ-II

4.1. Models with 1.6 Mg/m3 of Dry Density

To satisfy the required functional criteria, the suggested dry density of compacted bentonite buffer
for Korea disposal systems is more than 1.6 Mg/m3 [20]. Accordingly, the thermal conductivity model
was derived for a bentonite buffer dry density of 1.6 g/cm3. Since there were only three datasets for
KJ-II, as shown in Table 4, both the KJ-I and the KJ-II datasets were used, making a total of 23. Many
predictive models have been proposed to predict the thermal conductivity of compacted bentonite
buffer materials, and this paper mainly used three models. To begin with, a linear regression analysis
was applied. Equation (2) represents the linear regression model:

λ = 0.6683S + 0.4977 (2)

Here, λ is thermal conductivity (W/(m·K)), and S means the degree of saturation. The R2 value
was around 0.77. Wilson et al. [21] and Lee et al. [22] also used the following empirical formula, which
is well known to be adequate for predicting the thermal conductivity of compacted bentonite buffer
materials:

λ =
A1 − A2

1 + exp((S − Sav)/B)
+ A2 (3)
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A1 represents the value of λ when S = 0, A2 means λ when S = 1. Sav is the degree of
saturation when the thermal conductivity is the average of the two extreme values, and B is a fitting
parameter. Furthermore, with the A1 and A2 values, thermal conductivity can also be predicted, as in
Equation (4) [2]:

λ = A1
1−S A2

S (4)

Figure 4 shows fitting curves, and Table 5 represents the summary of the predictive models and
the fitting parameters, especially for Equations (3) and (4). The parameters for Equations (3) and (4)
were derived using the curve fitting tool from the MATLAB program. This tool has a function for
deriving the optimum equation that yields the highest R2 value.

Table 4. Summary of descriptive statistical quantities for KJ-I and KJ-II with 1.6 Mg/m3 of dry density.

N Minimum Maximum Average Standard Deviation Skewness Kurtosis

KJ-I Degree of saturation (%)
20

0 0.982 0.625 0.252 −0.4555 0.480
Thermal conductivity (W/(m·K)) 0.460 1.274 0.889 0.238 0.177 −1.153

KJ-I + KJ-II Degree of saturation (%)
23

0 0.982 0.556 0.301 −0.393 −0.470
Thermal conductivity (W/(m·K)) 0.460 1.274 0.869 0.229 0.391 −0.971

 

Figure 4. Fitting curves for Equations (3) and (4).

Table 5. Summary of predictive models.

Equation (3) Equation (4)

Parameters
A1 A2 B Sav A1 A2

0.6608 1.2410 0.0878 0.6906 0.5205 1.234

R2 0.9082 0.8329

4.2. Models Considering Various Dry Density and Degree of Saturation

Since Equations (2)–(4) only consider the degree of saturation as an independent variable, a
multiple regression analysis to predict thermal conductivity was conducted considering dry density
and degree of saturation as independent variables. 176 datasets of KJ-I and KJ-II bentonites were used
in the regression analysis, and Equation (5) was suggested:

λ = 0.641γd + 0.624S − 0.510 (5)

Figure 5 shows the plot of predictive values from Equation (5) and measured values. Table 6
presents the results of the regression analyses, and the R2 value was 0.739. Based on the t analyses
from Table 6 the P-value of the independent variable coefficients were lower than 0.05, which means
that the two independent variables can be used statistically to predict the dependent variables [23,24].
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The variance inflation factor (VIF) was lower than 10, which means there was no multicollinearity
among the independent variables [24]. Table 7 shows the ANOVA analysis. Since the P-values were
less than 0.01, there is a statistical significance between the independent and dependent variables30.
A residual analysis was also conducted. The skewness was 0.210, and kurtosis was = −0.441. Since
the absolute value of skewness and kurtosis was less than 2, it can be assumed that the residuals are
normally distributed [24,25]. Figure 6 draws the homoscedasticity plot of the residuals, and it can be
assumed that the residuals followed the homoscedasticity condition since they do not exhibit a specific
pattern [25].

Figure 5. Thermal conductivity of predictive and measured values.

Figure 6. Homoscedasticity plot of residuals.
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Table 6. Results of multiple regression analysis model for KJ-I.

B Standard Error t p-Value VIF

Constant −0.510 0.088 −5.761 <0.01
X1 (dry density) 0.641 0.057 11.334 <0.01 1.001

X2 (degree of saturation) 0.624 0.034 18.611 <0.01 1.001
R2 0.739

adjR2 0.736

B: non-standardized coefficient, t: B/standard error, VIF: variance inflation factor.

Table 7. Results of ANOVA analysis.

DF SS MS F p-Value

Regression 2 6.892 3.446 245.033 <0.01
Residuals 173 2.433 0.014

Total 175 9.325

4.3. Model Comparison with Na-Type Bentonite

Many studies have also investigated the thermal conductivity of Na-type bentonites as mentioned
in the introduction. Tang et al. [11] also measured the thermal conductivity of MX-80 and suggested
various predictive models. Among them, the volume fraction of air and thermal conductivity showed
good correlations. The empirical formula can be derived as Equation (6):

λ = α(Va/V) + Ksat (6)

Here, α is the slope of the K-Va/V plot. Ksat is the thermal conductivity at the saturated condition.
Equation (6) was also applied to predict thermal conductivity using the 176 datasets of the KJ-I and
KJ-II bentonites. Once the dry density and the degree of saturation are obtained, the volume fraction
of air can be easily obtained according to the basic geotechnical relation [26].

Table 8 summarizes the parameters from Equation (6) for the KJ, MX80 and Kunigel bentonites,
and α and Ksat were = −2.05/1.22 for KJ-I and = −1.20/1.18 for KJ-II. Thermal conductivity is inversely
proportional to the air fraction because the thermal conductivity of air is much smaller than that of
water and soil particles [5,22]. On average, the thermal conductivity of the Kunigel bentonite showed
the highest thermal conductivity. Since Kunigel contains about ten times more quartz mineral than
MX80, and 6–8 times more than KJ, it is thought that this is the reason Kunigel had a higher thermal
conductivity than KJ and MX80. Therefore, it can be inferred that the thermal conductivity of the
compacted bentonite buffer materials does not depend on the type of exchangeable cation, such as
Ca-type or Na-type.

Table 8. Parameters from Equation (6).

KJ (Present Work) MX80 [11] Kunigel [11]

Parameters
α Ksat α Ksat α Ksat

−1.76 1.19 −1.79 1.10 −2.36 1.39

5. Conclusions

This paper analyzed thermal conductivity results for Ca-type Korean bentonite buffer materials
produced in the Gyeongju region, and suggested various predictive models with three influential
independent variables: dry density, degree of saturation, and volume fraction of air. The main
conclusions can be summarized as follows:
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First, 142 thermal conductivity datasets for the KJ-I bentonite were collected according to dry
density and degree of saturation, 34 datasets for KJ-II bentonite were measured using the QTM-500
equipment which is based on the transient hot-wire method. The KJ-I and KJ-II bentonites are
composed of more than 60% montmorillonite, and 5% quartz. The thermal conductivity of KJ-I and
KJ-II was proportional to dry density and degree of saturation. On average, the thermal conductivity
of KJ-II was higher than that of KJ-I because KJ-II has a higher content of minerals with higher thermal
conductivity, such as quartz, cristobalite, and calcite. Additionally, the thermal conductivity of KJ-II
was measured by the drying path while KJ-I was measured by the wetting path. Compared to MX80,
KJ-I and KJ-II had slightly higher thermal conductivities, and it is thought that this was mainly caused
by the different mineral compositions of the KJ and MX80 bentonites.

The thermal conductivity estimation models for KJ-I and KJ-II were derived from this research.
To satisfy the required functional criteria, the dry density of the buffer materials in Korean disposal
systems was at least 1.6 Mg/m3. This paper used three main equations which are known to be
adequate to predict the thermal conductivity of the compacted bentonite buffer materials when the
dry density is 1.6 Mg/m3. In addition, this paper conducted a multiple regression analysis, and
suggested a regression model for KJ-I and KJ-II which considered various dry densities and degrees of
saturation as independent variables. The R2 value was 0.739, and satisfied the statistical significance
of the regression analyses. It is thought that the regression model proposed in this research can be
used as an effective method to estimate the thermal conductivity of KJ-I and KJ-II. In order to compare
with Na-type bentonites, such as MX80 and Kunigel, the empirical equation was applied with the
volume fraction of air as the independent variable, since the volume fraction of air can be easily
calculated using dry density and degree of saturation. Thermal conductivity is inversely proportional
to the air fraction. The thermal conductivity of the Korean Ca-type bentonite was 10~15% higher than
MX80, but lower than Kunigel, which had different thermal conductivity values because of its mineral
composition. It is thought that Kunigel contains about ten times more quartz than MX80, and 6–8 times
more than KJ.

The purpose of this paper was to investigate the thermal conductivity of Korean Ca-type bentonite,
which can be considered one of the candidate buffer materials for safe HLW disposal in Korea. The
predictive models of the Korean Ca-type bentonite suggested by this research can be applied in
the design of such disposal systems, since they consider changes in saturation from the inflow of
groundwater, and dry density from decay heat. The Na-type bentonite is known to have more swelling,
but buffer materials are also required to have high thermal conductivity in order to release as much
decay heat as possible from the spent fuel. It is thought that bentonite, which contains minerals
with high thermal conductivity, will be adequate as a buffer material in terms of thermal properties.
Furthermore, in the future, it will be necessary to determine optimum buffer materials which contain
minerals with high thermal conductivity and swelling capacity.
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Abstract: Since the transportation task of China’s Secondary Dong-Lin crude pipeline has been
changed from Shengli oil to both Shengli and Oman oils, its transportation scheme had to be
changed to “batch transportation”. To determine the details of batch transportation, large amounts
of simulations should be performed, but massive simulation times could be costly (they can take
hundreds of days with 10 computers) using the finite volume method (FVM). To reduce the intolerable
time consumption, the present paper adopts a “body-fitted coordinate-based proper orthogonal
decomposition reduced-order model” (BFC-POD-ROM) to obtain faster simulations. Compared with
the FVM, the adopted method reduces the time cost of thermal simulations to 2.2 days from 264
days. Subsequently, the details of batch transportation are determined based on these simulations.
The Dong-Lin crude oil pipeline has been safely operating for more than two years using the
determined scheme. It is found that the field data are well predicted by the POD reduced-order
model with an acceptable error in crude oil engineering.

Keywords: fast thermal simulation; crude oil pipeline; batch transportation; body-fitted
coordinate-based proper orthogonal decomposition reduced-order model (BFC-POD-ROM); transport
scheme determination

1. Introduction

This paper focuses on the fast thermal scheme determination for oils batching transportation in
China’s Secondary Dong-Lin crude pipeline, which is obtained by the proper orthogonal decomposition
based reduced-order model (POD-ROM) method. Thus, in this section, the Secondary Dong-Lin
crude oil pipeline and the thermal simulations for batch transportation are briefly reviewed first.
The POD reduced-order model and applications on the crude pipeline’s thermal simulation are
reviewed subsequently.

The Secondary Dong-Lin pipeline (also called Dongying-Linyi parallel pipeline), owned by the
Sinopec Company, is an important crude oil transportation pipeline across the Shandong province in
China. The pipeline is designed to transport the Shengli (SL) crude oil to Linyi, which is produced in
the Shengli oilfields in Dongying. Since the fluidity of SL oil is poor, the heated transportation process
was adopted before October 2015 [1].
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The imported Oman oil (OM), however, with a low condensation point (0 ◦C) and good fluidity,
was planned to be transported in the Secondary Dong-Lin pipeline by October 2015. Thus, its task
turned to the transportation of both the imported OM oil and produced SL oil, which totally deviated
from the original design. The “batch transportation with different oil temperatures” must be adopted
and tremendous corresponding thermal simulations were required.

Different from the batch transportation of petroleum products [2], the thermal characteristics of
crude oils’ batch transportation are very complex because the different crude oils must be transported
in different temperatures due to their large fluidity differences. Batch pipelining with different
oil temperatures was first applied to the Pacific Pipeline System, situated in California USA. and
commissioned in 1999 [3,4]. Unfortunately, few technique reports are available for its thermal
characteristics. Recently, some studies have been performed to discover the thermal behaviors of batch
pipelining of crude oils. Cui et al. [5] studied the thermal periodic characteristics for crude oils’ batch
transportation. Wang et al. [6] gave a report on the thermal and hydraulic behaviors. Yuan [7] studied
the thermal characteristics of crude oil batch pipelining with inconstant flow rates.

All the thermal simulations in the above references, however, use the finite volume method (FVM),
which is not very suitable for thermal scheme determinations of real engineering pipelines, such as
the Secondary Dong-Lin pipeline in the present paper. Moreover, to obtain a proper operational
scheme, thousands of thermal simulations should be done using FVM, consuming hundreds of days
of simulation even with 10 computers’ parallel computing. Thus, to overcome this problem, this paper
adopts the POD reduced-order model to significantly improve the simulation speed.

To describe a physical problem with a reduced-order model, the first step is to obtain a series of
basis functions, which can express accurately the problem with a small degree of freedom. Normally,
the basis function is extracted from a large amount of data by mathematical methods, such as POD [8,9],
empirical mode decomposition (EMD) [10], or dynamic mode decomposition (DMD) [11]. POD is
adopted in this paper for model reduction. The reduced-order model (ROM), based on POD, can
not only describe the problems, but also accelerate the calculations. Thus, this technique is studied
extensively for heat transfer and is widely used in engineering.

Regarding the field of heat transfer, Banerjee et al. [12] established a POD-Galerkin ROM for
heat transfer based on a finite element method, and Raghupathy et al. [13] established a boundary
condition-independent ROM by combining a POD-Galerkin method with a finite volume method.
The research of POD-Galerkin ROM are becoming increasingly mature, thus, it is widely applied to
engineering [14–18].

The POD reduced-order models above, however, cannot be applied to the thermal simulation of
the Secondary Dong-Lin pipeline. To the author’s knowledge, the POD-based ROMs in the relevant
literature are established for a fixed physical domain, although the boundary conditions and initial
fields might vary, while, for the Secondary Dong-Lin crude oil pipeline, the physical domains vary
along the pipeline since its diameter and buried depth is different from place to place. To solve this
problem, the current research group first proposes a “body-fitted coordinate-based proper orthogonal
decomposition reduced-order model” (BFC-POD-ROM) for the heat transfer problem [19,20], in which
physical domains with different shapes or sizes can be mapped to the same computational domain.

Therefore, in this paper, BFC-POD-ROM is adopted to obtain the fast thermal simulation of
China’s Secondary Dong-Lin crude pipeline. Then, the detailed thermal scheme is determined based
on the simulations. Finally, the predicted oil temperature distributions are verified through the field
data of the Secondary Dong-Lin crude pipeline.
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2. Oil Transportation Scheme and Thermal State of Secondary Dong-Lin Pipeline

2.1. Basic Situation

The Secondary Dong-Lin pipeline (constructed in 1999) was originally designed as a
supplementary crude pipeline for the Old Dong-Lin pipeline (constructed in 1979), since the old
one could not accomplish the crude transportation task by itself.

Prior to October 2015, the main task of the Secondary Dong-Lin pipeline was to transport the SL
oil from the Sheng-Li oilfield in Dongying to the consumers in Linyi. Additionally, it transported the
SL oil produced in the Bin-Nan oil production factory (also called Bin-Nan oil) through injection (See
Figure 1), while the old one was arranged to transport the imported OM oil.

 

Hebei Province 

Shandong Province 

Dongying 

Qiaozhaung 
Binzhou 

Zijiao 

Linyi 

Bohai Sea 

BN oil injection 

Figure 1. Route of the Secondary Dong-Lin crude pipeline.

The whole secondary pipeline is located in the Shandong Province of China. The route of the
Secondary Dong-Lin pipeline is drawn in the map (See Figure 1) and its sketch map with details is
found in Figure 2.
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Figure 2. Sketch map of the Secondary Dong-Lin crude pipeline.

Figure 2 shows the total length of the pipeline is 157.4 km with a slight elevation change.
Four pump stations (Dongying, Qiaozhuang, Binzhou, and Zijiao stations) are separately located in the
positions of 0 km, 30 km, 55 km, and 106 km along the pipeline. Among them, the Dongying Station
and Binzhou Station are equipped with furnaces, which means the crude oil can be heated in these two
stations. The outer diameter of the pipeline is 0.616 m with a wall thickness of 7 mm before Binzhou
station and becoming 0.695 m and 8 mm after Binzhou Station. The buried depth of the pipeline varies
along the pipeline, with the minimum depth at 0.956 m and the maximum at 1.915 m.

Since the old Dong-Lin pipeline is too old and should be decommissioned as per regulations, the
Secondary Dong-Lin pipeline was planned, by Sinopec Company, to take over the transportation tasks
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of the Old Dong-Lin pipeline after November 2015. Thus, the SL and OM oils would be transported in
the same pipeline.

As demanded by the downstream consumer, the imported OM oil is of much better chemical
quality and should not be mixed with SL oil. Therefore, the batching transportation is the only choice
for the Sinopec Company (See Figure 3). Additionally, to decrease the viscosity of SL oil, the company
decided to blend some OM oil into the SL oil at the beginning of the pipeline. The blended oil is named
SLOM oil in this paper. The optimal amount of SLOM compositions also needs to be determined by
thermal simulation. The rough scheme of batch transportation is shown in Figure 3.

Qiaozhuang 
Station

Dongying 
Station  

Binzhou 
Station

Zijiao
 Station

Linyi
Station

   SLOM oil

OM oil

SLOM and OM Oil 
Batch Transportation

SL Oil Injection 
(only when the SLOM is flowing in this station)

Figure 3. Sketch map of the batch transportation scheme.

Figure 3 shows the SLOM oil and the OM oil are pumped alternately into the pipeline from the
Dongying station, which is the first station and the beginning of the pipeline. To avoid degrading the
quality of OM oil, the SL oil can only be injected when the oil flowing in Binzhou station is SLOM oil.

Even though the rough scheme is easy to be pictured, to determine the safe and economic detailed
transport scheme, many thermal analyses should be performed. The thermal state before and with
batch transportation are introduced as follows.

2.2. Thermal State of the Dong-Lin oil Pipeline

2.2.1. Thermal State before the Batch Transportation

Prior to the batch transportation, the crude oils in the Secondary Dong-Lin oil pipeline were SL oil.
Since the condensation point of SL is 11 ◦C, as shown in Table 1, it might be gelled in the pipeline in
the winter when the environmental temperature is lower than the condensation point [21]. This could
lead to scrapping the pipeline, which is unacceptable for the Sinopec Company.

Table 1. Basic physical properties of Shengli (SL) and Oman (OM) oil.

Oil ρo (kg/m3) cp,o (J/kg·◦C) θcp (◦C) μ (Pa·s)

SL oil 937 2000 11 Polynomial Pn(T)
See Figure 4OM oil 868 2100 0

SLOM oil Can be predicted through properties of SL oil and OM oil by equations in Ref. [22].
Sinopec also did extensive testing on the SLOM oil with different ratios of SL and OM oil.

Thus, before October 2015, the heating process was adopted in the Secondary Dong-Lin pipeline
to ensure the safety of the pipeline. Additionally, the heat process can also lower the viscosity and
improve the fluidity of SL oil, which can reduce the power cost at pumps. Since the temperature
of oil flowing out of Dongying Station and Binzhou station was kept at a certain value, the thermal
state was approximately steady. Figure 5 gives the oil temperature distribution along the pipeline in
October 2015.
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Figure 5. Oil temperature distribution along the pipeline in October 2015.

2.2.2. Thermal State of the Batch Transportation

Table 1 and Figure 4 show the fluidity differences of the SLOM and OM oils are very significant at
the same temperature. To save the energy consumed by furnaces, the SLOM and OM oil are transported
at different temperatures (See Figure 6). The SLOM oil with high temperature is also called “hot oil”
while the OM oil is called “cool oil”. Figure 6 gives the typical oil temperature distribution flowing out
of the Dongying station during a certain time frame.

Since the oil temperature varies, the thermal state of the whole pipeline is unsteady and changes
dramatically when the SLOM oil and OM oil alternate. Additionally, the thermal behaviors are so
complicated that the thermal analysis to determine the detailed transportation scheme must be done by
numerical simulations. Considering the changing environmental temperature from month to month, to
clarify the thermal behavior of a certain case, the current authors must simulate the pipeline’s thermal
behavior from the beginning to the coldest month. This can be very time consuming.
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Figure 6. Oil temperature flowing out of Dongying station versus time in a certain time frame.

2.3. Detailed Batch Transportation Scheme to be Determined

The thermal-related operating parameters in batch transportation are as follows: The compositions
of SLOM (critical to its fluidity), flow fluxes of SLOM and OM oils, transportation time of each patch
(value of th and tl in Figure 6), temperatures of SLOM and OM oil flowing out of the Dongying station
(value of θh and θl in Figure 6), how much and when the oil should be heated by the furnaces in
Binzhou station, and the temperature and flux of SL oil injected in Binzhou station.

Thus, thousands of cases should be simulated to find a safe, economical, and relatively optimal
transportation scheme. The time consumption of simulations by the frequently-used FVM can
be hundreds of days on a personal computer, which is unacceptable for engineering practices.
To quickly determine the thermal scheme for this paper, the current authors applied the body-fitted
coordinate-based POD reduced-order model developed by their research group to the pipeline thermal
simulation. The method is elaborately introduced in Section 4.

3. Physical and Mathematical Model for Secondary Dong-Lin Pipeline

Regarding the batch transportation of the Secondary Dong-Lin pipeline, as shown in Figure 3,
sometimes the oil temperature can be higher than that of the surrounding pipe wall and soil, while the
opposite is true at other times. This leads to the complicated, unsteady thermal state of the pipeline.
Since the pipeline is 154.7 km long, the full 3-D simulation is impractical for the unsteady heat transfer
in the pipeline. Thus, the problem is simplified by splitting the pipeline into a series of thermal
elements, as shown in Figure 7.

Figure 7 shows the thermal element consists of a pipeline cross-section and a segment of the axial
pipeline. The physical and mathematical model of the pipeline cross-section and the axial pipeline
(namely the oil stream) are introduced in Sections 3.1 and 3.2, respectively.
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Figure 7. The simplification of the whole 3-D pipeline.

3.1. Physical and Mathematical Model of the Pipeline Cross-section

The sketch map of the pipeline cross-section is shown in Figure 8a. Since an oil pipe is buried
in a certain place, it will influence the local temperature field in the soil. The further the soil from
the pipe the smaller the influence can be, so it can be neglected for soil very far from the pipe. Thus,
to simplify the simulation, it is believed there is a “thermal influence region” (See Figure 8a) of the
oil pipe. It is assumed the oil pipe has no impact on the soil temperature field outside the influence
region. According to the literature [6] and engineering experience, the thermal influence region of the
hot crude oil pipeline is within 10 m, which means L = 10 m and H = 10 m, as shown in Figure 8a.

Considering the symmetry of the pipeline section (See Figure 8a), the physical model is obtained
and is shown in Figure 8b. The physical domain is governed by heat conduction and the whole
boundary can be divided into six parts, which are Lines O-A, A-B, B-C, C-D’-D, F-F’-O and semicircle
D-E-F (See Figure 8b).

Atmosphere

2

Ground surface 

Anticorrosive coating
Pipe-wall layer
Wax layer
Crude oil

Soil

(a)

Figure 8. Cont.
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Figure 8. Thermal influence region and physical model of the pipeline cross-section on Cartesian
coordinates: (a) Thermal influence region; (b) physical model.

Considering line O-A and semicircle D-E-F, they are convective heat transfer boundaries that
describe the heat convection between the thermal region and the outside (air and oil, respectively, for
Line O-A and semicircle D-E-M). Regarding Line A-B, it is the thermal adiabatic boundary, which
means the oil pipe has no influence on the soil outside the thermal region. Looking at Line B-C, the
temperature has a fixed value, which is the temperature of the thermostat soil layer. Considering Line
C-D’-D and Line F-F’-O, they are symmetric boundary conditions.

Using Cartesian coordinates, the governing equation is shown in Equation (1):

∂(ρicp,iT)
∂t

=
∂

∂x
(λi

∂T
∂x

) +
∂

∂y
(λi

∂T
∂y

) (1)

where T stands for the temperature field in the cross-section. The subscript, i = 1, 2, 3, 4, stands for
the wax layer [23], pipe-wall layer, anticorrosive layer (also called “the three layers”), and soil region
around the pipe, respectively.

To take advantage of the BFC-based POD reduced-order model stated in the “Introduction”, all
the simulations in this paper are on body-fitted coordinates. To obtain the mathematical model on
body-fitted coordinates, the physical domain is mapped to the calculation domain (See Figure 9) on
body-fitted coordinates.

Correspondingly, Equation (1) is mapped to body-fitted coordinates and the governing equation
for BFC is obtained as Equation (2) [24]:

J
∂(ρicp,iT)

∂t
=

∂

∂ξ

[
λi
J

(
α

∂T
∂ξ

− β
∂T
∂η

)]
+

∂

∂η

[
λi
J

(
γ

∂T
∂η

− β
∂T
∂ξ

)]
(2)

where, α = x2
η + y2

η , β = xξ xη + yξ yη , γ = x2
ξ + y2

ξ , J = xξyη − xηyξ .
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Figure 9. Physical model of pipeline cross-section on body-fitted coordinate.

Similarly, the boundary conditions on BFC also are obtained by mapping the boundary conditions
on Cartesian coordinates, as shown in Figure 8b. The gained boundary conditions are as follows (See
Figure 9):

The boundary O-A : −λ4
γTη−βTξ

J
√

γ = ha(Tw − Ta) (3)

The boundary A-B : −λ4
αTξ−βTη

J
√

α
= 0 (4)

The boundary B-C : Tw = Ttl (5)

The boundary C-D′-D and F-F′-O : λi
αTξ−βTη

J
√

α
= 0i = 1, 2, 3, 4 (6)

The boundary D-E-F : λ1
αTξ−βTη

J
√

α
= ho(Tw − θ) (7)

Used in Equations (3)–(7), the subscript, w, stands for the wall in contact with the oil stream;
subscripts, o and a, stand for oil and air, respectively; and the subscript, tl, stands for the
thermostat layer.

Normally, the governing equation, Equation (2), is solved by FVM under the boundary conditions
using Equations (3)–(7). Compared with the reduced order method introduced in Section 4, this
currently presented method is called the “full order method”.

3.2. Physical and mathematical model of the oil stream

The pipeline thermal simulation is the coupling of the cross-section and oil stream simulations.
Since the physical and mathematical models for the cross-sections are already given above, the physical
and mathematical model for the oil stream are shown in Equations (8)–(10):

Mass conservation equation:

∂

∂t
(ρo A) +

∂

∂z
(ρovA) = 0 (8)

Energy conservation equation:

Cp,o(
∂θ

∂t
+ v

∂θ

∂z
)− f v3

2d
= − 4q

ρod
(9)
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Matching condition:

q = λ1
αTξ − βTη

J
√

α
= ho(Tw − θ) (10)

Among Equations (8), (9), and (10), θ denotes the hot oil temperature, v denotes the flow velocity
of the oil stream, q denotes the heat flux between the oil stream and wax layer around the oil stream,
and Tw stands for the temperature of the interface between the wax layer and oil flow, and its values
are calculated by solving Equation (2). ho represents the forced convection heat transfer coefficient
of the oil flow and wax layer, which is a function of the oil temperature and must be determined by
experimental data [22].

To solve Equations (7) and (8) under the matching conditions of Equation (9), the characteristics
method is applied under the grid shown in Figure 10. Normally, the grid size along the pipe is between
0.5 km and 2 km.

Figure 10. The grid along the pipe.

The final discretization of Equations (8) and (9) is shown in Equation (11):

θn
i =

f n−1(vn−1
i )

3

2di
− 4qn−1

i−1
ρdi

− Cp,o
θn−1

i −θn−1
i−1

Δz vn−1
i +

Cp,oθn−1
i

Δt

Cp,o/Δt
(11)

Equation (11) shows the superscript, n, means the present value and n−1 stands for the value in the
previous time step. qn−1

i−1 in Equation (11) is the key variable, which binds the pipeline cross-sections’
thermal simulation with the oil temperature calculation along the pipe. Using Equation (10), the
value of qn−1

i−1 can be calculated after the temperature field in the cross-section is obtained by solving
Equation (2).

4. Model Reduction for Pipeline’s Cross-section Thermal Simulation

To realize the thermal simulation of the crude oil pipeline, Equation (2) and Equations (8)–(9)
must be solved. During the thermal simulation of the crude pipeline, the most time-consuming part is
its cross-sections’ temperature field calculation (solving of Equation (2)), which can occupy more than
99.99% of the whole process. The authors of this paper try to adopt the POD reduced-order model to
significantly improve the calculation speed.

Using the POD reduced-order model [19], the temperature can be written as Equation (12):

T(ξ, η, t) =
M

∑
k=1

ak(t)φk(ξ, η) (12)

where, φk(ξ, η) (k = 1, 2, . . . M) are the POD basis functions which are dependent on space (ξ, η) and
independent of time, t. The basis functions can be obtained by analyzing the sampling data by POD.
ak(t) (k = 1, 2, . . . M) are the amplitudes, which are dependent on time and independent of space.
ak(t) (k = 1, 2, . . . M) are the unknowns and their equations are called the “reduced-order model”. M
is the order of basis functions to describe the temperature field and the dimensions of the unknowns,
ak(t).

Equation (12) shows there are two key points in the POD reduced-order model, the POD
basis functions and the reduced-order model. The POD basis function and reduced-order models
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are introduced in Sections 4.1 and 4.2, respectively. The standard POD reduced-order model
implementation procedure is introduced briefly in Section 4.3.

4.1. POD Basis Function

POD is a powerful mathematical method. Using the analysis on a set of simulation data (sampling
matrix) obtained by full-order simulations, POD can extract a series of basis functions, which capture
the dominant information of the physical problems. Regarding the unsteady-state heat transfer
problem in this paper, the main process is as follows:

Suppose a two-dimensional unsteady-state heat transfer problem (such as the problem in this
paper) of some specific conditions, which has Nξ control points in the ξ direction and Nη control points
in the η direction. The sampling matrix of this physical problem would be constructed.

The POD reduced-order model is applied to solve the unsteady problem with different conditions
(boundary conditions and geometric shapes of the simulated domain) in this paper. The temperature
fields at representative instances under various sampling conditions should be put into the sampling
matrix. Suppose L kinds of sampling conditions are sampled and, for every condition, the temperature
field at each time instance is obtained with a total number, K. Considering the ith condition, if the
temperature fields in each time instance are sampled, the sampling matrix for the ith condition can be
constructed as Equation (13). Similarly, for each condition, a sampling matrix for it can be obtained.

Ti =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

T(ξ1, η1, t1) T(ξ1, η1, t2) · · · T(ξ1, η1, tK−1) T(ξ1, η1, tK)

· · · · · · ·
T
(

ξNξ
, η1, t1

)
T
(

ξNξ
, η1, t2

)
· · · T

(
ξNξ

, η1, tK−1

)
T
(

ξNξ
, η1, tK

)
T(ξ1, η2, t1) T(ξ1, η2, t2) · · · T(ξ1, η2, tK−1) T(ξ1, η2, tK)

· · · · · · ·
T
(

ξNξ
, η2, t1

)
T
(

ξNξ
, η2, t2

)
· · · T

(
ξNξ

, η2, tK−1

)
T
(

ξNξ
, η2, tK

)
· · · · · · ·
· · · · · · ·

T
(

ξ1, ηNη , t1

)
T
(

ξ1, ηNη , t2

)
· · · T

(
ξ1, ηNη , tK−1

)
T(ξ1, η1, tK)

· · · · · · ·
T
(

ξNξ
, ηNη , t1

)
T
(

ξNξ
, ηNη , t2

)
· · · T

(
ξNξ

, ηNη , tK−1

)
T
(

ξNξ
, η1, tK

)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(13)

What needs to be noted is the temperature of all the moments is not necessarily put into the
sampling matrix, if the dominant information has been contained in the sampling matrix. Subsequent
to a sampling matrix for each condition being obtained, all the matrices are combined to produce a

larger sampling matrix, S ∈ R
m×n, shown in Equation (14), where m = Nξ × Nη and n =

L
∑

i=1
Ki (Ki is

column number of Ti). Thus, the matrix, S, contains the information of the temperature evolution at
time-bearing different conditions.

S=
[

T1 T2 · · · TL

]
(14)

Using the “snapshot method” or “singular value decomposition (SVD) method” [9], the basis
functions matrix can be obtained. Usually, to save the time consumption, the SVD method is adopted
as m < n and the “snapshot method” is used as m > n. Both methods are proper for m = n. In this
paper, the SVD method is applied in Section 5.2. Thus, the SVD method is introduced as follows:

Consider the sampling matrix, S ∈ R
m×n, with rank, d ≤ min(m, n). Normally, in most

engineering problems, there are no two same samplings put into a matrix, S, d = min(m, n). Since
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the SVD method is only used as m ≤ n, d is equal to m. The SVD method guarantees real numbers,
σ1 ≥ σ2 ≥ . . . ≥ σd > 0, orthogonal matrices, U ∈ R

m×m and V ∈ R
n×n, which satisfy Equation (15):

UTSV =

(
D 0

0 0

)
(15)

where, D = diag(σ1, . . . , σd) ∈ R
d×d,U, and V are eigenvectors of SST and STS, respectively. U and

V are also called left singular vectors and right singular vectors. The first d columns of U and V are
eigenvectors with eigenvalues, λi = σ2

i , and the other columns are eigenvectors with eigenvalues,
λi = 0. The first d columns in U are the POD basis functions required in the POD reduced-order model.
Thus, the basis functions matrix, ψ, can be written as Equation (16):

ψ=
[
φ1 φ2 · · · φd

]
(16)

where,φk is the kth columns of U, andφk can be expressed as Equation (17):

φk =
[
φk(ξ1, η1), . . . , φk(ξNξ

, η1), φk(ξ1, η2), . . . , φk(ξNξ
, η2), . . . , . . . , φk(ξNξ

, ηNη )
]T

(17)

4.2. Reduced-order model (equations of ak(t))

The reduced order model is established by projecting the governing equation, Equation (2), onto
the space spanned by the first M basis functions. Following a series of deductions, the current research
group established the BFC-based POD-Galerkin reduced-order model for the heat conduction problem
(find the details in Ref. [20]), shown in Equation (18):

M

∑
k=1

dak
dt

Gik = −
(∮ √

αq(ξ)φidη −√
γq(η)φidξ

)
−

M

∑
k=1

ak Hiki = 1, 2 . . . M (18)

where,

Gik =
∫

Ω JρcpφkφidΩ.

Hik =
∫

Ω

[
λ
J

(
α

∂φk
∂ξ − β

∂φk
∂η

)
∂φi
∂ξ + λ

J

(
γ

∂φk
∂η − β

∂φk
∂ξ

)
∂φi
∂η

]
dΩ

Where the domain, Ω, here stands for the calculation domain on BFC shown in Figure 9. Equation
(17) is a system of linear equations with ak(k = 1, 2, . . . M) as unknowns, which can be solved by LU
decomposition. Usually, for heat conduction problems, the value of M is below 30, which means the
number of unknowns is below 30, while, in a full-order model, the unknowns can be thousands (3761
in the problem of this paper) or more, depending on the number of grids. Thus, the reduced-order
model can reduce the order from thousands to less than 30, which makes the simulation speed
increase significantly.

The boundary conditions are the same with the full-order model given above. The discretization
of them in the POD reduced-order model can be found in Ref. [19].

4.3. The standard POD reduced-order model implementation procedure

Figure 11 gives the standard implementing procedure of the POD reduced-order model, which
includes sampling, basis function extraction, reduced-order model solving, and physical field
reconstructing. The details can be found in Reference [19].
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Figure 11. Procedure of proper orthogonal decomposition (POD) reduced-order model implementation.

5. Application and Discussions

The process of BFC-POD-ROM-aided fast thermal scheme determination for the Secondary
Dong-Lin crude pipeline is elaborately introduced. First, the property and boundary variables of
the pipeline are given. Subsequently, the implementation process and performance of the POD
reduced-order model are illustrated. Finally, the thermal scheme for the Secondary Dong-Lin crude
pipeline is determined and the results of the POD reduced-order model are compared with the
field data.

5.1. Property and Boundary Variables for Secondary Dong-Lin crude Pipeline

To simulate the thermal behavior of the Secondary Dong-Lin pipeline, aside from the parameters
given in Section 2, the property and boundary parameters should be given as well.

(1) Property parameters

Figure 8 shows there are several different-property domains in the physical mode of the pipeline,
which are the oil stream, three layers, and soil region. Since the properties of the oils have been given
in Section 2, only the property parameters of the soil and the three layers are offered here (see Table 2.).

Table 2. Properties of the soil and the three layers.

Soil and the three layers ρi (kg/m3) Cp,i (J/kg·◦C) λi (W/m·◦C)

Soil (0 km–56 km) 2235 1.67 943
Soil (56 km–157.4 km) 2235 1.35 943
Anticorrosive Layer 1000 0.4 1670

Pipe-wall Layer 7850 50 460
Wax Layer 1000 0.15 2000

As shown in Table 2, the soil thermal conductivity from 0 km to 55 km of the pipeline is
1.67 W/m·◦C, while the soil thermal conductivity becomes 1.35 W/m·◦C after 56km of the pipeline.
The heat conductivities are obtained by inverse calculation through the operational data of the Sinopec
Company, which is a frequently-used method in oil pipeline thermal simulations [7].

(2) Boundary parameters

As shown in Figure 8, the boundary parameters of the pipeline cross-section include the
temperature of the oil stream, θ, and the corresponding convective heat transfer coefficient, ho, the
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temperature of air, Ta, the corresponding convective heat transfer coefficient, ha, and the temperature
of the thermostat layer, Ttl .

θ can be determined through the match condition between the pipeline cross-section and oil
stream, as shown in Equation (10), and ho can be found by the empirical formula in Ref. [22] using
the above boundary parameters. Ta is not the real temperature of air, rather a pseudo air temperature
interpolated by the temperature of the thermostat layer (Ttl) and the measured value of soil temperature,
Tb, in the buried depth of the crude oil pipeline, which has been a typical method in engineering for
easy simulation [22]. The interpolation equation is shown in Equation (19):

Ta = Tb +
Tb − Ttl

H
Hb (19)

where, H is the depth of the thermostat layer, and Hb is the buried depth of the oil pipe (See Figure 8).
Thus, the thermostat layer temperature, Ttl , soil temperature in a buried depth, Tb, and

convective heat transfer coefficient, ha, are the boundary parameters needed (see Table 3). Using
field measurements for this study, Ttl is 12.3 ◦C and ha is 20 (W/m2·◦C). Tb varies from day to day and
mile to mile. Table 3 gives a series of field data in five typical spots measured by the Sinopec Company.
Tb for other days and other spots are interpolated by the data from Table 3.

Table 3. Boundary parameters.

Soil Temperature in Buried Depth Tb (◦C)

Date 0 km 30 km 55 km 106 km 157.4 km

Oct. 31st 2015 22.67 22.44 20.28 20.75 24.76
Nov. 30th 2015 15.90 19.39 14.89 17.31 21.09
Dec. 31st 2015 7.39 13.39 9.94 12.71 15.68
Jan. 31st 2016 5.86 11.27 8.03 9.33 13.02
Feb. 29th 2016 5.23 10.14 7.24 8.32 11.31

5.2. POD-ROM-based fast thermal simulation for Secondary Dong-Lin crude pipeline

Figure 11 shows that to obtain the POD-ROM-based fast thermal simulation, there are two main
steps. The first is sampling and basis function extracting. The second is reduced-order model solving
and physical field reconstructing.

5.2.1. Sampling and Basis function

The quality of basis functions has a significant influence on the accuracy of POD reduced-order
model-based fast thermal simulation. The acceptable basis functions should contain the main characters
of the temperature field evolution of the Secondary Dong-Lin crude pipeline. This mainly depends
on the sampling process, in which the samplings should be representative and, for sake of time
consumption, as few as possible.

Figure 7 shows the whole pipeline is separated into a series of slices and the main differences
among the slices are geometrics (see Figure 2) and boundary conditions (see Table 3). Thus, for
this particular problem, the obtained temperature basis function must be capable of depicting the
temperature field under different combinations of geometrics and boundary conditions. The main
process for sampling and basis function extraction is as follows:

First, the sampling conditions are given in Tables 4–6. The sampling conditions are a thermal
analogy of the real conditions. Take “Sampling 1” as an example: Sampling 1 is set as an analog of the
thermal situation of the 0–20 km part in the Secondary Dong-Lin crude pipeline. To obtain such an
analog, the geometry and heat conductivity of Sampling 1 are set the same within the 0–20km part in
the Secondary Dong-Lin crude pipeline. To save time in the samplings’ calculation, the samplings’
simulation times are set at 50 days, which is much shorter than the real conditions (five months).
The alternate frequency (1.5 d/3.5 d one time) is also much higher than the real conditions. The real
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Tb (soil temperature in buried depth) changes from month to month so are analogized by changing it
every 10 days (see Table 6).

Table 4. The samplings.

Sampling
No.

Geometry
(See Table 5)

Tb
(◦C)

λ4
(W/m·◦C)

θh (◦C) θl (◦C)
th/tl
(d/d)

Tinitial

(◦C)
ts

(d)

1 Geo1

See
Table 6

1.67
23 38

1.5/3.5
0

50
2 Geo2 20 38 45
3 Geo3

1.35
15 35

0.5/1.5
75

4 Geo4 14 36 105
5 Geo5 13 35 157

Note: Tinitial (0) stands for the temperature field in the 0 km zone of the crude pipeline before the commission of the
batching transportation scheme. Tinitial (45) stands for the temperature field at 45 km. The others follow in kind.

Table 5. Geometry parameters of Geo1–Geo5.

Geo No. d (m) Hb (m) δw (m) δac (m)

Geo 1 ϕ616 × 7 1.315 0.003 0.007
Geo2 ϕ616 × 7 1.915 0.003 0.007
Geo3 ϕ695 × 8 1.3555 0.003 0.007
Geo4 ϕ695 × 8 1.5555 0.003 0.007
Geo5 ϕ695 × 8 1.8555 0.003 0.007

Table 6. Tb at different times.

Time 0 d–10 d 10 d–20 d 20 d–30 d 30 d–40 d 40 d–50 d

Tb (◦C) 22.67 15.9 7.39 5.86 5.23

Subsequently, using FVM, the temperature field in each slice is calculated with time steps at 600s
on body-fitted grids (grid number is 3761), as shown in Figure 12.

       
Figure 12. Body-fitted coordinate-based (BFC) grid of the pipeline cross-section.

Based on the temperature fields obtained by the FVM, the sampling matrix shown in Equation
(14) can be constructed. To reduce the dimension of the sampling matrix (which can cause problems
for the matrix decomposition) and avoid unnecessary information noise, sampling is dense when
the temperature field changes quickly. Quite the reverse, it is sparse when the temperature field is
changing slowly.

Thus, for this particular problem, the temperature field in every time step is put into the sampling
matrix in time intervals [0 h, 5 h] after the alternates of θh and θl . One temperature field is adopted every
five and 10 time steps in the time interval [5 h, 10 h] and [10 h, th or tl], respectively. To summarize,
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the sampling matrix, S, shown in Equation (14) consists of 8330 temperature fields, which makes S a
matrix with 3761 rows and 8330 columns.

Finally, the basis functions are extracted from the sampling matrix, S, by SVD. The energy
distribution of basis functions is shown in Figure 13. The first 23 basis functions, M = 23 in Equation
(12), are applied into the POD reduced-order model for fast simulation. Figure 14 gives contours of
four typical basis functions based on Geo 1.
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Figure 13. Energy distribution of basis functions.
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Figure 14. Contours of four typical basis functions based on Geo 1: (a) 1st; (b) 5th; (c) 15th; (d) 23rd.
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5.2.2. POD Reduced-order model validation and thermal characteristics of batch transportation

To test the accuracy of the POD reduced-order model-based fast simulation, the first three
potential schemes (see Table 7) given by Sinopec are simulated by a POD reduced-order model as well
as the FVM.

Table 7. Parameters for Schemes 1–3.

Scheme No.
QD

h /QD
l

(m3h−1/m3h−1)
QBI

h
(m3h−1)

θh/θl
(◦C/◦C)

th/tl
(d/d)

rSL/rOM

1 2161/2470
172 See Table 8

7.56/2.44 90:36
2 2322/2321 8.11/2.83 90:26
3 1872/2470 7.56/2.44 90:20

Table 8. Values of θh and θl in different months.

Time θl (◦C)
θh (◦C)

Furnaces
Scheme 1 Scheme 2 Scheme 3

Oct. 2015 23.20 37.03 38.22 39.04
Both furnaces
in Dongying
and Binzhou

are closed

Nov. 2015 20.00 36.37 37.78 38.75
Dec. 2015 14.88 33.77 35.39 36.51
Jan. 2016 13.60 33.89 35.64 36.84
Feb. 2016 12.90 33.69 35.48 36.71

Regarding the Secondary Dong-Lin crude pipeline, the coldest month each year is February.
The environmental temperature decreased progressively from October 2015 to February 2016, as
shown in Table 3, which made February 2016 the riskiest month. The oil temperature distribution has
great significance for engineering. Considering Scheme 1, the oil temperature distributions during the
last cycle (the last 2.44 d/7.56 d) in February 2016 are shown in Figure 15.
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Figure 15. The oil temperature along the pipeline during the last cycle of Scheme 1: (a) 0 d–2.44 d;
(b) 2.44 d–10 d.

The curves in Figure 15 are explained as follows: Beginning with the last cycle, t = 0 h in Figure 15a,
the whole pipeline is filled with SLOM oil. Table 8 shows the temperature of the oil in z = 0 km is
33.69 ◦C and, due to the heat loss to the environment, the temperature decreases along the pipeline
from 0 km to 55 km. Since the injected SLOM oil in z = 55 km is at 50 ◦C (higher than the upstream
SL oil’s temperature of 28.73 ◦C), the mixed oil becomes 30.18 ◦C, which shows a temperature jump
at z = 55 km (See Figure 15a). The temperature after z = 55 km decreases for the earlier stated reason
before z = 55 km.
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Then, the OM oil, at 12.9 ◦C, is pumped into the pipeline, which is at a lower temperature than
the SL oil’s temperature. Thus, the OM oil is warmed when it flows along the pipeline, which can be
shown by the curves at t = 1 h, 4 h, and 9 h. What should be noted is that the oil pipeline is not occupied
fully by the OM oil until t = 16 h. Thus, the curves of t = 1 h, 4 h, and 9h show an up-and-down
trend. The “uptrend-curves” part of the pipeline is filled with OM oil, which absorbs energy from
the environment. The “downtrend-curves” part of the pipeline is filled with SLOM oil, which releases
energy to the environment. When at t = 16 h, the SL oil is completely driven out of the pipeline by the
OM oil behind.

While the OM oil keeps absorbing the energy from the environment, the temperature of the
environment decreases, leading to the OM oil temperature decreasing with time, as shown in Figure 15a.
The “reduction” lasts until the oils alternate at the beginning of the pipeline. Figure 15b shows the
temperature curves after the alternation. It illustrates the opposite thermal characteristics of Figure 15a,
when SLOM oil with a higher temperature than OM oil is pumped into and fully occupies the pipeline.

Figure 15a,b have the symbols and lines representing the results of the POD reduced-order model
and the FVM, respectively. Even though the thermal characteristics of the Dong-Lin crude pipeline are
very complicated, as stated above, the results of the POD reduced-order model agree well with those
of the FVM. The main thermal characteristics along the pipeline of Schemes 2 and 3 are similar to those
of Scheme 1, given in Figure 15, and the differences are just the values. Aside from the oil temperature
distribution along the pipeline, the engineers are also concerned about the oil temperature flowing out
of the pipeline. Thus, for the three schemes, Figure 16 gives the outflow oil temperature (in the end of
the pipeline) versus time curves.
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Figure 16. The oil temperature flowing out of the pipeline in Linyi Station: (a) Scheme 1; (b) Scheme 2;
and (c) Scheme 3.
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Figure 16 shows the oil temperature in the end of the pipeline periodically declines from October
2015 to February 2016. The periodic alternating of the oils pumped into the pipeline and the increasingly
colder weather are responsible for the two trends. Looking at Figure 16, it can be found that the POD
reduced-order model has good accuracy. The largest errors (compared with the FVM) for Schemes
1, 2, and 3 are 0.22 ◦C, 0.24 ◦C, and 0.25 ◦C, respectively. The mean errors (compared with FVM) for
Schemes 1, 2, and 3 are 0.15 ◦C, 0.15 ◦C, and 0.16 ◦C, respectively.

To illustrate the accuracy of the POD reduced-order model more vividly, for Scheme 1, Figures 17
and 18, respectively, give the temperature fields at the beginning and end of the pipeline. Figures 17
and 18 have dashed lines representing the POD reduced-order model results and solid lines
representing the FVM. The results agree well with each other.

(a) (b)

(c) (d)

Figure 17. The cross-section’s temperature field in the beginning of the pipeline (dashed lines: POD
reduced-order model. Solid lines: Finite volume method (FVM)): (a) 38th day; (b) 76th day; (c) 114th
day; (d) 152nd day.
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(a) (b)

 
(c) (d)

Figure 18. The cross-section’s temperature field at the end of the pipeline (Dashed lines: POD
reduced-order model. Solid lines: FVM): (a) 38th day; (b) 76th day; (c) 114th day; (d) 152nd day.

To illustrate the speed advantage of the POD reduced-order model, Table 9 shows the time
consumption of the POD reduced-order model and the FVM. The simulation speed is more than
100 times faster than the FVM, which means much time is saved in the engineering.

Table 9. Time consumptions of the FVM and POD reduced-order models.

Scheme No. FVM (h) POD (h) Acceleration Factor

Scheme 1 62.7 0.49 128
Scheme 2 64.5 0.52 124
Scheme 3 64.0 0.56 114

Considering the above analysis, it can be found that, for the thermal simulation of the Dong-Lin
crude pipeline with oil batching transportation, the POD reduced-order model has good accuracy and
significant efficiency. Thus, rather than the commonly-used FVM, the POD reduced-order model is
adopted to determine the operational scheme in this paper.

5.3. Detail Batch Transportation Scheme Determination and Field Verification

Through the first three potential schemes given by Sinopec, the performance of the POD
reduced-order model was verified. Following that, considering the capacity of oil stocks, blend
ratios of SLOM oils, behaviors of furnaces, and other factors, the Sinopec Company drew 1024 potential
schemes in sum. All the schemes were simulated by the POD reduced-order model to find their
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thermal performance critical to the energy cost of the oil heated and oil pumped because oil fluidity is
related to oil temperature (see Figure 4).

Considering the thermal and hydraulic consumption of each scheme given by the simulations,
the Sinopec Company chose Scheme No. 124 (shown in Table 10) as the final operating scheme based
on the considerations of power consumption and transportation risk. The risk means the restart-ability
of the oil pipeline after being shut-down for an accident. The lower the temperature and the longer the
shut-down time, the higher the risk is.

Table 10. Parameters for the determined scheme.

Scheme No.
QD

h /QD
l

(m3h−1/m3h−1)
QBI

h
(m3h−1)

θh/θl (◦C/◦C)
th/tl
(d/d)

rSL/rOM

124 1370/2064 172 See Table 11 4.58/1.17 9:2

Table 11. The determined values of θh and θl in different months.

Time θl (◦C) θh (◦C) Furnace in Dongying Furnace in Linyi

Oct. 2015 23.5 41.5
Close for OM oil.

Open for SLOM oil and keep
heating it to 41.5 ◦C

Open for both OM and
SLOM oil

Raise OM oil 8 ◦C
Raise SLOM oil 5 ◦C

Nov. 2015 23 41.5
Dec. 2015 21 41.5
Jan. 2016 19 41.5
Feb. 2016 17 41.5

To ensure the success of the new scheme commissioning, the Sinopec Company did much more
preparation than was expected. Thus, the company began to execute the chosen scheme on November
4, 2015. Figure 19 gives the comparisons between the simulated results and the operational field data.
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Figure 19. The comparisons between field data and the results predicted by the POD reduced-order
model: (a) The oil temperature flowing into Binzhou station versus time on February 2016; (b) the oil
temperature flowing into Linyi station versus time on February 2016.

Figure 19 demonstrates the thermal behavior under the chosen scheme can be predicted with an
error acceptable to crude oil engineering. There are some spikes in the field data shown in Figure 19.
The flow flux and the temperature are not controlled precisely during real-time engineering, which
means the pipeline is operated around the chosen scheme, and not exactly on the scheme. To operate a
crude oil pipeline exactly according to the planning scheme is impossible due to unpredictable factors
(such as the flow shock of the upstream, and the temporary change of oil transportation task) existing
in practical engineering.
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The oil temperature flowing into other stations shows the same behavior. To properly describe
the deviations between the field data and simulation results, the mean oil temperatures flowing into
Binzhou and Linyi station are calculated. It should be noted that the mean temperature of OM oil
and SLOM oil are calculated independently (see Tables 12 and 13). The deviations are also shown in
Tables 12 and 13.

Table 12. The mean temperature of OM oil in different months.

Oil Data Nov. 2015 Dec. 2015 Jan. 2016 Feb. 2016

θOM in BZ Field Data 28.89
(0.24, 0.8%)

26.78
(0.48, 1.8%)

25.66
(1.21, 4.7%)

23.54
(0.42, 1.8%)POD Results 29.13 26.30 24.45 23.12

θOM in LY Field Data 32.18
(1.27, 3.9%)

32.93
(0.15, 0.4%)

29.62
(0.48, 1.6%)

29.98
(0.32, 1.1%)POD Results 33.45 33.08 30.10 30.30

Note: BZ is for Binzhou station and LY is for Linyi station. The values in the brackets are absolute and relative
deviations, respectively.

Table 13. The mean temperature of SLOM oil in different months.

Oil Data Nov. 2015 Dec. 2015 Jan. 2016 Feb. 2016

θSLOM in BZ Field Data 36.02
(0.12, 0.3%)

35.66
(0.48, 1.3%)

33.89
(1.21, 3.6%)

33.64
(0.06, 0.2%)POD Results 36.14 36.35 34.63 33.58

θSLOM in LY Field Data 33.99
(0.99, 2.9%)

34.48
(1.37, 4.0%)

31.29
(0.79, 2.5%)

31.72
(0.63, 2.0%)POD Results 34.98 35.85 32.08 32.35

Note: BZ is for Binzhou station and LY is for Linyi station. The values in the brackets are absolute and relative
deviations, respectively.

Tables 12 and 13 show the mean oil temperature errors are less than 1.27 ◦C and 1.37 ◦C for
OM and SLOM oil, respectively, which is acceptable for oil transportation engineering. There are
three reasons to generate such a deviation. First, the physical model used in the current study is an
approximate description and the POD reduced-order model itself is also an approximate mathematical
model. Second, there are some inevitable errors in parameter values in the physical model, such as
the heat capacity, density and viscosity of oil, the heat conductivity in the regions of the wax layer,
pipe-wall layer, anticorrosive layer, and soil, and the forced convection heat transfer coefficient of the
oil flow and the wax layer. Third, the pipeline is operated around the chosen scheme, not exactly on
the scheme, as stated above, which is believed to be the biggest reason.

To summarize, the BFC-based POD-ROM is adopted to determine the detailed scheme to improve
the efficiency more than a hundred times. Compared with the FVM, the POD reduced-order model
reduces the simulation time from 264 days, using 10 computers’ parallel computing, to 2.2 days.
The Dong-Lin crude oil pipeline has been safely operating for more than two years using the
determined scheme.

6. Conclusions

The determination of the crude pipeline’s detailed batch transportation scheme could cost
tremendous thermal simulation time, which is an unsolved problem in oil transportation engineering.
To solve this problem for China’s Secondary Dong-Lin crude pipeline, a fast scheme determination
strategy was developed for the first time.

The main idea of the strategy was that, rather than the traditional FVM, the BFC-based POD
reduced-order model was adopted to increase the speed of the thermal simulation. The whole strategy
included three main steps, which are summarized as follows:

(1) Sampling matrix construction and basis function obtainment.

The quality of basis functions has significant influence on the accuracy of the POD reduced-order
model-based fast thermal simulation. Thus, the corresponding samplings should be representative
and, for the sake of time consumption, as few as possible. Regarding crude oil batch transportation,

219



Energies 2018, 11, 2666

the following point is recommended: Design the sampling conditions by using the “analogy method”,
which means the geometry and heat conductivity should be the same within the pipeline and the
boundary condition can be designed as an analogy of the real condition (see Tables 4–6). To reduce the
dimensions of the sampling matrix, sampling can be dense as the temperature field changes quickly
and sparse as the temperature field is slowly changing.

(2) The validation of the POD reduced-order model.

The POD reduced order model is an approximate method. Its accuracy is dependent on the
quality of obtained basis functions, the number of basis functions adopted in the POD reduced-order
model, and the complexity of the problem. Thus, the POD reduced-order model should be validated
by the full order model (FVM in this paper) before being applied to the engineering.

Regarding the specific problem in this paper, through the comparisons between the POD
reduced-order model and FVM, it was found that the POD reduced-order model had good accuracy
with a mean error of 0.16 ◦C, which is acceptable for engineering. Thus, it is believed the POD
reduced-order model can be applied to thermal simulations of crude oil batch transportation. The
obtained basis function is feasible for China’s Secondary Dong-Lin crude pipeline and the number of
adopted basis functions is appropriate.

(3) The determination of the transportation scheme.

It was found that the POD reduced-order model can be more than one hundred times faster
than the FVM. Therefore, to find a proper operational scheme, it is feasible to simulate hundreds, or
thousands of schemes with reasonable time consumption. Moreover, this method can be combined
with some optimization methods to find an optimized operating scheme.

Aided by the body-fitted coordinate-based POD reduced-order model, the details of the batch
transportation scheme were determined and can be found in Tables 10 and 11. The Dong-Lin crude oil
pipeline has been safely operating for more than two years using the determined scheme. Compared
with the field data, the predicted results by the POD reduced-order model are of an acceptable accuracy
for crude oil engineering. The mean oil temperature errors were less than 1.27 ◦C and 1.37 ◦C for OM
and SLOM oil, respectively.

Author Contributions: Conceptualization, B.Y.; Methodology, D.H.; Code, D.H.; Validation, Q.Y., D.C. and G.Z.;
Writing—Original Draft Preparation, D.H.; Writing—Review & Editing, B.Y., D.H., and Q.Y.

Funding: The study is supported by National Science Foundation of China (No. 51706021), The Beijing Youth
Talent Support Program (CIT&TCD201804037), the Jointly Projects of. Beijing Natural Science Foundation and
Beijing Municipal Education Commission (KZ201810017023) and the Project of Construction of Innovative Teams
and Teacher Career Development for Universities and Colleges Under Beijing Municipality (No. IDHT20170507).

Conflicts of Interest: The authors declare no conflict of interest.

Nomenclature

Roman Symbols

ak Amplitude of the kth POD basis function
A Flowing area of the pipeline (m2)
cp,i Specific heat capacity of region i (J/(kg·◦C))
cp,o Specific heat capacity of oil (J/(kg·◦C))
d Diameter of the pipeline (mm)
f The Darcy coefficient
ho Heat convection coefficient between the wax layer and oil stream (W/(m2·◦C))
ha Heat convection coefficient between the soil and air (W/(m2·◦C))
H Thermal influence region on the vertical direction (m)
Hb The buried depth of crude oil pipeline (m)
L Thermal influence region on the horizontal direction (m)
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q The heat flux between the wax layer and oil stream (W/m2)
QD

h , QD
l Flow flux of hot and cool oil in Dongying station (m3/h)

QBI
h The flow flux injected in Binzhou station (m3/h)

rSL, rOM Ratio of SL oil and OM oil in SLOM oil
S The sampling matrix
th Transportation time of hot oil during one period (h)
tl Transportation time of cool oil during one period (h)
ts The total transportation time of hot and cool oils (h)
T Temperature of the pipeline’s cross-section
Ta Temperature of the air (◦C)
Tc Temperature of the soil thermostat layer (◦C)
v Flow velocity of the oil stream (m/s)
x, y Cartesian coordinate in the cross-section of pipeline (m)
z Coordinate along the cross-section of pipeline (m)
Greek Symbols

δw Thickness of the wax layer (m)
δac Thickness of the anticorrosive layer (m)
φk The kth POD basis function
φk Vector of the kth POD basis function
λi Heat conductivity coefficient of region i (W/(m·◦C) )
μ Viscosity (Pa·s)
θ Temperature of the oil (◦C)
θcp Condensation point of crude oil (◦C)
θh Temperature of the hot oil, namely SLOM oil (◦C)
θl Temperature of the cool oil, namely OM oil (◦C)
θSLOM Temperature of SLOM oil (◦C)
θOM Temperature of OM oil (◦C)
ρi Density of region i (W/(m·◦C) )
ρo Density of oil (kg/m3)
ξ, η Body-fitted coordinate in the cross-section of pipeline (m)
Subscripts

1,2,3,4 Regions of wax layer, pipe-wall layer, anticorrosive layer and soil respectively
ac Anticorrosive layer
h Hot oil
l Cool oil, namely low temperature oil
o oil
OM Oman oil
SL Shengli oil
SLOM Mixture of SL oil and OM oil
tl Thermostat layer
w Wax layer
ξ, η Partial derivatives of the variable
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