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1. Introduction

The Special Issue “Distributed Energy Resources Management 2018” includes 13 papers [1–13],
and is a continuation of the Special Issue “Distributed Energy Resources Management”
published in https://www.mdpi.com/journal/energies/special_issues/distributed_energy_resources_
management2018. The success of the previous Special Issue, for which the summary is published
in [14], shows the unquestionable relevance of distributed energy resources in the operation of power
and energy systems at both the distribution level, and at the wide power system level. Improving the
management of distributed energy resources makes possible the accommodation of a higher penetration
of intermittent distributed generation and electric vehicle charging stations. Demand response (DR)
programs, particularly the ones with a distributed nature, allow for consumers to contribute to increased
system efficiency while receiving benefits.

This Special Issue addresses the management of distributed energy resources with a focus on
methods and techniques to achieve optimized operation, to aggregate resources within the scope of
virtual power players and other types of aggregators, and to remunerate them. The integration of
distributed resources in electricity markets is also addressed as an enabler for their increased and
efficient use.

The topics of this Special Issue include the following:

• DR;
• electricity markets;
• renewable energy integration;
• real-time simulation;
• smart grids; and
• virtual power players.

13 research papers have been published in this Special Issue, with the following statistics:

• Submissions: 16; published: 13; rejected: 3.
• Average paper processing time: 43.98 days.
• Authors’ geographical distribution: Belgium (1), China (1), Korea (1), Portugal (5), Slovakia (1),

Spain (4), The Netherlands (1).

2. Published Papers Highlights

This paper provides a summary of the Special Issue of Energies covering the published articles [1–13],
which address several topics related to distributed energy resources management. Table 1 identifies
the most relevant topics in each publication of the 2018 Edition. These topics have been selected by the
Editors as the most relevant among the 13 papers published.

Energies 2020, 13, 164; doi:10.3390/en13010164 www.mdpi.com/journal/energies1
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Table 1. Topics covered in each publication.

Topic
Publication

[1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13]

Demand response (DR) x x x x x x x

Distributed generation x x x x x x x x x

Electricity markets and aggregation x x x x x x

End-users and their comfort x x x x x x x

Energy storage x x x x

Intelligent resource management x x x x x x

Operation and control x x x x x x

Renewable energy sources x x x x

Total 5 3 4 4 5 3 4 4 4 4 2 3 4

As shown in Table 1, most of the publications focus on DR and distributed generation, while four
papers include energy storage. Most of the papers are dedicated to end-user aspects, namely consumer
comfort, and to electricity markets and resource aggregation.

In the work presented in [1], Faria et al. presented a methodology to schedule distributed energy
resources in order to minimize operation costs. While the focus is given to DR programs, distributed
generation units were also addressed. The consumers and the generation units were aggregated using
clustering methods in order to establish remuneration groups.

A multi-agent coordination scheme was proposed by Castillo-Cagigal et al. in [2] with a deep focus
on contexts of high penetration of renewables, mainly photovoltaic generation. Swarm intelligence and
coupled oscillators were combined in the innovative methodology using the SwarmGrid algorithm.
The objective was to increase the stability of and reduce stress on the electrical grid, allowing for an
increase in renewables penetration.

Gao et al. [3] proposed a bidding mechanism that enables a virtual power plant (VPP) to internally
find the resources needed for each context, considering uncertainties. A multi-agent and game
theory-based approach was used in a double-layer nested dynamic game bidding model. The game
played between the VPP and the internal resources was played with the goal of maximum self-interest.

From a market perspective, Minniti et al. [4] provided insights into the most important aspects
that can enable flexibility trading. The current implementation of aggregators in Europe is discussed,
pointing out that there is a long way to go before the desired situation was achieved.

Song [5] et al. presented a multi-disciplinary study of distributed resources in China. A comprehensive
benefit evaluation index system was developed, and the benefits are evaluated through a case analysis.

Smart buildings are addressed in [6]: Casado-Vara et al. proposed the use of continuous-time
Markov chains and a cooperative control algorithm in a novel model-based predictive hybrid control
algorithm. The maintenance and reliability of an internet of things network was improved by optimal
sensor positioning, and by replacing the sensors that the algorithm predicts will not properly work in
the future.

With focus on microgrids, demand side management was managed using a multi-objective
approach proposed by Singh and Jha in [7]. Usability indices (peak shaving for example) were
determined in order to analyze the contribution of demand side management to the optimal operation
of the microgrid.

Moon et al. [8] proposed a method for real-time active power control in a microgrid with energy
storage systems and diesel generators operating in island mode. Distributed energy resources were
managed in order to ensure an active power balance while keeping the frequency and voltage within
determined levels.
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In [8], the energy storage unit was addressed as a resource for diesel generators that contribute to
maintaining an active power balance in real-time. In [9], Galván et al. proposed a method to optimally
schedule the energy storage unit in a microgrid based on priorities. The battery’s state of charge was
properly considered, and a particle swarm approach is used to find the optimal solution.

A control framework for the strategic operation of wider distribution networks was proposed by
Kotsalos et al. in [10]. The proposed approach addressed a large set of distributed energy resource
types, namely photovoltaics, energy storage, electric vehicles, and controllable loads. The objective
was to improve the integration of renewable resources while keeping within the bounds of the voltage
and the load in the secondary substation.

In the review presented in [11], Šujanová et al. discussed several methods for the evaluation of
the comfort levels in buildings. The paper highlighted the need for a human-centric design of the built
environment, where the efficiency of technology can be measured only if it is successfully implemented
and used by a building’s occupants.

In [12], Gazafroudi et al. proposed an agent-based approach for energy trading at the local
level. The proposed iterative approach allowed for interaction between end-users and the distribution
network operator. The developed algorithm is also adequate for energy resource aggregators.

Finally, in [13], optimal energy resource management at the residential house level was obtained
using particle swarm optimization, as proposed by Faia et al. The energy storage unit was managed by
considering the available photovoltaic generation, the energy cost, and the use of flexible loads.

Author Contributions: Investigation, P.F. and Z.V.; Writing—original draft, P.F.; Writing—review & editing, Z.V.
All authors have read and agreed to the published version of the manuscript.

Funding: The present work was done in the scope of CEECIND/02887/2017 and UID/EEA/00760/2019 funded by
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Abstract: Distributed energy resources can contribute to an improved operation of power systems,
improving economic and technical efficiency. However, aggregation of resources is needed to make
these resources profitable. The present paper proposes a methodology for distributed resources
management by a Virtual Power Player (VPP), addressing the resources scheduling, aggregation and
remuneration based on the aggregation made. The aggregation is made using K-means algorithm.
The innovative aspect motivating the present paper relies on the remuneration definition considering
multiple scenarios of operation, by performing a multi-observation clustering. Resources aggregation
and remuneration profiles are obtained for 2592 operation scenarios, considering 548 distributed
generators, 20,310 consumers, and 10 suppliers.

Keywords: clustering; demand response; distributed generation; smart grids

1. Introduction

The end-consumer’s demand reduction or shed, due to technical or economic issues, in response
to price signals or incentives, is commonly defined as Demand Response (DR) [1]. Price signals can
be given using Real-Time pricing (RTP) programs, as in [2]. DR resources can be used together with
Distributed Generation (DG) successfully, at distribution network levels, in order to contribute to the
implementation of the Smart Grid (SG) [3,4]. The high potential of DR is discussed in [5–7] for different
countries and implementation scenarios, and DG in [8,9].

Despite recent efforts and actual achievements concerning the implement of DR in small-size
resources, many DR programs are focused on large-size resources [10]. The full integration of DR
programs in the energy markets should be performed using the aggregation of small-size consumers
and producers that are usually connected to distribution networks [11]. It is therefore needed to find
the most appropriate way to aggregate and remunerate such small-size resources for their participation
in electricity markets.

The aggregation of distributed resources can be done under several approaches, which can
consider the economic models and entities that perform the aggregation [12,13]. For the specific case
of DR resources aggregation [14], one can find the Curtailment Service Provider (CSP), which acts in
several current DR implementations [15]. With a wider resource types integration, one can refer to a
Virtual Power Player (VPP). A VPP is an entity responsible for the small-size resources management
at the level of distribution networks. It performs the resources scheduling, in order to provide the
required means to supply the demand and to enable the participation in the electricity markets. It is
also responsible for the remuneration of the DG and DR resources [16].

Energies 2018, 11, 1987; doi:10.3390/en11081987 www.mdpi.com/journal/energies5
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Given the importance of the resources aggregation, adequate methods and tools should be
used. Since the aggregation will define the groups of resources and result in the remuneration for
each single resource, such task is very critical in the way that it will represent an incentive for the
consumers and producers in order to actively participate in the optimal management of the VPP
area. Clustering algorithms are used to ensure that the groups are formed considering common
characteristics or patterns.

The clustering algorithms can be classified into several types, as hierarchical, partition, fuzzy and
many others [17]. The one used in this paper is K-means, a partition clustering algorithm. At each
iteration, the algorithm computes the distance between objects (based on each observation-value of
objects for a given situation) and the center of each of the groups. The objects change amongst groups
based upon the calculated distance, i.e. an object is assigned to a group if the distance to it is the lowest
when comparing to all other groups [18,19].

The remuneration of the resources is usually done equally for the resources of the same type [20].
It can be performed individually as shown in [21], in which the payment would be proportional to
each individual contribution. In [22], the author proposes a unit commitment mechanism to reduce
the cost of using wind generation considering the load and spinning reserve implemented at a certain
time in the network. The aggregation and remuneration of the resources is, in most situations, largely
related to the resources scheduling, namely in the VPP operation context.

In [23], an evolutionary algorithm is used to perform the scheduling and to obtain the Pareto-front
optimal solutions. Reference [24] discusses the resources scheduling and aggregation. In [25], several
DR programs are presented, as well as onsite generation (OG) and energy storage (ES). The authors
refer to the aggregator as an entity able to aggregate the consumers’ reduction capacity and make
them profitable, using OG and ES for load balance. These works discuss and comment on results
about resources scheduling, aggregation and remuneration, without extensive analyses and proposal
of remuneration methodologies for small-size energy resources. Some of the authors in the present
paper showed preliminary results in distributed resources management considering their scheduling,
aggregation and remuneration [26]. However, many aspects are detailed and explored further in the
present paper, explained detailed in Section 2.

The present paper proposes a methodology to support the VPP, performing the resource’s schedule
(optimization algorithms), aggregation (using K-means), and remuneration. After the scheduling, the
aggregation and remuneration of distributed resources is made considering K-means algorithm and
maximum price per group—all the resources in a given group are paid considering the same tariff,
namely, the maximum value of all the resources belonging to the same group, respectively.

Previous research in this field addresses the problem by analyzing distinct operation scenarios one
by one; the methodology proposed in this paper advances in considering the whole set of operation
scenarios at the same time. Additionally, it combines incentive-based and price-based demand
response programs. The proposed methodology is flexible enough in order to be used by several types
of aggregators, whether they do or do not have both the consumption and generation resources.

The K-means algorithm allows the consideration of several operation scenarios, determining
the groups to be formed on a schedule shape basis. The maximum price per group allows a fair
remuneration to less-efficient resources, at the same time that incentives for the ones that are efficient
to continue participating.

After this introductory section, Section 2 explains the proposed methodology, including a detailed
explanation of its contributions. Then, Section 3 presents the resource scheduling formulation. The
case study is presented in Section 4, and Section 5 includes the obtained results. Finally, Section 6
presents the main conclusions of the work.

2. Proposed Methodology

The proposed methodology aims to support the Virtual Power Player (VPP), in optimally
scheduling, aggregating and remunerating the resources. The VPP is considered to be an external

6
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independent entity and thus, with no interference in technical aspects of the network where it acts.
Moreover, it is assumed that the resources are in a contract with this entity, and therefore must respond
to DR events when so requested.

2.1. VPP Approach

The VPP is able to optimally use generation and demand response according to distinct types,
such as external suppliers, Distributed Generation (DG), Demand Response incentive-based programs
(Incentive Demand Response (IDR))—in which the consumers are remunerated proportionally to
their contribution in reducing load; and Demand Response price-based programs (Real-Time Pricing
(RTP))—in which the consumers are modelled by their elasticity, making changes to their load in
response to price signals. The final objective is to support the VPP in the definition of tariffs for DR
and DG resources.

The methodology comprehends four different phases, according to Figure 1: input data definition,
scheduling, aggregation and remuneration tariffs definition. The four phases run independently
and subsequently.

Figure 1. Diagram of the proposed methodology.

In the first phase, a set of data is provided as input to the optimization block which runs the
second phase. The data includes all of the resources characteristics, including the maximum capacity
for DG units, and for the suppliers, and the reduction capacity for the consumers. Also, prices for each
resource and loads elasticity are provided.

The methodology is able to cope with the different time scales of the resources operation.
For example, if we are dealing with a scenario of 5 min, where the data is available for each second,

7
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it is calculated the average values for each period of 5 min. If the available data belongs to 15 min, the
same value has been considered for all 3 of the five-minute periods.

In the second phase, the optimal scheduling of resources is performed for each scenario.
The scenarios with unfeasible solution in the optimization are discarded so it is not provided to
the aggregation phase. The scheduling is performed using MATLAB (2014A, MathWorks, Natick,
MA, USA). Also in this phase, several parameters are diversified with the purpose of creating
distinct operation scenarios. Those parameters are: regular supplier and distributed generators cost,
the maximum reduction allowed for IDR and RTP consumers programs, the total initial load and, finally,
the DG, IDR and RTP reduction contributions. As it will be detailed in Section 3, in Equations (15)–(17),
it is possible for the VPP to choose an amount of energy obtained from each type of resource, relative
to the total scheduling obtained. The scheduling is discussed and analyzed in particular in Section 5.

2.2. Aggregation of Resources

After the scheduling, the aggregation of the resources is performed (third phase) using a partition
clustering algorithm; K-means algorithm. This algorithm allows us to define an entry matrix that
contains the variables (objects) as rows and different scenarios (values) on the columns enabling the
clustering considering all of the scenarios. This allows a better standardized group formation and not
concentrated as hierarchical clustering algorithms. The algorithm has as outputs the centroid values of
each group and also the group identification for each resource. The centroid value represents the point
in the group for which the distance to the rest of the elements in that group is minimum. As for the
distance minimization function, several can be considered. In this case, the one used is the squared
Euclidean distance, modeled as in Equation (1) [27]

d(x, c) = (x − c)(x − c)′ (1)

where x is the sample point and c, the centroid value.
The aggregation is made separately for each type of resource (DG, IDR and RTP), and considers

all of the implemented scenarios. The aggregation using K-means allows for considering several
observations of the variables. In this way, each scenario is considered as an observation of the variables
related to each resource.

The resources are clustered according to all scenarios, being obtained the centroid profile, which
is the representative profile of all the resources in a group. This centroid profile contains the centroid
single values for each scenario. In this phase, the K parameter is part of K-means algorithm in order to
set the number of tariff or remuneration groups that will be assigned to the consumers or producers.
It is possible to define different K ranges. K = 1 means that all the resources will be in one group,
so we start with K = 2. For the highest K, we have the reference of the number of consumer types.
The maximum K is limited in the sense that it is not possible in practice to implement a large number
of tariffs. In the limit, we could have one tariff for each single consumer/producer. The K parameter
has no influence on the scheduling, since it is made a priori.

2.3. Remuneration

After the aggregation, the remuneration process is addressed using the maximum price inside
each group-fourth phase. The remuneration is obtained considering the highest energy price in each
group and applying it to all the resources in that group. The consumers and producers with lower
initial prices will be remunerated at a higher price after the computation of the proposed methodology
since the highest price within a group will be applied to all the resources inside the group.

2.4. Tariffs Comparison

With the results obtained as described in the previous sub-sections, it is possible for the VPP to
compare the costs for each number of defined clusters, and the costs with the payment by type of
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resource. The payment by type can have two distinct approaches which will be compared with the
payment for each group in different numbers of defined clusters. In the first one, considering the initial
price that corresponds to the price established for all the resources of such type, each resource will
be paid for the scheduled power, assuming that this schedule will be respected. This approach can
somehow be not so realistic in some scenarios, in the sense that all the resources of the same tariff
should be scheduled without discrimination. In the second approach, all the resources of the same type
will be paid at the maximum capacity available, as it is made for the resources in different clusters.

The present methodology aims at minimizing operation costs, at optimally scheduling resources,
and at defining aggregation and remuneration.

The innovative aspects of the proposed methodology, when comparing to the previous works,
including in [26], are related with: the consideration of several distinct scheduling scenarios; inclusion
of a mathematical formulation that considers the DR programs possibilities; exhaustive discussion
regarding the use of clustering algorithms on resource’s aggregation; and finally, the proposal of
remuneration models that consider the aggregation of resources according to their use in multiple
scenarios. In this way, it is possible to provide the VPP with optimal and practicable solutions to the
management of distributed resources, addressing their remuneration. The authors have published
work related to the present paper in [27–29]. In [27], it is shown a similar work of this paper; however,
the focus of the present paper is given to the consideration of multi-parameters in the clustering
process, made possible by the use of K-means algorithm instead of the hierarchical clustering. This
allows the analysis of the evolution of the group’s centroid across the different scenarios evaluated.

3. Scheduling Formulation

In this section, the resources scheduling is presented.
The objective function of the optimization model is as presented in Equation (2), which targets

the minimization of operation costs for the VPP. The optimal scheduling of generation and demand
response programs use is obtained. In the implemented objective function, multiple distributed energy
resources, as distributed generators and consumers are considered. The connection between the
network managed by the VPP and other systems is implemented by considering external suppliers,
which can also be useful for the management of the VPP’s network balance. It is important to stress
that the external suppliers are divided into regular and additional ones, so the most expensive ones
are only activated when really needed. According to the price elasticity of demand, the price signal to
be given to each consumer and the expected consumption reduction are obtained.

The resources are scheduled for each scenario context, concerning the restrictions modeled by
Equations (3)–(17). DR programs are divided into IDR and RTP programs.

The optimization problem class is quadratic programming, due to the variable multiplication in
the objective function, referring to the use of real-time pricing demand response initiatives.

Min OC =
P
∑

p=1
PDG(p) × CDG(p) + PNSP × CNSP

+
S
∑

s=1

[
Preg

Supplier(s) × Creg
Supplier(s)

+Padd
Supplier(s) × Cadd

Supplier(s)

]

+
C
∑

c=1

[
PIDR(c) × CIDR(c)

−(PInitial
RTP(c) − PReduct

RTP(c) )× (CInitial
RTP(c) + CIncrease

RTP(c) )

] (2)

The balance equation is presented in Equation (3). In this equation, the balance between
production and demand must be accomplished, i.e., the initial consumption deducted from the
reduction verified by IDR and RTP consumers must be equal to the production sum of the DG with
suppliers. The equation also includes the non-supplied power (NSP), which refers to the amount of
lost load in case the generation is not sufficient to supply the demand.
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C
∑

c=1

[
PInitial

Load(c) − PIDR(c) − PReduct
RTP(c)

]
=

P
∑

p=1
PDG(p)

+
S
∑

s=1

[
Preg

Supplier(s) + Padd
Supplier(s)

]
+ PNSP

(3)

Equations (4)–(7) are related to the technical limitations of the external suppliers regarding their
generation output. Equations (4) and (6) consider the individual limitation of each external supplier,
while Equation (5) and (7) limit the total amount bought from external suppliers, for regular and
additional type suppliers.

Preg
Supplier(s) ≤ Preg Max

Supplier(s), ∀s ∈ {1, ... , S} (4)

S

∑
s=1

Preg
Supplier(s) ≤ Preg Total

Supplier (5)

Padd
Supplier(s) ≤ Padd Max

Supplier(s), ∀s ∈ {1, ... , S} (6)

S

∑
s=1

Padd
Supplier(s) ≤ Padd Total

Supplier (7)

In a similar way to the previous Equations (4)–(7), for distributed generators the same energy
limitations are applied considering the generator’s output, whether in individual by Equation (8) or
total by Equation (9).

PDG(p) ≤ PMax
DG(p), ∀p ∈ {1, ... , P} (8)

P

∑
p=1

PDG(p) ≤ PTotal Max
DG (9)

Concerning the participation of consumers in DR events, the constraints modelled are: maximum
consumption reduction for each consumer in IDR program, Equation (10); the maximum consumption
reduction of the sum between IDR and RTP programs, Equation (11); the maximum cost increase in
RTP programs, Equation (12); maximum consumption reduction for each consumer in RTP programs,
Equation (13); consumer’s elasticity considering scheduled power and price, especially important
in RTP programs, Equation (14) [30]. In the RTP demand response program, the consumer reacts
to a given rise in the energy price, with a consumption reduction. This rise in the energy price and
consumption reduction of the consumer is limited by Equations (12) and (13), respectively, ensuring
that the differences between initial and final energy price/consumption are within a given range of
values. This reaction feature of the consumer to changes in the energy price is defined as elasticity, and
is modelled by Equation (14). It considers that the consumer has a given elasticity value that represents
the responsive capacity of the consumer’s current operation condition to price changes.

PIDR(c) ≤ PMax
IDR(c), ∀c ∈ {1, ... , C} (10)

PIDR(c) + PReduct
RTP(c) ≤ PMax

RTPDR(c), ∀c ∈ {1, ... , C} (11)

CIncrease
RTP(c) ≤ CIncrease Max

RTP(c) , ∀c ∈ {1, ... , C} (12)

PReduct
RTP(c) ≤ PReduct Max

RTP(c) , ∀c ∈ {1, ... , C} (13)

ε(c) =
PReduct

RTP(c) × CInitial
RTP(c)

PInitial
Load(c) × CIncrease

RTP(c)

, ∀c ∈ {1, ... , C} (14)

In Equations (15)–(17), a usage limitation constraint is implemented to enable control over the
contribution of distributed generation and demand response programs. This provides the VPP with
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an additional tool to manage the resources, considering its operation context and/or other constraints.
These three α parameters take values between 0 and 1. These parameters are modelled as presented in
Equations (15)—DG, (16)—IDR, and (17)—RTP. In this way, as an example, for αDG equal to 0.6, it will
result in a contribution of DG resources to supply the demand in that specific scenario lower or equal
to 60%.

P
∑

p=1
PDG(p)

S
∑

s=1

[
Preg

Supplier(s)
+Padd

Supplier(s)

]
+

P
∑

p=1
PDG(p) +

C
∑

c=1

[
PIDR(c)
+PReduct

RTP(c)

]
+ PNSP

≤ αDG (15)

C
∑

c=1
PIDR(c)

S
∑

s=1

[
Preg

Supplier(s)
+Padd

Supplier(s)

]
+

P
∑

p=1
PDG(p) +

C
∑

c=1

[
PIDR(c)
+PReduct

RTP(c)

]
+ PNSP

≤ αIDR (16)

C
∑

c=1
PReduct

RTP(c)

S
∑

s=1

[
Preg

Supplier(s)
+Padd

Supplier(s)

]
+

P
∑

p=1
PDG(p) +

C
∑

c=1

[
PIDR(c)
+PReduct

RTP(c)

]
+ PNSP

≥ αRTP (17)

4. Case Study

The proposed methodology is applied to a case study concerning a real 30 kV distribution network,
supplied by a high-voltage substation (60/30 kV) with 90 MVA of maximum power capacity. There
are 937 buses, 20,310 consumers, and 548 distributed generators of several types. The consumers
are classified into five distinct types: Domestic (DM), Small Commerce (SC), Medium Commerce
(MC), Large Commerce (LC) and Industrial (ID). The data concerning consumers have been obtained
by measurements, while for the DG units it has been specified according to DG implementation
studies [31].

The data concerning each of the resources included in this case study initially had different time
scales. In order to address this issue, for the data given for each second, the average values for each
period of 5 minutes have been calculated. For the data given for each 15 min, the same value has been
considered for all 3 of the five-minute periods.

The total power demand for the considered network, without any parameters variation,
is 62,630 kW. On the side of distributed generation, the resources are classified into seven different types:
Wind, Photovoltaic (PV), Co-generation (Combined Heat and Power (CHP)), Biomass, Waste-to-energy
(Municipal Solid Waste (MSW)), Fuel cell and Small Hydro.

The VPP is responsible for specifying the important characteristics of each resource, in order to
obtain proper schedule, aggregation and remuneration scenarios. Due to space limitations, in the
present paper, only limited information is presented; further details can be found in [31].

Several scenarios based on the variation of the parameters of both producers and consumers have
been defined according to [27]. However, the choice of these parameters reflects the outcoming results,
making this procedure very important. The parameter variation must consider reliable and feasible
scenarios, thus its values when assigned need to be coherent with the resources characteristics and
scenario conditions.

The way that parameters are combined in order to build the 2592 scenarios is explained in Table 1.
In the last column of this table, the set of parameters values is presented for the selected scenario,
which affect the scheduling.

11



Energies 2018, 11, 1987

Table 1. Scenarios Definition.

Parameter
Parameter Variation

# Scenarios Selected Scenario
Min Step Max

Regular supplier cost 0.8 0.2 1.2 3 1
Distributed generators cost 1 0.2 1.2 2 1

Total initial load 1.2 −0.2 0.8 3 1
Maximum reduction for IDR 1 0.2 1.2 2 1.2
Maximum reduction for RTP 1 0.2 1.2 2 1.2

αDG 0 0.15 0.3 3 0.3
αIDR 0 0.075 0.15 3 0.15
αRTP 0 0.1 0.3 4 0.3

# Scenarios 2592

The input parameters are the regular supplier and distributed generators cost, the maximum
reduction allowed for IDR and RTP consumers programs, the total initial load and, finally, the alpha
parameters described before.

The result matrix, obtained from the scheduling optimization, consists of 21,515 lines (variables)
per 2592 columns (scenarios); therefore, considerable computational means are required to handle this
amount of data.

5. Results

In this section, the results obtained from the optimization, aggregation and remuneration are
presented for a selected scenario in Table 1, last column. Section 5.1 presents an extensive analysis
of the selected scenario defined by the parameters, showing the main contributions of each type of
resource and technology. Section 5.2 concerns the aggregation of resources.

5.1. Selected Scenario—Resource Schedule

It is important to note that the influence of alpha parameters can be clearly seen in the results.
Figure 2a,b demonstrate the optimized power scheduling for distributed producers and real-time-
pricing consumers, respectively. Figure 2c presents the production totals and respective percentage
of total schedule, to make the analysis simpler and quicker to perform. Due to space limitations and
consistent presentation purposes, only 100 resources are presented for each type. Figure 2a presents
the scheduling for the first 100 distributed producers, being that some of which are not generating.
The black line represents the maximum energy capacity available in that specific moment. Looking
at Figure 2c, we can see that the scheduling fulfilled the implemented constraints, namely the alpha
parameters, as demonstrated by total DG, IDR and RTP. The RTP consumers, in this scenario, have
contributed 30% of the total peak demand (Figure 2c), using in its majority, industrial type consumers,
for applying power reductions.

In Figure 2b, the black line represents the maximum power reduction for each RTP consumer, and
the grey area is the actual reduced power for each of the RTP consumers that was obtained from the
optimization. The authors have discussed the cost function to be applied to the resources payment.
In fact, it can impact the scheduling of the resources and consequently the clustering and remuneration.
However, due to the small size of the DG units, these usually are paid as fixed price and we want to
make an easy remuneration methodology to the resources owners.
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Figure 2. Selected scenario results: (a) produced power in 100 producers; (b) reduced power in 100
Real-Time pricing (RTP) consumers; (c) total schedule.

In this scenario, only 25% of the total power delivered was obtained from external suppliers.
Figure 3 presents the comparison between consumption and reduction considering 200 different buses.
One can see that some buses do not have any production or consumption allocated to them (for
example, 92 to 112). Also, Figure 3 shows that most of the buses export excess energy to other locations
and do not just consume it on site. For example, one can see that bus number 148 has a significantly
larger consumption when comparing with other buses. However, the production level in bus 148 is
too low for it to be able to meet the local demand; therefore, others that have excess energy can supply
the remaining energy to bus 148 (ex. 36). The objective function value is 2297.1 m.u., where the minus
sign symbolizes that in the total operation management, the resources outcome was profitable to the
VPP. Table 2 shows the results for the selected scenario, corresponding to the power schedule in each
type of distributed generation and consumer.

13



Energies 2018, 11, 1987

Figure 3. Production versus Consumption: (a) initial load—W/O Distributed Generation (DG),
Incentive Demand Response (IDR) and RTP; (b) production-reduction.

Table 2. Selected Scenario Results.

Resource
Resources

Type
Percentage

(%)
Power
(kW)

Maximum
Capacity (kW)

Price (per Type)
(m.u./kWh)

Total (kW)

DG

Wind 31.2 5866.09 5866.09 0.071

18,789.13
(25,388.79)

74.0%

PV 2.5 461.62 7061.28 0.150
Biomass 15.0 2826.58 2826.58 0.086
Fuel cell 13.1 2457.60 2457.60 0.028

MSW 0.3 53.10 53.10 0.056
Hydro 1.1 214.05 214.05 0.042
CHP 36.8 6910.10 6910.10 0.001

IDR

DM 14.0 1316.51 5621.61 0.20
9394.56

(17,164.46)
54.7%

SC 51.0 4789.99 4789.99 0.16
MC 35.0 3288.07 6752.85 0.19
LC 0.0 0.00 0.00 0.18
ID 0.0 0.00 0.00 0.14

RTP
MC 26.7 5025.70 6752.85 0.20 18,789.13

(27,166.63)
69.2%

LC 24.3 4568.56 6528.29 0.19
ID 48.9 9194.87 13,885.49 0.15

As demonstrated in Table 2, the distributed generators, IDR and RTP consumers were very used
by the scheduling, coming up to more than 50% of their total capacity (DG-74%, IDR-54.7% and
RTP-69.2%) supplying a total of 46,972.8 kW, approximately, 46.9 MW of power. The remaining power
necessary for the satisfaction of demand is made by the external suppliers, 15,657.6 kW or 15.7 MW.
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5.2. All Scenarios—Aggregation and Remuneration

The aggregation was made using the K-means function of MATLAB, and also, considering
separated clusters, i.e., the resources were clustered considering the same type of resource to group (DG,
IDR and RTP). This function allows for obtaining the centroid value for each group and considering
648 different scenarios, there is the possibility of analysing the variation of the centroid values along
all these scenarios. The remuneration was performed considering the indices obtained from the
aggregation and with the power scheduled in the selected scenario. Figure 4 presents the total power
in each of the groups formed for a total number of clusters equal to 4, 6 and 8. Also, performing a
quick analysis, one can see that the power per group decreases, as the total number of groups rises.

Figure 4. Power in each group.

The centroid values, obtained from the K-means algorithm, allows us to estimate a median value
of generated/reduced power for each type of resource, making it easier to automatically attribute
a group to a new resource. Figure 5 presents the centroid power values for each type of resource.
The data series displayed with solid lines are belonging to the left axis and the dashed lines are
belonging to the right axis.

15



Energies 2018, 11, 1987

Figure 5. Centroid values of DG and IDR for a total number of clusters of K = 4 and K = 6.
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Through these values, it is possible to estimate a power behaviour in each of the groups, being
that group characterized by that centroid power level. This enables the VPP a quick assignment of
new resources to the already existing groups. For example, for DG with K = 4, there is one group that
is composed by large producers (1000 kW, Group 2), another that clusters medium resources between
50 and 200 kW of power (Group 4). Finally, the two remaining groups, 1 (5–30 kW) and 3 (~1 kW),
consist of medium-and small-size producers, respectively, that are clustered into the same groups
for enabling their power negotiation in the energy markets. In this way, due to the rather different
scales of values to be presented, if only one y-axis is considered, it would not be possible to see, for
example, the curve of group 3; that is why it appears in a secondary y-axis on the right. The same
evaluation can be performed for the other representations of the centroid value, being K = 6. After the
aggregation is made, the next step will be to remunerate each distributed producer and consumer in
demand response programs.

The tariffs definition was made considering the maximum price of the respective group. Table 3
defines the total remuneration to be done in each group and each cluster scenario (K = 4, K = 6 and
K = 8). Given that all the resources in a group will be paid at the highest price, most of these will have
an increased remuneration price. For example, consumer #101 has an initial price (before aggregation)
of 0.1546 m.u./kWh. After aggregation, it was assigned to group 3, in K = 4 clustering scenario,
obtaining a final remuneration price of 0.1991 m.u./kWh.

Table 3. Remuneration Results.

Type # Group
Number of Clusters

1 2 3 4 5 6 7 8 Total

DG
K = 4 1053.4 5.2 19.0 611.3 - - - - 1689
K = 6 611.3 426.2 5.2 292.2 19.0 2.9 - - 1357
K = 8 1.8 65.3 0.0 517.9 254.2 5.2 161.8 19.0 1025

Single DG by type - - - - - - - - 950

All DGs by type - - - - - - - - 1806

IDR
K = 4 740.7 271.3 537.4 344.4 - - - - 1894
K = 6 377.2 241.9 198.4 199.9 190.0 656.7 - - 1864
K = 8 199.9 142.1 60.0 190.0 241.9 291.5 152.1 447.7 1725

Single IDR by type - - - - - - - - 1633

All IDRs by type - - - - - - - - 2645

The focus of this method is to find the optimal point between a suitable group power level to be
negotiated in the energy markets and a minimization of the costs associated with the energy resources.

In Table 3, in line with the tariffs comparison described in Section 2.4, the total costs for the VPP
are presented for the different number of groups under comparison and for the remuneration by type of
resource, as in Table 2. According to the initial price defined for each resource of a certain type, the costs
are compared for the remuneration of each single resource as scheduled in the scenario, and for the
remuneration of all the resources of that type according to the available capacity. In the remuneration
of all resources by type, the VPP is paying for the available capacity, which is an approach that can be
seen as a fair solution for the participation of resources since, in the event that the VPP is not using the
developed methodology, it would accommodate all the available generation from DG and schedule all
the DR resources enrolled in the same program.

Using the proposed methodology, considering 8 groups, tariffs are provided resulting in higher
costs than simple payment by DG/IDR resource type as single resources, i.e. considering that only
the scheduled resources are remunerated. In fact, such higher costs can be advantageous for the VPP
since, with the implemented tariff, the actual response from DR/DG resources is more reliable as the
resources with same characteristics will be included in the same group and paid at the highest price.
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Comparing now the same K = 8 costs with the remuneration of all resources available, we can say that
if the VPP uses the proposed methodology, the costs will be lower than the ones achieved in a scenario
where all the available resources are paid according to the availability. In fact, this approach can lead
to an excess of generation in the VPP area, which can be used for selling in the market or integrating in
storage means. This comparison shows the interest of the proposed methodology as a whole.

It is important to note that this discussion on the cost comparison is being done for only a selected
scenario; it should be replicated by the VPP for each implemented scenario. According to Section 2,
the VPP must start by defining the set of scenarios as input for the methodology. This should consider
the variability of the available resources by including multiple scenarios. In the aggregation phase,
the groups of resources are defined by the clustering method taking into account the complete set of
scenarios specified by the VPP. However, the discussion/definition of the better tariff scheme must
be done individually for each scenario so the resources scheduled for each group/tariff take into
account the obtained optimal scheduling of the resources but that does not necessarily mean that the
proposed tariff scheme is always more advantageous than the remuneration by type. The developed
methodology provides the means for the VPP to make decisions on tariffs definition, which can be
difficult to make in some scenarios.

6. Conclusions

The methodology presented in this paper fits the subject of the remuneration tariffs definition for
demand response and distributed generation. The specific focus of the method in this paper is given
to an aggregator, a Virtual Power Player that needs to group and remunerate the resources for the
operation of its own area or for participation in electricity markets.

The previously published works in the literature address the remuneration of resources by
grouping them by consumer’s types or by generator primary source. More recent works include
the definition of clusters of resources for a single scenario. Moreover, even in the cases that several
scenarios are analyzed, they are analyzed one by one.

The methodology developed in this paper goes forward by performing the aggregation of resources
according to a complete set of scenarios. In this way, the obtained groups consider attributes behavior
along those operation scenarios. With this methodology, an aggregator having a set of resources,
in a large or reduced number, is able to obtain the most advantageous tariffs in a planning phase.
Additionally, it combines incentive-based and price-based demand response programs. Finally, by
all the consumers in a group paying the same price, the highest initial price, one can expect a more
accurate response of the resources, integrating their scheduling, aggregation, and remuneration in a
single methodology. This methodology is more advantageous than the ones addressing the operation
scenarios one by one.

It has been found that the developed methodology provides the VPP with a remuneration scheme
that allows to reduce the payment to the consumers providing DR and DG units when comparing to a
basis situation in which all the resources of a certain type would be paid according to its availability,
disregarding the optimal scheduling of the resources available in each scenario or set of scenarios. Also,
it makes it possible for the VPP to perform the definition of tariffs in different time frames. This aspect
is very important in the sense that it is very flexible. Also, it allows the VPP to define a large set of
scenarios representing the operation conditions that can occur in the VPP operation context.

The developed methodology will be improved as future work regarding several important aspects.
Due to space limitation and the need to define a focused paper subject, such aspects have not been
addressed in the present paper. The related future work will include: addressing the network capacity
in what concerns cables capacity, power losses, and bus voltages; integrating other resources as electric
vehicles and storage means; and addressing the availability and controllability of wind and sun-based
power plants.
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Nomenclature

Variables
CIncrease

RTP Electricity cost increase for RTP
OC Operation costs
Padd

Supplier Scheduled power for an additional supplier
PDG Scheduled power for a DG unit
PIDR Scheduled power reduction for IDR resources
PNSP Non-supplied power
PReduct

RTP Consumption reduction for RTP
Preg

Supplier Scheduled power for a regular supplier
Parameters
αDG Maximum allowed DG contribution
αIDR Maximum allowed IDR contribution
αRTP Minimum aimed RTP contribution
ε Price elasticity of demand
Cadd

Supplier Additional supplier cost
CDG Distributed generation cost
CIDR Incentive based Demand Response cost
CIncrease Max

RTP Maximum cost increase in an RTP resource
CInitial

RTP Initial electricity cost for RTP resources
CNSP Non supplied power cost
Creg

Supplier Regular supplier cost
Padd Max

Supplier Maximum power from additional suppliers
Padd Total

Supplier Maximum total power of additional suppliers
PInitial

Load Initial consumption of the consumers
PMax

DG Maximum power schedule in a DG resource
PMax

IDR Maximum power schedule in a IDR resource

PMax
RTPDR

Maximum total power schedule in a consumer participating in both IDR
and RTP

PMin
DG Minimum power schedule in a DG resource

PReduct Max
RTP Maximum power schedule in a RTP resource

Preg Max
Supplier Maximum power from a regular supplier

Preg Total
Supplier Maximum allowed total power from all the regular suppliers

PTotal Max
DG Maximum allowed total power from all the DG units

Indexes
C Maximum number of consumers c
P Maximum number of producers p
S Maximum number of suppliers s
K Number of Clusters i
N Number of Objects j
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Abstract: This paper focuses on a multi-agent coordination for demand-side management in
electrical grids with high penetration rates of distributed generation, in particular photovoltaic
generation. This coordination is done by the use of swarm intelligence and coupled oscillators,
proposing a novel methodology, which is implemented by the so-call SwarmGrid algorithm.
SwarmGrid seeks to smooth the aggregated consumption by considering distributed and local
generation by the development of a self-organized algorithm based on multifrequency agent
coordination. The objective of this algorithm is to increase stability and reduce stress of
the electrical grid by the aggregated consumption smoothing based on a frequency domain
approach. The algorithm allows not only improvements in the electrical grid, but also increases
the penetration of distributed and renewable sources. Contrary to other approaches, this objective is
achieved anonymously without the need for information exchange between the users; it only takes
into account the aggregated consumption of the whole grid.

Keywords: demand-side management; multi-agent system; distributed coordination; distributed
energy resources; swarm intelligence

1. Introduction

Historically, electricity power systems have been designed by following a vertical integration
scheme: large power generators supply energy to multiple consumers through a hierarchical transport
and distribution network. Nowadays, Distributed Energy Resources (DERs) are changing this situation.
They consist of a wide range of local generators and storage systems, which are geographically
dispersed, generally close to consumption centers and locally managed [1]. They bring a new
conception of electric power systems, with the local user becoming not only a consumer, but also
a generator.

Distributed Generation (DG) is a generation structure where small generators are spread over the
grid, usually on the consumer side. Distributed Generation (DG) has been growing over the last two
decades, arousing a major interest among electric power system planners and operators, energy policy
makers and regulators, as well as developers and consumers [2].

On the other hand, the management of the consumption on electrical grids is receiving increasing
attention by research and industry with Demand-Side Management (DSM) [3,4]. One of the main
objectives of DSM is to smooth the aggregated consumption by reducing the difference between
the maximum and minimum consumption power [5]. This smoothing requires the coordination of
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thousands or even millions of elements spread over a certain area. The coordination of these elements,
to properly use the available resource, becomes a complex task, which is addressed by the smart grids
and must be tackled from the multi-agent and distributed system point of view [6–9].

Therefore, DSM in smart grids enhances its capabilities regarding the classical electrical grids.
The convergence of information and communications technologies (ICTs) with power system
engineering allows new levels of automation. DSM in this context is usually formulated as optimization
problems, which may be solved by various approaches [10–17]. These approaches are also moving
towards a new paradigm where the consumer is the center of the grid and goes from being a passive
element that only consumes to an active element involved in the management [18].

The interaction between agents is a key factor in this coordination, which can become highly
complex depending on both internal and external factors and is affected by different elements of the
environment. Previous works have studied multi-agent coordination with the presence of noise or
disturbances [19]. However, the environment may affect the coordination process, not only as noise or
disturbance, but the nature of the coordination process itself. In such a case, the coordination between
agents may be considered as an adaptive process to the environment where they are. This adaptive
process may be designed so that the environment meets certain predefined characteristics or goals.

In this paper, the environment is an electrical grid, and SwarmGrid focuses on the problem of
smoothing the aggregated consumption in an environment where Distributed Generation (DG) is
part of the system. SwarmGrid takes advantage of one main feature of the consumption in the electrical
grids: its periodicity. The consumption profile almost repeats every day, week or season. SwarmGrid
focuses on the coordination of distributed multi-agent systems from the frequency domain perspective,
based on previous works on multifrequency coupled oscillators [20]. This work develops an algorithm
that is able to coordinate an n-elements system by using the periodicity of the environment.

The remainder of this paper is as follows. The environment approach and the definition of
the multi-agent electrical system are presented in Section 2. The SwarmGrid algorithm is defined
in Section 3. Section 4 describes the simulated environment and its generation and consumption
parameters. In Section 5, experiments with different penetrations of Distributed Generation (DG) are
evaluated. A discussion is presented in Section 6, and the paper is concluded in Section 7.

2. Environment Definition

2.1. Facility

A facility is defined as an electric power system that belongs to a particular consumer. In this paper,
it may be composed of two types of elements: generation and consumption. The proposed algorithm
will control the consumption in order to modify the power flow between facilities and the grid.

2.1.1. Consumption

Consumption is the most heterogeneous part of an electrical power system. There is a huge
variety of devices that consume electricity with different characteristics: nominal power (from an LED
lamp to industrial ovens), intermittent consumption (e.g., a fridge pump that activates periodically),
peak power (e.g., the use of a drill), etc. For the implementation of Demand-Side Management (DSM)
techniques and the deployment of the SwarmGrid algorithm, it is particularly interesting to classify
the consumption by means of its controllability. In this way, consumption can be divided into fixed,
deferrable and elastic types [21]. The electric vehicle can be also included as elastic consumption that
can be positive when it is charging or negative when it is discharging. In this aspect, the SwarmGrid
algorithm could be also used for electric vehicle fleet charging management [22].

2.2. Environment

In this paper, the electrical grid is defined as a single node disregarding losses and transmission
delays. The electrical grid contains facilities of different users, which contain in turn different electrical
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loads. The consumption in time of the facility i is represented as the power signal pi(t). The sum of all

facilities in the electrical grid is the aggregated consumption such that p(t) =
M
∑

i=1
pi(t), where M is the

number of facilities in the electrical grid.
Each facility is divided into a controllable and a non-controllable part. The non-controllable

(pnc
i (t)) part represents all consumptions that cannot be managed, that is a fixed consumption.

The controllable part (pc
i (t)) represents consumption that can be managed, deferrable or elastic.

Therefore, the aggregated consumption p(t) of the complete electrical system is defined as the
total energy consumed by all facilities, which can be decomposed into a sum of controllable or
non-controllable signals, so that:

p(t) = pnc(t) + pc(t) =
M

∑
i=1

pnc
i (t) +

M

∑
i=1

pc
i (t) (1)

2.3. Metrics

Two different metrics will be used to study the behavior of the network, the self-consumption
factor and the crest factor.

2.3.1. Self-Consumption Factor

The self-consumption factor (ξ) represents the fraction of the electrical energy consumed by the
loads, which is only supplied by the local generation sources [21,23]:

ξ =
EPV,L

EL
(2)

where EPV,L is the energy directly supplied by the Photovoltaic (PV) generator to the loads and EL is
the total energy consumed by the loads. The range of ξ is [0, 1], because this factor is normalized by
the total consumption of the local facility.

2.3.2. Crest Factor

In order to analyze the variability of the aggregated consumption, the crest factor C has been
used. It is a measure of a waveform, showing the ratio of peak values to the average value, such that:

C =
|x|peak

xrms

xrms =

√
x2

1 + x2
2 + · · ·+ x2

N
N

(3)

where N is the number of samples taken from the aggregated consumption, |x|peak is the absolute
value of the maximum peak and xrms is the root mean square. The crest factor makes reference to
a concrete time interval in which the signals are evaluated together with a concrete sample period.
This factor is in the range [1, ∞), one being the optimal value where the aggregated consumption is
completely flat. In this paper, the time interval is denoted with a subscript, for example Cyear, Cmonth,
Cweek and Cday.

3. SwarmGrid

Two specific objectives can be tackled when trying to schedule loads in the electric system:
to maximize the use of local generation or to maximize the aggregated consumption smoothing.
The first one is a local objective, taking into account local generation and consumption without the
need for any information or interest in the environment. This objective maximizes the self-consumption
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factor. On the other hand, the second objective is a global objective, which takes into account the
aggregated consumption to reduce the difference between peaks and valleys, being related with the
crest factor.

Unfortunately, both objectives can be very antagonistic. The proposed SwarmGrid algorithm
is designed to meet a compromise between both objectives by scheduling deferrable loads in every
facility of the system. Therefore, SwarmGrid schedules loads in local facilities, which affect the global
shape of the aggregated consumption by means of a self-organized coordination.

3.1. Modeling

In the SwarmGrid algorithm, the environment is modeled from the signal processing point of
view dividing the consumption into its periodic components. In this way, the consumption smoothing
problem can be seen as a frequency filtering where the controllable consumption filter is the
non-controllable part. When extended to multiple agents in the system, this process is performed in
a distributed way. Therefore, the controllable part of every facility can be represented as a sum of
sinusoidals, such that:

pc
i (t) =

N

∑
j=1

Ac
j sin(ωc

j t + φc
j (t)) (4)

where Ac
j is the amplitude, ωc

j the frequency and φc
j the phase of each component of each of the N

signals in which pc
i (t) is decomposed.

For the sake of privacy, facilities do not have a direct communication system, and they can
only coordinate by observing the aggregated signal p(t). Therefore, the shape of pc

i (t) must be
controlled in a distributed way such that Ac

i and φc
i are modified to smooth the aggregated consumption.

This modeling is exhaustively described in [20]. This approach takes advantage of the periodic behavior
of the consumption allowing load schedules without time limit and in a stable way.

3.2. Load Scheduling

In all facilities, users request to activate some loads at specific times. If these loads are fixed,
they must be instantaneously activated. However, if they are deferrable or elastic, they may be
scheduled in terms of time and amplitude. In the SwarmGrid algorithm, the scheduling consists of
the assignment of an activation time tact

i,j for each deferrable load controlled, where the subscript i
denotes that the deferrable load belongs to facility i and the subscript j is an identifier of the deferrable
load. When the user requires performing a deferrable load, he/she must indicate which load must be
performed together with its running range [tbeg

i,j , tend
i,j ]. The algorithm is responsible for scheduling the

task deciding tact
i,j , satisfying that this time instant is within the running range. The consumption of

these deferrable loads is expressed by the following equation:

pde f
i,j (t) =

⎧⎪⎨
⎪⎩

P t ∈ [tact
i,j , tact

i,j + τ]

0 t �∈ [tact
i,j , tact

i,j + τ]

(5)

As previously mentioned, the scheduling consists of the assignment of tact
i,j for each incoming

deferrable load. This assignment is performed by using a local consumption pattern, denoted by
fi(t).This pattern defines the objective shape of the local consumption. It means that the deferrable
load should be scheduled such that the local consumption has the same shape as fi(t). In order
to achieve this objective, the local consumption pattern is defined as a probability density function
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pd f (tact
i,j ). Therefore, the activation time is considered as a random variable, which takes on a value

with a certain probability described by pd f (tact
i,j ). The following equation connects fi(t) with pd f (tact

i,j ):

pd f (tact
i,j ) =

1
K

fi(tact
i,j ) for tact

i,j ∈ [tbeg
i,j , tend

i,j ]

K =
∫ tend

i,j

tbeg
i,j

fi(t)dt

(6)

where K is a normalizing factor, which is required for pd f (tact
i,j ), being a probability density function.

However, the local consumption patterns have two objectives on the SwarmGrid algorithm: to
smooth the aggregated consumption and to increase the self-consumption. In order to achieve these
objectives, fi(t) has been divided into two parts. The first part is a function based on a multi-agent
coordination algorithm, Multi-Frequency Coupled Oscillators (MuFCO) [20]. This function is able to
smooth the aggregated consumption regardless of the number of elements that participate. The second
part is the Photovoltaic (PV) generation forecast function f PV

i (t). This function is able to increase the
self-consumption of the local facility. Both parts are combined in the following equation:

fi(t) = β · f PV
i (t) + (1 − β) · f MuFCO

i (t) (7)

where β ∈ [0, 1] is a parameter that regulates the importance of the previous two functions in fi(t).
This means that if β → 0, the local consumption pattern tends to f MuFCO

i (t) and the scheduling tends
to smooth the aggregated consumption. On the other hand, if β → 1, the local consumption pattern
tends to f PV

i (t) and the scheduling tends to increase the self-consumption.

3.3. Scheduling with MuFCO

If the SwarmGrid algorithm is configured with β = 1, it only uses f MuFCO
i (t) to generate

the local consumption pattern. The Multi-Frequency Coupled Oscillators (MuFCO) algorithm is
in charge of generating consumption patterns to smooth the aggregated consumption where n
individuals participate. n has no upper theoretical limit, getting a more sinusoidal form of the
signal as the number of individuals increases [20]. This smoothing process is summarized in the
reduction of the amplitude of p(t) through the control of amplitudes Ac

j and phases φc
j of every facility.

Thus, a facility is considered as an individual oscillator, which is shifted in magnitude, such that:

f MuFCO
i (t) =

1 + xi(t)
2

=
1 + sin(ωit + φi)

2
(8)

Therefore, the sum of all facilities has the same properties as the collective of oscillators generated
by the Multi-Frequency Coupled Oscillators (MuFCO) algorithm. The facilities observe the aggregated
consumption signal and generate sinusoidal functions such that they adapt to the non-controllable
consumption and smooth the aggregated consumption.

The sinusoidal function for a local facility i is directly used as a probability density function when
β = 1, such that:

pd f (tact
i,j ) =

1
KMuFCO f MuFCO

i (tact
i,j ) for tact

i,j ∈ [tbeg
i,j , tend

i,j ]

KMuFCO =
∫ tend

i,j

tbeg
i,j

f MuFCO
i (t)dt

(9)

3.4. Scheduling with PV Forecast

In order for the SwarmGrid algorithm to improve the self-consumption of the locally-generated
electricity, a local energy generation forecast should be included in the scheduling process [24].
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In this section, the SwarmGrid algorithm is configured with β = 0; thus, it only uses f PV
i (t) to

generate the local consumption pattern. f PV
i (t) is the normalized Photovoltaic (PV) generation forecast

for the facility i. This function is normalized by the maximum generation of the Photovoltaic (PV)
generator. This means that f PV

i (t) is in the range [0, 1]. The normalized Photovoltaic (PV) generation
forecast for a local facility i is directly used as a probability density function when β = 0, such that:

pd f (tact
i,j ) =

1
C

f PV
i (tact

i,j ) for tact
i,j ∈ [tbeg

i,j , tend
i,j ]

C =
∫ tend

i,j

tbeg
i,j

f PV
i (t)dt

(10)

3.5. Real-Time Execution

The SwarmGrid algorithm has been designed to run in real-time. It is locally executed
when a new deferrable load is required by the user, and this event can occur at any time.
Thus, the SwarmGrid algorithm is an asynchronous algorithm. When a new deferrable load is
required, this algorithm is executed. The algorithm begins by obtaining the information of the
deferrable load to be scheduled. This information comes directly from the user. Once the user
has indicated the required information, the SwarmGrid algorithm calculates f MuFCO

i (t) from the
Multi-Frequency Coupled Oscillators (MuFCO) algorithm. This means that the SwarmGrid algorithm
asks for ωi and φi for the Multi-Frequency Coupled Oscillators (MuFCO) algorithm and calculates
the sinusoidal function; see Equation (9). f PV

i (t) is also calculated through Equation (10). The local
consumption pattern fi(t) is calculated by using Equation (7). Once fi(t) is obtained, pd f (tact

i,j ) can be

calculated in the range [tbeg
i,j , tend

i,j ] by using Equation (6). Finally, tact
i,j is calculated for this deferrable

load. The value of tact
i,j is taken on from pd f (tact

i,j ) as the execution of a random variable.

4. Simulator Definitions

4.1. GridSim Simulation Framework

All examples of the SG algorithm operation have been performed in the GridSim simulation
framework (https://github.com/Robolabo/gridSim). GridSim is a simulator developed to analyze
the power balances on a virtual electrical grid. The grid is composed of lines. A line represents a set of
nodes with the same characteristics. The nodes are complex elements connected to the lines, which
can be equipped with different types of consumption, DERs and control systems. These nodes can
represent a single device to a fully-equipped facility. In addition, a base consumption function can be
added to the grid. It represents a non-controllable consumption, which is added to the aggregated
consumption of the simulated grid.

All experiments have been done through simulations of an electrical grid divided into 600 nodes.
Each node is a facility that is equipped with a Photovoltaic (PV) generator, a storage system and local
consumption. The time step of simulation is 1 min. In this analysis, a virtual user is used in order to
generate the consumption profile. This user belongs to a concrete facility; this means that if there are
600 nodes, there are 600 virtual users.
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4.2. Virtual Users

The consumption of the local facilities (nodes) is created by virtual users in the GridSim simulator.
In this analysis, the virtual users only create deferrable loads. Thus, the user of each facility requires
a number of deferrable loads during the execution of any simulation. This requirement is an
asynchronous event, which represents a new deferrable load creation in the local facility. It could
happen at any time step of the simulation. Every new deferrable load is created at a concrete time
instant denoted by tNDL

i,j . If no controller schedules the load, it is activated when it is created such

that tact
i,j = tNDL

i,j . Figure 1 shows an example of this procedure for two facilities where one facility is
equipped with the SwarmGrid algorithm and the other has no controller.

t

PNDL(t)

tNDL
a,m

t

pdefa,m(t)

tacta,m

NDL=1

t

pnca (t)

tacta,m = tNDL
a,m

Without SG algorithm
tacta,m = tNDL

a,m

t

PNDL(t)

tNDL
b,n

t

pdefb,n (t)

tactb,n

NDL=1

t

pcb(t)

tNDL
b,n tactb,n

With SG algorithm
tactb,n ← pdf(tactb,n)

Aggregated
consumption

P (t) =
M∑
i=1

pi(t)

t

Figure 1. Conceptual example of the deferrable consumption created by the virtual users. SG, SwarmGrid.

Virtual users create new deferrable loads randomly. There is a probability density function that
defines the probability that a new deferrable load is created at a given time instant. This function is
denoted by PNDL(t). Thus, the creation of a new deferrable load is a binary random variable NDL.
Every time step of the simulation, it is checked if there is a new deferrable load PNDL(t) → NDL = 1.
For the analysis presented in this paper, PNDL(t) is the real aggregated consumption of peninsular
Spain during 2017. This implies that the consumption of the virtual users has a similar shape as this
aggregated consumption. SwarmGrid controllers modify the activation time of the deferrable loads;
thus, it is satisfied that tact

i,j �= tNDL
i,j .

Moreover, deferrable loads are modeled as energy packets. These packets consume a constant
nominal power P during a certain time interval τ; see Figure 1. To perform the following analysis,
the nominal power is P = 50 MW, and duration is τ = 60 min. In addition, it is considered that the
deferrable loads have a running range of one day (1440 min): tbeg

i,j = tNDL
i,j and tend

i,j = tNDL
i,j + 1440.

Each user creates around 12,200 deferrable loads per year. Thus, a local facility consumes around
410 GWh per year. The sum of all local facilities has a yearly energy consumption of around 246 TWh,
equal to the Spanish yearly consumption. In a real electrical grid, the facilities do not consume as much
electrical energy as the simulated facilities. These energy amounts have been chosen because the
grid has been divided into 600 facilities to reduce the computing load. Simulating an electrical grid
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with thousands or millions of facilities causes a very high computation time. On the other hand,
600 facilities are enough to observe the coordination and smoothing capacity of the SG algorithm.

4.3. Local Generation

Local, specifically PV, generation should be included in the facilities in order to use the local
controllers. In the simulated experiment, the Photovoltaic (PV) generation is considered as a
negative consumption [25]. If a facility has a generation excess of 1 kW, it is consuming −1 kW.
This consideration allows to introduce the Photovoltaic (PV) generation in the aggregated consumption
and observe its effects. As a final aspect to be appreciated, the aggregated consumption is always
positive. This means that if the Photovoltaic (PV) generation is greater than the whole consumption of
the grid, the aggregated consumption will be zero instead of taking negative values.

The generation profiles from six different cities of Spain have been used: Cáceres, Ciudad Real,
Logroño, Madrid, Santiago and Soria. The calculation of the Photovoltaic (PV) generation profiles
has been done by using the real irradiance data from these cities during 2017. This irradiance has
been translated to AC power by using a model of the Photovoltaic (PV) generators and weather
forecasting of an energy self-sufficient solar house located in Madrid [24]. There are 100 virtual
facilities (nodes) deployed in each city. The combination of these cities allows to consider different
climate regions. This heterogeneous generation is representative of the national generation.

The maximum nominal Photovoltaic (PV) power generation in each facility is 240 MW, such that
the total power generation of all facilities is 144 GW. This generation power corresponds to a yearly
energy generation of around 246 TWh, which is the same energy amount as the yearly peninsular
energy consumption of Spain.

5. Simulation Experiments

In this section, the SwarmGrid algorithm’s operation is analyzed. This analysis focuses on
validating the SwarmGrid algorithm and studying the improvement that it brings to the electrical grid.
All analyses presented in this Section are based on the 2017 consumption data of the Spanish grid.
This section analyzes two different scenarios:

• The grid without DG: in this scenario, there are no Distributed Energy Resources (DERs),
and the SwarmGrid algorithm just manages the consumption of the electrical grid to smooth the
aggregated consumption. The SwarmGrid algorithm schedules the deferrable loads only by using
the sinusoidal patterns generated by Multi-Frequency Coupled Oscillators (MuFCO); thus, β = 0
for this scenario.

• The grid with DG: in this scenario, local Photovoltaic (PV) generators are included in the local
facilities as Distributed Generation (DG) without electrical storage.

5.1. The Grid without DG

In this scenario, the facilities are purely consumers without local generation.
This is the common scenario if the SwarmGrid algorithm is deployed in buildings without
Distributed Energy Resources (DERs) where the classical Demand-Side Management (DSM)
mechanisms are performed. Part of this consumption is controlled by the SwarmGrid algorithm, and
the other part is directly set by the user. The percentage of consumption controlled by the algorithm is
denoted by ρctr. For example, if ρctr = 50% and the yearly consumption is 246 TWh, this means that
the SwarmGrid algorithm controls 123 TWh of deferrable loads along the year. Notice that β = 0 for
all experiments performed in this scenario because there is no local generation.

A campaign of experiments has been performed to study how the percentage of consumption
controlled by the SwarmGrid algorithm affects the crest factors of the aggregated consumption.
For each ρctr value, 100 experiments have been performed with different seeds of the random number
generator. An experiment consists of the simulation of the previously explained electrical grid during
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one year and a half (788,400 min) with a concrete ρctr value and a concrete seed. The first half of the
year is used to adapt the SwarmGrid algorithm to the grid; after that, the crest factors are calculated
for the remainder of the year.

Figure 2 shows the development of the crest factors for different percentages of consumption
controlled by the SwarmGrid algorithm. For each ρctr value, the mean and the maximum and minimum
values have been calculated from the 100 different seeds. Figure 2 is divided into four graphs where
each graph plots the statistical analysis for each type of crest factor. The common trend is that
the greater the amount of consumption controlled by the algorithm, the lower the crest factors are.
In addition, the dispersion of the experiments is higher the greater is the range of time covered by
the crest factor. For instance, the difference between max and min is much lower for the daily crest
factor average than for the yearly crest factor average. In all graphs, the crest factors achieve a plateau
value when the SwarmGrid algorithm controls over 50% of the whole consumption. The following
conclusions come from these results:

• Regardless of ρctr, the algorithm reduces the electrical grid variability: in general, the higher
ρctr, the lower the crest factors. This implies that the smoothing objective is met by the
SwarmGrid algorithm. This relationship is satisfied until the crest factors achieve the plateau
value. When this value is achieved, the algorithm self-organizes, and the crest factors may not
be reduced.

• The algorithm self-organizes: For ρctr < 50% values, the controllable part of the grid’s
consumption is lower than the non-controllable one. The SwarmGrid algorithm adapts to the
non-controllable consumption, reducing the variability of the grid. On the other hand, when
ρctr > 50%, the SwarmGrid algorithm should also self-organize. This means that the controllable
consumption must coordinate with itself to achieve a neutral effect. For example, if ρctr = 60%,
there are 240 facilities without the SwarmGrid algorithm; thus, 240 facilities with the SwarmGrid
(SG) algorithm are required at least to fully smooth their consumption. The other 120 facilities with
the SwarmGrid algorithm should coordinate among each other to provoke a constant aggregated
consumption. This feature is verified because the crest factors do not increase for ρctr > 50%.
This implies that the controlled consumption is able to coordinate to reduce the crest factors for
ρctr < 50% values and to maintain them for ρctr > 50%.
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Figure 2. Development of the crest factors for different percentages of consumption controlled by the
SwarmGrid algorithm. The solid line represents the mean of the crest factors for the 100 simulated seeds.
The shaded area is between the maximum and the minimum value obtained from the 100 simulated
seeds: (a) C̄day; (b) C̄week; (c) C̄month and (d) Cyear.

5.2. The Grid with DG

The presence of Distributed Generation (DG) in the electrical grid may increase the variations in
the aggregated consumption. In this scenario, the effects of the Photovoltaic (PV) generation together
with the SwarmGrid algorithm are analyzed. The generation profiles from six different cities of Spain
have been used. There are 100 virtual facilities (nodes) for each city. The combination of these cities
allows different climate regions to be considered. The maximum nominal Photovoltaic (PV) power
generation is 240 MWp in each facility, such that the sum of the generation of all facilities is 144 GWp.
This generation power corresponds to a yearly energy generation of around 246 TWh, which is the
same energy amount as the yearly energy consumption of Spain. In this section, the effects of the
Photovoltaic (PV) penetration in the electrical grid have also been studied by using the Photovoltaic
(PV) penetration factor ρPV .

The SwarmGrid algorithm modifies the aggregated consumption shape and the
self-consumption of the local facilities depending on the β parameter when there is Photovoltaic (PV)
generation. A campaign of experiments has been performed to study how ρPV and β affect the crest
factors of the aggregated consumption and the self-consumption. In this campaign, ρctr = 100% for all
experiments so that the effect of the β parameter could be better observed. Different combinations of
ρPV and β have been studied. For each combination of these parameters, 30 experiments have been
performed with different seeds of the random number generator. An experiment consists of the
simulation of the previously explained electrical grid during one year and a half (788,400 min) with a
concrete combination of ρPV and β and a concrete seed. The first half of the year is used to adapt the
SwarmGrid algorithm to the grid, and after that, the crest factors are calculated for the remainder
of the year. The crest factors and the self-consumption of the local facilities are calculated for each
experiment. The SwarmGrid algorithm operates with the tuned parameters to reduce the daily
variability obtained in [20]: W = 16, Tsmp = 90 min, K = −0.03 and Pswitch = 0.02.

Figure 3 shows the development of the crest factors for different combinations of ρPV and β

with ρctr = 100%. In general, the lower the β parameter is, the lower the electrical grid variability.
When β takes values close to one, the variability of the grid increases exponentially. The greater the
β parameter is, the greater the importance that is given to the Photovoltaic (PV) generation forecast.
Analyzing the effects of the forecast error is not the objective of this paper; for this reason, the ideal
forecast model has been used. The Photovoltaic (PV) generation forecast of a day is exactly the
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generation of that day. In these situations, all facilities schedule the deferrable loads following a similar
pattern (the Photovoltaic (PV) forecast) without synchronization. This implies that days with low
Photovoltaic (PV) generation or forecast errors cause a great mismatch between consumption and
generation. These results suggest that the SwarmGrid algorithm works better for β = 0 from the grid
point of view.
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Figure 3. Heat map representing the development of the crest factors for different combinations of ρPV

and β with ρctr = 100%: (a) C̄day; (b) C̄week; (c) C̄month and (d) Cyear.

During the remainder of this section, β is zero to focus on the smoothing of the
aggregated consumption.

The effect of the percentage of consumption controlled by the SwarmGrid algorithm on the
aggregated consumption depends on the Photovoltaic (PV) penetration. A campaign of experiments
has been performed to study how ρPV and ρctr affect the crest factors of the aggregated consumption
and the self-consumption. In this campaign, β is zero because of the results of the previous
analysis. Different combinations of ρPV and ρctr have been studied. For each combination of these
parameters, 30 experiments have been performed with different seeds of the random number generator.
An experiment consists of the simulation of the previously explained electrical grid during one year
and a half (788,400 min) with a concrete combination of ρPV and ρctr and a concrete seed. The first
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half of the year is used to adapt the SwarmGrid algorithm to the grid, and after that, the crest factors
are calculated for the remainder of the year. The crest factors and the self-consumption of the local
facilities are calculated for each experiment.

Figure 4 shows the development of the crest factors for different combinations of ρPV and ρctr with
β = 0. The effect of the SwarmGrid algorithm on these factors changes depending on the Photovoltaic
(PV) penetration. For low values of ρPV , the higher ρctr, the smoother the aggregated consumption.
The SwarmGrid algorithm is able to synchronize with the electrical grid and to reduce the crest factors.
On the other hand, for high values of ρPV , the increase of ρctr intensifies the variability introduced by
the Photovoltaic (PV) generation.
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Figure 4. Heat map representing the development of the crest factors for different combinations of ρPV

and ρctr with β = 0: (a) C̄day; (b) C̄week; (c) C̄month and (d) Cyear.

Figure 4 shows the development of the self-consumption for different combinations of ρPV

and ρctr with β = 0. As in previous analysis, the self-consumption increases with ρPV because of
the Photovoltaic (PV) resource availability. Moreover, ρctr enhances the self-consumption, as well.
This implies that the SwarmGrid algorithm synchronizes with the Photovoltaic (PV) generation because
it is included in the aggregated consumption signal.
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6. Discussion

The SwarmGrid algorithm has a number of valuable features for Demand-Side Management
(DSM) that it borrows from swarm intelligence and coupled oscillators algorithms: self-organization,
adaptability, low information exchange, local conditions and anonymous communication:

• Self-organization: An electrical grid with facilities equipped with the SwarmGrid algorithm is able
to self-organize. All facilities schedule the deferrable loads following a common goal. Without an
explicit information exchange and without the presence of a central agent, the consumption of
these facilities organizes over time. This feature could be observed in Section 5.1, when the
amount of controllable consumption exceeds the amount of non-controllable consumption.
This feature differs from centralized and distributed algorithms based on other techniques.
The centralized algorithms cannot self-organize by definition, and the loss of the central agent
causes a complete operation failure. Other distributed techniques typically perform DSM through
a negotiation between agents. These processes requires direct communication between agents,
causing operation failures when this communication is lost.

• Adaptability: Facilities are able to adapt to the aggregated consumption of the grid.
A non-controllable consumption was introduced in the simulated electrical grid. The SwarmGrid
algorithm schedules the deferrable loads adapting to the non-controllable consumption and
smoothing the aggregated consumption. All DSM algorithms require certain adaptability;
however, the main difference of SwarmGrid in relation to other techniques is that this adaptability
is performed for each agent by dividing this feature into thousands or millions of elements.
This feature is also implemented by other distributed algorithms, being an advantage in
comparison with centralized approaches.

• Low information exchange: The SwarmGrid algorithm requires a very low information exchange.
The facilities only require the aggregated consumption signal, which should be provided by the
electrical grid operator. In addition, the sample period of this signal implies a low computing
load compared to the current electronics: Tsmp = 90 min in the examples shown. Swarm
intelligence-based algorithms are based on relative simple calculations for each agent, but they
achieve complex behaviors when working as a swarm. This feature is acquired by SwarmGrid ,
which implies lower computing requirements in relation to other DSM algorithms.

• Local conditions: The SwarmGrid algorithm takes into account local conditions. It schedules the
deferrable loads by considering the grid and the local Photovoltaic (PV) generation forecast.
In addition, this algorithm could be designed to satisfy other local conditions because its
distributed in nature. This feature is a general advantage of the distributed approaches regards
the centralized ones. Each agent participates in the DSM process, but at the same time, it can
improve its local performance.

• Anonymous communication: The SwarmGrid algorithm does not require communicating the
local state to other elements of the grid. This is an advantage in comparison with other centralized
and distributed algorithms. In centralized algorithms, the local state must be communicated to
the central agent. Moreover, other distributed approaches typically require information exchange
between agents. SwarmGrid ensures that local information is not transmitted, keeping the system
as simple as possible and improving the security of the user.

The smoothing of the aggregated consumption by the SwarmGrid algorithm could be observed
in different scenarios in Section 5. In general, the SwarmGrid algorithm reduces the crest factors of the
electrical grid proportionally to the amount of controlled energy. This issue is easily observed in the
analysis of the SwarmGrid operation without DG technologies. In this case, the SwarmGrid algorithm
schedules a certain percentage of energy of the electrical grid. The results conclude that for an amount
of energy controlled by the SwarmGrid algorithm lower than 50%, the higher the percentage of
controlled energy, the lower the crest factors. For percentages higher than 50%, the crest factors
achieve a plateau value. This is because the SwarmGrid algorithm adapts to the non-controllable
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consumption and schedules the remaining controllable consumption so that the variability of the
aggregated consumption does not increase. This is indicative of the self-organization capacity of the
algorithm. Two examples have been proposed to show how the SwarmGrid algorithm affects the shape
of the aggregated consumption and its difference between peaks and valleys. Thanks to the use of
the algorithm, the maximum yearly peak has been reduced from 41.9 GW to 36.1 GW, maintaining the
same average consumption. This implies that the size of the electrical grid has been improved because
the average consumption is closer to the minimum peak: less electrical infrastructure is required,
which is used more often on average. In addition, the average daily difference between peaks and
valleys has been reduced from 12.2 GW to 4.7 GW. This implies that the daily use of the electrical grid
has also been improved: the difference between peaks and valleys is much lower, and thus, the grid
does not have to respond to such abrupt power variations, increasing its stability.

Generally, the presence of large amounts of Photovoltaic (PV) generation makes the smoothing
process of the aggregated consumption difficult. The cause of this malfunction is typically the same: all
facilities schedule the deferrable loads to run during the same time period without considering other
facilities. This causes a consumption peak at this period, which may be increased because of a lack of
generation or a bad forecast. On the other hand, the local self-consumption is enhanced when β → 1.
Thus, a compromise between aggregated consumption smoothing and self-consumption should be
found. This compromise depends on the specific requirements where the SwarmGrid algorithm is
implemented.

7. Conclusions

In this paper, Demand-Side Management (DSM) has been tackled from the electrical grid
point of view, but actions are taken on the consumer side. This means that the local consumption
is managed to smooth the aggregated consumption of the grid, where every user takes only into
account its local conditions. A Demand-Side Management (DSM) algorithm, SwarmGrid, has been
developed to address this issue. The proposed algorithm is developed from a distributed point of view;
thus, the Demand-Side Management (DSM) is not performed by a central agent, but each consumer
is actively involved in its implementation. Direct communication between users or facilities has
also been avoided. Thus, the coordination is performed with the sole information of the aggregated
consumption of the grid.

The proposed SwarmGrid (SwarmGrid ) algorithm uses the frequency consumption patterns
generated by the Multi-Frequency Coupled Oscillators (MuFCO) algorithm and takes into account the
local generation. It generates a pattern by combining the aggregated consumption and Photovoltaic
(PV) generation forecasts to schedule the deferrable loads. In general, the SwarmGrid algorithm is able
to smooth the aggregated consumption in every scenario. The improvement caused by the SwarmGrid
algorithm is more relevant for low percentages of controllable power. It achieves a plateau value after
the controllable energy of the whole electrical grid reaches 50%. This means that the deferrable power
controlled by the SwarmGrid algorithm is able to adapt to the non-controllable power. Thanks to the
use of this algorithm, the maximum yearly peak and the daily difference between peaks and valleys
are reduced.

Some future developments of the SwarmGrid algorithm are discussed below. The SwarmGrid
algorithm has been designed to schedule deferrable loads, but it is not the only type of load.
Elastic loads, whose consumption can be controlled directly, could be also included. For example,
the power of an electric pump can be modified to shape a sinusoidal pattern. Several loads are
a mix between deferrable and elastic consumption. For example, the power of HVAC systems
may be modified, but only in a number of discrete values in a certain range, and it usually has
time constraints such as minimum operation time. In general, many devices have a complex operation
that could be introduced into SwarmGrid . By combining these developments, the control of one of
the major future electricity consumption challenges can be addressed from the local perspective:
the Electric Vehicle (EV). The charge of large fleets of EVs could be addressed through SwarmGrid
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implementing the previously mentioned developments. Another research line is related to the structure
of the grid. Actually, the grid has different zones with different generation and consumption capacities
such that the produced energy does not have to travel long distances. This could be linked with
another new concept about electrical grid design: the microgrids. The SwarmGrid algorithm could be
use to coordinate the consumption of different microgrids.

The SwarmGrid algorithm tackles the aggregated consumption by smoothing it from a
technical point of view. This issue can be also addressed from other perspectives, for example
from the economical point of view. The electricity market can also be considered as a signal.
It varies continuously during the day. The electricity market is not only affected by the demand,
but by the resources’ availability and the financial market, as well. The SwarmGrid algorithm can be
used to adapt to this market by considering other variables that affect the electricity price. The required
variables to achieve this new objective should be studied, as well as how they could be included in
the algorithm.
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Abstract: As renewable energies become the main direction of global energy development in the
future, Virtual Power Plant (VPP) becomes a regional multi-energy aggregation model for large-scale
integration of distributed generation into the power grid. It also provides an important way for
distributed energy resources (DER) to participate in electricity market transactions. Firstly, the basic
concept of VPP is outlined, and various uncertainties within VPP are modeled. Secondly, using
multi-agent technology and Stackelberg dynamic game theory, a double-layer nested dynamic game
bidding model including VPP and its internal DERs is designed. The lower layer is a bidding
game for VPP internal market including DER. VPP is the leader and each DER is a subagent that
acts as a follower to maximize its profit. Each subagent uses the particle swarm algorithm (PSA)
to determine the optimal offer coefficient, and VPP carries out internal market clearing with the
minimum variance of unit profit according to the quoting results. Then, the subagents renew the
game to update the bidding strategy based on the outcomes of the external and internal markets.
The upper layer is the external market bidding game. The trading center (TC) is the leader and
VPP is the agent and the follower. The game is played with the goal of maximum self-interest.
The agent uses genetic algorithms to determine the optimal bid strategy, and the TC carries out
market clearance with the goal of maximizing social benefits according to the quotation results.
Each agent renews the game to update the bidding strategy based on the clearing result and the
reporting of the subagents. The dynamic game is repeated until the optimal equilibrium solution
is obtained. Finally, the effectiveness of the model is verified by taking the IEEE30-bus system as
an example.

Keywords: virtual power plant; distributed energy resources; multi-agent technology; bidding strategy;
stackelberg dynamic game

1. Introduction

With the continuous increase of power demand and the increasingly severe problems of global
energy shortages and environmental pollution, distributed generations (DG) have been adopted by
more and more countries due to their reliability, economy, flexibility and environmental protection.

Nowadays, the global power industry is rapidly transforming, and the power system should be
based on market operations. However, because of the characteristics of DG, such as small capacity and
being random, intermittent and volatile, it is not feasible for them to join power market operations
alone. At present, most studies use the concept of microgrid (MG) as the grid connection form of DG [1].
MG can well coordinate the technical contradiction between large power grids and DGs, and has
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certain energy management functions. However, MG takes the local application of DGs and users as
the main control target, and is subject to geographical restrictions. There are also some limitations
on the effective use of multi-regional and large-scale DGs and the economies of scale in the power
market [2]. The concept of Virtual Power Plant (VPP)-provides new ideas for solving these problems.

The term “virtual power plant” is derived from Dr. Shimon Awerbuch’s book “Virtual Public
Facilities: Description, Technology, and Competitiveness of Emerging Industries” [3]. VPP does not
change the way each DG is connected to the grid. Instead, it uses advanced technologies such as
metrology and communications to aggregate DGs and energy storage systems. Different types of
distributed energy resources, such as controllable loads and electric vehicles (EV), achieve coordinated
and optimized operation through higher-level software architecture, which is more conducive to the
rational allocation and utilization of resources. This method can aggregate DERs without transforming
the power grid, and provides stable power transmission to the power grid, becoming an effective
method for DERs to join the power market, reducing the risk of their independent operation in the
market and the impact of grid-connected DER on the power grid [4–7].

The existing research of VPP focuses on two aspects: one is optimizing the internal resources of a single
VPP, and the other is participating in overall power system dispatch. In terms of VPP internal resource
allocation, Sun S. et al. [8] studied the VPP optimization scheduling model with EV, using direct, hierarchical
and distributed methods to control the charging and discharging of EV. Zhao H. et al. [9] constructed
an internal VPP scheduling model with interruptible load, and determined the VPP optimization scheduling
model with uncertain wind power through scene analysis method. Liu Y.Y. et al. [10] established a bidding
model for VPP and considered uncertainty to solve the VPP optimal scheduling problem under multi-market
mode. Zamani A.G. et al. [11] considered the energy storage system and demand response, established the
VPP optimization scheduling model, and conducted the related researches on the VPP bidding problem.
Zang H.X. et al. [12] divided the VPP into incentive demand-responsive VPP and price demand-responsive
VPP according to the internal demand response type, and established a day-ahead dispatch model
considering the demand response. Guo H.X. et al. [13] constructed a bidding model for VPP. However,
the VPP studied was only used as a price receiver and could not affect the outcome of system clearing.
Its essence is still the internal optimization problem of a virtual power plant.

In the context of VPP’s participation in competition in the electricity market, Rahimiyan M. and
Baringo L. [14] considered the electricity market under the hybrid model. A VPP that includes wind farms,
pumped storage power plants, and gas turbines participates in the operation of the medium-term contract
market, daily market, and balance market. Mnatsakanyan A. and Kennedy S.W. [15] proposed a bidding
model in which VPP participates in the energy market and ancillary service markets, and determined the
bidding power of VPP in each market. Liu J.N. et al. [16] adopted the point estimation method to deal
with the uncertainty of electricity price and new energy generation, and proposed a bidding strategy of
VPP in the current electricity market. Song W. et al. [17] considered the power supply-demand balance
and safety constraints of VPP, and put forward the joint bidding model of VPP in the power energy
and hot standby market. Yang J.J. et al. [18] considered the uncertainty of the EVs’ number and wind
generations’ power, and established a robust optimization model for VPP to participate in the day-ahead
energy market and regulate market bidding. Peik-Herfeh M. et al. [19] reviewed the participation of VPP
in the electricity market, and compared and analyzed the similarities and differences between VPP and
MG. Fang Y.Q. et al. [20] used game theory to study the participation of multiples VPPs in the electricity
market. VPPs mainly include distributed generation, energy storage, and time-of-use electricity price
demand responses. Mashhour E. and Moghaddas-Tafreshi S.M. [21,22] studied the VPP participating in
the main energy and ancillary service markets theoretically, and established a non-equilibrium model
that considered the demand response and the VPP safety constraints. Zhou Y.Z. et al. [23] introduced
agency theory and used energy storage of EV to reduce the impact of randomness of wind power on the
system. VPP participated in the electricity market as a whole and responded to market price information.
Yuan G.L. et al. [24] proposed a multi-agent power market simulation mechanism using game theory and
machine learning methods, and used scene analysis methods to analyze the market behavior of VPPs.
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Wang Y. et al. [25] took maximizing the profit of day-ahead market bidding and balancing market reward
as goals. A commercial VPP model that considered interruptible loads, small wind farms, pumped storage
power stations, and gas turbines was established.

However, in the operation of VPP, different types of DER are most likely to belong to different
owners of property rights. Conventionally, it is no longer appropriate to consider VPP as a whole to
participate in bidding. Therefore, it is necessary to consider the independence of internal entities and
study bidding issues involving multiple types of DER from multiple entities. To guide VPP to occupy
a more favorable position in the power market competition, and maximize its internal DER interests,
this paper establishes a double-layer nested Stackelberg dynamic game model based on multi-agent
technology. In Section 2, based on analyzing the main structure of VPP, a probabilistic output model for
various uncertainties within VPP is established. In Section 3, multi-agent technology and Stackelberg
dynamic game theory are used to design the underlying VPP internal market bidding mechanism,
and establish the dynamic game model of each DER subagent. In combination with the real-time
clearing results of the lower layer games, a multi-agent day-before-day power market dynamic game
model with VPP is designed. Through repeated games, until the upper and lower levels jointly clear
out, and obtain the optimal bid strategy of VPPs and its internal DERs. In Section 4, an IEEE 9 system is
used as an example to demonstrate the validity of the proposed model and method. Section 5 contains
some conclusions about the research.

2. Uncertain Factors Modeling in VPP

The VPP studied in this paper contains wind turbine (WT), photovoltaic (PV), energy storage (ES)
devices, demand side resources (DSR), and diesel generators (DE). The power of DE is controllable,
and the internal uncertainty of VPP mainly comes from the prediction error and random fluctuation of
each DER, ES device and various loads.

2.1. Error Correction Based Fixed Load and DER Output Prediction

When forecasting the output of fixed load and DERs (PV and WT), this paper uses modified wavelet
neural network (WNN) prediction method [26] which adds additional adaptive dynamic programming
correction links. The idea of “prediction–correction” is introduced, and actual measurement data are used
to update the WNN parameters to improve the prediction accuracy. The prediction principle is shown
in Figure 1.

 
Figure 1. VPP model diagram.

In the VPP model diagram, x1, x2, . . . , xn are input parameter sequences; Y1, Y2, . . . , Ym are
output parameter sequences; wij is the weight of the input layer to the hidden layer; wjk is the weight
value from the hidden layer to the output layer; bj is the wavelet basis function scaling factor; θ is the
threshold; Pi1(t), Pi2(t), . . . , Pin(t) are the measured data during the sampling period; w∗

ij, w∗
jk, b∗j and
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θ∗j are updated parameter of the optimized structure using adaptive dynamic programming; and r(t) is
the cost function.

The specific process for forecasting using the WNN model is as follows:

Step 1: Pre-process data; cull or correcti bad data in various types of data; and normalizing them.
Step 2: Determine the number of nodes n, l and m of the WNN input layer, the hidden layer, and the

output layer according to the original data (where the number of hidden layer nodes adopts
an empirical value, that is, the default l = 2n − 1), and determine the maximum iteration
(number of times Nmax and iteration accuracy e0).

Step 3: Randomly initialize the weights of the WNN (input layer to implicit layer weight wij and
implicit layer to output layer weight wjk) and wavelet basis function related parameters (scaling
factor aj and translation factor bj), that is, wij = randn (n,l), wjk = randn (l,m), aj = randn (1,l) and
bj = randn (1,l).

Step 4: Initialize the learning rates η1 and η2 of wij and wjk (both defaults to 0.01) and the learning
rates η3 and η4 of aj and bj (both default to 0.001).

Step 5: Input the pre-processed data obtained in Step 1 into the WNN. Meanwhile, input the measured
data of the sampling period and the obtained neural network output sequence into the ADP
correction optimization structure. Obtain network weights w*

ij and w*
jk with strong fitting

ability for the original data and wavelet parameters a*
j and b*

j.

Step 6: Input the data used for the prediction into the trained WNN network, obtain the predicted
value by prediction, calculate the error, and derive the prediction result and analyze it.

2.1.1. Fixed Load Forecast

According to the statistical theory of probability, the normal distribution (ND) has good properties
and can be used to approximate many probability distributions. Therefore, the ND is used to estimate
the error caused by the fixed load forecast.

2.1.2. WT Forecast

For the error produced by WT output forecasting, the actual forecasting error of WT shows
a large kurtosis and skewness, and simply using the normal distribution description will produce
a larger error. Wang et al. [27] pointed out that the wind speed prediction error was the main cause of
the WT forecasting error, and the different WT forecasting values corresponding to the WT forecast
error had different probability distributions. The article also gives the applicable wind speed interval
(m/s) for different distributions: the applicable range of the “0 error” distribution is [0, 2.1], [12.6, ∞];
the applicable range of the exponential distribution is (2.1, 5.1]; the ND applies to (5.1, 9.8); and the
extreme value distribution applies to [9.8, 12.6). This paper draws on the idea of the literature and
uses the error distribution of the corresponding wind speed to establish different probability density
functions to estimate the error produced by WT output prediction.

2.1.3. PV Forecast

For the error generated by PV output prediction, simply using the ND description will also
produce a larger error. Yadav et al. [28] pointed out that the output level of photovoltaic power
generation is closely related to the weather conditions, and the distribution of forecast error under
different weather types is different. This paper draws on the idea of the literature, and uses the idea of
different weather types to establish different probability density distribution functions to estimate the
error generated by PV output prediction.

2.2. Demand Response Modeling

This paper considers transfer load (TL) and incentive-based interruptible load (IL) based on
time-sharing price (TP) mechanism.
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2.2.1. Transfer Load

The usage of TL is affected by the real-time electricity price, and a considerable proportion of it
will fluctuate with the electricity price with a certain probability. The proportion of TL defined by the
tariff is the load transfer rate αTL [29].

The relationship between TL usage and electricity price C(t) at time t is shown in Equation (1).

PTL(t) = αTL(t)P′
TL(t)k + (1 − αTL(t))P′

TL(t) (1)

k =

(
C(t)
CTL

)β

(2)

where PTL(t) is the total amount of TL after transfer at time t; αTL(t) is the load transfer rate of TL at
time t; P’TL(t) is the total amount of TL that does not transfer at time t; k is the influence coefficient of
electricity price to TL; CTL is the threshold electricity price of TL transfer and transfer; and β is the
demand price elasticity coefficient.

Assuming that the total electricity demand of users within one day is constant, the controlled
demand that is reduced in one period will be delayed to other periods. Therefore, the sum of changes
in TL usage within one day should be zero, as shown in Equation (3).

24
∑

t=1
ΔPTL(t) =

24
∑

t=1
(PTL(t)− P′

TL(t))

=
24
∑

t=1
αTL(t)P′

TL(t)(k − 1) = 0
(3)

Considering TL access, P’TL(t) �= 0, thus obtaining Equation (4).

24

∑
t=1

αTL(t)(k − 1) = 0 (4)

In addition, β is usually less than −1, so, when C(t) > CTL, that is, TL is in roll-out state, k < 1.
When C(t) < CTL, TL is in transition state, k > 1. In view of this, using the NDs of two different
parameters to carry out probabilistic modeling of the load transfer rate αTL at the time of TL roll-out
and TL transition, Equation (4) can be modified as Equation (5).

∑
t∈TI

αTL,I(t)(k − 1) = ∑
t∈TO

αTL,O(t)(1 − k) (5)

where TI and TO are the collections of TL transfer in and out in a day, respectively; and αTL,I and αTL,O

are the load transfer rates when TL is transferred in and out, respectively.
Since the αTL is sampled according to its probability density function, when the number of

samples is large, the sample mean will be close to the expectation of its probability density function.
Thus, Equation (5) can be further reduced to:

γ =
μTL,I

μTL,I,O
≈

tO ∑
t∈TO

(1 − k)

tI ∑
t∈TI

(k − 1)
(6)

where γ is the ratio coefficient between the expected μTL,I and μ TL,O of the distribution α TL,I and α

TL,O; and tI and tO are the number of times included in TI and TO, respectively.
When the next day electricity price is known, the threshold price set value, γ, is constant.
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2.2.2. Interruptible Load

IL users can sign contracts with power companies to allow them to interrupt power supply under
different specific conditions. In this paper, the power-off condition is characterized by the power-off
electricity price threshold. Before interrupting the power supply to the IL, the prediction method is the
same as the fixed load, and the prediction error is fitted by using the normal distribution. Define SIL as
the 0–1 state variable of IL, and characterize the actual use of IL [29], as shown in Equation (7).

SIL(t) =

{
0, C(t) ≥ CIL
1, C(t) < CIL

(7)

where SIL(t) is a state variable at time t; C(t) is a real-time electricity price at time t; and CIL is a power-off
valve price.

2.3. Energy Storage Unit Modeling

The ES unit can be charged and discharged within its allowable range. To extend its service life,
it is generally not allowed to overcharge. The basic model of ES is as follows:{

SOC(t) = SOC(t − 1) + ΔSOCch(t), t ∈ Tch
SOC(t) = SOC(t − 1) + ΔSOCdis(t), t ∈ Tdis

(8)

{
SOCch(t) = Pch(t)ηchΔTSes(t)/SES, t ∈ Tch

SOCdis(t) = Pdis(t)ηdisΔTSes(t)/SES, t ∈ Tdis
(9)

{
Ses = 1, λes < λ0

Ses = 0, λes < λ0
(10)

where SOC(t) and SOC(t − 1) are the charge states of the ES device at t and t − 1, respectively; ΔSOCch
(t) and ΔSOCdis(t) are the charging and discharging capacities of ES at time t; Pch(t) and Pdis(t) are
charging and discharging powers of ES at time t; ηch and ηdis are charging and discharging efficiency
of ES,; SES is rated capacity of ES; Ses(t) is the charging and discharging state parameter of ES at
time t; λes(t) is the charging and discharging action parameter of ES at time t; λ0 is the charging and
discharging action parameter threshold of ES; and Tch and Tdis are the charging and discharging time
periods of ES, where they are equivalent to the peak time of the electricity price Tf and the time interval
of the electricity price valley Tg, respectively.

The charging and discharging rules of the ES are closely related to the price of electricity.
The relationship between the charging and discharging power at time t and the price C(t) is shown
in Equation (11). {

Pch(t) = achC(t) + bch, t ∈ Tch
Pdis(t) = adisC(t) + bdis, t ∈ Tdis

(11)

where ach, bch, adis and bdis are the relation coefficients of the charging price and the charging and
discharging power at the charging time and the discharging time, respectively.

The ES element’s initial charge state is SOC (1) = 0, and the charge state returns to zero at the
end of each day, that is, SOC (24) = 0. Thus, all ESs will be completely discharged when the price of
electricity peaks at the end of the day. If there is an ES with a non-zero amount of electricity, when the
end time of the discharge period is the length of time required for its current discharge, it is forcibly
discharged to restore the initial state of charge.
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3. Double Layer Bidding Model Design Based on Stackelberg Dynamic Game

3.1. Framework Design of Double Layer Bidding Model

Agents in this paper refer to VPPs and traditional thermal power plants. Subagents refer to various
investment entities within VPPs. Multiple VPPs and traditional thermal power plants participate in the
day-ahead market bidding of the power system, and each DER only participates in the VPP internal
day-ahead market auctions to which it belongs. The market is divided into 24 periods, and only
one period is selected when building a model. The software used in the model solving process is
“Matlab 2014a”.

The Stackelberg dynamic game bidding model established in this paper can be divided into
two layers, where one layer nests a game mode. The lower layer is VPP internal day-ahead market
bidding stage. Each DER within the VPP acts as a subagent to obtain forecasted output values based
on historical data. The Monte Carlo method is used to generate the quote scenario set and determine
the quoted coefficient, and the bid strategy is obtained and submitted to the VPP data center. The VPP
data center predicts the load demand based on historical data, and carries out unified internal market
clearing. Before the bidding deadline, each subagent may make new bidding strategies.

At the upper layer, VPP acts as an agent to participate in the day-ahead market bidding of the power
system with other agents. At this point, the output of VPP is the total power of the internal market in the
lower layer, and the unit cost is the clear price of the internal market. Each agent simulated the game
through the genetic algorithm (GA) to determine the bidding strategy and reported it to the TC for unified
market clearing. Before the bidding deadline, each agent can update the bidding strategy to obtain the
best result. The specific model framework is shown in Figure 2.

 

Figure 2. Framework diagram of a double-layer dynamic game model based on multi-agent technology.

3.2. Design of VPP Internal Bidding Model Based on Dynamic Game

After each subagent in VPP conducts the first round of game, it reports to the VPP data control
center the availability and quotation for each period. The VPP data control center carries out the
unified internal market clearing, that is, the selection of the power generation sequence from low to
high electricity prices until the supply and demand balance is satisfied. After determining the clear
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price and the clearing power quantity, the information is fed back to each subagent. Each subagent
formulates a new bidding strategy based on the feedback information, so that the game is repeated
until an optimal equilibrium strategy is obtained.

3.2.1. Bidding Strategy of Subagent in VPP Internal Market

This section examines the bid strategies for a single subagent i. Assume that each subagent uses
a linear quoting function [30], as shown in Equation (12).

Pi(qi) = αi + βiqi (12)

where αi and βi are quote parameters of the subagent i and qi is the inflow and outflow power of the
subagent i. The specified energy outflow is positive, and the inflow is negative.

In addition to considering operational costs and operational constraints, subagent i must also
consider possible quotations from other subagents when quoting. Under normal circumstances,
subagent i does not know the price coefficient of the competitor j, and can only perform the probability
estimation by using historical information. Under the power market clearing rule, the price coefficient
of the subagent j conforms to the two-dimensional normal distribution [31,32], and its probability
density function is shown as in Equation (13).

(αij, βij) ∼ N(

[
μα,ij
μβ,ij

]
,

[
σ2

α,ij ρijσα,ijσβ,ij

ρijσα,ijσβ,ij σ2
β,ij

]
) (13)

where the subscript ij represents subagent i’s estimate of subagent j; σα,ij and σβ,ij are the standard
deviation estimates of α and β respectively; μα,ij and μβ,ij are mean estimates of α and β, respectively;
and ρij is the correlation coefficient between α and β. When subagent i predicts the power of subagent
j is negative, ρij is −1. As a supplier of electric energy, to increase the number of successful bids,
one factor will be increased while the other coefficient will be decreased. Similarly, it can be obtained
that when j needs to purchase electricity from the outside, the ρij is 1.

Subagent i can generate subagent j quoting scenario set through Monte Carlo simulation to
determine its own optimal bidding strategy. The quota coefficient scene generation step is as follows:

(1) Step 1: Assuming M =

[
σ2

α,ij ρijσα,ijσβ,ij

ρijσα,ijσβ,ij σ2
β,ij

]
, the lower triangular matrix A is generated

such that M = AAT.
(2) Step 2: Producing mutually independent two-dimensional standard normal distribution random

vectors λ = [λα, λβ]T, where λα~N (0, 1), λβ~N (0, 1).
(3) Step 3: [αij, βij]T = [μα,ij, μβ,ij]T + Aλ.

Each subagent in VPP will pursue its own maximization of profit in the bidding process.
The expected profit function of subagent i is as follows:

maxEi = (Rin − Ci) · qR
i (14)

where Rin indicates the price of the VPP internal market at a certain time; qR
i represents the outgoing

power of the agent i at the same time; and Ci is the cost of the subagent i’s power generation.

3.2.2. VPP Internal Day-Ahead Market Clearing

During the competition in the VPP internal market, efficient subagents have more advantages
because high-performance subagents in the process of re-quotes can sell electricity at a relatively low
price and earn profits. Subagents with lower efficiency over time will be eliminated from the internal
market. In a small VPP system, this bidding model threatens the balance between supply and demand
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and standby demand, and it is not conducive to long-term stable operation of the system. This paper
adopts the uniform clearing price (UCP) for settlement. When the VPP internal market clears, the goal
of pursuing the average of the unit power profit is to ensure that all players are as profitable as possible.
Therefore, the clearing result is generated when the variance of the unit‘s profit is the smallest, that is,
the bidding strategy that guarantees the safe and stable operation of the VPP internal system in the
bidding process is easier to win the bid [33].

Introducing the unit power balance objective of subagent i as follows:

minV =
m

∑
i=1

(V − Vi)
2 (15)

V =
1
m
(V1 + V2 + · · ·+ Vi + · · ·+ Vm) (16)

Vi =

m
∑

i=1
[(Pi − Ci)

2 · qi]

m
∑

i=1
qi

(17)

where the subscript m is the total number of subagents in VPP and V is the subagent’s profit variance
of per-unit electricity.

This paper ignores the cost of power generation for WT and PV. Other subagents’ costs are shown
in Equations (18)–(21).

FDE = ∑
i∈m

(aqDE2

i + bqDE
i + c) (18)

FDS = CC + CIL (19)

CC = δ · qC, CIL = γ · qIL (20)

FES =
1
2

e ·
∣∣∣qES

∣∣∣ (21)

where FDE, FDS and FES are power generation costs of DEs, demand-side response costs, and energy
storage operating costs, respectively; qDE

i is the power generated by DE
i (ith diesel generator in VPP)

at a certain moment; a, b, and c are its consumption factors; CC and CIL are the interruption capacity
costs and interruption cost of VPP at a certain moment; δ and γ are the interrupted capacity prices and
interrupted charge prices of VPP at a certain moment; qC and qIL represent the interrupt capacity and
interrupted power provided by VPP at a certain time; qES is the charge or discharge power of the ES
device at a certain time, which can be positive or negative; and e is the energy storage cost, which is
determined by the energy storage efficiency.

The clearing process includes the following constraints:

(1) Power balance constraints

QVPP = QVPP
G − QVPP

L + QVPP
IL

QVPP
G = qDE + qWT + qPV + qES (22)

where QVPP indicates the overall external power of VPP at a certain moment. When it is positive,
it means that VPP generates electricity to the outside. When it is negative, it means that VPP
purchases electricity; QVPP

G indicates the total power generated by VPP at a certain moment;
and qDE, qWT, and qPV, respectively, represent the power generation of all DEs, all WTs, and all
PVs at a time.
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(2) Power constraints for WT and PV

qWT
imin ≤ qWT

i ≤ qWT
imax

qPV
imin ≤ qPV

i ≤ qPV
imax

(23)

where qWT
imax, qWT

max are the upper and lower limits of the external output of WT
i ; and qPV

imax and qPV
max

are the upper and lower limits of the external output of PV
i , respectively.

(3) Power constraints for DE
qDE

imin ≤ qDE
i ≤ qDE

imax (24)

− Δqdown
i ≤ qt,i − qt−1,i ≤ Δqup

i (25)

where qDE
imax and qDE

min are the upper and lower limits of DE
i output to a certain moment; and Δqdown

i
and Δqup

i are the power variation limits of DE
i in pre-unit time, that is, the upper and lower limits

of climbing rate.

(4) Capacity constraints for ES devices

∑
t∈T

qES
t · Δt = 0 (26)

where Δt is the time interval and T is the charge and discharge cycle.

(5) Charging and discharging constraints for ES devices

Emin ≤ E0 −
t

∑
i=1

qES
t · Δt ≤ Emax, t = 1, 2, · · · , T (27)

− qch
max ≤ qES ≤ qdis

max (28)

where Emax and Emin are the upper and lower limits of the ES device, respectively; and qch
max and

qdis
max are the power limits for ES charging and discharging, respectively.

3.2.3. Model Solving

The solution of this section mainly focuses on the determination of the subagent quotation
coefficient and the internal market clearing of VPP. The algorithm flow is shown in Figure 3. The PSA
is used to solve the optimal quote coefficient. Subagent i simulates and generates a set of possible bid
scenarios based on historical bid data of other subagents, and obtains the maximum revenue of the
subagent i under each scenario, with the expectation of maximum profit. The target is updated and the
particles selected to determine the final quote coefficient. To solve the issue of VPP internal market
clearing, the GA toolbox in “Matlab 2014a” was used to solve the problem.
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Figure 3. VPP internal market bidding flow chart.
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3.3. VPP Dynamic Fame Bidding Model Based on Multi-Agent Technology

3.3.1. Model Establishing

All agents will pursue the maximization of their own interests during the bidding process. For this
reason, the function argmax (•) is introduced to represent a set of solution sets in the definition domain.
Each set of solutions enables the function argmax (•) to obtain the maximum value. From this,
the Objective Function 1 shown in Equation (28) can be obtained.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
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(29)

where the subscripts n1 and n2 represent the number of VPPs and conventional thermal power plants
in the day-ahead market; PVPP

n1 and PGen
n2

represent the bidding strategies of VPP n1 and thermal power
plant n2, respectively; PVPP∗

n1
and PGen∗

n2
represent the optimal bidding strategies for VPP n1 and thermal

power plant n2, respectively; Qn1 and Qn2 refer to the supply of VPP n1 and thermal power plant n2,
respectively, determined according to the bidding price; ND Cn2 is the total cost of external power
generated by thermal power plant n2.

TC uses UCP for settlement, with the goal of maximizing social benefits, and the social benefit
is the sum of consumer surplus and producer surplus. The basic diagram is shown in Figure 4.
The VPP can be defined as a consumer or producer during the quotation process, but can only be
purchased or sold in one direction at a single time. Conventional generation companies generate
quotes as producers.

Figure 4. Consumer surplus and producer surplus [34].

The required social benefit is the area between the supply curve and the demand curve, so the
Objective Function 2 can be obtained as Equation (30).

maxE =
Ns
∑

m=1

∫ qs,m
0 (Rex − Ps,m(q))dq+

Nc
∑

n=1

∫ qc,n
0 (Pc,n(q)− Rex)dq

(30)
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Ps,m(qs,m) = Rex∀m ∈ Ns (31)

Pc,n(qc,n) = Rex∀n ∈ Nc (32)

where E is the social benefit at a certain moment; the subscripts s and c represent producers and
consumers; Ns and Nc are the number of producers and consumers, respectively; qs,m and qc,n are the
amount of production of producers m and consumers n at a certain time; and Rex is clearing price in
market at a certain moment.

The constraints during the clearing process include:

(1) Low and high output constraints

Qs,mmin ≤ qs,m ≤ Qs,mmax ∀m ∈ Ns (33)

Qc,nmin ≤ qc,n ≤ Qc,nmax ∀n ∈ Nc (34)

where Qs,mmax and Qs,mmin are the upper and lower limits of the overall output power of producer
m; and Qc,nmax and Qc,nmin are the load’s upper and lower limits of consumer n, respectively.

(2) System Power Balance Constraints

Ns

∑
m=1

qs,m +
Nc

∑
n=1

qc,n = 0 (35)

To ensure the feasibility of clearing results and prevent the occurrence of trend overruns, DC
currents is used to carry out safety checks on the lines, as shown in Equations (36) and (37).

ql =
Ns

∑
m=1

s fm−lqs,m +
Nc

∑
n=1

s fn−lqc,n (36)

|ql | ≤ Qlmax (37)

where ql is the power flow of line l at time t; sfm−l and sfn−l are node power transfer factors of
node m and n to line l, respectively; and Qlmax is the active power flow upper limit of line l.

3.3.2. Dynamic Game Process

The calculation of this model includes two parts. The first part is the game competition among
multi-agents. The second part is the dynamic game between VPP agents and trading centers. GA is
used to simulate the process of mutual bidding between multiple agents. For the two objective functions
of the bidding process, the hierarchical planning method is used for analysis [35]. The processes of
selection, crossover, and mutation in GA are similar to the bidding rules between agents. In the process
of selection, the optimal bidding strategy is based on the maximum revenue of each agent (Objective
Function 1). That is, in the process of bidding, each agency tends to have a bidding strategy that
maximizes the agency’s own revenue. In the crossover process, the bid prices between the agents
affect each other, and the agents change their own quotes according to the historical quote information
of other agents. In the process of variation, in connection with the actual situation, the bids of each
agency cannot be kept in good order, and they will suddenly reduce or raise the bid price according to
their own situation and information, but the bid price will also be within a certain range. Using GA
to simulate the bidding game process is a simulation scheme under the premise of following the
actual situation of each agent and the electricity market. After the bidding process is over, the optimal
solution is selected according to the maximum social benefit (Objective Function 2) in the population,
that is, the optimal bidding scheme. The process is shown in Figure 5.
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Figure 5. Multi-VPP external electricity market bidding flow chart.

4. Case Study

4.1. Case Description

An IEEE-9 node system with three VPPs was adopted for case verification, as shown in Figure 6.
Line parameters can be found in [36]. The VPP Center Controller (VPPCC) is a monitoring and
management unit that bears the functions of communication, monitoring, and management with
various devices. To reflect the differences between different VPPs, VPP A consists of DE1, WT1, PV1,
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and ES1. VPP B consists of DE2, WT2, and ES2. VPP C consists of DE3, PV3, and ES3. The specific
parameters are shown in Table 1.

Figure 6. Multi-VPP system based on IEEE-9.

Table 1. DE and ES parameter settings in VPP.

Type
Rated Capacity/kW Maximum Power/kW Minimum Power/kW

Cost/(¥/kW)
VPPA VPPB VPPC VPPA VPPB VPPC VPPA VPPB VPPC

DE 180 120 180 180 120 180 0.56
ES 100 60 60 65 38 38 −15 −15 −15 0.98

4.2. VPP Internal Bidding Results

The normal distribution model of the load prediction error expects μL = 0.02. The PV prediction
model expects μPV = 0.07 (sunny, error is ND). The wind power prediction model expects μWG = 0.05
(wind speed interval is 5.1–9.8, error is ND). The model of TL load transfer rate expects μTL,I = 0.5,
μTL,O = 0.7554. The model expects of the ES charge and discharge motion parameters is μES = 0.8,
and the standard deviation of all models is σ = 0.2. Using Monte Carlo simulation (MCS) to
generate electricity price data, CTL takes the average price of electricity. B = −1.3, ηch = ηdis = 0.85,
λ0 = 0.8, ach = −0.8327, bch = 0.6255, adis = 1.5895, bdis = 0, Tf = 9:00–22:00, Tg = 1:00–8:00 and
23:00–24:00. Figure 7 shows the load and DER prediction results for the three VPPs.

(a) (b) (c) 

Figure 7. VPP internal load and DER forecast results: (a) VPP A; (b) VPP B; (c) VPP C.

Using Matlab software to program and run the model and algorithm, the dynamic game results of
the internal market operation of VPP can be obtained. Taking VPP A as an example, Figure 8 shows the
dynamic process of each subagent’s bidding strategies in the market as the game times N increases in
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a certain period. In Figure 8, it can be seen that, after repeated games, the subagents obtain equilibrium
solutions after about 200 rounds.

Figure 8. Dynamic game process of quoting strategies for subagents within VPPA.

The process shown in Figure 3 was used to solve the model. Table 2 only lists the quotations,
the electricity quantity of acceptance of the bid, and market clearing prices for each subagent within
the three VPPs at a given period. Assume that three VPPs participate in the day-ahead market
bidding. The clearing electricity quantities obtained at the corresponding time are 310, 193, and 198 kW,
respectively. Figure 9 shows the sub-agency quotes for each of the three VPP’s internal day markets in
24 periods, while Figure 10 shows the winning bids for each subagent during per period.

Table 2. Subagent quotations, winning bids, and market clearing prices at a certain time within VPP.

Quotation/¥ Winning Bids/kW Profit/¥ Clearing Price/¥

VPPA

DE1 10.68 135 513

10.68
ES1 13.60 15 6
PV1 11.11 100 200
WT1 10.72 60 84

VPPB

DE2 10.88 105 375
10.88ES2 13.56 8 14

WT2 12.59 80 171

VPPC

DE3 11.01 115 449
10.59ES3 13.35 8 10

PV2 10.59 75 209

(a) 

Figure 9. Cont.
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(b) 

(c) 

Figure 9. Price quoted by subagents in the VPP internal market: (a) VPP A; (b) VPP B; (c) VPP C.

(a) 

(b) 

Figure 10. Cont.
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(c) 

Figure 10. Electricity quantity of winning bids for each subagent in VPP internal market: (a) VPP A;
(b) VPP B; (c) VPP C.

As can be seen from the quotations and market clearances of the three subagents within the
VPP, the subagents’ winning power curves are significantly different. VPP A has WT and PV at
the same time, and it supplies power to the extra when a low load at night and a large surplus of
photovoltaic power at noon. VPP B has wind power WT, so contributes surplus power at night. VPP C,
which has PV, contributes the remaining power at noon. Renewable energy sources have greater
volatility. At noon, the PV generation power is relatively large. ES absorbs the remaining power for
charging and discharges the power at peak load. When the ES device absorbs power, it appears to be in
the form of power purchase. Therefore, the quote is negative. When the energy is released, the external
device shows the form of power sales. The quotation is positive.

According to Figures 9 and 10, analysis shows that, when it is noon (more PV power) or nighttime
(more WT power), renewable energy power generation remains surplus, and sales are prioritized.
Therefore, the auction prices of various subagents are generally low. Because WT has windy period
(22:00–1:00) at night, WT 2 adopts a relatively low bidding strategy. For PV 2 with a large amount of PV
residual power, there is no need to adopt such a strategy. There was larger load at noon (11:00–15:00)
and PV power could be effectively consumed. At the same time, the overall bidding strategies tend to
have a time-shared price, with a higher peak-loading period and a generally lower grain-loading rate.

4.3. Auction Result of VPP in the Day-Ahead Market

The analysis of multi-VPP bidding game model is based on the dynamic game model of
subagents of VPP in lower layer. Using the Matlab software to program and run the model and
algorithm, the dynamic game results of the day-ahead market operation of the power system with
multiple VPPs can be obtained. The number of GA iterations is set to 50, the population size is 100,
the crossover probability is set to 0.6, the mutation probability is 0.1, and the variable length is 120.
Figure 11 shows the dynamic process of the three VPP agent’s bidding strategies in the market as
game times N increases.

Figure 11. Dynamic game process of agents’ quotation strategies.
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The process shown in Figure 4 was used to solve the model. Figure 12 shows the quoted prices of
three VPP agents in the daily market for 24 periods, and Figure 13 shows the winning bid conditions
for each agent in per period.

Figure 12. Price quotes for each agent in per period.

Figure 13. Neutral power of each agent during per period.

In the above figures, there are a few differences between the proxy quotes in each period. During
15:00–20:00, VPP A encounters its own maximum load peak, during which the external supply is 0,
thus it does not participate in the market bidding. Considering that VPP B has many wind power
sources, it releases more electricity to the outside at night. There are many PV power sources in VPP C,
thus there are relatively more efforts in the afternoon. The points in Figure 13 represent the externally
available load values of VPP, and the VPP bids from the lowest to the highest order, and the available
load is superimposed from the inside to the outside. The points in the figure indicate the value of
VPP that can be awarded to the outside during the bidding process. Taking time 13:00 as an example,
the blue dots (VPP A), the yellow dots (VPP B), and the red dots (VPP C) are lined up from low to
high, which shows that, in the bidding process, VPP A has the lowest price, VPP B has the second,
VPP C has the highest price, and the TC prefers to select VPP A. Of the 198 kW demanded load at
13:00, VPP A provides 87.6 kW of total external power, followed by VPP B which provides 43.1 kW of
total external power, and the remaining portion is borne by VPP 3.
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5. Discussion

With the large-scale grid-connected operation of DG, its characteristics of volatility and intermittent
have brought certain negative impact on grid voltage, power quality, and dispatch operation. VPP
provides new ideas for the development of new energy by aggregating this type of distributed energy.
However, the current research on VPP mainly focuses on the overall external operation mode, and usually
ignores the internal distributed energy complementary operation modes and benefits. The research
can be divided into two parts. The first part is about the VPP of multi-investment subject. Based on
the multi-agent technology and the theory of Stackelberg game, the dynamic game bidding model of
VPP internal subagent was constructed. Then, in the second part, referring to the clearing results after
each round of internal games, a VPP dynamic game bidding model based on multi-agent technology
was established.

6. Conclusions

Through the previous research analysis and argumentation, the main conclusions of this paper
can be summarized as follows.

Firstly, based on a brief overview of the basic components of VPP, the uncertainties of photovoltaic
power generation, wind power generation, and demand-side response within VPP were modeled separately.

Secondly, regarding DER as a subagent of VPP, a subagent’s bidding model in VPP internal
market based on dynamic game theory was established. The MCS was used to determine the price
coefficient of each subagent, and, after repeated games determining its own optimal price and affecting
the power system’s day-ahead market clearing, an optimal equilibrium solution was obtained.

Finally, based on the completion of each round of VPP internal market clearing, with reference
to the outcome of each round of clearing, a bidding strategy for VPP to participate in the day-ahead
market was developed. Based on multi-agent technology, a dynamic competitive game model for
electricity market with multiple VPPs was established. VPP and traditional thermal power plants were
agents. Based on the methods and strategies that each agency may adopt in the market competition,
the dynamic game behavior between VPP and trading market was simulated by GA, and a complete
game process of bidding was presented. Verified by examples, the model can provide methods for the
efficient use of resources in power systems with multiple VPPs.
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Abbreviations

The following abbreviations are used in this manuscript:

VPP Virtual power plant
DER Distributed energy resource
TC Trading left
PSA Particle swarm algorithm
WNN Wavelet neural network
DG Distributed generation
MG Micro grid
EV Electric vehicle
WT Wind turbine
PV Photovoltaic
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ES Energy storage
DSR Demand side resource
DE Diesel generator
TL Transfer load
IL Interruptible load
TP Time-sharing price
GA Genetic algorithm
UCP Uniform clearing price
VPPCC VPP left Controller
ND Normal distribution
MCS Monte Carlo simulation
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Abstract: The European energy transition is leading to a transformed electricity system, where
Distributed Energy Resources (DERs) will play a substantial role. Renewable Energy Sources (RES)
will challenge the key operational obligation of real-time balancing and the need for flexibility will
consequently increase. The introduction of a local flexibility market (LFM) would allow the trading
of flexibility supplied by both producing and consuming units at the distribution level, providing
market access to DERs, a support tool for Distribution System Operators (DSOs) and a value stream
for energy suppliers. Aggregators and DSOs for different reasons can enhance the valuation of flexible
DERs. Several research papers have assumed aggregators fully interacting with the electricity markets
and DSOs contracting services with power system actors. These interactions are still not allowed in
many European countries. This article aims to analyze the European regulation to identify the most
important enablers and pave the way towards the full exploitation of DER flexibility, culminating in
the establishment of an LFM. Therefore, three main stages, emerging from the progressive withdrawal
of the current regulatory and market barriers, are identified: (1) enabling the aggregator’s trading,
(2) evolution of the DSO’s role, and (3) key-design challenges of an LFM.

Keywords: aggregator; distribution system operator; distributed energy resources; local flexibility
market; flexibility service

1. Introduction

The currently undergoing transformation of the electrical power system has the integration
of renewable energy sources (RES) as one of its main pillars. The traditional, centralized way of
producing and managing electrical power is being substituted by a decentralized manner with
increased contribution from local resources. This will pose new challenges in keeping the real-time
balance between electricity demand and supply while efficiently operating the entire system. RES,
in particular, photovoltaics (PV) and wind power, are intermittent, and the difficulty of predicting their
power production increases the need for system flexibility [1,2]. Currently, the Transmission System
Operator (TSO) is responsible for the system balance, and this can be ensured by procuring reserve
from the generation-side resources. While causing an increased need for flexibility, RES production
also has dispatch priority and it is slowly pushing the fossil fuel-fired power plants out of the market,
thus limiting one of the main sources of flexibility. This is the reason why, nowadays, more and more
conventional power-plants are struggling to keep their market share and gain profit [3,4].

Other energy sectors are looking at electrification as the solution to energy transition, with electric
vehicles from the transport sector and heat pumps from the heating and cooling sector being the
most evident examples. Worldwide, the number of countries that have established renewable-related
policies regarding the power sector is way higher than the other two aforementioned energy sectors [5],
meaning that the main responsibility is with the power system itself. As a result, the integration of
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Distributed Energy Resources in the distribution network (DN) will be at the core of the shift from
traditional to smart electricity networks. This includes Electric Vehicles (EVs), Dispatchable Loads
(DLs), Energy Storage (ES), as well as Distributed Generation (DG). These four subcategories with
related examples are represented in Figure 1.

Dispatchable Loads (DLs)
Thermostatically Controllable Loads

Smart Appliances

Distributed Generation (DG)
Photovoltaic Systems

CHP Generation
Wind Turbines

Electric Vehicles (EVs) Energy Storage (ES)
Electrical Energy Storage
Thermal Energy Storage 

Distributed Energy 
Resources (DER)

Figure 1. Distributed Energy Resource (DER) subcategories.

Distributed Energy Resources (DERs) are shaping the future of the distribution network (DN),
which was not originally designed to host a significant level of local generation, and Distribution
System Operators (DSOs) need to reconsider the DN’s operations and planning in the presence of
distributed generation [6]. The traditional ‘fit and forget’ approach based on the expected long-term
peak load will no longer be suitable, because the installation rate of distributed resources is growing
substantially [7]. DERs are raising challenges from the operational point of view by introducing reverse
flow, congestion problems, and voltage limit violations. DSOs are used to passively operate, maintain,
and upgrade the DN based on a fixed remuneration set yearly by the regulator. The on-going discussion
at the European level is focused on the modification of DSO’s business model towards the role of an
active manager of the grid, since both in the short-term planning and in the real-time phase, it will deal
with the dynamics of renewable production and with the increased coincidence factor due to DERs.
All these resources are also, in fact, capable of modifying their production or consumption pattern upon
request (direct or indirect control) by the owner/energy supplier/network operator. This capability
can be exploited to provide a flexibility service to different parties. Therefore, beside increasing
technical problems, DERs can also offer a potential solution throughout their inherent controllability.
The DSO should be enabled to use the potential benefits deriving from flexibility existing within the
distribution network.

The flexibility potential offered by DERs is considerable [8], and it is suitable for tackling
location-dependent problems (such as congestions) but also, if properly aggregated, for supporting
the traditional flexibility sources at the transmission level. Its exploitation is currently limited for two
reasons. Firstly, the flexibility of DERs cannot be used due to a lack of Information and Communication
Technology (ICT) infrastructure and regulatory framework; secondly, the majority of the flexibility is
disaggregated as it belongs to small and medium-sized customers and consequently it is unable to
access the market.

In this context, the aggregator is emerging as a new figure: an energy utility taking care of
directly or indirectly managing and operating the flexibility of DERs for small and medium-size
prosumers which are otherwise disaggregated. The aggregators can potentially bridge the gap between
the electricity markets and small-scale DERs. Consumers transform from passive grid users to
active providers of various energy services to the grid, both consuming and producing on-site
energy—becoming prosumers. Prosumers will potentially be able to interact in the energy markets
and compete directly with traditional energy utilities [9] or indirectly through aggregators.

The European Commission, within the new proposal for a directive on common rules on
the internal energy market released in November 2016 (part of the so-called “Clean Energy for
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All” package), underlines the importance of distribution-level flexibility and introduces new
definitions of related concepts such as ‘demand response’, ‘independent aggregator’, ‘active customer’,
and ‘dynamic electricity price contracts’. When both wholesale and reserve markets were designed,
product requirements and arrangements of access were tailored around the capabilities of traditional
generating units. The system operators relied on the supply-side flexibility and there was no interest
in procuring flexibility from the demand-side or from distributed resources. In the recent years,
European institutions and policymakers have brought attention to this new unexploited flexibility
potential alongside the willingness to move the electricity markets closer to the final user, resulting in
a growing interest towards local markets [10–12]. In local energy markets, prosumers can (directly
or via aggregators) gain more benefit from valuing their resources by offering energy or flexibility
services at the local level.

The introduction of a local flexibility market (LFM) with the aim of trading flexibility supplied
by both producing and consuming units would provide market access to DERs and would provide
a support tool to allow DSOs to handle technical problems. Potentially, energy suppliers also could
be enabled to participate in the process of adjusting their market imbalances, but the coexistence of
market players and grid operators pursuing flexibility for different purposes is a key discussion point.

This article aims to define a pathway for reaching the appropriate regulatory context in which
LFM could be integrated and thus enabling full exploitation of distribution level flexibility from
different stakeholders. In particular, we focus on aggregators which are currently not regulated in
most of the European countries and on the evolution of DSOs towards a more active role in managing
the distribution grid.

The contribution of the paper is threefold:

1. Identification of three main stages to gradually enable the flexibility of DERs for full exploitation,
eventually through the establishment of LFM;

2. Identification of the main stakeholders (aggregators and DSOs) of the small-scale flexibility and
definitions of market and regulatory barriers to overcome for each of them.

3. Discussion of key challenges of the LFM design including the coupling of grid and market-service
and the coordination with overlaying markets.

Section 2 introduces the definition and main characteristics of the flexibility concept focusing on
DERs’ service provision. Section 3 elaborates on the following three main stages, which will gradually
enable the full-exploitation of flexibility at the distribution level, leading to the establishment of
the LFM:

• Enabling the aggregator’s trading (Section 4);
• Evolution of the DSO’s role (Section 5);
• Key design challenges of local flexibility markets (Section 6).

Discussion and conclusions will follow in Section 7, summing up significant findings and
individuating future research trends.

2. Flexibility Provision by DERs

RES power output depends on the availability of the primary source. The uncertainty in
forecasting, even in the short-term, of these primary sources (e.g., wind, irradiation) is the main
obstacle in handling the variability of RES. The resulting technical difficulties increase the need for
operational flexibility. TSOs procure this flexibility through two phases: firstly, long-term contracts
or market mechanisms in place for the procurement of reserve from generation companies (ancillary
services procurement markets) and secondly, market mechanisms for reserve activation (ancillary
services activation markets). The regulatory efforts now are focused on re-designing the short-term
markets to provide fair market access for all sources of flexibility, including distributed generation and
active demand, namely DER flexibility. Many definitions are present in literature for ‘flexibility’ [13–15].
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From a system perspective, it can be defined as the capability of the power system to adapt its
production or consumption with respect to sudden changes, expected or not. At the individual level,
it is often referred to as the modification of the consumption or injection pattern due to direct or
indirect signals. As highlighted in [16], electric flexibility is a heterogeneous commodity with multiple
attributes; these main attributes are reported in Figure 2 and are related to the deviation from a baseline,
which corresponds to the usual consumption or production pattern.

Direction 

Time

Power Energy

Starting 
Time

Notification 
Time 

Response Time Duration

Capacity 

Baseline
Flexibility Activation

Figure 2. Example of flexibility activation with relevant attributes.

Flexibility cannot be characterized using a single metric. Several dimensions should be taken
into account: capacity, duration, ramp rate, direction, energy content, response time, and location [17].
One type of DER might be efficient in one dimension and inefficient in another. For example,
PV systems can provide only upward regulation via the curtailment of production, while battery
storage can provide both upward and downward regulation. In terms of duration, a residential
Thermostatically Controllable Load (TCL) can modify its consumption by up to a few hours; however,
the change in power is not significant, because it is bound by the violation of the comfort constraints
of the end-user. Extensive categorization of DER regarding different dimensions is conducted in [18].
The relevance of each attribute also depends on the service that the resource has to provide—the
location is important if the problem to be solved is location-dependent (congestion, overvoltage),
while it is irrelevant if the flexibility is used for adjusting market imbalances. One fundamental
difference in the DER flexibility is between residential and industrial types. The exploitation of
industrial flexibility for providing services is more convenient—bigger-sized loads imply a smaller
amount of resources is required to reach the minimum size for bidding in the market. Furthermore,
in the industry sector, the information and communication infrastructure is usually already installed
for the purpose of energy management and a smaller investment is required to deploy industrial assets.
On the contrary, residential demand flexibility introduces more complications, as follows [19]:

• A layer of uncertainty is added when predicting and procuring the available flexibility from
residential customers because these loads have direct relations with the users’ behavior and
comfort. For example, controlling the set-points of residential heat pumps for space heating and
thus changing the power consumption will directly affect the internal temperature of the building;

• Inter-temporal constraints of some resources, such as smart appliances, come in play.
The flexibility that is available at time t depends on the flexibility offered and then activated at
time t − 1; this makes the scheduling process of the flexibility available for a longer time-horizon
more challenging;

• The size of the loads and costs to be incurred for a single household make the choice of
participating in the market unprofitable.

These drawbacks can be partially overcome by aggregating small resources together.
The aggregation of small and medium-sized resources will shortcut the access to the market, with the
aggregator acting as an intermediary. Flexibility from distribution level resources can be used for
different purposes; specifically, the scope of these flexibility services is threefold [20]:
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• Market-oriented services: Balance Responsible Parties (BRPs) can use flexibility to correct
unbalanced positions in their portfolios;

• System-oriented services: TSOs can use flexibility for the procurement and activation of reserve
for balancing purposes;

• Grid-oriented services: the DSOs can use the DERs’ flexibility to solve local problems, such as
feeder (or transformer) overloadings.

The exploitation of flexibility from DERs will be fully enabled when the owner (or manager)
is acknowledged as a market participant who is allowed to offer services in all organized markets
with the only restriction of not jeopardizing the security of the power system. As an example, if the
aggregator provides flexibility from distribution level DERs to the TSO, this service provision should
not put the safe operation of the distribution network itself at risk. The regulation should consider
this facet by harmonizing the provision of multiple flexibility services from DERs existing in the
distribution network. In the following sections, we discuss the barriers which, in the current regulatory
framework, do not allow the use of small-scale flexibility to interact with the electricity markets.

3. Three Stages towards the Full Exploitation of DERs’ Flexibility

As previously said, the aggregator can bridge the gap between DERs and the electricity markets.
Thus, the first step towards the use of bottom-up flexibility services is the definition of a regulation
concerning the role and responsibilities of the aggregator, allowing him to offer services to available
market mechanisms. Market access for aggregated small units remains critical, despite the willingness
of the European Union to exploit demand response resources as a flexibility source in the power
system. Regulatory changes are needed to allow interactions between the two levels, especially by
means of enabling the aggregator’s trading. With the aggregator being able to offer its flexibility from
the distribution level up to short-term markets, both system-oriented and market-oriented service
provision can be realized. This topic is elaborated in Section 4.

A parallel paradigm change will enable DSOs to evolve towards the role of active manager of their
networks that is able to procure flexibility within the geographical area where they operate. DERs will
then become the main flexibility source to handle local problems, giving DSOs an alternative to avoid
or defer grid reinforcement [21]. In the context of a liberalized electricity market, the establishment of
a market-based procedure to value DER flexibility is considered to be one of the possible solutions.
DSO performs a grid-oriented use of the flexibility, deciding during the planning process whether to
call for a market-based procurement or to proceed with grid reinforcement. This market mechanism
is intended to be only for the grid-oriented use of flexibility without competition on the buyer side.
Enhanced DSO–TSO coordination is required to allocate the services according to the priorities of
the power system or at least to coordinate the operation of different system operators with flexible
resources available at both levels. Section 5 focuses on the second stage. The regulatory change
concerning the DSO’s role is expected to happen over a longer term than the first one, since the
aggregation service is already allowed in some European Countries, even if it is often provided by
energy suppliers.

Once all the potential participants are enabled, a final step will be the establishment of an LFM
where system actors can trade their flexibility for different purposes. At this stage, three types of
players are expected to trade in the LFM:

• The aggregators value the DERs’ available flexibility;
• The DSO requests flexibility for grid-oriented use;
• BRPs trade flexibility for market-oriented use.

A fully-competitive LFM can be implemented, namely allowing competition on both the buyer
and seller sides. The design of this market mechanism is complex, especially for the coexistence of
parties requesting flexibility for different purposes (market and grid-oriented use); in other words,
the DSO requests flexibility for managing the network while the BRPs request flexibility for market
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imbalances. At the same time, the market mechanism should be aligned with the already established
markets, in particular, with the AS market managed by the TSO. The coordination is required because,
e.g., aggregators are able to offer in different markets and the service offered in one market (reserve for
the TSO) can worsen/improve the situation on the LFM (less/more flexibility requests from the DSO).
These aspects are explored in more detail in Section 6.

4. Enabling Aggregator Trading

In the last European Directive on Energy Efficiency [22], the aggregator was essentially defined as
a demand-response provider, i.e., as a means to gather short-duration customer load that is otherwise
unable to participate in any organized energy market. The focus was on the demand-response as a tool
to empower customers and promote energy efficiency. In [23], the aggregator is defined as “a market
participant that combines multiple customer loads or generated electricity for sale, for purchase or
auction in any organized energy market”; the definition has changed to include both consuming and
producing units, thus considering all aspects of the DERs’ flexibility.The aggregation is a commercial
function of pooling decentralized generation and/or consumption to provide energy and services to
actors within the system [24]. The aggregation service is the key enabler of investment and growth
in the demand response and decentralized management of DERs [25]. Economies of scale can be
realized since the fixed costs of market participation and communication infrastructure decrease as
the number of providers increases [26]. Moreover, aggregation mitigates the risk for error forecasting
in the availability of DER resources and thus limits the risk for not meeting market commitment [27].
Figure 3 indicates the possible interactions of the aggregator with existing wholesale markets. It can
interact with the day-ahead (DA) market and intra-day (ID) market to providing market services and
with AS markets to providing system services.
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Figure 3. First stage: the aggregator should be enabled to interact with already established short-term
markets to provide market services and system services.

It is worth noting the difference between an aggregator and an independent aggregator.
The aggregator role can also be carried out by an energy supplier that provides the aggregation
service for DERs. The energy supplier can thus exploit the flexibility of the energy resources which
normally involves supplying energy and offering the end-user a lower service fee for the availability
of its resources. On the other hand, an independent (or third-party) aggregator is an energy utility that
can manage DERs’ flexibility without having any contract with an energy supplier—the aggregator in
this case has a separate contract with the DERs’ owner.
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4.1. Barriers to Market Access

The role of the aggregator is not even defined in most European countries, and there is no
legislation regarding how this new role will be embedded in the actual framework. The aggregation
service is still not completely allowed for short-term markets. In Table 1, an overview of the aggregation
service for the short-term markets for 19 European countries is reported based on data from [28–30].
Each MS has different settings for the DA (e.g., closure time) and ID markets (e.g., number and duration
of market windows). The same holds for reserve procurement; thus, the number or existing type
of mechanism (e.g., market-based, auction-based, contract-based) and the product definition (e.g.,
automatic, manual, emergency reserve) depend on the type of reserve (primary, secondary or tertiary)
and on the national regulation. An affirmative answer in this table means that the aggregation service
is allowed in at least one of the existing market/procurement mechanisms.

Table 1. Aggregator’s access to short-term markets in 19 European countries in 2017.

Country Day-Ahead Market Intra-Day Market FCR 1 FRR 2 RR 3

Austria Only gen. Only gen. No Yes Yes
Belgium No No Yes No Yes
Denmark Yes Yes Yes Yes Yes
Estonia No No No Yes No
Finland Yes Yes Yes Yes Yes
France Yes Yes Yes Yes Yes

Germany Yes Yes Yes Yes Yes
Great Britain No No Yes Yes Yes

Greece No No No No No
Ireland Yes Yes Yes Yes Yes

Italy No No No No No
Netherlands Yes Yes No Yes No

Norway Yes Yes Yes Yes No
Poland Yes Yes No No No

Portugal No No No No No
Slovenia No No No No Yes

Spain No No No No No
Sweden Yes Yes Yes Yes Yes

Switzerland Yes Yes Yes Yes Yes

ENTSO-E terminology is used for the reserve nomenclature: 1 Frequency Containment Reserve or Primary
Reserve; 2 Frequency Restoration Reserve or Secondary Reserve; 3 Replacement Reserve or Tertiary Reserve.

It can be seen that the nordic countries (Denmark, Finland, Norway, Sweden) are front runners in
promoting the aggregation service. Southern countries are still lagging in allowing the aggregation
of small-scale resources (Greece, Italy, Portugal, Spain). Nevertheless, even if legally open for the
aggregation service, impractical requirements limit the participation of aggregators. Only a few
business cases exist for aggregators managing industrial loads and generation [31]. When it comes to
small-scale flexibility, the product requirements practically keep the aggregators out of the markets.
Some key findings are as follows:

• Minimum bid size: the size of minimum allowable bid is a significant barrier for aggregators of
small units—it should engage a significant number of customers to reach a critical size to access
the market;

• Symmetric bidding requirements: in some reserve markets the bids are required to be symmetric
in both upward and downward regulations; since aggregators can have unidirectional flexibility
in their portfolio in specific time periods, this might be a limiting factor for the access;

• Activation time: typically designed for big generation units, the contracted reserve may be
required to be online for up to 10 h, which is often not compatible with small flexible resources,
even if aggregated.
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4.2. Aggregator–BRP Compensation

Another strong requirement for the aggregator is the association with a BRP to access the market.
The roles and responsibilities of so-called independent aggregators (e.g., not depending on any BRP)
have not been clarified. Enabling independent aggregators means providing a legislation that allows
aggregators to contract the end-users directly without having a pre-agreement with the energy supplier
and its associated BRP [32]. Figure 4 shows the implications of a third-party aggregator having a
separated contract with the prosumer.
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Figure 4. Impact of flexibility activation by an independent aggregator on the Balance Responsible
Party’s (BRP’s) energy program.

The energy supplier/BRP (assuming for the sake of simplicity that they are the same company,
but they can be separated entities) submits a load profile in the DA market based on its forecast.
Closer to real-time operations, the independent aggregator may request a flexibility activation from the
end-user. If the activation becomes effective, the resulting consumption pattern of the end-user will be
different than the submitted one by the energy supplier/BRP in the DA phase. Therefore, this creates
two distinct effects:

• The aggregator is getting rewarded for the offered flexibility service;
• The BRP is facing an imbalance related to the activation of the flexibility that will be settled by the

TSO according to the imbalance settlement regime in place.

Clearly, a compensation payment needs to be arranged between independent aggregators and
BRPs. This financial adjustment should reflect the sourcing costs for the energy/service provided and
should ensure that risks and costs are associated with the party that causes them [33]. A holistic
approach to the definition of roles, responsibilities, and interactions between all market parties
in flexibility market has been undertaken by the Universal Smart Energy Framework (USEF).
In [34], USEF contributors define different aggregator implementation models, elaborating on
the interdependence of the aggregator with the BRP. This extends the work conducted in [35],
where different Demand Side Response (DSR) provider models are presented based on the contractual
relationship with the energy supplier.

Only France and Switzerland have defined legislation for independent aggregators. In France,
three different compensation options are given [36]: (1) the contractual regime, agreed directly between
the aggregator and the energy supplier; (2) the regulated regime, where the aggregator pays a fixed
tariff decided by the TSO to the BRP; and (3) the corrected regime, where the aggregator is invoiced
for the energy component of the energy that would have been consumed by the end-user without
flexibility activation. In Switzerland, no prior agreement is needed between the indepedent aggregator
and energy supplier/BRP; for the offering of balancing services, the day after the operation, the Swiss
TSO corrects the position of each BRP considering all the flexibility activations that have modified
its position. The BRP receives a compensation payment for the difference in consumed energy,
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determined by the quarter-hourly DA spot price [28]. In Ireland and in Great Britain no regulations
have been established regarding independent aggregators; nevertheless, independent aggregators
can directly contract with end-users without prior consensus of the BRP/supplier. In Great Britain,
the independent aggregator can provide balancing services to the national TSO without compensation
payment to the energy supplier; this regulation-gap is still not relevant since the number of aggregators
participating in the balancing market is considerably low, but the regulator is willing to address the
problem in the near future [37].

The goal of the market is to provide fair access to all potential parties without any discrimination.
Thus, redesigning the market in such a way that DER aggregators are involved will act as leverage
for attracting investors to create new business models [38] and accelerate the process towards
the development of a smart DN through the deployment of automation, control, and hierarchical
coordination of DERs. At this stage, after addressing the mentioned regulatory barriers, the aggregator
would be able to access short-term markets at the wholesale level. The aggregator is expected to
allocate flexibility with the objective of profit maximization; a key-challenge is to create a level-playing
field with the local DSOs to contract flexibility services if local grid constraints are in place. This leads
to the next stage: the change of the DSO’s business model.

5. Evolution of the DSO’s Role

Several policy papers claim the change in the DN due to an increasing level of distributed
generation will mainly affect the figure of DSO, causing it to be no longer or only partially a regulated
entity [38,39]. The need to review the regulatory framework for DSOs is widely recognized in
Europe [40,41]. The biggest recognition of this trend is the article concerning the use of flexibility by
the DSO included in the proposal for a directive of the European Commission regarding common rules
in the internal electricity market [23]. It declares the need for a change that “allows and incentivizes
distribution system operators to procure services in order to improve efficiencies in the operation
and development of the distribution system, including local congestion management.” Furthermore,
it indicates that DSOs “shall procure these services according to transparent, nondiscriminatory,
and market-based procedures”. The proposed change is radical: it allows DSOs to contract services
with market parties in the DN.

Research studies have already demonstrated the cost-effectiveness of using DERs’ flexibility to
solve local problems from the DSO perspective. The authors in [42] investigated a real-time congestion
management solution by using the market-based procurement of flexibility. The flexible loads allowed
the transformer overloading cost in a distribution network to be reduced by 98% with a dominant
share of DERs. In [43], the use of market-based flexibility was compared to RES curtailment to assess
the best option to avoid congestion at the medium and low voltage levels in a distribution grid with
high RES penetration. The flexibility usage resulted in the cost reduction of congestion management
while guaranteeing a high level of RES generation in the system. Finally, in [44], the market-flexibility
provision was compared with three other congestion management measures, resulting both in a RES
curtailment reduction (from 15 to 35%) and in a DSO congestion management cost reduction (33%).

The procurement of flexibility services for DSOs is not allowed in most European countries;
however, there are a few exceptions: in Germany and Belgium, a contractual agreement can already be
established. In Belgium, newly installed generation units can reduce their network tariff by giving the
availability for the curtailment of active power to the local DSO. In Germany, a similar contract can
be realized between the DSO and controllable thermal loads, such as space heating technologies [45].
These solutions are used for congested network zones.

With the increasing number of flexible loads and distributed generation, the DSO can use the
market-based procurement of flexibility in a more systematic way to tackle network problems and to
promote DER integration which is otherwise slowed down by the limited hosting capacity available
with the traditional planning approach. The DSO or an independent market operator (IMO) can
operate the local platform, calling for a flexibility service when needed to solve congestions in the
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DA scheduling phase. This market-based mechanism has two aims: in the short-term, it is a tool for
DSO to manage local problems by exploiting DER flexibility at the distribution level; in the long-term,
the aim is to defer or avoid grid investments on additional transfer capacity.

One could argue whether there is a need to redesign the short-term electricity markets if the next
step is the establishment of a local market mechanism where the DERs’ flexibility can be fully valued.
The answer is that, these two processes will develop in parallel allowing bottom-up flexibility services
to be offered in any organized market at the local and wholesale levels. Figure 5 shows the potential
interactions of an aggregator that is enabled to offer all three types of service.
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Figure 5. Second stage: The aggregator can also provide grid services since the Distribution System
Operator (DSO) will be able to contract services with market parties for managing the DN.

The discussion on the appropriate time window, market time-unit, clearing mechanism,
and product requirements for this local market procedure are outside the scope of this work. This is
because those design requirements depend on the specific situation and on the needs of the grid
operator. For example, a DSO can often encounter a congestion problem at the MV/LV substation,
which can be forecasted in the DA planning. Thus, it can decide to establish the market mechanism
on a DA basis. A different framework is needed to handle the voltage control problem, for which
the flexibility should be procured closer to real-time dispatch and with a shorter notification time.
Nevertheless, at this stage, the mechanism is oriented to procure a grid-flexibility service for the DSO,
which is the only buyer, while flexibility aggregators can compete on the seller side.

5.1. Remuneration Scheme and Flexible Grid-Tariffs

Nowadays, in most European countries, the National Regulatory Authority (NRA) sets the
allowed revenue (revenue cap or price cap) for a DSO in a regulatory period (whose length may
vary depending on the national regulations), and the DSO sets the network tariff and connection
charges accordingly. In some countries, such as France, Italy, and Spain, the NRA has even more
control, also defining the level and the structure of the individual network tariff for each regulatory
period [46]. Considering the penetration rate of DERs, the focus of the DSO will not be only on adjusting
the network for the expected long-term peak. Additionally, there will be the need for investing in
operational measures that allow a high penetration level of DERs while ensuring the quality of supply.
The share between the operational expenditure (OPEX) and capital expenditure (CAPEX) is likely to
change because of the DER penetration. OPEX will increase (for flexibility provision or operational
grid issues) while long-term investment will have less weight with respect to the past. The cost drivers
for the DSO will change and the remuneration scheme should be able to capture the process of using
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OPEX (in the short-term) in order to reduce CAPEX (in the long-term), whose effects are seen in
more than one regulatory period. New incentives are required to stimulate efficiency and innovation
in the DSO’s model, while traditionally, remuneration schemes induced DSO to invest only in grid
reinforcement [27]. Through output-based incentives, the NRA can set the DSO’s goals based on
relevant parameters that are of interest for pursuing a particular distribution task. The minimum
threshold can be fixed on performance factors such as the minimization of congested time for the
network or the facilitation of low-carbon technologies. This approach is effective for tackling multiple
objectives [47].

The regulatory change for the remuneration scheme will consequently affect the way that
distribution costs are allocated among end-users: in other words, it can stimulate the DSO to define
innovative grid tariffs to direct the consumption or production of grid-users in a system-efficient
way [48]. In the past, the focus was on the reduction of energy consumption, to defer grid reinforcement
for as long as possible; thus, the network tariffs were mainly energy-based or volumetric (e/kWh).
These types of tariff do not consider when the power consumption is occurring or which share of the
capacity line is occupying. These aspects will become more relevant in the future due to increased
coincidence factors. Furthermore, DSOs are often economically exposed to consumption volumes
which are continuously decreasing due to energy efficiency measures and are becoming more difficult
to predict. The shift towards power-based network tariffs (e/kW) and time-dependent network tariffs
are recognized as promising solutions for DERs’ integration. Dynamic tariffs such as Time of Use,
Real-Time Pricing or Critical Peak Pricing leading to fully-dynamic retail pricing can promote the
efficient behavior of active consumers using the DN [37,38]. Previously, in dynamic tariffs, the variable
part was the energy component of the retail price and the variations were not significant enough
to stimulate the modification of the consumption pattern. Most of the European countries have the
volumetric component as the main share in the DN tariff and this contributes one-third of the final
electricity price paid by the end-users. Only the Netherlands has implemented a network tariff that is
totally based on the power consumption [46]. The right economic signals can be delivered to end-users,
especially at the residential level, by implementing a fully-dynamic tariff (energy plus network
components) leading to the optimal use of the grid in the short-term and guiding the right investments
in the long-term. Fully dynamic pricing could lead to benefits for all involved stakeholders:

• For DSO, it would mean a substantial part of the remuneration being cost reflective, as the
delivered power would become an even more important cost driver with increasing DERs in
the DN [49]. Thus, it would allow efficient recovery of the cost incurred in conveying efficient
economic signals to end-users;

• For the end-users, on top of the remuneration for flexibility provision from the aggregator,
this would lead to increased savings from shifting energy consumption from peak hours to
off-peak ones;

• For aggregators and energy retailers, it would create a level playing field where they can offer a
variety of flexible contracts to the end-users, depending on their willingness and availability to
modify the energy consumption [50].

5.2. ICT Infrastructure

A solid ICT infrastructure is another requirement to allow the exploitation of small-scale flexibility
at the distribution level. It is a key component of the future distribution system to enable data exchange
and automatic control between involved parties. The European Directive 2009/72/EC, also known
as the Third Energy Package, lays the foundations for large-scale deployment of the smart metering
system, encouraging the European Member States (MS) to provide advanced metering systems to at
least 80% of its customers by 2020 if it is economically reasonable and cost-effective in the long term [51].
The driving forces can also determine the different developments and they differ from country to
country—they range from the reduction of carbon emissions and demand response promotion to
consumers’ requests for a clear and transparent billing system [52].
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Smart metering is an enabling technology since it will allow the interoperability and connectivity
of devices/premises with the overlying DN; furthermore, access to timely available data will allow
improved management and control of the DN by the network operator due to an improved load and
local generation forecast; consumer awareness can be increased with the possibility of accessing
flexible retail contracts as well as flexibility-rewarding contracts with energy suppliers and/or
independent aggregators. The aforementioned regulatory changes (review of DSO’s remuneration
scheme, implementation of dynamic tariffs) should be introduced for new services and new actors in
order to catch all potential benefits deriving from the technology [53]. Nineteen Member States have
committed to roll out up to 200 million smart meters by 2020, with a potential investment of around
e40 billion [32]. Seventeen MS out of 19 will lead the change, reaching the target by 2020. The average
behavior in Europe is the “Dynamic Mover” area: either the roll-out has been already initiated or there
are major research projects driving the subsequent decision for deployment [32].

5.3. DSO Market Examples

Several proposals for the DSO-operated local market mechanism are currently being investigated.
The FLECH market is one example [54,55]. Its aim is to integrate the grid-flexibility service within
the medium-term planning during which the DSO can forecast the load scenarios with discreet
accuracy and can predict how often it will need flexibility activation throughout the planning horizon.
The market is structured in two phases: firstly, a reservation market, where DSO establishes contracts
with aggregators that are committed to providing flexibility for a determined number of time-steps
during the contracted timeframe; and secondly, an activation market where DSO can call for flexibility
activation and other aggregators, which, even if they are not involved in the reservation phase, can bid
at a lower price than the established price in the reservation phase (considered as a cap). The unitary
cost of flexibility procurement (considering both reservation and activation) should be less than the
unitary cost for increasing the power capacity of the electricity infrastructure to be cost-effective.
This comparison was considered in the research conducted in [56] through an empirical framework,
namely FlexMart, where the DSO tries to minimize its overall cost considering the cost of flexibility
activation, the cost of line reinforcement, and the cost of energy curtailment. The consumers are
rewarded for the flexibility service with a fixed benefit covering the difference between the cost of
flexibility-related equipment and the benefit due to a consumption shift in off-peak hours. In this
context, the relevance of dynamic network tariff is evident: it can increase the difference between
off-peak and peak-hour electricity prices, consequently increasing the savings for the end-user while
reducing the compensation paid by the DSO. The De-Flex Market, an interesting proposal presented by
the German association of Energy Market Innovators (BNE), provides an instrument for DSO to solve
local capacity constraint using DER flexibility [57]. The authors suggested the division of the network
in aggregated distribution areas, subject to the different levels of restriction requirements for a certain
number of 15 min operational periods. The contracting time frame with flexibility suppliers should be
long enough to ensure that over the planning horizon, the DSO will get the needed flexibility. In [58],
the DSO acts as a sole buyer of a reactive power market with the aim of relieving voltage problems
to exploit the distributed generation available in different microgrids connected at the low voltage
level. The microgrids can operate more efficiently by interacting with the utility grid, gaining profit
from selling the energy generated locally and helping the utility grid when technical problems are
occurring. A DA market-based congestion management is proposed in [59,60] for the trading of
flexibility from microgrids, where the cost of the service is compared with the grid reinforcement.
Lastly, using an agent-based approach, the flexibility market mechanism is compared with other
congestion management measures in [60] showing promising results in the distribution grid with
highly renewable penetration.

As the DSO will change its business model, the two main stakeholders for flexibility trading at the
distribution level will be enabled. The market mechanism with DSO as the only buyer is a necessary
step, since parties are emerging agents and flexibility products need to be standardized. This can be
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considered a ‘monopolistic test’ where the amount of flexibility needed and the price cap are set by the
only buyer [61]. Once aggregators have reached a critical mass and the market has enough liquidity,
the final step will be the shift to a fully-competitive local flexibility market (LFM) where competition is
allowed on both sides.

6. Local Flexibility Market: Key Design Challenges

The DSO-operated market can be considered the first trial of a fully-competitive flexibility market
where competition is ensured on both sides. Fair market access should be guaranteed to all interested
market parties, including BRPs/energy suppliers that are looking at distribution level flexibility as an
additional market to adjust their unbalanced positions. The complete set of interactions is represented
in Figure 6.

Day-Ahead 
Market Intra-Day Market 
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Market

AS Activation 
Market 
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Figure 6. Third stage: Full exploitation of the DERs’ flexibility is achieved with access to wholesale
short-term markets and to the local flexibility market (LFM). The latter is placed in the market service
layer and in the grid service layer.

The fundamental difference between the two stages is that the local flexibility market is a
platform where parties can trade different services: grid-oriented services and market-oriented services.
Currently, there are no practical examples of implemented LFM in Europe, but several market designs
are under research or at the pilot-stage. We identified two main design challenges to be discussed in
the following section: the coordination of ancillary services procurement between TSO and DSO and
the coexistence of grid-oriented and market-oriented use.

6.1. TSO–DSO Coordination

If the aggregator is allowed to trade in any organized market, a situation could occur where the
aggregator finds it more profitable to offer its flexibility to the TSO AS market, thus not notifying
the DSO at the local level. Furthermore, it can exploit the presence of different markets (local and
wholesale) with different aims by voluntarily creating a local problem and being paid afterwards to
solve it. Consequently, TSO–DSO communication is essential: the local market design should consider
to what extent the TSO is involved in the local market. Even if not directly involved, the TSO needs to
be aware of the transactions at the local level by restoring the information flow between TSOs and
DSOs which traditionally has been cut. Enhanced coordination is required to guarantee at least data
exchange, sharing of balance responsibility, and grid observability of both system operators [62].

ENTSO-e states that a single marketplace may be a feasible solution to ensure that flexibility from
distribution level resources is allocated to create the highest value for the system; a joint TSO–DSO
AS market would reduce the number of different bidding processes for procuring ancillary services
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and limit the possibility of arbitrage between different market platforms [63]. In [64], the author
demonstrated that the joint procurement of ancillary services can also lead to greater total system
benefits compared to separate procurement. Nevertheless, a practical application of this market could
result in an overwhelming burden being carried by only one central system operator. Furthermore,
the needs of the TSO (balancing, frequency-related AS) and the needs of the DSO (local congestion,
voltage limit violations) are extremely different: locational dependency, size, and requirements are
different for addressing issues at the transmission level or at the distribution level.

A decentralized approach, consisting of several local markets operated by different DSOs,
coordinated with the traditional AS markets operated by the TSO can lead to the shared computational
burden and increased responsibility of the DSO in the active management of the DN. Moreover,
flexibility resources that do not meet the requirements of the wholesale markets can be valued in local
markets. In this case, data exchange and coordination are needed between DSO and TSO to ensure that
the constraints of both transmission and DN are not violated while running different market platforms.
The work in [65] provides five different coordination schemes for the TSO–DSO market procurement
of ancillary services, defining valid alternatives to the joint TSO–DSO centralized market model.

6.2. Coexistence of Different Flexibility Services

Another key challenge is the coupling of grid and market-oriented use of flexibility. Apart from
the system operators, market agents (BRP, energy suppliers, microgrids and even prosumers) at this
last stage should be allowed to trade flexibility at the distribution level. It is important to note that
the DSO, as a regulated entity, is seeking flexibility to cost-efficiently operate the grid; its request is
locational dependent, meaning that it requests flexibility activation in a specific area to mitigate a
problem in the same area. On the other hand, BRPs activate flexibility to solve an imbalance in their
portfolio which does not have location constraints; their requests are purely profit-driven, therefore
they are willing to pay a lower price for flexibility activation to avoid a higher penalty after the ex
post imbalance settlement. On one hand, requests for grid-supporting purposes should be prioritized
because the objective is to reduce the operative costs of the electric infrastructure, but on the other
hand, this would mean biasing the market towards the DSO’s request, violating the principle of fair
competition. Different design approaches can be followed in relation to this aspect: in this work, we
consider three different ways of coupling market and grid-oriented use:

• No coupling
• Conditional coupling
• Sequential coupling

This categorization comes from the analysis of the ongoing research and projects, and each
solution determines the differences in the market participants, in the market operator, as well as in the
level of complexity of the market design (Table 2).

Table 2. Different coordination options for grid and market flexibility services.

Coordination
Market

Operator(s)
Seller(s) Buyer(s) References

No coupling DSO 1 Aggregators 1 DSO 1 [54–60] 1

IMO 2 BRPs, Aggregators 2 BRPs, Aggregators 2 [66,67] 2

Conditional IMO Aggregators, BRPs Aggregators, BRPs, DSO [68,69]
Sequential IMO Aggregators, BRPs Aggregators, BRPs, DSO [65,70]

1 DSO market, 2 Local flexibility trading platform.

Without any coupling, two separate markets will be established: one for market use and one for
grid use. The DSO market will be used as a grid management measure and the examples of Section 5.3
are all valid alternatives. The market operator will be the DSO and the aggregators will be enabled to
offer flexibility for grid-oriented use. In parallel, another market will run to allow the market-oriented
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use of flexibility managed by an IMO. In [66], the authors propose a continuous, double-sided auction
for market based-control of DERs at the distribution level: prosumers and aggregators can participate,
while network constraints are not considered. Each agent aims to maximize its own objective function:
profit maximization for prosumers/aggregators and social welfare maximization for the IMO. A DA
micro-market algorithm is proposed in [67], where prosumers and generators can trade their energy
within the DN. This algorithm runs before the closure of the wholesale DA market with the aim of
determining the optimal exchange with the main grid. After the clearing of the wholesale DA market,
a second algorithm runs to exploit the possibility of arbitrage (the actual prices being known) by
deviating from the previous program for a determined penalty cost. The technical constraints of the
grid are here considered in the clearing mechanism.

The conditional coupling implies one single market where both services coexist. The fully-
competitive LFM runs as long as a certain condition is satisfied; namely, the market runs without
limitation if the network is not threatened by any upcoming technical problem. The market is operated
by the IMO because the DSO and BRPs can request flexibility in the same market platform. This is the
approach followed by the Universal Smart Energy Framework (USEF) foundation and by the German
Association of Energy and Water Industries (BDEW). USEF [68] introduced four different operating
regimes, depending on the grid state: the market-based mechanism (based on continuous interactions
of aggregators, prosumers, and BRPs) runs without any restriction as far as the grid is in normal
operation; when the grid is in a potential state of risk, the DSO starts participating in the market to
procure flexibility in order to avoid any technical problem. The last two operating regimes come into
play if the market-based mechanism is unable to solve the local problems, and the DSO proceeds to
apply direct control over the contracted resources, managing power profiles and eventually curtailing
production and shedding loads. In a similar way, BDEW introduced the Traffic Light Concept [69]: in a
green state, the free local market allows trading among prosumers, aggregators, microgrids, and BRPs
without any restrictions. If the DSO foresees a technical problem, it starts contracting flexibility directly
in the market in the so-called ‘yellow phase’; if this mechanism fails to solve the grid constraints,
the grid passes into a ‘red phase’ in which there is a direct risk for the stability of the system, and the
network operator must intervene promptly to restore the security of the supply.

Sequential coupling implies the coexistence of different types of service in the same market,
but the priority is given to one use depending on the needs of the system. This market involves
flexibility trade for different purposes, so again, an IMO should be in charge of managing the platform.
One example [65] is a sequential market procedure where the DSO first clears the flexibility needed to
solve local constraints and then passes the remaining bids to the TSO that clears the market to procure
ancillary services from the distribution grid, eventually leaving the non-constrained flexibility offers
for market-oriented services. Another example of such coordination can be found in [70]. In the ID
clearing mechanism for flexibility trading, first, the market is cleared to match the BRPs’ requests in
similar and opposite directions to the DSO; after these two stages, the DSO’s requests are matched with
the remaining offers from flexibility aggregators. The market design, in this case, is more complicated
because the criteria for the prioritization has to be defined between different uses, and bias towards
one use is unavoidable. Agents might want to pay more for flexibility in an earlier stage of the clearing
sequence but they are unable to due to the clearing priorities. The use of flexibility is limited for another
reason: after one stage, the flexibility that is traded should respect the constraints of the previous stage
or, in other words, it should not affect the resolution of constraints at previous stages.

7. Discussion and Conclusions

A comprehensive discussion on the full exploitation of flexibility deriving from Distributed
Energy Resources (RES) at the distribution level is presented in this article. The establishment of a local
flexibility market (LFM) is the final stage and enables the trading of the flexible part of supply and
demand belonging to DERs. The available flexibility can be used for different purposes: to provide
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system services to the TSO, to provide grid services to the DSO, and to provide market services to
the BRPs.

Starting from the actual regulatory framework in Europe, the article elaborates on the necessary
changes to unleash the full potential of the DERs’ flexibility, enabling the two main stakeholders of the
distribution level flexibility: the aggregator and the DSO. The aggregator gathers multiple small-scale
flexibility resources to allow their interaction with the short-term markets which would otherwise
be unfeasible; in fact, access requirements for short-term markets are tailored around the capabilities
of big generating units, which have traditionally been the only providers of flexibility. In parallel,
the DSO will evolve towards the role of the active manager of the grid, and one of the key changes will
be the procurement of the flexibility available in the network through a market-based mechanism to
avoid or defer grid investment.

The relevant design challenges of a LFM are also discussed. TSO–DSO enhanced coordination
is required to allocate flexibility to where it brings the highest benefit to the overall power system.
The coordination of market and grid use of flexibility is also a crucial aspect of the LFM design.
As highlighted in Section 6.2, conditional coupling of the different flexibility services is the most
promising approach because it recognizes the value of the market-based flexibility procurement in
the DA and in the ID planning, but it incorporates the LFM into a bigger management procedure
based on the grid state, providing backup schemes when approaching the delivery time. Nevertheless,
quantitative research on the value gained by using one type of coordination or another is not available,
and this research gap needs to be addressed in future research. The optimal market design depends
on the national regulations, specific area, the needs of the system operators, the number of active
stakeholders at the distribution level, and on the amount of available flexibility. The research should
define the technical, economic, and social boundaries in which the LFM can be an effective solution.
Regarding the two first stages, the next research steps will focus on these challenges:

• Following the discussion in Section 4, we individuated the most critical regulatory barriers for
market access. We will investigate regulatory market adjustments (lower minimum bid size,
asymmetric bidding) to quantify how much they can improve market access for aggregators.
A compensation payment to BRPs must be present to adequately allocate balance responsibilities
among parties; on the other hand, an excessive amount will limit the profitability of new business
cases for independent aggregators that are willing to enter the market. Starting from the countries
(such as France and Switzerland) that have already introduced a regulation on this issue, we will
compare different alternatives for compensation payment.

• In Section 5 we discussed the needed change in the DSO’s remuneration scheme to introduce
a more innovative tariff that can stimulate flexibility activation from end-users; we will try to
individuate and quantify relevant parameters (economic or technical) that will distinguish the
profitability of a local market mechanism from the procurement of flexibility from other grid
management measures. The establishment of the LFM needs investments in the ICT infrastructure
to allow the realization of transactions among participants. This investment decision depends on
the foreseen increase in the DERs’ share in the grid, on the actual state of the network, and on the
needed network upgrade to accommodate the future scenarios.

Moreover, there are essential requirements for a market mechanism to be successful, namely a
sufficient number of competitors and a sufficient liquidity in the commodity to trade. An insufficient
number of participants or a lack of liquidity would result in an unstable market, and other mechanisms,
such as a contractual-based flexibility procurement, should be preferred. Research effort needs to be
directed towards the quantification of these factors to discern the preferred mechanism to establish.
The final aim is the achievement of economic and effective management of the overall network
infrastructure. Therefore, in light of the emerging importance of DERs as a potential flexibility source,
the LFM should be considered a tool for boosting DERs’ integration by creating value for bottom-up
flexibility service provision.
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AS Ancillary Service
BRP Balance Responsible Party
CAPEX Capital Expenditure
DA Day-Ahead
DER Distributed Energy Resource
DN Distribution Network
DSO Distribution System Operator
ICT Information and Communication Technology
ID Intra-Day
IMO Market Operator
LFM Local Flexibility Market
MS Member State
NRA National Regulatory Authority
OPEX Operational Expenditure
PV Photovoltaics
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Abstract: With the economic and social development of China, the continuous growth of the energy
demand is the trend for now and the future. As a consequence, distributed energy, especially
distributed electricity power generation, has received more and more attention. Thus, the scale
and utilization level of distributed energy has been continuously improved. However, due to the
limitations of current technologies, resources, policies and other issues, the comprehensive benefits
and synergy levels of energy sources need to be greatly enhanced. Based on the system dynamics
model, this paper examines the factors affecting the comprehensive benefits of distributed energy in
China, screens the key subjects, and using the literature review method, combined with the existing
literature analysis, constructs a comprehensive benefit evaluation index system and evaluates the
comprehensive benefits through case analysis. This paper also sorts out the distributed energy-related
Chinese government policies from 2001 to 2017, and considers the scale of distributed energy
development, then divides it into two development stages. The synergetic entropy is used to analyze
the synergetic development degree of the two-stage distributed energy entities. The synergistic
optimization strategy is proposed from the Chinese government side, power supply side, power grid
side and user side, which provides theoretical methods and optimization suggestions for improving
the comprehensive benefits of distributed energy and promoting sustainable development of energy.

Keywords: distributed energy; comprehensive benefits; multi-agent synergetic estimation; synergistic
optimization strategy

1. Introduction

During the “13th Five-Year Plan” period and in the near future, China’s economy will be in a
“new normal stage” for a long term. In such circumstances, energy demand will continue to increase,
and the energy supply and demand system will face prominent development problems. For instance,
energy supply and demand presure continue loose, and the policy targets for energy conservation and
emission reduction are continuously increasing, posing a risk to energy safety and stability. Meanwhile
the system operation level has not met the requirements of marketization. The energy supply structure
in China is still dominated by coal. In 2016, coal accounted for about two-thirds of the total electricity
generation. In such case, innovating the development model and promoting the development of
comprehensive energy sources are of great significance.
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Compared with the traditional centralized energy sources, distributed energy has significant
characteristics such as large development potential, flexible production, cleanliness and efficiency,
as well as low pollution. The Energy Development Revolution Innovation Action Plan (2016–2030)
issued by the National Development and Reform Commission of the Chinese government and the
Energy Bureau proposed the high technology development plan for new energy power generation,
including large-scale wind power, high-efficiency solar energy, distributed energy, energy storage
technology and other related technologies. Energy technology innovation is expected to enter a
golden period. The 13th Five-Year Plan for Energy Development attaches great importance to the
development of distributed energy, acceleration of the construction of distributed energy projects,
optimization of the solar energy development plan, and especially prioritization of the development
of distributed photovoltaic power generation. With the support of the government policy, China’s
distributed energy development is continuously accelerating, with distributed photovoltaic power
generation and biomass power generation being the most significant aspects. According to data
from the China Foresight Industry Research Institute, the installed capacity of China’s distributed
photovoltaic power generation will double in 2017 compared with 2016. At the same time, the
sustainable development goal of energy proposed by the international community provides a good
opportunity for the development of distributed energy. Thus, distributed energy has great potential
for development in the future.

However, despite, the fact the scale of distributed energy development has been expanding, in
recent years, it is still in the initial and exploratory stage and the comprehensive benefits of distributed
energy and the coordination between various entities desperately need to be enhanced. As a complex
system, the entities of a distributed energy system not only include itself, but also large power grid
cooproations, governments, markets and other entities have an important impact on its development.
Due to the different interests and institutional mechanisms, these various entities have not reached a
state of synergetic development. For instance, the power generation of distributed energy projects is
self-contained, which affects the interests of power grid companies to a certain extent. The inactivity
of power grid companies is inevitable, which restricts the improvement and further development
of the comprehensive benefits of distributed energy system. Therefore, improving the multi-agent
coordination of distributed energy is of far-reaching strategic significance for enhancing the efficiency
and comprehensive benefit of energy utilization, and also promote building a safe, high-quality,
economical and environmentally protective energy system, and contribute to achieving the goal of
sustainable energy development proposed by the United Nations. Based on the aforementioned issues,
analyzing the impact mechanism of distributed energy’s comprehensive benefits and the degree of
synergy between the main bodies, then discovering existing problems, exploring the potential benefit
improvement potential, and optimizing multi-agent synergistic development mechanisms, are key
subjects to enhance the comprehensive utilization benefits of distributed energy resources and promote
large-scale investment in the distributed energy industry. At the same time, it is conducive to build a
conservation-oriented society and accelerate the transformation of the energy structure.

2. Literature Review and Research Methods

2.1. Literature Review

With the growth of the total energy demand and the aim of reducing carbon dioxide emissions
around the the globe, clean energy and renewable energy have attracted worldwide attention.
Distributed energy systems have broadly developed prospects and great development potential due to
their huge economic and environmental benefits [1–3]. Moreover, distributed energy systems have been
studied in many countries as eco-friendly power systems that provide high quality power [4]. However,
the development of distributed energy started late in China and still faces many difficulties. [5].
The references of this paper contain the research work on distributed energy at home and abroad that
involves comprehensive benefits analysis and technical path optimization of the present situation.
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In terms of the comprehensive benefits, most of the current studies are on the economic benefits
and cost-benefit analysis, and there is less discussion about comprehensive benefits analysis of
distributed energy. Serrano, Omu and other scholars conducted a cost-benefit analysis of distributed
energy installed at a specific location [6,7]. Inamori, Zhang et al. proposed an evaluation model for the
cost-benefit analysis of distributed energy [8,9].In addition, Di Somma et al. proposed the promotion
of the use of low-temperature energy from the perspective of fire efficiency, analyzed the contribution
of each energy device in reducing energy costs and all inputs, and considered the economic factors
affecting benefits by using the Pareto boundary [10].

In terms of the multi-agent synergistic optimization research, He et al. and other scholars
analyzed how to obtain reasonable profits from the perspective of users and power supply companies
to promote the healthy and orderly development of the distributed energy industry [11]. Zhang, and
other scholars have proposed a new method of distributed generation and load coordination control
in distribution systems, aiming to promote the synergetic development of distributed energy and
distribution systems [12,13]. Reinders et al. evaluated pilot projects for smart grids in residential areas
in The Netherlands and Austria to better support the coordinated evolution of various stakeholders [14].
Bale et al. used the methods of subject analysis and network modeling to extract the co-evolutionary
factors of the multi-participants in the transportation system and power system, and make long-term
predictions on the sustainable development of transportation systems and power systems [15].

2.2. Research Methods

The research content and research route of this paper are as follows: In the first section, this paper
describes and analyzes the status quo of China’s distributed energy development, and puts forward
the significance of comprehensive benefits analysis and multi-agent synergistic optimization.

The second section introduces the research situation of the comprehensive benefits of distributed
energy and multi-agent synergy. The models and methods used in each research part of this paper are
also listed.

The third section builds a causal circuit diagram based on system dynamics, analyses the
factors affecting the comprehensive benefits of distributed energy, and screens the main entities
for explanations. According to the current research literature, this paper refined and the index to
measure the comprehensive benefit sorted out, and the three-level index system of the comprehensive
benefits is constructed accordingly. Then we take the demonstration project of Dong’ao Island as an
example, to analyze its comprehensive benefits.

The fourth section reviews China’s key policies for distributed energy development in recent
years. and divides the development stages of distributed energy. Then it constructs a synergetic
entropy, analyzes the synergy relationship of multi-agents between different stages, and proposes
targeted strategies for its future development from the perspective of four key entities. The fifth section
presents the conclusions. The technical flow of this paper is shown in the Figure 1.
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Figure 1. Schematic diagram of research content and research methods.

3. Influencing Factors Analysis and Simulation Analysis of the Distributed Energy Multi-Agent
Comprehensive Benefits Based on System Dynamics Method

3.1. Analysis of Factors Affecting Comprehensive Benefits

The current development of distributed energy has already demonstrated certain comprehensive
benefits. However, distributed energy systems involve different entities, including not only itself, but
also large power grids, governments, users, markets, etc. Each entitiy is affected by many factors, and
the interaction between each entity and the environment as well as other entities together affect the
comprehensive benefits of the whole distributed energy system.

System dynamics reveals the main factors affecting system performance by revealing and
analyzing the causal relationships between the internal components of the system, and then provides a
basis for targeted improvement at a system operation level. The comprehensive benefits of distributed
energy is a complex analysis system that needs to comprehensively consider elements regarding
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economic benefits, energy saving benefits, loss reduction benefits, reliability benefits, environmental
benefits, and social benefits. By using system dynamics, the system can be scientifically divided into
various subsystems, and the causal relationships between the system elements and the impact on the
comprehensive benefits of distributed energy revealed. Based on the transmission mechanism among
factors, the key factors affecting the comprehensive benefits of distributed energy can be revealed,
which provides an important reference for multi-agent synergistic evaluation research. Therefore,
system dynamics has applicability to the research of distributed energy comprehensive benefits
transmission mechanism. Based on system dynamics analysis, it can clearly influence the main factors
of distributed energy comprehensive benefits according to the direction of the conduction mechanism.

Based on the principle of system dynamics, this paper constructs a conduction mechanism
diagram of the factors affecting the comprehensive benefits of distributed energy.

According to Figure 2, the interaction chain is concentrated around four main entities, including
government, users, distributed energy suppliers and power grids. This paper focuses on those
aforementioned entities and conduct a comprehensive benefits factor analysis.

Figure 2. Conduction mechanism diagram of factors affecting the comprehensive benefits of
distributed energy.

(1) Government-side analysis

It can be seen from the causal loop diagram that the influencing factors at the government level
are mainly reflected in the policies issued by the government departments reponsible for distributed
energy. Policy makers and policy supervisors jointly influence the promulgation and implementation
of policies at different stages. Through development policies, resource policies, utilization polices and
other aspects of policy support, as well as financial subsidies, industrial incentives and other positive
measures formulated, policymakers affect the promotion of comprehensive benefits of the distributed
energy in a certain level. At the same time, the supervision level of policy supervisors determines
the implementation of distributed energy-related policies and the supervision and construction of
distributed energy systems, and the comprehensive benefits will be improved when supervision is
in place.

(2) Distributed energy systems analysis

The distributed energy system has the most direct impact on its comprehensive benefits, and it is
deeply affected by other entities. The quality of the equipment supplied by the suppliers, the amount
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of funds provided by the investors and financial institutions, the construction cost of the construction
companies and the quality of the projects, the support from government, the level of development of
new technologies by scientific research institutions, the guidance from international organizations and
trade associations affect the comprehensive benefits of distributed energy.

(3) Power grid company analysis

Distributed energy systems and power grids complement each other. The distributed energy
system directly placed on the user side cooperates with the power grid to improve the reliability of
the power supply. When the power of the distributed energy system is in short supply, power can be
purchased from the main power grid. In the process of synergy between distributed energy systems
and power grids, energy-saving service companies and professional operation and maintenance
companies provide guarantees, theoretical and technical support for the integration of distributed
energy systems, and affect its synergetic development, thereby affecting the improvement of its
comprehensive benefits.

(4) User-side analysis

Users have a direct impact on the overall benefits of distributed energy. The user’s energy
consumption habits and energy-saving awareness are the key factors for selecting distributed energy
generation, and the quantity reflects the situation that distributed energy replaces other energy
sources. At the same time, the construction of the user terminal will directly affect the user’s energy
consumption convenience and energy consumption habits, thus affecting the energy efficiency and
ultimately affecting the comprehensive benefits.

3.2. Distributed Energy Comprehensive Benefits Evaluation and Case Simulation Analysis

3.2.1. Distributed Energy Comprehensive Benefits Index System

This paper sorts out the indicators for measuring comprehensive benefits in the published
literature, and divides the comprehensive benefits into six aspects: economy, energy saving, loss
reduction, environment, reliability and society. The government side mainly involves environmental,
social and economic benefits. The user side mainly involves reliability and energy saving benefits.
The power grid company side mainly deals with loss reduction, environmental, reliability, economic
and energy saving benefits, and the distributed energy side involves economic, energy saving, loss
reduction, and reliability benefits.

In terms of the economic benefits, distributed energy shall be regarded as local peak shaving
storage utility. Compared with large-scale energy storage, it not only saves economic costs but also
reduces technical difficulty and has better economic benefits. Han, Dong, and other scholars measured
the economic benefits from the initial investment and annual cost of the system [16,17]. Zeng used the
net present value, cost-benefit ratio, and payback period to measure economic benefits [18]. He uses
economic indicators and price risk indices to evaluate economic benefits [19]. Wu gave a comprehensive
consideration of operating costs and pollution control costs [20]. This paper considers the comparison
with conventional coal-fired power generation projects and sets the annual income increase index of
the project.

In terms of the energy efficiency, renewable energy is often used in distributed energy sources,
which can significantly reduce the consumption of fossil fuel and achieve energy conservation and
emission reduction. Xie and other scholars use the energy-saving and emission-reduction investment
costs of distributed energy units, as well as the value of fossil energy saved by conventional thermal
power units, distributed energy supply equivalent energy and heat energy as a measure of energy
efficiency [21]. This paper considers the ratio of renewable energy to fossil fuel energy in renewable
energy units in distributed energy systems, and sets the energy replacement rate indicators.

In terms of the transmission loss reduction benefits, the energy in distributed systems can be locally
consumed, reducing long-distance transportation, resulting in less electrical losses and promoting
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energy savings. Chen et al. used the benefits of loss reduction to measure the overall benefits [22].
Liang gave a cost-benefit analysis of micro-grids, concluding that the factors of loss reduction are the
rate of loss, power generation, the number of distributed energy sources in the micro-grid [23].

In terms of the environmental benefits, distributed energy can adopt a “spontaneous use, surplus
electricity online” consumption model to greatly reduce carbon dioxide emissions. Distributed energy
technologies based on renewable energy can improve energy efficiency and increase the proportion
of renewable energy structures. Zhang and other scholars used the emissions of major pollutants as
a measure [24]. Zeng used the pollutant emission reduction and noise influence degree to calculate
environmental benefits [25].

In terms of the reliability and efficiency, distributed energy can improve power supply reliability,
power quality, and avoid losses caused by power outage losses and voltage drops. In the case of
external power grid failures, distributed energy can be converted to independent operation mode, and
continue to supply power to important loads, improving the reliability of power supply for important
loads, and providing excellent power quality with other ancillary services. Mitra calculated various
reliability indicators that affect the working state of distributed energy systems [26]; Gludpetch used
the system average interruption frequency index, the system average interruption duration index and
the unpowered energy as reliability indicators [27].

In terms of the social benefits, the advantages of distributed energy can bring benefits to society,
such as economically and effectively solving the power supply issue in remote areas, achieving energy
conservation and emission reduction, driving related technological progress and innovation, and
stimulating employment in related industries. Tian used social saving efficiency, saving coal-fired
efficiency, saving network loss benefits, reducing short-circuit current efficiency, and sustainable
development benefits to optimize social resource allocation efficiency to measure social benefits [28].
This paper increases the technical update rate indicator and measures social benefits from the
technical level.

According to the published literatures, after refining and processing, a three-level index system
for distributed energy comprehensive benefits involving multiple entities is obtained and shown
as Figure 3:

 

Figure 3. Multi-agent based distributed energy comprehensive benefits three-level indicator system.
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3.2.2. Analysis of the Comprehensive Benefits of Typical Engineering Cases

In this paper, the comprehensive benefits analysis is carried out with the example of Dongao
Island Wind-Solar-Diesel-Battery(MW grade) multi-energy complementary demonstration project.

Dongao Island is located in the south-central part of the Wanshan Island in Guangdong Province,
China. Due to the unique geographical and resource conditions of the island, it is more suitable for
the construction of distributed energy systems. Dongao Island’s wind & solar & desiel generator and
smart storage micro-grid combines wind power generation, solar power generation, diesel generation
unit and battery energy storage facilitiy. This paper compares the benefits of the distributed energy
accessed to Dongao Island before and after. The specific benefits are as shown in Table 1.

Table 1. Dongao Island Comprehensive Benefits Analysis Table.

Benefits Before Accessing Distributed Energy After Accessing Distributed Energy

Economic
Benefits

The electricity cost for residents is 2.9 yuan
per degree.

The commercial electricity is 3.24 yuan
per degree.

The average annual loss of power plants is
about 400,000 yuan.

The civilian use is 2.6 yuan per degree
(including subsidy 0.8 yuan).

The commercial price is 3.74 yuan per degree.
Under the synergy of the government, the
annual profit of the power station exceeds

2 million yuan.

Energy Efficiency Diesel power generation, about 2000 tons of
oil for power generation per year.

Under the synergy between the distributed
energy, the power grid and the government,

green energy replaces diesel power
generation, and the power generation
accounts for more than 80%, saving

traditional energy.

Loss Reduction
Benefits

The transmission line is long and the line loss
is huge.

Under the cooperation of the power grid and
the distributed energy, the loss of the

transmission and distribution network is
greatly reduced.

Environmental
Benefits

Noise pollution, carbon dioxide, sulfur
dioxide and other emissions seriously pollute

the environment.

Under the support of the government and the
power grid, the annual reduction of carbon
dioxide is nearly 1500 tons, sulfur dioxide is

45 tons, dust is 40 tons and clean water is
6000 tons.

Reliability
Benefits

The minimum load in the off-season is 20 kW,
the maximum load in the tourist season is 600
kW, the randomness of the load is very large,
the diesel engine failure rate is very high, the

voltage is very unstable.
There is a serious shortage of electricity in the

tourist season, and users often meet with
power failure.

The voltage is stable, the reliability of power
consumption is greatly guaranteed.

The synergy between distributed energy and
users has been greatly improved.

Social Benefits

Lack of water and electricity, and residents’
lives are greatly affected.

Tourists are scarce and economically
undeveloped.

Renewable energy has been developed,
power structure has been changed, energy
crisis has been prevented, and residential

electricity problems have been solved.
It has promoted the development of island
tourism and enhance local economic level.

Comprehensive
Benefits

Low energy efficiency.
Poor comprehensive benefits.

Higher energy efficiency.
Better comprehensive benefits.
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Among the six benefits in Table 1, economic benefits, environmental benefits and energy saving
benefits are the most significant and most intuitive. The improvement of the loss reduction benefits and
reliability benefits also require the advancement of technology. Social benefits are more comprehensive
and abstract, and affected by many external factors, so their the improvement may be slow and
insignificant. Each entity has a two-way impact on the overall benefits of distributed energy.
During the steady improvement of the comprehensive energy efficiency of the Dongao Island, the local
government, in order to integrate it into the large power grid, cooperated with the power grid company,
no longer offered any preferential treatment on the project land and policies, so the comprehensive
benefits were reduced. The enhancement of the comprehensive benefits need to be further coordinated
by the government, power grid, distributed energy and other main bodies.

4. Research on Synergistic Optimization Strategy of Distributed Energy Comprehensive Benefits
Based on Multi-agents

In order to accurately measure the level of synergy and effectiveness of distributed energy systems,
and through the synergy optimization between the subjects to further improve the overall benefits
and achieve the goal of sustainable development of distributed energy resources, ensuring that user
has access to affordable, reliable and sustainable modern energy, this study uses synergetic entropy to
synergetic estimate distributed energy systems. Firstly, the relationship diagram of the distributed
energy system is constructed as the research object. Secondly, based on the dissipation theory, the
cooperative entropy index of distributed energy system is proposed, and the cooperative entropy
calculation formula of distributed energy system is further established to comprehensively evaluate
the evolution and the degree of synergy of distributed energy system.

The participating subjects and related relationships of distributed energy systems present different
correlation characteristics and associated states at different stages of system development, and there
are also hierarchical differences in the extent of driving factors. This study combines the relevant
government work reports of power systems, important events of distributed energy power systems,
national data and distributed energy power policies over the years to show the relationship, degree of
association and type of association between the main components of distributed energy systems in the
current stage.

4.1. Division of Distributed Energy Development Stage Based on Policy Analysis and Development
Scale Analysis

In the 20 years of distributed energy development, the scale of China’s distributed power
generation has been gradually expanded under the support and guidance of relevant national policies.
Natural gas distributed generation, solar photovoltaic power generation, biomass power generation,
wind power generation and other related support policies have been issued. Figure 4 shows the key
targeted policies for promoting distributed energy generation systems and the scale of distributed
energy development represented by distributed photovoltaics and distributed biomass since 2000.
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Figure 4. Distributed photovoltaic power generation, distributed biomass power generation cumulative
installed capacity and year-on-year growth and key policy maps from 2000 to 2017.

On the basis of comprehensive consideration of the factors affecting the stage of China’s
distributed energy development, this paper divides the development time of China’s distributed
energy system from 2000 to 2017 according to the promulgation time of key policies and the analysis
of development scale. The period from 2000 to 2011 is the initial stage, and from 2012 onwards as a
promotion stage.

4.1.1. Initial Stage (2000–2011)

The initial stage is the preliminary period of distributed energy. At this stage, the term distributed
energy officially appears in government documents. Most of the policies are macro-enhancement
policies, and the scale of distributed energy installation is limited. During this period, a number of
cogeneration projects have been initially explored, and distributed energy projects represented by
natural gas-fueled distributed energy systems were gradually put into use in large cities. In 2004, the
National Development and Reform Commission’s Report of China on Issues Related to Distributed
Energy Systems officially defined the concept of distributed energy. The pilot projects of distributed
energy in economically developed areas have produced certain economic and social benefits, laying
the foundation for the promotion and application of distributed energy systems into more expanded
areas. However, the integration of distributed energy at this stage is still difficult, and the scale of
distributed energy installation is only expanded to 10 GW, but the speed is relatively slow.

4.1.2. Promotion Stage (2012–Present)

The promotion phase is a period of substantial development of distributed energy. In this stage,
policies are more targeted and the development speed of distributed energy is significantly accelerated.
The policy intensity in this phase is correspondingly high. Since the “Twelfth Five-Year Plan”, the
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development of China’s distributed energy system has entered the promotion stage, and support
policies have been introduced one after another, mainly involving natural gas distributed energy and
distributed photovoltaics. Among them, the promulgation of the Interim Measures for Distributed
Generation Management marks that China has begun to promote the development of distributed
energy. In 2013, State Grid Corporation of China issued the “Opinions on Doing a Good Job of
Distributed Power Grid-Connected Services” to legalize and order the grid. At this stage, there are
plenty cases in which a number of individual users self-generated applications for grid connections.
This resulted in the scale of installed capacity reaching a maximum of 187%, and there is a tendency to
continue to expand at this rate, with a considerable future potential.

Allowing distributed energy grid-connected is the milestone in the development process of
distributed energy. However, the supporting measures involved in grid-connected are not perfect,
and there are obstacles in the development of distributed energy, so as the economic benefits are
not significant.

4.2. Multi-Agent Synergistic Relationship Analysis of Distributed Energy Systems

Based on the characteristics of distributed energy systems and existing research results, this paper
extracts the main evolutionary entities. Based on the whole process idea, the key entities are extracted
from the aspects of system guarantee level, technical support level and the three process of energy
planning, investment construction, operation and maintenance. The relationship between the main
body and the main body of the distributed energy system in the initial stage is shown in Figure 5.

Figure 5. Schematic diagram of the main body relationship of the distributed energy system in the
initial stage.

The relationship between the main body and the main body of the distributed energy system in
the promotion stage is shown in Figure 6.
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Figure 6. Schematic diagram of the main body relationship of the distributed energy system in the
promotion stage.

According to the two-stage association diagram and the power-related experts’ review, the
study constructs the main energy relationship matrix of the distributed energy system. The degree of
association between the participating entities presents different degrees of strength, and the relationship
matrix between distributed energy subjects is as listed in Tables 2 and 3. Each column in the table
represents the associated behavior accepted by the entity. Each row represents the associated behavior
of the synergetic entities. The letters in the matrix indicate the type of association. The numbers in
the matrix indicate the strength of the association. Level 1 indicates weak contact, level 2 indicates
general contact, 3 indicates strong contact; P indicates policy management, C indicates capital flow,
I indicates public opinion impact, E indicates basic attribute, T indicates technical support, and R
indicates technology research and development.

Table 2. The multi-agent relationship matrix of the initial stage of the distributed energy system.

Main Body A D F G H J K M N O Q S

A P2 P3 P2 P2 P3 P3 P2 P2 P2 P2
D T3
F C3
G C1 C3 C2
H T3
J E2 E3
K E3
M C3
N R1 R2 R1 R2 R1 R1
O I1 I2 I1
Q T2 T2 T2
S T2 T2 T1
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Table 3. The multi-agent relationship matrix of the promotion stage of the distributed energy system.

Main Body A B D F G H J K L M N O Q S

A P2 P3 P2 P2 P2 P3 P3 P2 P2 P3 P2 P2
B I2 I2 I2 I2 I3 I2 I2 I2 I2
D T3
F C3
G C1 C3 C3
H T3
J E2 E3 I2
K E3 E3
L E3
M C3
N R2 R3 R2 R2 R3 R2 R2
O I2 I2 I2 I3
Q T2 T2 T2
S T3 T2 T1 T1

In Tables 2 and 3, A = Government, B = Industry Association, D = Distributed energy equipment
supplier, F = Distributed energy investor, G = Financial Institutions, H = Engineering construction
company, J = Distributed energy supplier, K = Grid company, L = Aggregator, M = User, N = Research
institutions, O = International organizations, Q = Energy service company, S = Professional operation
and maintenance company.

4.3. Synergistic Entropy Construction

Entropy is one of the parameters that characterize the state of matter in thermodynamics.
Its physical significance is to measure the degree of chaos of the system. In this paper, synergy
entropy is used to evaluate the multi-agent synergy of distributed energy systems. The aim is to
construct an effective index to measure the synergy effect of the complex multi-agent network of the
whole distributed energy system. Synergistic entropy is better for dynamic evaluation than traditional
methods. The calculation results can show the development trend, find the optimization direction
and the sustainable development path.As a quantitative analysis method for dissipative structures,
the Brusselator model also provides a theoretical basis and an operational mathematical model for
studying the related problems of distributed energy system coordination. In this paper, it is applied
to the synergistic analysis of distributed energy systems. Based on the existing research results, the
original Brusselator model is transformed, that is, the significance represented by A, B, D, E, X and Y is
transformed into the related concept of distributed energy system coevolution.

Let A and B be the components of the cooperative energy entropy of the distributed energy
system, that is, A is the positive entropy generated by the synergistic participant, and B is the negative
entropy formed by the synergistic participant accepting the related association behavior. D and E are
A. Two possible states under the interaction with B: D is the state of non-dissipative structure, that is,
the group relationship of each synergistic participant is not clear; E is the state of dissipative structure,
that is, the group relationship of each synergistic participant is clear. X, Y are quantifiable indicators
that affect the degree of clarity of synergistic participation subject relationships, where X represents
a quantifiable positive entropy indicator and Y represents a quantifiable negative entropy indicator.
Based on the above definition, this study constructs a Brusselator model of distributed energy system
coordination, as shown in Equation (1):

A(Positive entropy) K1→ X(A quantifiable positive entropy indicator)

B(Negative entropy) + X K2→Y(A quantifiable negative entropy indicator) + D(Non dissipative structure)

2X + Y K3→ 3X

X K4→ E(Dissipative structure)

(1)
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The study uses the synergetic entropy of the distributed energy system to represent that the
distributed energy system participates in the synergistic main body and the factors affecting the synergy.
In the synergistic process, the effective energy conversion efficiency decreases, and the ineffective
energy consumption increases. System status coefficient changes. According to the characteristics of
the entropy value, in the synergistic process of distributed energy systems, the larger the synergistic
entropy value, the worse the synergistic evolution effect between entities; on the contrary, the better
the synergistic evolution between entities.

Claude E. Shannon, one of the originators of information theory, expresses multiple discrete
events in system S as discrete event sets. S = {E1, E2, · · · , En}, where the probability of each event
appearing randomly is P = {P1, P2, · · · , Pn}, so information entropy (i.e. total amount of information)
can be defined as Equation (2):

H(S) = −∑ Pi log Pi, i = 1, 2, · · ·, n (2)

Based on the above-mentioned distributed energy system synergistic Brusselator model structure
(Equation 1), this study assumes that in the synergistic process of distributed energy systems, fi is the
number of the paths that the i participating synergistic entity points to the other. f ′i is the number of
synergy paths for the i participants to accept other synergistic participants. Assuming that there are
“n” co-participants in the distributed energy system, the total number of co-evolution paths of the
distributed energy system is as follows:

f = ∑ ( fi + f ′i ), (i = 1, 2, · · · , n) (3)

In this article, we write P as P =
( fi− f ′i )

f .According to the relationship between probability and
Shannon’s entropy function, the evolutionary cooperative entropy expression of distributed energy
systems can be obtained:

CEi = −∑ Pi × log |Pi|, (i = 1, 2, · · · , n) (4)

4.4. Synergetic Entropy Analysis of Distributed Energy Systems

According to the contents of Equations (4) and Tables 2 and 3, the out-degree value and in-degree
value of each evolutionary participant and the total number of relationships associated with it in the
distributed energy system are calculated. In short, taking participant A as an example, the out-degree
value is the number of the relationship lines that the participant participates in the remaining
participants. The in-degree value is the number of association lines that the participant accepts
from other participants. The number of all associations is the sum of their out-degree and in-degree
value. The evolutionary cooperative entropy value of each synergistic participant is determined by the
difference between the in-degree and out-degree value and the ratio of overall relationship.

According to the above introduction, the cooperative entropy value of each participating entity in
the two stages of the distributed energy system is calculated. The evolutionary cooperative entropy
includes positive entropy and negative entropy. Positive entropy will generate system internal friction
and increase system evolution burden. Conversely, negative entropy will neutralize the system internal
friction and coordinate the evolution of the overall system; The larger the entropy value, the worse
the synergy performance of the subject. The larger the negative entropy value, the better the synergy
performance of the subject. Figure 7 shows in detail the changes in entropy values of distributed energy
systematization participants (presenting positive entropy or negative entropy). According to the data
provided in Figure 7, the change rule of the entropy value of each participant and the co-evolution effect
of each stage are analyzed.Because the weight establishment process of each synergistic participant
is complex, there are many driving factorsand the data collection is very difficult, this study only
performs the simple addition of the entropy values of the participants in the same level.
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Figure 7. Distributed energy system cooperative entropy results. A = Government, B = Industry
Association, D = Distributed energy equipment supplier, F = Distributed energy investor, G = Financial
Institutions, H = Engineering construction company, J = Distributed energy supplier, K = Grid company,
L = Aggregator, M = User, N = Research institutions, O = International organizations, Q = Energy
service company, S = Professional operation and maintenance company.

Through the statistical analysis of the synergistic entropy values of the synergistic entities of the
distributed energy system, this paper concludes the following: Among the 14 participants, engineering
construction companies, distributed energy suppliers, distributed energy equipment suppliers, power
grid companies, and users all maintain negative entropy values in both phases. Among them, the
entropy value of the grid company changed from −0.064 to −0.041, the largest change, indicating that
the coordination degree of the grid company is significantly improved during the promotion stage.
This change is due to the serious implementation of the national energy development strategy by
power grid enterprises under the background of policy promotion and the China’s electricity reform
policy. The grid company began to participate in distributed energy operations, and promoted the
development of new energy and distributed power as an important political responsibility and social
responsibility, and actively served the distributed energy system. The aggregator is a new type of
participant between the user and the grid company. It appears for the first time in the promotion stage,
with an entropy value of −0.044. As a participant in the power market operation, aggregators can
not only buy electricity from the grid or users, but also sell their own stored power to users or power
grids, with better synergy. The synergistic entropy of users changed from −0.071 to −0.073, and the
synergistic ability fluctuated slightly. This is possibly due to the fact residential users began to install
their own small-scale distributed energy at the promotion stage. All aspects of policy conditions are
uncertain, leading to the degree of synergy appear a slight decline. The entropy values of engineering
construction companies and distributed energy suppliers have not changed much, and the overall
coordination situation is good.

The cooperative entropy values of government departments, industry associations, financial
institutions, scientific research institutions, international organizations, and energy conservation
service companies are all positive entropy values. Among them, the entropy value of international
organizations has declined by a large margin, indicating that its influence is gradually increasing.
This change is attributed to the increasing emphasis on the coordinated development of distributed
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energy systems by international organizations, which have enacted global energy policies such
as the 2030 Agenda for Sustainable Development, promulgated in 2016. All countries recognize
the government plays an important role in supporting power system transformation and energy
system integration, and will cooperate to promote technology development and deployment in the
fields of energy storage, electric vehicles and modern biomass energy, renewable energy heating,
etc.,cooperate in accelerating smart grid deployment and interoperability. These policies not only
provide a framework for the development of distributed energy systems in various countries, but also
provide external pressure for the coordination of distributed energy systems from the perspective of
international supervision. The synergy entropy of the government departments is positive and the
change is not sigificant, indicating that the government’s policies on distributed energy systems are
not in place. At this stage, there is still a lack of technical standards and management standards at the
national level.

4.5. Comprehensive Benefits Improvement Strategy of Distributed Energy System

Combined with the characteristics of distributed energy, the influencing factors of comprehensive
benefits and the current synergy between various entities, guided by the sustainable development
of distributed energy, this paper proposes a comprehensive benefits and multi-agent synergistic
optimization strategy for distributed energy systems.

4.5.1. Synergistic Optimization Strategies of Comprehensive Benefits of Government-Side

The optimization of the government side is based on the system construction of the comprehensive
energy system. Through the formulation of relevant policies and laws and regulations, the cooperation
with distributed energy system and scientific research institutions should be strengthened to
standardize the development of distributed energy. The development level and comprehensive
benefits of distributed energy should be further improved by relying on the demonstration and
promotion led by the government. Specific synergistic optimization strategies are as follows.

(1) Improve the participation at the national macro level in the multi-agent synergy of distributed
energy systems. Government should co-ordinate management andlegally regulate distributed
generation and energy utilization models. Meanwhile, establish a national energy comprehensive
management function department that adapts to the national conditions, and formulate relevant laws
and regulations on distributed power sources, and clearly define distributed energy in law; establish
an integrated energy research and development institution, conduct research on major issues in the
energy field, and coordinate energy long-term planning to facilitate cooperation, integration and
synergetic development in the energy field.

(2) Government should continue to issue clear policy signals, provide a flexible policy environment,
further clarify the development orientation of distributed energy in energy transformation, increase
financial support and tax support, subsidize project construction, especially the construction of
demonstration projects, and consider returning part of the value added tax. At the same time, the
power price compensation mechanism shall be improved and price concessions shall be implemented
to coordinate the interests of different energy supply participants. In the mean time, further refine
the overall objectives and main technical indicators of distributed energy development, and provide
favorable grid-connected conditions, focus on the planning of distributed energy projects, and clarify
the application conditions and approval procedures. Increase the supervision of key links such as grid
connection and transaction after the completion of the project.

(3) Strengthen the coordination of distributed energy market, explore the adapted trading mode
of distributed energy, and promote the distributed new energy microgrid in combination with the
requirements of the power system, to make the microgrid into a market entity with independent power
sales rights, including the distributed energy microgrid carrier as an independent power selling entity,
for direct PV supply or interaction with nearby new energy projects. Encourage grid companies to
give preferential treatment to internal and external transactions of distributed energy. At the same
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time, all power and energy companies are encouraged to actively participate in the construction of
distributed energy projects, and arouse the enthusiasm of local capital to participate in the project to
achieve win-win cooperation and benefits sharing.

(4) Enhance the degree of synergy with scientific research institutions and international
organizations. The government should respond positively to the call of international organizations and
integrate with the world goals. According to the future development direction, increase investment in
scientific research, and propose to set up special funds for research on distributed energy technologies
to cultivate professional talents. For instance, to train professional distributed energy planners.
These talents must be familiar with relevant policies and regulations, understand various related
technologies, and select appropriate distributed technologies according to local climate conditions and
resources to achieve the best comprehensive benefits. Leaders in various energy sectors should take
the lead in conducting distributed energy knowledge and technical training, enabling professionals to
take the decision-making role and correctly guide the direction of distributed energy development.

4.5.2. Synergistic Optimization Strategies of Comprehensive Benefits of Distributed Energy Systems

The synergistic optimization of power side mainly consists of three aspects: energy planning, location
valuation, capacity and equipment optimization. The specific optimization strategy is as follows:

(1) Energy service companies and aggregators should continuously build their core
competitiveness, effectively integrate the resources of the industry chain, so that the benefits can
bring together the entire industry chain and promote the synergetic development of the entire industry.
In the early stage of energy planning, the planned system scope and energy load should be carefully
considered, the basic types of projects should be clarified, and the development of distributed energy
resources should be strengthened. Focusing on existing and future planned gas turbine power plants,
the distributed energy project is developed in the controllable area of gas turbine power plants,
which take advantage of the power generation and heat supply stability of the gas turbine power
plant to ensure the continuous and stable operation of the system and enhance the reliability of the
system operation. Actively plan integrated distributed energy supply solutions for natural gas, solar
energy, wind energy, geothermal energy, biomass energy and energy storage to create an efficient and
integrated energy supply model.

(2) Installing a distributed power source of appropriate capacity at a suitable location can reduce
network loss and improve power quality. Methods for determining the optimal capacity and location
should be explored to maximize the benefits of loss reduction. The power-side can consider actively
investing in distributed energy projects in the demonstration area to strive for optimal policy support.
In other areas where there is a high-quality load, a selective development project can be considered.

(3) Optimize the type and quantity of integrated energy system supply and storage equipment.
Based on the overall load level of integrated energy in the planning area, the optimal combination
scheme of refrigeration, heating, cooling and heat storage devices in the planning area is proposed for
a variety of optimal planning objectives and the optimal operation of the whole life cycle. Secondly,
the operation scheduling of the integrated energy system equipment should be optimized, and the
system operation constraints and supply and demand balance constraints of energy supply and
storage equipment are considered under different energy demand periods. Under the guidance of
supply-demand relationship and price mechanism, various participants flexibly adjust energy supply,
energy consumption and energy storage to achieve flexible interaction of integrated energy and vertical
integration of supply-demand and storage, and improve the utilization efficiency of integrated energy.

4.5.3. Synergistic Optimization Strategies of Comprehensive Benefits of Power Grid Company

The optimization strategy of the power grid is based on the synergy enthusiasm of power grid
enterprises. Under the condition of upgrading key technologies, coordinated planning and operation
are carried out, and the pilot project is built on the premise. The specific optimization strategy is
as follows:
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(1) Power grid companies should consciously and actively improve the degree of synergy.
Under the background of the reform of electric power, power grid enterprises have the right and
obligation to actively participate in the investment, construction, operation and management of
distributed energy projects, and realize the dual role mechanism transformation of distributed energy
stakeholders. On the one hand, in order to avoid conflicts with the provisions of the Electricity Law,
grid power companies can be used as stakeholders or project shareholders of distributed energy
projects, and members of distributed energy are represented as legal representatives. On the other
hand, the distributed energy enterprise thus formed can be used as a member of the power grid
enterprise. Under the premise of meeting the terminal demand in the distributed energy region,
according to the characteristics of the supply and demand balance of the large power grid and the
function of the smart grid, the distributed generation unit’s opening, stopping and load rate are
adjusted and optimized to realize the switching between the two modes of operation: grid power or
online power sale during peak and low valley periods.

(2) Strengthen coordination with scientific research institutions, study key technologies of
distributed energy, increase independent research and development efforts, and reduce dependence on
technology in developed countries. In the future, we should further study the protection and control
technologies of distributed energy and the new protection principles and methods of distributed
power systems to improve the security of the entire social energy supply system. Grid company
should analyze the operating characteristics of various distributed power sources and microgrids,
the interaction mechanism between distributed power sources, microgrids, and power distribution
systems. Developing relevant theories and methods, laying the foundation for energy management
and distributed generation economic dispatch. It is necessary to research on distributed power
grid-connected technology for the purpose of achieving efficient and user-friendly grid-connected
power generation.

(3) Research on coordinated planning methods for distributed power distribution systems.
Consider establishing a distribution network design and planning theory system suitable for
distributed power supply characteristics, including distribution system structure design methods
that contribute to microgrid access, comprehensive performance evaluation index system including
distributed energy distribution systems, and new power distribution System optimization planning
theory, etc.

4.5.4. Synergistic Optimization Strategies of Comprehensive Benefits of User-Side

The user-side synergistic optimization strategy is optimized through market demand response
and user-side construction. The specific strategies are as follows:

(1) Strengthen the synergy among the government, financial institution and the user, liberalize the
user-side distributed power supply construction, and promote the operation mode of “spontaneous
use, surplus Internet access, and power grid adjustment” to encourage enterprises, institutions,
communities, and families to adjust their own conditions. Invest in the construction of various types
of distributed power sources such as rooftop solar and wind energy. It can integrate many small-scale
energy comprehensive utilization equipment with different forms. In addition to the traditional
electric/heat/cold load, it also includes a large number of renewable energy equipment, energy
storage equipment, and comprehensive energy supply equipment.

(2) Apply the energy management system on the user side to guide users to avoid the peak of
power consumption and cultivate better user habits. Improve the flexibility and reliability of power
supply, give priority to the use of local renewable energy or large grid through power, and encouraging
new energy sources to access the power demand side management platform in the region. The energy
management department should work with relevant departments to study and formulate the demand
side management policy of the distributed energy source, and explore the establishment of distributed
energy as a market entity to participate in service compensation mechanisms such as interruptible
load peak shaving, electric energy storage peak shaving, and black starts.
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(3) Increase cooperation with scientific research institutions, use the energy Internet, integrate
user-side services, smart grids and distributed generation, and develop smart electricity interactive
business models and intelligent power system frameworks. And consider the energy characteristics of
equipment for home users and business users, and develop intelligent power technology that integrates
information collection, energy efficiency assessment, equipment control, and two-way interaction
to realize household energy safety monitoring, electricity consumption information and property
management. Function to integrate intelligent microgrid technology with distributed energy. In terms
of terminal hardware, a user-oriented intelligent interactive terminal core module shall be developed
to realize energy metering and device monitoring for large-scale users.

5. Conclusions

Based on China’s energy structure, this paper focuses on the development of distributed energy.
Through synergistic entropy evaluation, under the guidance of system dynamics, the comprehensive
benefits of distributed energy at the present stage are analyzed. By using synergy entropy concept,
the synergy degree among different agents are evaluated, and the path of improving comprehensive
benefits of distributed energy through synergistic optimization is found from the multi-agent level of
government, power supply, power grid and users, and draw the following research conclusions:

The analysis of this paper concludes that the improvement of the comprehensive benefits of
distributed energy depends on the government’s policy support, the user’s main needs, and the
degree of synergy between the various entities. From these factors, the comprehensive benefits can be
improved. Through literature analysis, a three-level indicator for measuring comprehensive benefits is
proposed. Through case analysis, it is concluded that the further improvement of the comprehensive
benefits of distributed energy depends on the improvement of the coordination among the main bodies.
Through synergistic entropy calculation, the synergy of Power Grid Corp and distributed energy is
increased fastest. The synergy of government departments, trade associations, financial institutions,
scientific research institutions, international organizations and energy-saving service companies needs
to be strengthened. And from the multi-agent optimization synergy level, the comprehensive benefit
enhancement strategy is put forward.

In the future, distributed energy can strengthen multi-agent cooperation in government system
construction, policy promulgation, demonstration and promotion, power side planning and location,
equipment optimization, grid side improving technology, coordinated planning and construction pilot
projects, user-side energy optimization and user-side construction, so as to improve comprehensive
benefits and utilization level in an all-round way and promote the coordinated development of
multi-agent and the transformation and upgrading of the energy structure.
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Abstract: The monitoring of the Internet of things networks depends to a great extent on the
availability and correct functioning of all the network nodes that collect data. This network
nodes all of which must correctly satisfy their purpose to ensure the efficiency and high quality
of monitoring and control of the internet of things networks. This paper focuses on the problem
of fault-tolerant maintenance of a networked environment in the domain of the internet of things.
Based on continuous-time Markov chains, together with a cooperative control algorithm, a novel
feedback model-based predictive hybrid control algorithm is proposed to improve the maintenance
and reliability of the internet of things network. Virtual sensors are substituted for the sensors that
the algorithm predicts will not function properly in future time intervals; this allows for maintaining
reliable monitoring and control of the internet of things network. In this way, the internet of things
network improves its robustness since our fault tolerant control algorithm finds the malfunction nodes
that are collecting incorrect data and self-correct this issue replacing malfunctioning sensors with
new ones. In addition, the proposed model is capable of optimising sensor positioning. As a result,
data collection from the environment can be kept stable. The developed continuous-time control
model is applied to guarantee reliable monitoring and control of temperature in a smart supermarket.
Finally, the efficiency of the presented approach is verified with the results obtained in the conducted
case study.

Keywords: control system; fault-tolerant control; algorithm design and analysis; IoT (Internet of Things);
nonlinear control

1. Introduction

The advances in communications techniques, network topologies and control methods,
have contributed to the development of Networked Control Systems (NCSs), expanding their
possibilities. As a result, in the last several decades, NCSs have received considerable attention form the
scientific community, mainly due to their wide-ranging application possibilities [1]. Once an Internet
of Things (IoT) network is formed by multiple IoT nodes, controller or actuator nodes, it is feasible for
them to capture data from a large range of existing structures. However, when the accuracy of IoT nodes
is reduced, the data they capture is faulty and causes inappropriate decisions. Therefore, it is critical
to increase the ability of the IoT network to detect IoT nodes which are not operating properly [2].
This work introduces a new predictive temperature control algorithm for fault tolerant detection
of a large number of IoT nodes, providing an efficient temperature control. The implementation of
a system to control and monitor the precision states of the IoT nodes will ensure reliability of the data
captured by the IoT network. The discrete time control focuses on system efficiency at a discrete time
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range rather than a continuous time range. The discrete-time control issues, such as linear systems
have been investigated. Amato et al. deal with the finite-time stabilization of continuous-time linear
systems is considered. The main result provided is a sufficient condition for the design of a dynamic
output feedback controller which makes the closed loop system finite-time stable [3,4]. Therefore,
Polyakov et al. consider the control design problem for finite-time and fixed-time stabilizations of
linear multi-input system with nonlinear uncertainties and disturbances, so the robustness properties
of the network are improved [5]. The works presented above show that the quality of any linear control
algorithm is estimated by different performance indices such as robustness with respect to disturbances.
Although these authors make their study in discrete time, the algorithm we have developed is
an important starting point. Meanwhile, the studies on the discrete-time control of nonlinear system
have also been carried out for triangular systems [6] or nonlinear dynamical networks [7]. These two
papers have a different approach to the problem of discrete-time control. Korobov et al. solve the
issue of global stabilization in finite-time for a general class of triangular multi-input multi-output
(MIMO) systems with singular input–output links combining the controllability function method with
a modification of the global construction. Hui et al. focus on the analysis of semistability and stability
in finite time and on the synthesis of systems with a continuous equilibrium. These two approaches
address the problem of control in nonlinear systems in very specific cases of triangular and semi-stable
systems. Although these are two rather limited case studies, they give a very good focus on how to
deal with nonlinear control problems. Discrete-time control techniques have been applied for many
practical applications, for instance, multi-agent systems [8] and secure communications [9]. Both works
present a new adaptive fuzzy output feedback control approach composed for a type of nonlinear
single input and single output feedback control systems with unmeasured status and input saturation.
In these two works, we can see that fuzzy control is a good approach to the problem of nonlinear
control, but the authors think that, for this case, it is an invalid technique, since all the control functions
of the system are known. Feedback nonlinear systems representing a class of nonlinear control systems
have been widely considered [10,11]. The problem we address is the topic of predictive maintenance
of IoT networks in continuous-time, with the aim of increasing the monitoring and control reliability
of IoT networks, as it is done in continuous-time. By using continuous-time Markov chains to predict
the future accuracy states of sensors, IoT networks will collect quality data because their nodes will
always work in an optimal state.

Motivated by the above observation, this paper proposes a new feedback control algorithm to
improve predictive maintenance of the IoT networks. The algorithm finds the IoT nodes that do not
function correctly and collect false data. To optimize the monitoring and control processes of the IoT
network, a novel application of the continuous-time Markov chains is used. We predict the future
accuracy states of the IoT nodes and, in case it is predicted that a sensor will become faulty after the
time control period has expired, the controller sends a signal that this IoT node has to be replaced.
Moreover, if an IoT node has to be replaced, the control algorithm creates a virtual sensor in that
position. This virtual sensor estimates the temperature of that sensor based on the temperature of its
neighboring nodes. In this way, the IoT network collects data in continuous-time range without any
loss of reliability in the data due to malfunctions in the IoT devices.

The problem of data quality and the detecting of incorrect data has been extensively studied [12];
these works search the quality of data applying different techniques as game theory [13] or other types
of metrics [14]. These articles provide a solid design of how to increase the quality of data; in our
opinion, these works are focused on homogeneous data and discrete time; even so, they are an excellent
support for our research. The above-mentioned studies on data quality and detection of incorrect
data concern discrete time, and the outputs for continuous time systems are quite limited. Actually,
continuous time control systems have been applied in a large range of fields, such as feedback control
of nonlinear systems [15,16]. These papers deal with the stability of discrete-time networked systems
with multiple sensor nodes under dynamic scheduling protocols. In fact, this is a great advancement
for the stability of nonlinear systems because it addresses dynamic systems with multiple nodes.
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In our research, we are using similar techniques for improve fault tolerant control with multiple
IoT nodes. Although the work of these authors is in discrete time, the techniques they use are very
sophisticated and useful in the field of control theory. Decision-support is an important topic in control
theory. Automated trading plays a crucial role in supporting decision-making in bilateral energy
transactions [17,18]. In fact, a proper analysis of the past actions of opposing traders can increase the
decision-making process of market players, allowing them to choose the most appropriate parties
with whom to trade in order to increase their performance. Demand–response aggregators were
developed and deployed around the world, and more in Europe and the United States. Aggregator
involvement in energy markets increases the access of a small resource to them, enabling case studies
to be presented for flexibility of demand [19,20]. Real-time simulations [21,22] have applications
to control theory. In fact, this work analyzes the way in which the players’ features are modeled,
particularly in their small-scale performance, thus simplifying the simulations while preserving the
quality of the results. Authors also carried out a comparative analysis of the real values of the electricity
market with the market results obtained from the scenarios generated. In [23,24], Zhang et al. proposes
a new time-delay communications algorithm based on adapted control. Although in our research
we have used a control algorithm based on feedback, we think that a possible improvement of our
proposal is that the control algorithm is adaptive. This article is a good example of how to use adaptive
control to stabilize a system. In addition, control theory has several applications in the field of demand
response. In [21,25], the authors propose an algorithm to predict demand response based on a simplex
optimization method. Although this is a nice approach to solve this kind of problem, we think that this
approach can be optimized for its application to control theory. However, some problems related with
the above topics can be solved using neural networks [26]. In other areas such as supply chain [27,28],
fraud detection [29] and edge/fog computing architectures [30], control techniques are beginning
to be applied to optimize processes. Control algorithms face the following challenges in the field of
temperature data quality and predictive maintenance of IoT networks.

1. For the fault tolerant control in continuous time, solving differential equations with complex
conditions and boundaries that change in every loop is needed.

2. Algorithms that improve data quality and detect incorrect data can lead to false positives.
It is essential to differentiate between a hot (cold) temperature point and a faulty IoT node.

In this paper, we address research gaps in the supervision and control of continuous time
networked systems with multiple IoT devices. Our goal is to present an optimized control algorithm
to achieve maximum efficiency in fault tolerant control. A unified model of a continuous time hybrid
control system is presented along with a data quality and incorrect data recognition algorithm and
a feedback control algorithm to provide prediction of the accuracy status of the IoT nodes. The output
of the data quality algorithm is the input of the predictive feedback control algorithm. The main
contribution of this paper can be summarized as follows:

1. To the best of our knowledge, the suggested method provides efficient feedback control for the
continuous time system model regarding detection of incorrect data or malfunction of IoT devices.

2. A new way of predicting IoT node accuracy states from error measurements and, through
the Markov continuous time chains, algorithm predict future IoT node accuracy states in
continuous time.

3. A novel control algorithm capable of integrating the above contributions to provide an innovative
IoT network temperature control mechanism.

The efficiency of the presented approach is illustrated by a numerical case study. Preliminary
results on the improvement of data quality and detection of wrong date in WSNs have been presented
in the work of Casado et al. [13].

The rest of the paper is organized as follows. Section 2 shows the procedure of the control
algorithm design in this paper. A case study is shown in this section and simulation studies are
performed in Section 3. Finally, Section 4 concludes this paper.
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2. System Model

This section presents the control algorithm that we have developed. The control algorithm is
a hybrid of two other algorithms: (1) Cooperative control algorithm (Section 2.1). This algorithm
receives the data collected by the IoT network and increases the quality of the data by searching and
self-correcting false data. The output variables of this algorithm are the input variables of the following
algorithm; (2) accuracy state prediction algorithm (Section 2.2). This algorithm implements a predictive
maintenance system to make the IoT network more robust. Figure 1 shows the model described in
this paper, where ε is the measurement error that temperature IoT node are allowed to have. u(t+k) is
the controller function, this function detects if an IoT node is faulty or operates correctly at time t + k
(i.e., t is the current algorithm step time, while k is a time interval that we want to control. In this way,
t + k is the time interval that elapses from the current time t). z(t+k) is the prediction accuracy states
function; this function predicts the accuracy state of IoT nodes in the time window t + k (i.e., we know
the accuracy state of the IoT nodes at time t, so this function gives us the most probably precision state
in time t + k). f (t) is the feedback function at time t.

Figure 1. This algorithm improves the fault tolerance of the IoT network via the designed control
algorithm in the time interval (t, t + k), where k is the interval of time that we want to control.

The algorithm proposed in this paper controls the temperature of a smart building. For this
purpose, data collected in time t from the IoT network is the input of the algorithm (i.e., T(t)

i in
blue block). The cooperative control algorithm forms coalitions of neighboring IoT nodes to detect
incorrect data and thus auto-correct temperature. This first part of the proposed algorithm calculates
the difference between the collected temperature collected by the IoT network and the optimal output
temperature of the cooperative control algorithm. Then, this calculated error (i.e., T(t)

e ) in time t is
sent to the controller as input of the prediction step. The prediction step resolves the Markov strings
in continuous-time resulting in the probability that the IoT nodes have the same error that in time
t or this error will change. Forecasts of the accuracy state of the IoT nodes are sent to the actuator
(i.e., thermostats) to set the process (i.e., smart building) temperature. From the controller, there are
two send signals: (1) Since t is the current time in the current loop, assume that k is the time interval
to be determined; z(t+k) predicts the accuracy of the IoT nodes at the end of the time interval t + k.
(2) The second signal that comes out of the controller u(t+k) determines which IoT nodes need to be
repaired and which are operating correctly. The process sends the final temperature coming out of
the algorithm to the feedback function that compares the prediction of the accuracy states with the

105



Energies 2018, 11, 3430

new temperature inputs of the algorithm and corrects the error in the predictions for the next step of
the algorithm.

2.1. Cooperative Control Algorithm

The cooperative control algorithm is located in the reference input. The cooperative control
algorithm requires the data to be in a matrix. The input of this algorithm is the temperature collected
by the IoT network of the smart building. This data has a transformation process until it is in the
correct form so that the algorithm can process it. The IoT nodes collect the data as follows, IoT node
places in: s(i,j) have the following temperature: ts(i,j) . The other IoT nodes behave in a similar way.
Therefore, the first transformation that data has is to place them in an ordered mesh from point (1, 1)
to point (n, n) so that each of these points matches the position of the smart nodes. It is easy to create
a matrix from the mesh and apply the cooperative control algorithm to it. If we have a mesh with n
sensors ordered from (1, 1) to (n, n), a matrix shown in Equation (1) is created without loss of generality:

Tn,n =

⎛
⎜⎝

ts1,1 . . . ts1,n
...

. . .
...

tsn,1 . . . tsn,n

⎞
⎟⎠ . (1)

2.1.1. Mathematical Description of the Algorithm

Let n ≥ 2 be the amount of players in the game, ordered from 1 to n, and let N ={1, 2, ..., n} be
the group of players. A coalition, S, is formed to be a subgroup of N, S ⊆ N, and the group of the
whole coalitions is called by S. A cooperative game in N is a function u (characteristic function of the
game) that applies to every coalition Si ⊆ S a real number u(Si). Moreover, one of the conditions is
that u(∅) = 0. In this case, the game will be non-negative (the outputs of the characteristic function
are always positive), monotonous (if there are more players in the coalition, the expected characteristic
function value does not change), simple and 0-normalized (the players are required to cooperate with
one another, as each player will obtain no profit on his own).

In this case, the group of players is the group of organized IoT nodes S and the characteristic
function u is denoted as:

u : 2n −→ {0, 1} (2)

so that, for every coalition of nodes, u = 1 or 0 according to a particular coalition can vote or not,
respectively (see Equantions (2) and (3)):

S � Si −→ u(Si) = {0, 1} ∈ R, (3)

where R are the Real numbers.

2.1.2. Cooperative IoT Nodes Coalitions

The potential for IoT nodes to form coalitions will be restricted by their location, i.e., coalitions
can only be composed of neighbouring IoT nodes. Let us consider the matrix of the IoT nodes and
a pair of IoT nodes si,j and sk,m will be in the same neighbourhood if and only if:

‖ (i − k)2 − (j − m)2 ‖≤ 1; (4)

in other words, if every IoT node to which the game is applicable is the centre of a Von Neumann
neighborhood, its neighbors are those who are at a Manhattan range (in the matrix) equal to one.
In addition, authorized coalitions have to meet the following conditions:

1. Coalition of IoT nodes have to be in the same neighborhood as presented in Equation (4).
2. Coalitions cannot be formed by a single IoT node.
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2.1.3. A Characteristic Function to Find Cooperative Temperatures.

In the suggested game, we want to decide in a democratic way the temperature of the current IoT
nodes. To do this, the IoT nodes will create coalitions that will determine the final temperature of the
IoT nodes, which will be decided by whether or not they can vote in the election process. From the
characteristic function defined in Equation (2), if the value is 1(0), the coalition can vote (not vote)
respectively. Assume that si is the master IoT node with its related temperature tsi , the characteristic
function is built in the following way:

1. First, the average temperature of all the IoT node is calculated:

Tk
si
=

1
V

V

∑
i

tsi . (5)

Here, T1
si

represents the average temperature of the IoT node’ neighbourhood si (including it) in
the first iteration of the game and V is the amount of neighbours in the coalition.

2. The next iteration is to compute an absolute value for the temperature difference between the
temperatures of each IoT node and the average temperature:

Tk
si
=

(
1
V

V

∑
i
| tsi − Tk

si
|2
) 1

2

. (6)

3. Using the differences in temperature values with regards to the average temperature Tk
si

(see Equation (6)), a confidence interval is created and defined as follows:

Ik
si
=

⎛
⎝Tk

si
± t(V−1, α

2 )

Tk
si√
V

⎞
⎠ . (7)

In Equation (7), we use the Student’st-distribution with a significance level of α = 1%.
4. In this step, we use a hypothesis test. If the temperature of the sensor lies in the interval Ik

si
,

it belongs to the voting coalition; otherwise, it is not in the voting coalition. Once the confidence
interval is calculated, the algorithm runs the characteristic function of the game (uk) to find which
elements will be in the voting coalition:

uk(s1, . . . , sn) =

{
1, if tsi ∈ Ik

si
,

0, if tsi �∈ Ik
si

.
(8)

5. The characteristic function will repeat this process iteratively (k is the number of the iteration)
until all the IoT nodes in that iteration belong to the voting coalition. In the cooperative game
theory, the Payoff Vector (PV) is the outcome of cooperative actions carried out by coalitions
(i.e., the output of applied the characteristic function to the coalitions). At each iteration k,
the following PV of the coalition is available Sj (with 1 ≤ j ≤ n where n is the number of sensors
in the coalition) in step k (PV(Sk

j )):

PV(Sk
j ) = (uk(s1), . . . , uk(sn)) where

n

∑
i

uk(si) ≤ n. (9)

The stop condition of the game steps is PV(Sk
j ) = PV(Sk+1

j ), at which the algorithm ends.

That is, let PV(Sk
j ) = (uk(s1), . . . , uk(sn)) and let PV(Sk+1

j ) = (uk+1(s1), . . . , uk+1(sn)). The step
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process ends when both payoff vectors contain the same elements. This process is shown in the
following equation: ⎧⎪⎨

⎪⎩
uk(s1) = uk+1(s1)
...
uk(sn) = uk+1(sn).

(10)

Then, the game can find the solution that is shown in the following subsection.

2.1.4. Solution of the Cooperative Game

Once the characteristic function has been applied to all IoT nodes involved in this iteration of
the game, a payoff vector is available in iteration k (see Equation (9)). Since the proposed game is
cooperative, the solution is a coalition of players that we have called game equilibrium (GE). The GE
of the proposed game is defined as the minimal coalition with more than half of the votes cast. Let n be
the amount of players in this iteration of the game. The winning coalition has to comply with the
following conditions:

1. The sum of the elements of the coalition PV must be higher than half plus 1 of the votes cast:

n

∑
i

uk(si) ≥
n
2
+ 1. (11)

2. The coalition is maximal (i.e., coalition with the greatest number of elements, different from 0,
in its payoff vector PV(Sk

j )).

Therefore, the solution to the proposed game is the coalition, from among all possible coalitions
that are formed at each step k of the game, that satisfies both conditions.

2.1.5. Temperatures of the Winning Coalition

Once the characteristic function finds which is the winning coalition, it is possible to compute the
temperature of the main IoT node. Let {s1, . . . , sj} be the winning coalition’s IoT node and {ts1 , . . . , tsj}
be their related temperature.

The temperature that the game has voted to be the main IoT node’s temperature (MST) is
computed as follows:

MST = max
j∈|Swinner |

{j · tsi}si∈Swinner
, (12)

where |S| is the amount of elements in the winning coalition. Therefore, the MST will be the maximum
temperature that has the highest involved frequency. In the case of a draw, it is resolved by the
Lagrange criterion.

2.1.6. Diffuse Convergence

There is a temperature matrix at each game iteration (see Equation (1)). Hence, we define
a sequence of arrays {Mn}n∈N where the Mi element corresponds to the temperature matrix in step i
of the game. Therefore, it can be said that the sequence of matrices is convergent if:

∀ε > 0, there is i0 ∈ N such that |Mi−1 − Mi| ≤ ε ∀i ∈ N. (13)

That is, if the element mi−1
n,m ∈ Mi−1 and the element mi

n,m ∈ Mi are set and the convergence
criterion is applied, we have:

∀εn,m > 0 there is N ∈ N such that |mi−1
n,m − mi

n,m| ≤ εn,m

∀i ∈ N , ∀i ≥ i0 and mi−1
n,m ∈ Mi−1, mi

n,m ∈ Mi.
(14)
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Therefore, by applying the criterion of convergence in Equation (14) to all the elements,
a new matrix is obtained; it calculates the difference in the temperatures obtained in the game’s
previous step and those obtained in the current step:⎛

⎜⎜⎝
|mi−1

1,1 − mi
1,1| . . . |mi−1

1,m − mi
1,m|

...
. . .

...
|mi−1

n,1 − mi
n,1| . . . |mi−1

n,m − mi
n,m|

⎞
⎟⎟⎠ . (15)

For the succession of matrices to be convergent, each of the sequences of elements that are formed
with the |mi−1

n,m − mi
n,m| must be less than the fixed ε > 0. In this work, it is established that ε = 0.01.

With the definitions provided above, we are now ready to define the diffuse convergence of the
game. The game is diffuse convergent if at least 80 % of the elements of the matrix are convergent;
then, the game reaches the equilibrium.

2.2. Accuracy State Prediction Algorithm

In this subsection, we propose a new feedback control algorithm for predictive fault tolerant
control to improve the monitoring and control of the IoT networks. Section 2.2.1 presents the accuracy
state categories of IoT nodes. The predictive algorithm is based in the continuous-time Markov chains,
and, in our model, we compute the solution of this equation in Section 2.2.2. We provide the theoretical
solution of the Markov chains (i.e., the transition matrix). Finally, in Section 2.2.3, the elements of the
algorithm are shown (i.e, controller, feedback and process).

2.2.1. Initial Accuracy State

Initially, it is necessary to define a scale of accuracy degradation expressed in percentages. This is
done according to the data obtained by the algorithm that we had developed in previous research [13].
This scale will be the discussion universe of the random variable Xn that defines the current state
of precision of the system related to the error of the sensors. Therefore, the sensors’ possible states
are Xn = {A = high accuracy, B = accurate, C = low accuracy, F = f ailure}. Below, Table 1 has the
selection made for each variable.

Table 1. Accuracy state of sensors.

Xn IoT Nodes Accuracy State Error (%)

A High accuracy e ≤ 10
B Accurate 10 < e ≤ 20
C Low accuracy 20< e ≤ 35
F Failure e ≥ 35

Let T(t)
i be the matrix of initial temperatures collected by the WSN, and let T(t)

f be the final
temperatures, obtained after applying the data quality algorithm. Then, the accuracy error matrix of
the sensors, according to the data quality algorithm, is given by the following equation:

T(t)
e = |T(t)

f − T(t)
i |, (16)

where the coefficients eij of the matrix T(t)
e are the differences between the initial and final temperature

in absolute value for each sensor.
Given the T(t)

e matrix, we now apply the error correction given by the allowed error margin ε,
and adjust the error matrix:

T(t)
ε = |T(t)

e − Id · ε|. (17)

109



Energies 2018, 11, 3430

Now, let’s centralize these measures to calculate the states of the sensors. To this end, we calculate
the average of the elements of the array mε and the maximum of the array T(t)

ε that we call maxε.
Therefore, the centralizing measure is defined as:

δ = mε + maxε. (18)

This measure is applied to the matrix T(t)
ε to calculate the percentages associated with each error

and therefore calculate the states of each sensor:

T(t)
δ =

⎛
⎜⎜⎝

tδ
1,1 =

(t1,1·100)
δ . . . tδ

1,n =
(t1,n ·100)

δ
...

. . .
...

tδ
n,1 =

(tn,1·100)
δ . . . tδ

n,n = (tn,n ·100)
δ

⎞
⎟⎟⎠ . (19)

Then, one can define the following function in order to estimate the accuracy state of the sensors
in time t. For this purpose, we use the Solution of Kolmogorov’s differential equations to design
this function:

g(t) : Mn,n(R) −→ Mn,n({Xn}) = Tg(t) (20)

defined as follows:

g(t)(tδ
i,j) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

A, i f tδ
i,j ≤ 10%,

B, i f 10% < tδ
i,j ≤ 20%,

C, i f 20% < tδ
i,j ≤ 35%,

F, i f tδ
i,j ≥ 35%,

(21)

where ti,j ∈ T(t)
δ , and let Tg(t) be the matrix with the accuracy states of the sensors at time t.

2.2.2. Transition Matrix

Let λA be the time the sensor remains in state A (exponential distribution). λB and λC are defined
in a similar way. In addition, let ξA be the time the sensor that remains in state A. Let μA (μB, μC) be
the probability that a sensor in state A (B, C) at time t shifts to state F in the time interval (t, Δt + t).
Thus, if the sensor was in state A at time ti , the probability of the sensor remaining in state A at time
ti+1 is given by the following equation:

pAA = P(ξA > t + Δt|ξA > t) =
e−λA(t+Δt)

e−λAt = e−λAΔt = 1 − λAΔt + o(Δt). (22)

Similarly, the probability that a sensor in state A at the beginning will shift to state B is given by
the following equation:

pAB = P(ξB > t + Δt|ξA > t) = 1 − ((1 − λAΔt + o(Δt))− (μAΔt + o(Δt)))

= (λA − μA)Δt + o(Δt).
(23)

In this way, we can build the transition matrix between t and t + Δt, where the coefficients of the
transition matrix are the probabilities of the sensors’ switching states (e.g., pAF is the probability that
a sensor in state A at the beginning will eventually shift to state F in the interval (t, Δt + t)).

In this way, the transition matrix P(t) is built:

P(t) =

⎛
⎜⎝

P(ξA > t + Δt|ξA > t) = pAA . . . pAF
...

. . .
...

P(ξA > t + Δt|ξF > t) = pFA . . . pFF

⎞
⎟⎠ . (24)
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2.2.3. Predictive Control Algorithm

Here, we describe how the control algorithm works. This algorithm is used by the sensor control
system to monitor and control the accuracy of the sensors. In Figure 1, the set point (green arrow) with
the reference inputs contain the following variables: (1) The accuracy error matrix, Te (see Equation (16)).
This matrix has the precision errors of the mesh of sensors. For each step of the algorithm at every time t,
this matrix is introduced to update the data of the algorithm. (2) The allowed error ε. This parameter
enters the flow in each of the steps of the algorithm.

Controller

The first action performed by the controller is the prediction step. In this stage of
the algorithm, the transition matrix of the developed model is used (see Equation (24)).
Let z(t) : Tg(t) −→ z(t)(Tg(t)) = Tz(t+k) be the prediction function of accuracy states (i.e., Prediction step)
for each time t and let t + k where k ∈ {1, 2, · · · } be the predicted time. Given tδ

i,j ∈ Tδ, the controller
function u is defined as follows:

z(t+k)
ij (tg

i,j) = max{P
tg(t+k)
i,j A

,P
tg(t+k)
i,j B

,P
tg(t+k)
i,j C

,P
tg(t+k)
i,j F

}. (25)

Let z(t)(Tg) = Tz(t+k) be the matrix of the states of accuracy given by the prediction function.
The output of this function is the accuracy state of the sensors at time t.

The next step of the algorithm is to compare the measurements with the feedback function in
order to update them. Let x(t) : Tz(t)xT f (t−k) −→ x(t)(Tz(t)) = Tx(t) be the comparison function
defined by the following numerical values {A = 1, B = 2, C = 3, F = 4} as follows:

x(t)(tz(t)
i,j , t f (t−k)

i,j ) = wx1(t)t
z(t)
i,j + wx2(t)t

f (t−k)
i,j , (26)

where wxn(t) with n ∈ {1, 2} are the weights given for each of the coordinates of the function x.
Let y(t) : Tx(t) −→ y(t)(Tx(t)) = Ty(t) be the update function defined as follows:

y(t)(Tx(t)) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

1 i f 0 ≤ tx(t)
i,j ≤ 1.5,

2 i f 1.5 < tx(t)
i,j ≤ 2.5,

3 i f 2.5 < tx(t)
i,j ≤ 3.5,

4 i f tx(t)
i,j ≥ 3.5.

(27)

The update function refreshes the accuracy states of the prediction function with the results
obtained from the comparison function.

Let u : Ty(t) −→ u(t)(Ty(t)) = Tu(t) be the controller function (i.e., output estimate step) and let
Tu(t) be the system controller matrix at time t. Then, this function finds sensors that are in faulty state
(F). In this way, the system creates a virtual sensor to maintain system monitoring. In addition, it will
send a request to the service staff to replace the malfunctioning sensor. Given ty(t)

i,j ∈ Ty(t), u is defined
as follows:

u(ty(t)
i,j ) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

1 i f ty(t)
i,j = F,

−1 i f ty(t)
i,j �= F.

(28)

Thus, if u(y(t)) = 1, the system creates a virtual sensor in the position (i, j) and
requests maintenance.
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Feedback

Let h(t) : Tg(t)xTg(t+k)xTz(t+k) −→ h(t)(Tz(t+k)) = Th(t) be the auxiliary feedback function.
Given k ∈ {1, 2, · · · } and the accuracy states in numerical values are {A = 1, B = 2, C = 3, F = 4},
h is defined as follows:

h(t)(tg(t)
i,j , tg(t+k)

i,j , tz(t+k)
i,j ) = wh1(t)t

g(t)
i,j + wh2(t)t

g(t+k)
i,j + wh3(t)t

z(t+k)
i,j , (29)

where whn(t) with n ∈ {1, 2, 3} are the given weights for each of the coordinates of the function h.
Let f (t) : Th(t) −→ f (t)(Th(t)) = T f (t) be the feedback function defined as follows:

f (t)(Th(t)) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

A i f 0 ≤ th(t)
i,j ≤ 1.5,

B i f 1.5 < th(t)
i,j ≤ 2.5,

C i f 2.5 < th(t)
i,j ≤ 3.5,

F i f th(t)
i,j ≥ 3.5

(30)

The feedback function returns the accuracy state of the sensor (i, j) back to the flow. In this way,
it is verified that the controller is working correctly and that virtual sensors are not created for the
repair of sensors that are working properly.

Process

The process matrix Tp(t) shows when sensors need maintenance. The process matrix is defined
as follows:

Tp(t) = Tu(t−1) + Tu(t). (31)

Thus, when the coefficient of the matrix corresponds to a particular sensor, it means that it has
to be replaced tp(t)

(i,j) ≥ 0.5%tmax time periods with tp(t)
(i,j) ∈ Tp(t) (i.e., assuming that tmax = 5 years,

then a sensor has to be replaced if tp(t)
(i,j) ≥ 9 days ).

Then, the controller function sends a signal to the process which sends back the matrix of final
virtual temperatures at time t (i.e., T(t)

v f ). When the controller sends the signal that a sensor is in the
state of failure, the process creates a virtual sensor in that position and simulates the temperature so
that the monitoring and control of the building does not lose efficiency. Let {T(t)

f }t≥0 be the matrix
succession with the final temperatures at time t given by the algorithm described in Casado et al. [13].
Moreover, let VS(t)

i,j be the virtual sensor in the position (i, j) at time t. Then, the temperature of the tv
i,j

is provided by the temperature ti,j ∈ T(t)
f .

3. Results

In this section, we present the case study and the results obtained during the experiment.
The control algorithm gets data collected by the IoT nodes and auto-corrects the faulty data.
Furthermore, in case the controller predicts that an IoT node will be in fault state, it will create a virtual
temperature sensor in order to keep the reliability of the IoT network. In this way, the monitoring and
control efficiency of the IoT network is improved. This section is organized as follows: In Section 3.1,
we provide the solution of the continuous-time Markov chain and its transition matrix (P(t)) for
every t. Section 3.2 shows the experimental details of the case study (i.e., hardware, temperature
collected, etc.). Finally, Section 3.3 presents the results of the application of the control algorithm in the
case study and the error decrease in the IoT nodes.
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3.1. Case Study Experimental Setup

This case study supposes that the IoT nodes (i.e., temperature sensor) can undergo four accuracy
states throughout their useful life (A = high accuracy, B = accurate, C = low accuracy, F = failure).
The probability that a sensor in state A at instant t shift to state F in the time interval (t, t + Δt) is
0.1Δt + o(Δt), if it is in state B it is 0.2Δt + o(Δt) and if it is in state C it is 0.5Δt + o(Δt). In this
simulation, we assume that the time during which the sensors remain in state A is an exponential time
of 2.1 in state A and 1.2 in state B.

From A in a time interval (t, t + Δt), the sensor can pass to F with probability 0.1Δt + o(Δt). If ξ is
the time the sensor stays at A, you have:

P(ξ > t + Δt|ξ > t) =
e−2.1(t+Δt)

e−2.1t = e−2.1Δt = 1 − 2.1Δt + o(Δt). (32)

Therefore, Equation (32) is the probability of remaining in state A at instant ti+1 if it was in A at
instant ti. Then, the probability of shifting to B between t and t + Δt is

1 − ((1 − 2.1Δt + o(Δt))− (0.1Δt + o(Δt))) = 2Δt + o(Δt). (33)

In the successive stages, we finally reach a calculation in which the transition matrix is between t
and t + Δt, as shown in Table 2.

Table 2. In this simulation, we have assumed that state F is absorbent. That is, for the sensor to move
from F to any other state, it needs to be repaired by a maintenance worker.

A B C F

A 1 − 2.1Δt + o(Δt) 2Δt + o(Δt) o(Δt) 0.1Δt + o(Δt)
B 0 1 − 1.2Δt + o(Δt) Δt + o(Δt) 0.2Δt + o(Δt)
C 0 0 1 − 0.5Δt + o(Δt) 0.5Δt + o(Δt)
F 0 0 0 1

Thus, the derivative of the matrix in the zero is:

P′(0) =

⎛
⎜⎜⎜⎝
−2.1 2 0 0.1

0 −1.2 1 0.2
0 0 −0.5 0.5
0 0 0 0

⎞
⎟⎟⎟⎠ , (34)

which may be expressed using the Jordan matrix form for the whole period of time t as follows:

P(t) =

⎛
⎜⎜⎜⎝

1 1 2 1
1 0.8 0.9 0
1 0.56 0 0
1 0 0 0

⎞
⎟⎟⎟⎠
⎛
⎜⎜⎜⎝

1
e−0.5t

e−1.2t

e−2.1t

⎞
⎟⎟⎟⎠
⎛
⎜⎜⎜⎝

0 0 0 1
0 0 0.9

0.504
−0.9
0.504

0 0.56
0.504

−0.8
0.504

0.24
0.504

1 −1.12
0.504

0.7
0.504

−0.084
0.504

⎞
⎟⎟⎟⎠ . (35)

For example, the term pAF(t) represents the probability that a sensor that begins its useful life at
stage A functions incorrectly at time t, so:

P(Life span ≤ t) = pAF = 1 − 0.9
0.504

e−0.5t +
0.48

0.504
e−1.2t − 0.084

0.504
e−2.1t. (36)

In Figure 2, the graphical representation of the Markov chain is presented. Probabilities of changes
in the accuracy states of the sensors are shown in Table 2. The instance simulation presented in this
section demonstrates that sensors in any of the precision states (i.e., A,B,C) can move to the fault state

113



Energies 2018, 11, 3430

(F)—while from state A it goes to state B, and from state B to state C. This is so, since, in this example,
we assume that the sensor from any of its precision states can fail, while we assume that a high accuracy
sensor (A) has to go through the precise state (B) before moving to the low accuracy state (C).

Figure 2. Graphical representation of the Markov chain of the solution of the Kolmogorov differential
equations of the proposed simulation.

Given the Markov chain used for this simulation with transition matrix given by Equation (35),
the stationary paths given by the probabilities of change of precision state of the sensors are shown
in Figure 2. This figure illustrates the probability that a sensor’s initial accuracy, state A, will shift to
a different state in time t. Let’s assume that tmax = 5 years (i.e., lifespan of the sensor is five years),
then, at t = 0, the probability that the sensor remains in state A is 1, while, at t ≥ 0, the probability that
the sensor remains in state A decreases. Thus, the greater the value of t , the greater the probability
that a sensor changes to state B, C and F, respectively. For t −→ ∞, the accuracy state F of the sensor
has a probability of 1 (i.e., the sensor is in failure state) [31].

3.2. General Description of the Experiment

To validate the proposed algorithm, we have selected a smart building. In the moment that the IoT
nodes measured the temperature, the actuator (i.e., thermostat) in the selected building showed 23 ◦C.
A grid was applied to locate the IoT nodes on the ground. With the assistance of laser measurements,
the IoT nodes were vertically positioned in each section of the building. A total of 25 IoT nodes
were deployed.

A combination of the ESP8266 microcontroller in its commercial version “ESP-01” was the type
of sensor deployed in the building and a DHT11 temperature and humidity IoT nodes (Figure 2).
The sum of the two allows us more versatility in data gathering and adaptation to the case study, as the
DHT11 sensor is specifically designed for indoor environments (it has an operating range of 0 ◦C to
50 ◦C) according to its datasheet [32]. The microcontroller obtains the data of this IoT nodes through
the onewire process and transmits it to the surroundings through Wi-Fi by using HTTP protocols and
GET/POST petitions. The ESP-IDF scheduling system supplied by the microcontroller maker was
used to schedule the device.

The temperature sensors had been collecting data at 15 minute intervals, for an entire day.
For the analysis, we selected the data collected by the sensors in the following time interval
2018-11-02T08:30:00Z and ended on 2018-11-02T21:30:00Z. A particular point in time has been chosen
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because the game is static and not dynamic (in other words, the game does not handle data in a time
period). Below, a mathematical overview of the measured values with the IoT nodes is provided
in Table 3.

Table 3. Statistical table of measurements of the IoT nodes.

Timestamp Start Total Timestamp Min Temp Max Temp Mean Standard Deviation

2018-11-02T09:00Z 13:00:00Z 20.1 ◦C 24.6 ◦C 22.91 ◦C 0.71 ◦C

We assume that t = 5 years, so if we want to find an interval of one day, we have to do some
transformation in t. In this experiment, we have considered the next time interval (t, t + Δt), a year
has 365 days, and 5 years has (365 · 5) days, so an interval of one day in five years is written as follows:
Δt = 1

365·5 (i.e., a day). To validate the model, we applied the accuracy state prediction model to the
data collected by the sensors placed in the building.

3.3. Case Study Results

In this case study, we have tested the proposed model to increase the efficiency of monitoring
and control of an IoT network. This is achieved by improving the quality of data collected by the IoT
nodes and the predicted maintenance of these nodes. In this way, the reliability of the data is increased
and the energy efficiency of the smart building is increased. The temperature collected by the IoT
nodes is the input of the control algorithm. In Figure 3, the evolution of the temperature can be found
from its initial state (i.e., data collected by the IoT nodes) until the control algorithm sends the data to
the process to set the regulators that control the temperatures of the building sections. The building
temperature is slightly warmer in areas where there are large temperature differences. The control
algorithm finds these zones and self-corrects if necessary these temperatures to reach the equilibrium
in which the temperatures are consistent in the whole building.

1 2

54

3

6

Figure 3. Graphic representation of the matrix of initial temperatures, the evolution of the temperature
and the final temperatures in this case study. In Figure 3 (1) can be found the temperatures collected by
the IoT nodes. In addition, the measurements that the control algorithm will find as false data can be
found in the same figure. Also, the evolution of the controlled temperature is shown in Figure 3 (2)–(5).
Final temperatures after the control algorithm is executed are shown in Figure 3 (6).

The suggested algorithm performs an efficient transformation in the ETL system. We can
implement our approach as a process step included in the ETL system for the creation of new
temperature data, which are self-corrected and ready-to-use. A major part of the thermal noise
caused by the data arriving from the IoT node is removed (noise is generated when the IoT node is
faulty or non-accurate). Figure 4 provides the amount of IoT nodes (in percents) containing thermal
noise for every step of the game. It can be remarked that, when changing the accuracy of the IoT nodes
from 0.05 ◦C to 0.1 ◦C, the results achieved are quite distinct.
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Figure 4. Board with thermal noise reduction in the progression of the algorithm with several
confidence intervals from 0.05 ◦C to 0.1 ◦C. In the display board, the noise of the % in the temperature
matrix is shown opposite the amount of steps. For every one of them, the permitted error range for
the temperature collected by the IoT nodes is variable. As the allowable error range is increased,
the thermal noise in the temperature matrix also is increased.

However, if it changes to 0.05 ◦C, 45% of the IoT nodes had thermal noise, and, in a few (<10)
steps, the noise was decreased to less than 15%. When the relative permitted error was incremented,
the percentages of IoT nodes that had a bit of thermal noise also incremented. For instance, with 0.1 ◦C
of relative error, 70% of the IoT nodes had thermal noise and as the step increment was decreased
below 25 percent. However, at a certain point, the noise began to freeze. These IoT nodes will keep
having some noise for the selected error (Table 4).

Table 4. Table showing the possible errors and % of noise both during and after applying the game.

Allowed Error (◦ Celsius) IoT Nodes with Noise at the Beginning (%) IoT Nodes with Noise at the End (%)

0.05 47.06 13.25
0.1 70.59 24.22

There are also two useful implementations of our current approach: (1) Identifying the IoT nodes
that supply incorrect data and setting up the new IoT node by inserting them in the IoT network;
(2) Smart detecting of incorrect data in an IoT network is a major issue, as it allows fault tolerant
control of the IoT network and a high quality of data. Furthermore, predictive maintenance allows
the good operation of the IoT network. As faulty IoT nodes are detected, the maintenance cost is
significantly decreased, as the service technician can focus only on faulty nodes.

4. Conclusions

This paper has addressed the problem of fault tolerant control of IoT nodes in continuous-time
NCSs. The feasibility of the proposed approach was verified with a case study in which the closed-loop
system was modeled as a continuous-time feedback system with the continuos-time Markov chains to
improve the quality of the data collected by the IoT nodes. Through a newly constructed feedback
control-based algorithm, an improved control system has been created. It allows for deriving a smart
building’s maximum allowable energy efficiency such that the resulting closed-loop system improves
the control of an IoT network. A numerical case study illustrates the efficiency of our model in Section 3.
Figure 3 shows a graphic representation of the evolution of the temperatures and how the fault tolerant
control algorithm works. In this figure, one can find how the incorrect data are self-corrected by the
control algorithm, improving the monitors and controls of the IoT network. In addition, in Figure 4,
we present the percentage of IoT nodes that are collecting incorrect data and how the control algorithm
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decreases the amount of malfunction IoT nodes. This claim is also supported by Table 4. In it, you can
find that, after applying the control algorithm, the amount of malfunctioning IoT nodes is greatly
reduced. However, in many real scenarios, the ability to detect an imprecise or malfunctioning IoT
node from a hot (cold) spot is limited. In a future work, we will try to solve this problem with
artificial intelligence.

Author Contributions: Literature Research, R.C.-V., Conceptualization, R.C.-V., Z.V., J.P. and J.M.C., Methodology,
R.C.-V., Supervision, Z.V., J.P. and J.M.C. and G.P., Visualization, R.C.-V. and Z.V., Writing original draft, R.C.-V.,
Writing review and editing, R.C.-V., Z.V., J.P. and J.M.C.

Funding: This paper has been partially supported by the Salamanca Ciudad de Cultura y Saberes Foundation
under the Talent Attraction Programme (CHROMOSOME project).

Acknowledgments: This paper has been partially supported by the Salamanca Ciudad de Cultura y Saberes
Foundation under the Talent Attraction Programme (CHROMOSOME project).

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Hespanha, J.P.; Naghshtabrizi, P.; Xu, Y. A survey of recent results in networked control systems. Proc. IEEE
2007, 95, 138–162. [CrossRef]

2. Mo, Y.; Garone, E.; Casavola, A.; Sinopoli, B. False data injection attacks against state estimation in wireless
sensor networks. In Proceedings of the 2010 49th IEEE Conference on Decision and Control (CDC), Atlanta,
GA, USA, 15–17 December 2010; pp. 5967–5972.

3. Amato, F.; Ariola, M.; Cosentino, C. Finite-time stabilization via dynamic output feedback. Automatica 2006,
42, 337–342. [CrossRef]

4. Amato, F.; Ariola, M.; Cosentino, C. Finite-time control of discrete-time linear systems: Analysis and design
conditions. Automatica 2010, 46, 919–924. [CrossRef]

5. Polyakov, A.; Efimov, D.; Perruquetti, W. Robust stabilization of MIMO systems in finite/fixed time.
Int. J. Robust Nonlinear Control 2016, 26, 69–90. [CrossRef]

6. Korobov, V.I.; Pavlichkov, S.S.; Schmidt, W.H. Global positional synthesis and stabilization in finite time of
MIMO generalized triangular systems by means of the controllability function method. J. Math. Sci. 2013,
189, 795–804. [CrossRef]

7. Hui, Q.; Haddad, W.M.; Bhat, S.P. Finite-time semistability and consensus for nonlinear dynamical networks.
IEEE Trans. Autom. Control 2008, 53, 1887–1900. [CrossRef]

8. Khoo, S.; Xie, L.; Zhao, S.; Man, Z. Multi-surface sliding control for fast finite-time leader–follower consensus
with high order SISO uncertain nonlinear agents. Int. J. Robust Nonlinear Control 2014, 24, 2388–2404.
[CrossRef]

9. Soares, J.; Ghazvini, M.A.F.; Borges, N.; Vale, Z. A stochastic model for energy resources management
considering demand response in smart grids. Electr. Power Syst. Res. 2017, 143, 599–610. [CrossRef]

10. Li, Y.; Tong, S.; Li, T. Composite adaptive fuzzy output feedback control design for uncertain nonlinear
strict-feedback systems with input saturation. IEEE Trans. Cybern. 2015, 45, 2299–2308. [CrossRef]

11. Li, Y.X.; Yang, G.H. Event-triggered adaptive backstepping control for parametric strict-feedback nonlinear
systems. Int. J. Robust Nonlinear Control 2018, 28, 976–1000. [CrossRef]

12. Pipino, L.L.; Lee, Y.W.; Wang, R.Y. Data quality assessment. Commun. ACM 2002, 45, 211–218. [CrossRef]
13. Casado-Vara, R.; Prieto-Castrillo, F.; Corchado, J.M. A game theory approach for cooperative control to

improve data quality and false data detection in WSN. Int. J. Robust Nonlinear Control 2018, 28, 5087–5102.
[CrossRef]

14. Wang, R.Y. A product perspective on total data quality management. Commun. ACM 1998, 41, 58–65.
[CrossRef]

15. Liu, K.; Seuret, A.; Fridman, E.; Xia, Y. Improved stability conditions for discrete-time systems under
dynamic network protocols. Int. J. Robust Nonlinear Control 2018, 28, 4479–4499. [CrossRef]

16. Zhang, X.; Lin, Y. Adaptive output feedback tracking for a class of nonlinear systems. Automatica 2012, 48,
2372–2376. [CrossRef]

117



Energies 2018, 11, 3430

17. Lezama, F.; Soares, J.; Hernandez-Leal, P.; Kaisers, M.; Pinto, T.; do Vale, Z.M.A. Local energy markets:
Paving the path towards fully Transactive energy systems. IEEE Trans. Power Syst. 2018. [CrossRef]

18. Rodriguez-Fernandez, J.; Pinto, T.; Silva, F.; Praça, I.; Vale, Z.; Corchado, J.M. Context aware q-learning-based
model for decision support in the negotiation of energy contracts. Int. J. Electr. Power Energy Syst. 2019, 104,
489–501. [CrossRef]

19. Faria, P.; Spínola, J.; Vale, Z. Reschedule of Distributed Energy Resources by an Aggregator for Market
Participation. Energies 2018, 11, 713. [CrossRef]

20. Fotouhi Ghazvini, M.A.; Soares, J.; Morais, H.; Castro, R.; Vale, Z. Dynamic Pricing for Demand Response
Considering Market Price Uncertainty. Energies 2017, 10, 1245. [CrossRef]

21. Silva, F.; Teixeira, B.; Pinto, T.; Santos, G.; Vale, Z.; Praça, I. Generation of realistic scenarios for multi-agent
simulation of electricity markets. Energy 2016, 116, 128–139. [CrossRef]

22. Santos, G.; Pinto, T.; Praça, I.; Vale, Z. An interoperable approach for energy systems simulation: Electricity
market participation ontologies. Energies 2016, 9, 878. [CrossRef]

23. Zhang, X.; Lin, Y. Adaptive output feedback control for a class of large-scale nonlinear time-delay systems.
Automatica 2015, 52, 87–94. [CrossRef]

24. Zhang, J.X.; Yang, G.H. Fault-tolerant leader-follower formation control of marine surface vessels with
unknown dynamics and actuator faults. Int. J. Robust Nonlinear Control 2018, 28, 4188–4208. [CrossRef]

25. Ghazvini, M.A.F.; Soares, J.; Abrishambaf, O.; Castro, R.; Vale, Z. Demand response implementation in smart
households. Energy Build. 2017, 143, 129–148. [CrossRef]

26. Wang, H.; Liu, K.; Liu, X.; Chen, B.; Lin, C. Neural-based adaptive output-feedback control for a class
of nonstrict-feedback stochastic nonlinear systems. IEEE Trans. Cybern. 2015, 45, 1977–1987. [CrossRef]
[PubMed]

27. Casado-Vara, R.; González-Briones, A.; Prieto, J.; Corchado, J.M. Smart Contract for Monitoring and
Control of Logistics Activities: Pharmaceutical Utilities Case Study. In Proceedings of the 13th International
Conference on Soft Computing Models in Industrial and Environmental Applications, San Sebastian, Spain,
6–8 June 2018; Springer: Cham, Germany, 2018; pp. 509–517.

28. Casado-Vara, R.; Prieto, J.; De la Prieta, F.; Corchado, J.M. How blockchain improves the supply chain: Case
study alimentary supply chain. Procedia Comput. Sci. 2018, 134, 393–398. [CrossRef]

29. Casado-Vara, R.; Prieto, J.; Corchado, J.M. How Blockchain Could Improve Fraud Detection in Power
Distribution Grid. In Proceedings of the 13th International Conference on Soft Computing Models in
Industrial and Environmental Applications, San Sebastian, Spain, 6–8 June 2018; Springer: Cham, Germany,
2018; pp. 67–76.

30. Casado-Vara, R.; de la Prieta, F.; Prieto, J.; Corchado, J.M. Blockchain framework for IoT data quality via
edge computing. In Proceedings of the 1st Workshop on Blockchain-enabled Networked Sensor Systems,
Shenzhen, China, 4 November 2018; pp. 19–24.

31. Mailund, T. Continuous-Time Markov Chains. In Domain-Specific Languages in R; Apress: Berkeley, CA, USA,
2018; pp. 167–182.

32. DHT11 datasheet. Available online: http://www.micropik.com/PDF/dht11.pdf (accessed on 6 December 2018).

c© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

118



energies

Article

Object-Oriented Usability Indices for
Multi-Objective Demand Side Management Using
Teaching-Learning Based Optimization

Mayank Singh * and Rakesh Chandra Jha

Department of Electrical and Electronics Engineering, Birla Institute of Technology Mesra, Ranchi 835215, India;
rcjha@bitmesra.ac.in
* Correspondence: mayank2626@gmail.com; Tel.: +91-829-426-7125

Received: 23 November 2018; Accepted: 21 January 2019; Published: 24 January 2019

Abstract: This paper proposes Object-Oriented Usability Indices (OOUI) for multi-objective Demand
Side Management (DSM). These indices quantify the achievements of multi-objective DSM in a
power network. DSM can be considered as a method adopted by utilities to shed some load during
peak load hours. Usually, there are service contracts, and the curtailments or dimming of load
are automatically done by service providers based on contract provisions. This paper formulates
three indices, namely peak power shaving, renewable energy integration, and an overall usability
index. The first two indices indicate the amount of peak load shaving and integration of renewable
energy, while the third one combines the impact of both indices and quantifies the overall benefit
achieved through DSM. The application of the proposed indices is presented through simulation
performed in a grid-tied microgrid environment for a multi-objective DSM formulation. The adopted
microgrid structure consists of three units of diesel generators and two renewable energy sources.
Simulation has been done using MATLAB software. Teaching-Learning-Based Optimization (TLBO)
is adopted as the optimization tool due to its simplicity and independency of algorithm-specific
control parameters. Five different cases of renewable energy availability with results validate the
efficiency of the proposed approach. The results indicate the usefulness in determining the suitable
condition regarding DSM application.

Keywords: optimization; DSM; microgrid; solar; wind; teaching-learning

1. Introduction

1.1. Motivation

DSM can be considered as the coordinated reduction in load during a specific time so as to
maximize the energy usage from renewable energy and minimize the generation cost. Most of the
research on DSM have tried to explore the technical benefit of DSM in design and operation area,
recently some studies have tried to quantify the economic benefits of DSM. Thus motivation of the
work is to quantify both the technical and economic benefits of DSM using OOUI.

1.2. Literature Review

Currently, the power industry is facing numerous challenges because of the fast-changing structure
of the power network. The integration of small-size renewable energy sources with the conventional
grid has become a significant challenge. In addition to this, the uncertainty of power availability from
these renewable energy sources is also a serious concern. The search for a suitable scheme which
provides a solution for technical and commercial challenges associated with the above-discussed
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problems is the main area of research for system operators. DSM has appeared as a potential solution
for many of these problems.

Any scheme that involves alteration in operation of a complex system should be reliable to a
certain level. A reliability study of a power system with DSM is presented in [1]. Since a plan for
load curtailment can only be prepared when load forecasting is reliable, stochastic optimization and
Gray Wolf Optimization (GWO)-based load forecasting and subsequent DSM programs are presented
in [2,3]. Load shifting is also an alternative method of performing DSM. In this aspect, a corrective load
shifting program is found to be a better option to conventional preventive load shifting [4,5]. In another
work, loads are categorized in rigid and flexible types, and DSM is performed keeping in mind the
adaptability of the flexible loads [6]. A novel application of DSM to smoothing the peaks of load curve
in a small demand area in the Sultanate of Oman is described in [7]. The key contribution was load
profile prediction based upon which the DSM program was prepared. The DSM program developed
here handles the issue of variable power generation from solar energy-based generation. In a work, the
uncertainty due to wind power generation and its impact on the DSM scheme has been discussed [8].
The methodology discusses the fulfillment of two key objectives of DSM, i.e., minimization of emission
and cost. Battery storage and diesel-based energy sources are also employed with solar or wind
generators to improve the reliability of the system. A DSM program for the hybrid photovoltaic
system has been also proposed in the literature [9]. The target of DSM was set to minimize the system
component size and extension of battery life. This indicates that the system operation and its reliability
can also be improved through DSM.

A unique presentation of DSM using a spatial and temporal approach has been proposed in [10].
Spatial and temporal DSM is a mathematical improvement carried over the conventional DSM
mathematical system. In this improved scheme, a power diagram for each load bus is prepared
to accomplish the optimality for a complete system. With the proposed DSM method, the overall
performance of the system increases with reduced operating cost and increased voltage quality.
A Genetic algorithm (GA)-based DSM program has been presented in [11]. With accurate prediction,
the DSM program presented successfully improves the economic dispatch. The impact of solar and
wind energy variability has been depicted through sensitivity, and its impact on the DSM program has
been analyzed [12]. An optimal sizing problem has been investigated with and without DSM, and
a solution with DSM employed was found to be more suitable while sizing the sources for optimal
operation [13].

In some of the recent works, DSM has been explored for energy management of the microgrid
structure as well. The energy planning and management can be done in a certain advance time
duration. This duration may be one day (day ahead scheduling), one hour (hour ahead scheduling),
or it can be real-time management (real-time scheduling). In one recent work, demand response-based
hierarchical energy management of a microgrid was proposed using a scenario-based optimization
scheme [14]. In an hourly scheduling study, it was found that the payment for community aggregated
electricity consumption can also be reduced through optimal hourly scheduling of electrical loads [15].
Following the same line, work has also been carried out for consumption management. The electrical
appliances can be scheduled for optimal consumption. An informatics solution has been proposed for
optimal scheduling which interacts with different appliances and utilities and coordinates the optimal
scheduling of loads [16]. In a microgrid, multiple sources operate simultaneously. An operation
algorithm has recently been proposed for proper scheduling of individual sources. The algorithm
is based on the interaction between different sources and operates a demand response for energy
management [17]. The load reduction or load profile flattening has also been done based on a
shifting optimization algorithm. This method successfully lowers the electricity consumption and bill
payment [18].

A prominent challenge for a demand response program is the probabilistic nature of renewable
sources. The conventional numerical methods to optimize the system often fail to reach the best possible
solution. Adaptive schemes like genetic algorithm- and artificial intelligence-based optimization have
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been tried upon to obtain the best possible solution in such adverse mathematical environment. A DSM
program based on the artificial immune network has been proposed for the peak load problem [19].
Results show that the adaptive technique enabled the DSM program to keep the peak load within one
percent of the desired limit. The Artificial Neural Network (ANN)-based decision-making system has
also been proposed in the literature to manage the energy storage system and solar PV-based generator
to reduce the consumer electricity cost [20]. The adaptive techniques have not only improved the
stress issue and design aspect, but also helped in obtaining better economic performance through
DSM. Using the load problem of the individual customer, the appliance usage is so adjusted that a
minimum bill for each consumer is obtained [21].

To implement the DSM program, an optimization technique is required as a tool for
problem-solving. There are conventional techniques used to solve the DSM problem in the literature,
such as linear programming [22,23] and dynamic programming [24], which give a globally optimal
solution. However, with an increase in the size and complexity of the problem the solution search
space increases. These approaches required more computational effort and time with the addition
of more variables and variety of constraints. To resolve this problem, modern approaches, such as
simulated annealing and GA, have been proposed as alternatives [25,26].

The evolutionary techniques are advanced optimization schemes where the optimization problem
is solved with the help of specific control parameters. For example, GA uses the mutation rate and
crossover rate, and particle swarm optimization uses the inertia weight, and social and cognitive
parameters. In all these evolutionary methods, the tuning of parameters has a significant effect over
the end result. The TLBO algorithm has an advantage over other methods in this aspect. It need only
the fewer parameters, thus reducing the burden of tuning the parameters. Thus, the TLBO algorithm
is simple and effective [27–29]. Due to these advantages, TLBO has been adopted in this work.

All works discussed here so far have tried to explore the technical benefit of DSM in design and
operation areas. However, there are very few works available in the literature where an attempt has
been made to quantify the economic benefit of DSM. An index-based assessment of DSM program is
discussed in the literature to quantify the technical and economic benefits that can be obtained through
the application of DSM. A DSM quality index quantifies the technical gain, whereas a DSM appreciation
index quantizes the economic benefits of DSM program [30]. The work quantifies the benefits of DSM.
However, the index includes only a single outcome, i.e., load current reduction, and is based only on
per unit energy cost reduction. The other advantages of DSM, such as greater integration of renewable
energy sources and peak load shaving, are not included in the index calculation. Therefore, need arises
for the quantification of DSM usability which includes the desired objects of DSM. This paper proposes
an OOUI which can be used for deciding the usability of the DSM program for a certain application.

1.3. Contribution and Paper Organization

Major contributions of this work are as follows: (1) This work proposes three indices, namely,
peak power shaving index, renewable energy integration index and an overall usability index; (2) the
proposed indices help the operator determine conditions during which DSM is relatively more
beneficial in term of peak power shaving and renewable energy integration; (3) the economic benefit
of demand response can also be quantified using the proposed index mechanism; and (4) OOUI can
provide aid to the system operator in policy-related decisions.

The rest of this paper is organized as: Section 2 presents the mathematical modeling of the system
under study. Section 3 presents a microgrid-DSM formulation. Section 4 introduces the proposed
indices and their analysis. Section 5 presents the TLBO-based optimization scheme and its adaption
for the demand response program. Section 6 presents the case studies based on MATLAB simulation,
results, and discussion. Section 7 provides the conclusion of the proposed research work, followed by
the references.
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2. Microgrid Modeling

The schematic diagram of the microgrid is given in Figure 1. This microgrid consists of three
units of diesel generators (DG1, DG2, DG3) and two renewable energy sources: one wind and one
solar generator. The switching logic block in Figure 1 takes care of scheduling all six energy resources.
Three different types of customer are assumed to be connected in this system using advanced metering
infrastructure (AMI). AMI provides all the required information of the customer load to the utility.
A scheduling interval of 24 h is used in this paper. Renewable energy sources are coupled with DGs
and the main grid through a solid state interface converter which allows power flow from the grid
and distributed energy resources (diesel, wind, solar energy resources) to loads connected at the point
of common coupling. The maximum interchangeable power allowed between the main grid and
microgrid is 4 kW.

 
Figure 1. Schematic: grid-integrated microgrid.

Figure 2a,b presents the availability of electrical energy from wind- and solar-based power
plants in our microgrid system from Figure 1. Figure 3 shows the initial hourly demand of three
customers. Figure 4 shows the hourly power interruptibility cost(λj,t) in dollars. Descriptions of the
dieselgeneration fuel cost function with its parameters are as follow:

Cl(Pl,t) = al P2
l,t + bl Pl,t (1)

where Pl,t is the power output and al , bl , are the fuel cost coefficients related to the lth DG at any time
instant t; for example, if the cost function of DG2 is C2(P2,t) = a2P2

2,5 + b2P2,5 then here a2 and b2 are
parameters related to DG2 and P2,5 is the output power of DG2 during the 5th hour. Information about
the conventional DG parameters are tabulated in Table 1, providing all the cost parameter data of the
diesel generators.

Table 1. Data for diesel generator cost parameters.

Parameter Abbreviations DG1 DG2 DG3

First fuel cost coefficient ($/kW) al 0.06 0.03 0.04
Second fuel cost coefficient ($/kW) bl 0.5 0.25 0.3
Minimum output power limit (kW) Pl,min 0 0 0
Maximum output power limit (kW) Pl,max 4 6 9

Ramp up rate(kW/hour) DRl 3 5 8
Ramp down rate(kW/hour) URl 3 5 8
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(a) (b) 

Figure 2. (a) Wind power availability curve; and (b) solar power availability curve.

Figure 3. Load curve.

Figure 4. Power interruptibility curve.

The solar and wind modeling presented here is based on a complex and detailed model. For the
detailed model please referred to [12,31].

Wind energy conversion units develop electrical energy from wind speed using the mathematical
relation of Equation (1a), referred to in [12,31]:

Et = 0.5 η ρairCp A V3 (1a)

where η is the efficiency of the wind generator, A is the swept area of the wind turbine rotor; V is the
velocity of the wind at the hub height, Cp is the power coefficient of the wind turbine, and ρ is the
air density.

The PV generator output per hour is given below [12,31]:

Epv = ηAc Ipvt (1b)

where η is the efficiency of the solar pv generator, Ac is the area of the solar pv array, and Ipvt is the per
hour incident of solar irradiation (kWh/m2) on the solar array.

Load modeling is an important part of the demand response program as the main target of
the program is to reschedule the consumer loads. The loads in this paper are taken as aggregate
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loads as individual customers. Unlike some other load modeling where loads are presented in
terms of individual load types (i.e., air conditioners, refrigerators, etc.), or presented as characteristic
impedance equations (i.e., constant impedance loads, non-linear loads, etc.), this paper considers loads
as cumulative consumer units. The flexibility of the load is presented through a term θi which indicates
the willingness of individual customers to participate in the rescheduling process. The willingness
value varies from 0 to 1, which indicates zero percent willingness to one-hundred percent willingness.
The details of customer-related parameters are discussed in Section 3.2 and tabulated in Table 2.

Table 2. Customer cost function related data.

Description Abbr.
Customer

Type1
Customer

Type2
Customer

Type3

Customer type i 1 2 3
1st coefficient related to customer cost function K1,i 1.079 1.378 1.847
2nd coefficient related to customer cost function K2,i 1.32 1.63 1.64

User Type θi 0 0.45 0.9
Curtail limit (kW) CMi 80 85 90

The microgrid conceptually utilizes the potential of solar and wind energy generation units.
The small-scale generation units based on renewable energy sources are normally interfaced into
the conventional grid at the low-voltage distribution level. Such microgrid structures lower the cost,
negating traditional economies [32]. The studied system adopted in this paper is a microgrid structure
in grid-tied mode. The adopted microgrid structure consists of a solar-based generator, wind-based
generator, and three conventional diesel generators at the source end.

The mathematical model describing the structure and behavior of individual components and the
complete system is prepared and presented in the next sections.

3. Microgrid DSM Problem Formulation

This section presents the microgrid-DSM formulation. Optimization results of this formulation
are used in the upcoming section to show the application and usability of the proposed indices.

Adopted microgrid DSM problem formulation has two objectives, namely, minimization of fuel
cost function G(X) for diesel generators by maximum utilization of renewable energy sources, and
maximization of utility benefit function using DSM. The formulation of the multi-objective function
involves these two objectives, as shown in Figure 5.

 
Figure 5. Formulation of multi-objective function F(X).

3.1. Objective1: Minimization of the Fuel Cost Function, G(X)

In this mode the reduction of the fuel cost of microgrid generators is the main objective. In this
work, a power exchange scheme is assumed to exist between the main grid and microgrid. This scheme
is needed to cater to the intermittent nature of renewables. When the microgrid system is not able to
complete the load demand then power has to be taken from the main grid, and if the microgrid supply
is a surplus with respect to its need then the excess power is given back to the main grid. Thus, this
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power exchange cost needs to be considered during modeling of the function to minimize the fuel
cost of conventional generators of the microgrid. Equation (3) represent the required mathematical
model of this cost function where Cr(Prt) is the cost of transferable power. “γt”, (dollars per kWh) is
the rate of power exchange at a specific bus [12], whereas (Prt) > 0 and (Prt) < 0 reflect the power
transfer between the microgrid and main grid, while the condition (Prt) = 0 reflects there is no power
exchange between the grid and microgrid. Positive and negative values reflect monetary gain and loss.
The function related to minimization of fuel cost in this mode is as follows:

min G(X) =
T

∑
t=1

(Costt) = min

{
T

∑
t

L

∑
l

Cl(Pl,t) +
T

∑
1

Cr(Prt)

}
(2)

where Cr(Prt) =

⎧⎪⎨
⎪⎩

(Prt)(γt) i f (Prt) > 0
zero i f (Prt) = 0
(Prt)(−γt) i f (Prt) < 0

(3)

where l, t, T, L hold integer values only:

l: Variable to represent conventional generating units. Its value ranges from 1 ≤ l ≤ L;
t: Dispatch interval, 1 ≤ t ≤ T; in present work, is expanded over T = 24 time horizon.
G(X): Operating cost function.
Costt: Total cost at time t to deliver power;
Pl,t: Conventional generator, number of units;
Cl(Pl,t): Fuel cost function for conventional generators.
Cr(Prt): Transferable power cost;
Prt: Transferable power;
γ: Location marginal prices [33];
L: Total number of the conventional generating unit.

Equation (2) subjected to following constraint:{
L

∑
l=1

(Pl,t)

}
+ {Pst + Pwt + Prt}+

{
n

∑
i=1

(xj,t)

}
− Dt = 0 (4)

Pl,min ≤ Pl,t ≤ Pl,max (5)

0 ≤ Pst ≤ St (6)

0 ≤ Pwt ≤ Wt (7)

− Prmax ≤ Prt ≤ Prmax (8)

− DRl ≤ Pl,t+1 − Pl,t ≤ URl (9)

where:

i: Customer number;
n: Total number of customers;
xi,t: Curtailed power by customer number i, at tth time interval
Wt: Forecast maximum wind power obtainable by available solar energy generators;
St: Forecast maximum solar power obtainable by available wind energy generators;
Pwt: Wind generator power availability (during time t)
PSt: Solar generator power availability (during time t)
Dt: Load demand at time t;
Prmax: Denotes maximum allowable exchange between grid and microgrid.
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Equation (4) signifies the power balance. Collective generation of a conventional microgrid
must fulfill all demand inside the microgrid. A small three-feeder radial low voltage scheme is taken
in the present study. Losses for the model under consideration are assumed as having very low
numeric value. The rest of the constraints are for power generation capacity of conventional and
renewable power generators. The constraint, defined by Equation (5), is for generation limits of
the conventional generators. This ensures that limits are not violated. Constraints defined using
Equations (6) and (7) stand for renewable energy generators to ensure that the optimal values for
renewable energy generators are within the forecast range. The fourth constraint, Equation (8), is to
restrict the exchange of power. The sixth constraint, Equation (9), takes care of the maximum allowed
ramp up and down rates.

3.2. Objective2: Maximization of Utility Benefit Function, H(X), Using Demand Response

In general, demand response is viewed as the involvement of the end-user in the power system.
This involvement is in the form of cost variation with time and obtained incentive. Demand response
can be divided into two classes: the first one based on incentive, and the second based on a time-based
rate program [34,35]. In this work we have adopted the first one.

The main interest of the utility is to maximize its benefit. The mathematical model of the function
to represent this interest may be modeled as Equation (10). In the present work, we categorized
electricity consumers in three different categories, and the following equations demonstrate the
modeling for their behavior.

In this work, the quadratic outage cost function for more than one customer is used [36]. Equation (12)
defines the customer cost function, where the “Z” term sorts users according to θ, whereas θ is giving
information about the user type and this information is used to categorize the customers [36–39].
Details of parameters related to the customer cost function are tabulated in Table 2. Customer benefit
is defined as the difference between the incentive received by him and the cost incurred by him. Utility
benefit can be stated as the difference between the cost of the load curtailed by user and the incentive
obtained by the user. The mathematical model of the benefit function is as follows:

Benefit function of the utility:
V2 = λx − y (10)

Equation (10) denotes the benefit function of the utility where term “λx” is the total hourly benefit
to the utility when it does not deliver “x” kW power to a specific customer at the rate of “λ ” dollars
per kWh [12]. The term y is compensation in terms of incentive which is paid to customer for reducing
its load by “x” kW.

Benefit function of the customer:
V1 = y − c (11)

where:

V1: Customer benefit in $/kWh. It must be V1 ≥ 0 for user participation.
V2: Utility benefit in $/kWh.
x: Curtailed power by customer in kW;
y: Monetary compensation the customer receives in $/kWh;
λ: Cost of power.

Equation (11) denotes the benefit function (V1) of the customer, where c is the monetary loss to
the user who reduces his power requirement by “x” kW when DSM is applied and “y” is monetary
incentive value that the customer receives. The customer would only participate if V1 ≥ 0, meaning he
gets some benefit.

The customer cost function for the ith customers can be modeled as:

ci = A + B − Z (12)
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A = K1,ix2
i , B = K2,i xi, Z = K2,ixiθi (13)

and K1,i, K2,i are coefficients related to the costincurred by customer i.
The main interest of the utility is to maximize its benefit (V2). If the number of users is “i” then it

can be mathematically expressed as max(λixi − yi). A block diagram representation of this expression
is shown by Figure 6.

 
Figure 6. Block-diagram model of utility objective function.

The above demand response model maximizes the expected benefit for the utility when
implemented over the total optimization period of twenty-four hours. With considering maximum
powertarget and the total budget as practical constraintsit can be modeled as:

max H(X) = max
T=24

∑
t=1

n

∑
i=1

[λi,txi,t − yi,t] (14)

subject to:
T

∑
t=1

[yi,t − {(K1,ix2
i,t) + (K2,ixi,t)− (K2,ixi,tθi)}] ≥ 0 (15)

T
∑

t=1
[yi,t − {(K1,ix2

i,t) + (K2,ixi,t)− (K2,txi,tθi)}]

≤
T
∑

t=1
[y(i−1),t − {(K1,(i−1)x2

i,t) + (K2,(i−1)xi,t)− (K2,(i−1)x(i−1),tθ(i−1))}]
(16)

T

∑
t=1

n

∑
i=1

yi,t ≤ TB (17)

24

∑
t=1

xi,t ≤ CPi (18)

where i, n, t, T hold integer values only, and i ranges between 1 ≤ i ≤ n, in Equation (15) and
2 ≤ i ≤ n, in Equation (16), and “TB” denotesthe total budget of the utility. The daily limit of
power interruptibility for customer i is denoted by CPi. Equation (15) denotes the constraint which
restricts the incentive of an end-user on a daily basis. The constraint of Equation (16) is to restrict
the customer benefit, which must be greater for greater curtailed customer power. The constraint
denoted by Equation (17) limits the total utility payment to end-users as an incentive within its budget.
The constraint represented by Equation (18) controls the individual curtailed customer power (on total
time horizon).

3.3. Multi-Objective Formulation

The DSM problem in this paper involves two objectives, fuel cost minimization and utility benefit
maximization. Putting Equations (2) and (14) together represents the DSM problem as a multi-objective
optimization problem. However, the optimization tool adopted in this paper is TLBO, which is a
single-objective optimization algorithm.

Thus, to implement TLBO both of the functions need to be converted into the same type.
We converted the objective represented by Equation (14) from a maximization problem to a
minimization problem by multiplying it with (−1). This transformation is represented in Equation (19).
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The two objectives represented by Equations (2) and (19) are scalarized by pre-multiplying each
of them with a weighing factor “w” and “(1 − w)” such as the total weight: w + (1 − w) = The overall
single-objective optimization problem is represented by Equation (20):

min
T(=24)

∑
t=1

n

∑
i=1

(
yi,t − λi,txj,t

)
(19)

minF(X) = min

[
(w)

{
T

∑
t=1

n

∑
i=1

Cl(Pl,t) +
T

∑
1

Cr(Prt)

}
+ (1 − w)

{
T(=24)

∑
t=1

n

∑
j=1

(yi,t − λi,txi,t)

}]
(20)

where xi,t, yi,t, Pw,t, Ps,t, Pr,t, Pl,t are decision variables.
In this work we transformed the constrained objective function into the unconstrained objective

by adding penalty terms for each constraint violation (Equations (4)–(9) and (15)–(18)). In the present
work we a have given equal weighting to both objectives.

There are many methods to handle the constraint of an objective function in an optimization
problem. In the present work, we designed the constraints of our objective function using an exterior
penalty approach in which infeasible design variables are penalized, but feasible design variables are
not penalized [40].

4. Teaching-Learing-Based Optimization (TLBO) Algorithm

Under this section TLBO is first introduced, and then its adaptation for multi-objective formulation
has been presented.

In [29] six different meta-heuristic algorithms including TLBO are compared. These algorithms
are, namely, Whale Optimization, Fire Fly, PSO, Differential Evaluation, and GA. This compression
is done mainly in terms of selecting the best suitable optimization method for cost minimization of
the micro-grid. In terms of convergence characteristics analysis among these methods TLBO reported
the fastest convergence. Search agents of TLBO are found more effective to explore the feasible
search space. It is reported in the [29] that TLBO search agents require the least effort. Among the
above-mentioned six meta-heuristic techniques TLBO is reported as the best in most of the conditions.

The microgrid DSM is a multi-objective problem, and TLBO is a promising method for
optimization. TLBO is proposed by [27,28]. The algorithm is divided in two phases, namely, teacher
and learner. This phase of TLBO is explained below.

A. Teacher Phase:
In this phase a teacher tries to improve the average result of the class in his subject. In this

identification of the best solution from the population is done on the based on the objective function value.
If Xk,i is the fittest solution at any iteration i then it can be represented as Xj,kbest,i. Calculation

of the mean result of the learner, in a subject j will be done in the next step. The effort of the
teacher to improve the mean result of the class in his subject depends on the capability of the teacher.
This improvement in the existing mean result is modeled as:

Di f f erence_Meanj,k,i = rj,i(Xj,kbest,i − Tf Mj,i) (21)

where:

Xj,kbest,i: Result of the best learner in subject j;

rj,i: Random number in the range [0, 1]; and

Tf : Teaching factor. It decides the value of mean to be changed the value of Tf is selected in random
way with equal probability as:

Tf = round[1 + rand(0, 1){2 − 1}] (22)

128



Energies 2019, 12, 370

updated solution in the teacher phase:

X′
j,k,i = Xj,k,i + Di f f erence_Meanj,k,i (23)

where:

Xj,k,i: A value in the solution,

X′
j,k,i: Updated value of Xj,k,i. Accept X′

j,k,i if it gives better value of the function

j: jth design variable. Denotes subject chosen by the learners. j = 1, 2, . . . , m;
k: kth member of population. Denotes learner. k = 1, 2, . . . , n;
i: ith iteration, i = 1, 2, . . . , Gmax,
Gmax: Denotes maximum iterations.

All the values of the function accepted in this phase are reserved and treated as the learner
phase input.

B. Learner phase:
In this phase learners improve their knowledge by interaction. A population size of n is considered.

At any iteration, random compression between learners is done. Random selection of two learners is
conducted, namely, P and Q. For these two randomly-selected learners X′

P,i �= X′
Q,i. Updated values

of the first phase:

X′′
j,P,i =

{
X′

j,P,i + rj,i
(
X′

j,P,i − X′
j,Q,i

)
, f (X′

P,i) < f
(
X′

Q,i
)

X′
j,P,i + rj,i

(
X′

j,Q,i − X′
j,P,i

)
, f (X′

P,i) > f
(
X′

Q,i
) (24)

X′′
j,P,i is accepted if it provides a better function value. Accepted function values at the end of the

learner phase are reserved and treated as the input of the next iteration.
The steps involved in programming for TLBO implementation in presented paper and its flow

chart are given in below section.

TLBO Steps Adopted to Optimize Multi-Objective DSM Function F(X)

In this section step needed to adopt TLBO to optimize F(X) is presented first and followed by its
flow chart illustration as given in Figure 7.

Step1: Initialize population, design variables (X) of DSM program, and termination criterion:

X = [Pl,tPr,tPw,tPs,txi,tyi,t] (25)

Step2: Calculate the mean of each design variable:

Di f f renceMean = r
(

Xi(s)− Tf X(s)
)

(26)

In the above equation X(s) mean the result while “r”: random number, ∈ [0, 1]. The value of Tf
determined randomly as:

Tf = round[1 + rand(0, 1){2 − 1}] (27)

Step3: Determine the fittest solution.
Step4: Improve the solution according to the fittest solution:

X′
i(s) ← Xi(s) + r

(
Xi(s)− Tf X(s)

)
(28)

Step5: Determine the better solution between X′
i and Xi.

Step5(a): If the above condition is not satisfied then reject the new result and keep the previous
one and go to the next step.
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Step5(b): If the condition is satisfied then accept the new one by replacing the old and go to step6.
Step6: Choose two random solution X′

i and X′
k.

Step7: Determine fittest solution between X′
i and X′

k.
Step7(a): If X′

i is better than X′
k then perform the update below and go to Step8:

X′
i(s) + r

(
X′

i(s)− X′
k(s)

)
→ X′′

i(s) (29)

Step7(b): If X′
i not better than X′

k than perform the below update and go to the next step.

X′
i(s) + r

(
X′

k(s)− X′
i(s)

)
→ X′′

i(s) (30)

Step8: Is solution X′′
i better than X′

i?
Step8(a): If the condition is not satisfied then reject X′′

i, keep X′
i and go to step9.

Step8(b): If the condition is satisfied then accept X′′
i, replace X′

i and go to the next step.
Step9: Is the termination criteria satisfied? If the answer is yes then go to the next step; otherwise

start the whole process again from step2.
Step10: Report the optimum solution.

 
Figure 7. Flow chart of TLBO implementation to optimize F(X).

5. Object-Oriented Usability Indices (OOUI)

Under this section the proposed indices are defined and discussed.
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Peak load shaving and increased integration of renewable sources were identified as the main
objectives of a demand-side management program. A usability index is expected to present the
fulfillment of these two objectives in any specific case study via quantified numerical factors.
The outcome of any demand response program does not contain any such indices directly based
on which the relative fulfillment of these objectives could be identified. In the absence of such indices,
the policy decision of going with demand-side management may not produce the optimized result all
the time. Therefore, OOUI are proposed in this section to indicate the relative fulfillment of the two
main objectives.

In a power network, the electricity demand varies with time which is presented through the
load profile. The power operator faces a challenge of balancing load and generation when peak load
conditions appear. Demand-side management, when appropriately performed, reduces some load in
peak hours and relieves the operator’s stress. Load factor, which is the ratio of the average load on the
generator over a period of time to the peak load in the same time interval, indicates the variability of
the load. A low load factor indicates that the load is highly variable. A high load factor is desirable for
the economic feasibility of plant.

If a demand response program performs as per the requirements, it should reduce the load in
peak hours and, therefore, the load factor should improve after allying DSM. A peak power shaving
factor is defined as:

mpps =
LFDSM

LFWDSM
(31)

where LFDSM is the load factor of the power network when DSM is applied and LFWDSM is the load
factor of the power network when it operates without demand response. If DSM successfully shaves
the load in peak hours, then the load factor will improve and the peak power shaving index will be
greater. For better peak power shaving operation, mpps should be as high as possible.

Renewable energy generators are often small in size and unpredictable in terms of availability.
Therefore, the generation support from these sources may or may not always be helpful for the
power operator. A good demand response program, in terms of renewable energy integration, is one
which ensures a good amount of load satisfied with renewable energy sources. A renewable energy
integration index indicates the percentage utilization of electrical energy from renewable-based sources.
This index is given as:

mrei =
Pgr

Pgt
(32)

where Pgr active power is supplied by renewable energy sources and Pgt is the total active
power supplied.

An overall usability index which indicates the fulfillment of both the objectives of DSM presented
by OOUI. Depending upon the specific system architecture and policy-related decisions, the relative
weighting of these two indices may vary. Therefore, the overall usability index also includes the
individual weighting and is defined as:

mdsmu f = wppsmpps + wreimrei; where wpps + wrei = 1; (33)

Above, wpps and wrei are the relative weighting of the peak power shaving index and renewable
energy integration index, respectively.

Theoretical Analysis of the Proposed Indices

This section presents the theoretical analysis of proposed indices. First of all, the analysis of the
peak power shaving index is presented, and then the renewable energy integration index is analyzed.
Finally, the overall usability index is analyzed.
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Let load demand to utility over a time interval T is given as:

dt = [d1, d2, d3, . . . . . . , dT ] , tIeT (34)

where d1, d2, d3, . . . . . . , dT , are loads during 1st, 2nd, 3rd . . . and Tth, dispatch intervals (in the
presented work hourly load variation with dispatch intervals of one hour are considered (Figure 3a).
Average load demand to utility over time period T is calculated using the expression:

1
T

T=24

∑
t=1

dt (34a)

Now the load factor with DSM (LFDSM) and without DSM (LFWDSM) is calculated using the
following expression:

LFWDSM =

(
1
T

T

∑
t=1

dt/dmax

)
and LFDSM =

(
1
T

T

∑
t=1

d′t/d′max

)
(35)

where:

t: dispatch interval.
dt: load demand to utility when no DSM is applied.
dmax: maximum load over the time period T when no DSM is applied
d′t: load demand to utility when DSM is applied.
d′max: maximum load over the time period T when DSM is applied

mpps is defined as the ratio of LFDSM/LFWDSM. This can be represented as:

mpps =

(
1
T

T

∑
t=1

d′t/d′max

)
/

(
1
T

T

∑
t=1

dt/dmax

)
(36)

Any index proposed as an indicator of DSM usability should quantify the obtained benefit. One
of the main purposes of DSM is to reduce the stress on the operator. The sudden high demand from
the load in some hours of operation puts stress over the system. Therefore, the index which shows the
benefit in terms of reduction of load should be an indicator.

Peak power index analysis can be done under the following points:

1. Peak power shaving index greater than one that is mpps > 1.
2. Peak power shaving index less than one that is mpps < 1.
3. Peak power shaving index equal one that is mpps = 1.
4. Comparative result of peak power shaving index obtained for DSM solutions.

The first condition, mpps > 1, will arise if the load factor with DSM (LFDSM) is higher than the
load factor without DSM (LFWDSM). In this condition the value of the peak power shaving index will
be higher. Here, the value of mpps indicates how much improvement is achieved in terms of load factor
after implementing DSM.

The second condition, mpps < 1, will arise if the load factor with DSM (LFDSM) is lower than the
load factor without DSM (LFWDSM). In this condition the value of the peak power shaving index will
be lower than 1. The value of mpps in this condition indicates a decrease in the load factor value with
respect to the without-DSM case.

The third condition, mpps = 1, will arise if the load factor with DSM (LFDSM) is equal to the load
factor without DSM (LFWDSM). This also indicates that the load factor without DSM is equal.

If the peak power shaving index is calculated and presented for different solutions of DSM, then
its relative higher value indicates a better load factor compared to the DSM outcome in other cases.
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Coincidently, if all DSM solutions are equally good considering load reduction, then the higher value
of the peak power shaving index in a specific DSM program can give a ranking of achieved relative
peak shaving.

The following example gives an illustrative view about the application of the peak power shaving
index. Let us assume that there is a DSM scheme, F(X), for a grid-tied microgrid. This DSM is adopted
for five different availability conditions of renewable energy. These conditions are named as case 1,
case 2, case 3, case 4, and case 5. The proposed peak power shaving index is calculated for each case
and their values are presented as ‘mpps’.

If the operator wants to know that, among all five cases, in which case maximum peak shaving
has been achieved, the answer can be provided by the values of mpps. To demonstrate the working
of mpps, a bar chart is plotted. Indicator values as given in Figure 8 represent that in case 3 the peak
power shaving index hold maximum value which indicate that the percentage contribution of peak
power shaving is the maximum in case 3 relative to other DSM cases. Additionally, the higher value of
case 3 indicates that the load factor in this case with respect to other cases is much better.

Figure 8. Illustrative graph for peak power shaving index.

The ratio of active power from renewables (Pgr) to total active power
(

Pgt
)

quantifies the
involvement of renewable energy. Suppose if the value of this index is 0.26, then it means renewable
energy contribution in this case to fulfill total demand is 26%. The lowest possible value for this index
can be zero, which will indicate the condition of no-contribution of renewable energy in fulfilling the
demand. If the value of mrei is equal to one than it mean 100% renewable energy is used to fulfill all
the demand.

If the operator wants to know that, among all cases, which one achieves relatively major
integration of renewable energy sources while implementing DSM, mrei can help here by providing a
numerical value in the form of an index. The DSM case with a higher value of mrei involves a greater
renewable energy percentage to fulfill load demand.

An overall usability index indicates DSM usability combined with peak load shaving and
renewable energy integration. Depending upon the specific system architecture and policy-related
decisions, the individual weighting of mpps and mrei may vary.

In extreme cases, if the weight associated with mrei is set at 0 and the weight associated mpps is
set at 1, then the overall usability index (represented by mdsmu f ) becomes equal to the peak power
shaving index. Thus, it indicates that the desired aim of DSM is only to take care of peak power
shaving. Similarly, if this extreme setting is interchanged for DSM, it can be concluded that the DSM
scheme is only focusing on renewable energy integration and has zero interest in achieving load factor
improvement or peak power shaving.

6. Case Studies, Simulation Results, and Discussion

Under this section we first present the different renewable energy availability cases. Simulation
results of the multi-objective formulation of the DSM using the TLBO method in the MATLAB
environment is presented next. Finally, determination of OOUI, followed by a discussion, is conducted.
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Figure 9 represents the approach adopted in the presented work with respect to the application
and usability of the proposed indices. First of all, a microgrid multi-objective DSM formulation (F(X))
is conducted. In the next step the TLBO algorithm is adopted to solve F(X), and the optimized results
are obtained. From these solutions the proposed OOUI are calculated and made available to the
operator. A MATLAB-based simulation has been performed to obtain all of the simulation results.

It is considered that the participation of all loads is equally shared, and each type of load has equal
right to make a decision to get involved in the demand response program. The microgrid operator has
the information about the interruptible energy limit of the user on per day bases and this information is
used to index the end users in order of increasing interest to diminish their energy need. Additionally,
the outage cost function coefficients (K1,i and K2,i) of involved users are considered to be known to
the operator. The daily utility budget is $500.

p y y g

 
Figure 9. Schematic of the proposed indices application in a grid-tied microgrid.

6.1. Case Studies, Simulation Results

Solution of the multi-objective formulation of DSM is obtained using TLBO for five different
scenarios of renewable energy availability in the microgrid. These scenarios are presented as cases 1–5.
Case 1 deals with the condition of average wind and average solar availability; in this case total
availability of renewable power is 346.24 kW. Case 2 considers the maximum wind and average solar
availability and total renewable power availability in this case is 400.5 kW. Case 3 is when wind
availability is at a minimum, and solar availability is average and overall availability of renewable
sources is 275.03 kW. Average wind and maximum solar availability are termed as case 4; in this
case renewable energy availability is 362.76 kW. Finally, case 5 deals with the generation scenario
when the wind is average and solar has minimum availability, and the total availability of renewable
energy is 296.01 kW. The solar power availability and wind power availability under different cases are
represented in Figures 10 and 11; these figures present the hourly variation of solar and wind energy
availability in different cases.

Under all of these conditions the DSM program is run, and the iteration vs. fitness value plots are
given in Figure 12. The results indicate that the optimization target is achieved around 2000 iterations
in all cases. As a result of the optimization new load profiles are obtained for each case. These new
load profiles are in accordance with the two objectives of F(X). These load curves for different cases
are plotted and presented in Figure 13, with and without the DSM load curve. Values of parameters
obtained from these load curves are listed in Table 3. Total, average, and peak demand when DSM is
not implemented is 864.9 kW, 36.0375 kW, and 42.09 kW, and the load factor is 0.84. These parameters
are needed to calculate OOUI values.
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Figure 10. Energy availability from wind.

Figure 11. Energy availability from solar.
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Figure 12. Convergence curves of TLBO in the case of the F(X) objective.

Figure 13. Load curves obtained for cases 1–5 with DSM.

Table 3. Load curve data for DSM cases 1–5.

Cases
Total

Demand (kW)

Avg.
Demand (kW)

Peak
(kW) Load Factor

Renewable
Energy Availability

(kW) (%)

case 1 780.236 32.50983 39.25754 0.828117 346.24 34.62
case 2 793.9236 33.08015 41.66873 0.793884 400.45 40.04
case 3 767.8551 31.99396 39.95539 0.800742 275.03 27.50
case 4 771.3937 32.1414 40.25102 0.798524 362.76 36.27
case 5 775.5615 32.31506 39.35548 0.821107 296.01 29.60

6.2. Calaulation of Proposed Indices

The calculations of the proposed indices are based on the mathematical relation as given in
Section 5. Table 4 presents the calculated values of these indices under all five cases studied.
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The renewable energy integration index presents how much the participation of renewable
sources has been achieved. The peak power shaving index indicates how much peak load shaving has
been achieved. The overall usability index is calculated with the help of the weighted sum of these
two indices.

This work considers three different weighting scenarios named as scenario 1, scenario 2,
and scenario 3. In scenario 1, equal weighting

(
wpps = wrei = 0.5

)
is given to both objectives. In the

second scenario, the renewable energy integration has been given higher weighting (wrei = 0.9). In the
third scenario, the peak power shaving remains the preferred objective and has higher weighting
(wpps = 0.9). Table 4 presents the calculated indices and overall index under all five cases of energy
availability and weighting scenarios. The peak power shaving targets are achieved with the maximum
amount in case 1 when wind and solar energy availabilities are average.

Table 4. OOUI for DSM.

Cases W(kW) S(kW) mpps mrei
ms1

dsmuf ms2
dsmuf ms3

dsmuf

(wpps = 0.5, wrei= 0.5) (wpps = 0.1, wrei = 0.9) (wpps = 0.9, wrei = 0.1)

Case 1 Average Average 0.986 0.444 0.715 0.498 0.932
Case 2 Maximum Average 0.945 0.504 0.725 0.548 0.901
Case 3 Minimum Average 0.953 0.358 0.655 0.418 0.894
Case 4 Average Maximum 0.951 0.470 0.711 0.518 0.903
Case 5 Average Minimum 0.978 0.382 0.680 0.441 0.918

W and S: Wind power availability forecast, while S denote Solar power availability forecast. mrei : Renewable energy
integration index; mpps: Peak power shaving index. wpps: Weighting of mpps: and wrei for mrei . mdsmu f : Overall
usability index. ms1

dsmu f : It is for scenario 1. In this scenario weighting of two factors are wpps = 0.5 and wrei = 0.5.

ms2
dsmu f : It is for scenario 2. In this scenario weighting of two factors are wpps = 0.1 and wrei = 0.9. ms3

dsmu f : It is for
scenario 3. In this scenario weighting of two factors are wpps = 0.9 and wrei = 0.1.

The next best case is case 4 when wind availability is average and solar energy is at maximum
availability. This indicates that a significant amount of peak power shaving can be achieved when
at least an average solar availability is ensured. The reason can be attributed to the solar availability
in peak load duration. With average or maximum availability, solar provides additional support to
conventional generators and the grid in easing the peak load conditions. Renewable energy utilization
is another objective of DSM. The renewable energy integration index indicates the fractional quantity
of renewable generation concerning a conventional generator. The calculated values indicate that
maximum integration of renewable energy is achieved with DSM in case number 4, where wind
availability is average and solar availability is the maximum. In general, the condition where both
have maximum availability should be the best scenario for renewable energy utilization.

For such condition to occur, a combination of suitable weather conditions is required. Therefore,
the next best situation is when one source generates the maximum and the other generates average
energy. These two conditions occur in case 2 and case 4. However, as the values of the renewable
energy integration index indicate, solar energy has more impact on fulfilling this target. When both
the indices are combined to obtain a final index, which presents the object-oriented DSM usability,
the condition for the maximum benefit of DSM is obtained. As can be seen from Table 3, the overall
maximum benefit from DSM can be achieved in case 3, when wind provides minimum energy and solar
provides average energy. This conclusion remains valid for any weighting given to either objective
of DSM. Whether either objectives have equal weighting, or one of them has higher weighting, the
best result can be obtained only in case number 3. This conclusion can help in policy-making while
deciding to adopt the DSM for any specific system. Figures 14 and 15 present the different indices in
plots where the conclusion can be easily identified and established.
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Figure 14. Plot of OOUI for DSM.

Figure 15. Plot of OOUI for DSM in different cases and scenarios as described in Table 4.

6.3. Discussion of the Results with Comparative Analysis

This section is divided into the following two parts: (A) The findings of the present work
are discussed keeping the focus on the obtained values of the proposed indices for DSM; and (B)
comparative discussion with similar studies published by other authors to show the uniqueness of the
present work.

(A) Observation of Tables 3 and 4, focusing on the numeric values of peak power shaving index,
reveals two things: (1) regarding peak shaving and (2) the load factor. A close look of Tables 3 and 4
shows that the peak shaving actor holds adirect relation with the load factor and a reciprocal relation
with peak shaving. Observation of Table 5 reveals that case 1 holds rank 1 when ranking is done
on the basis of the peak power shaving index. This indicates that when DSM is applied to case 1
then it achieves maximum peak shaving in obtaining its objectives. Case 2 is ranked 5th on the
basis of the peak shaving index value, which means that peak reduction is the minimum in this case.
In case 2 the maximum peaks are 41.67 kW (Table 3) which is very close to without DSM load curve
peak (42.09 kW). Figure 13 (case 2) shows that in this case DSM also reduces the overall demand
and achieves its objectives, but is poor in terms of peak shaving. In terms of higher peak reduction,
cases 1–5 can be arranged as follows: case 1 > case 5 > case 3 > case 4 > case 2.

Observation of Tables 3 and 4, while focusing on the numeric values of renewable energy index,
reveals that its value is the maximum in case 2 and the minimum in case 3. This indicates that the
percentage contribution of renewable energy in fulfilling the total load demand is the maximum with
respect to other cases.
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Table 5. OOUI ranks of DSM.

Rank
Criteria for Ranking DSM

mpps mrei ms1
dsmuf ms2

dsmuf ms3
dsmuf

1 Case 1 Case 2 Case 2 Case 2 Case 1
2 Case 5 Case 4 Case 1 Case 4 Case 5
3 Case 3 Case 1 Case 4 Case 1 Case 4
4 Case 4 Case 5 Case 5 Case 5 Case 2
5 Case 2 Case 3 Case 3 Case 3 Case 3

In case 2 total power requirements for the users is 793.92 kW and the renewable energy integration
index value is 0.504, which indicates that the contribution of renewable energy in the total requirement
is 50.4%. Cases 1–5 can be arranged according to renewable energy contribution in their total demand
as follows: case 2 > case 4 > case 1 > case 5 > case 3.

Observation of Table 4, while focusing on the numeric values obtained for the overall usability
index, giving equal weighting (0.5) to peak power shaving and the renewable energy integration index
shows that it holds a maximum value for case 2 and a minimum for case 3.

The overall usability index indicates the relative effectiveness of DSM in reducing peak power
and utilizing renewable energy simultaneously while achieving its objectives. Observation of Tables 4
and 5 for ms1

dsmu f shows that case 2 has rank 1 as in this case the combined impact of peak power
shaving and renewable contribution is the highest (Tables 3 and 4, verified this).

Table 5 shows that ranking of the overall usability index followed the pattern of mrei ranking
when high weighting (wrei = 0.9) is associated with the renewable energy integration index (Table 4).
The overall usability index tends to follow the pattern of mpps ranking when weighting (wpps = 0.9)
shifted toward mpps. Table 5 shows the ranking based on different criteria.

(B) Previous works have also tried to present a framework or factor for DSM. In a study, an impact
analysis of DSM is presented through the Inverted Load Duration Curve (ILDC) [41]. This study
remodels the power network by taking the Inverted Load Duration Curve. DSM is applied for the
renewed model and the DSM impact is presented through a model, which is named as “VPI model”.
This presents the benefit of DSM in a quantified manner in corresponding to only the load, whereas
this work presents the benefit quantification corresponding to both renewable generation and loads.

As discussed in the introduction section, similar indices are proposed in [30], wherein the
economic and technical benefits are enumerated and quantified and two indices are proposed based
on current reduction and cost of one kWh. However, the technical benefits take in account only the
reduction in loads and do not consider the effect of different types of generation.

The VPI model as proposed in [41] is further extended and analyzed for a big power network
in [42]. The influence of DSM is calculated and evaluated based on load reduction only. The impact of
renewable energy generation and small DG’s are not discussed. Additionally, the quantified value is
not presented in terms of any general index.

In [43], a set of performance indicators are proposed to design a new energy management
system. The focus of these indicators is consumption allocation to individual load, total consumption,
cost allocation, total cost, maximum consumption, energy usage, and hourly distribution of
energy. The systems under study in this paper were Supervisory Control and Data Acquisition
(SCADA)-based connected loads and generation units. The formulation of DSM is not discussed, and
the mathematical formulation of indicators is not presented through any simulation results. In another
work, a decision support framework is presented for selection of the demand response method [44].
The proposed framework of [44] is based on cost minimization and load scheduling. The work,
however, does not consider any role of renewable and focuses only on energy management.

Table 6 shows the uniqueness of the present work with respect to studies done by other
authors [30,41–44] in a comparative manner.
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7. Conclusions

The main finding of this paper is to provide the OOUI, namely, peak power shaving index,
renewable energy integration index, and overall usability index. OOUI allows quantifying of the
technical and economic benefits from DSM. The formulated indices are helpful for the operator in
identifying the relatively more suitable operating condition, and relatively more beneficial, for DSM,
which can help in policy-related decisions. The economic benefit of demand response can also be
quantified using the proposed index mechanism.

The concluding numeric values of the indices obtained are listed in Table 4. The ranking of DSM,
in Table 5, is done on the basis of these values. Observation of Table 5 gives clear information that the
peak power shaving index value is the maximum in case 1. This indicates that the DSM application in
case 1 results in the maximum peak shaving. Similarly, the renewable energy integration indicator
value is the maximum in case 2. This indicates that the renewable energy contribution to fulfilling load
demand is the maximum in case 2. Based on the two indices as described above, an overall usability
index is designed. It is observed from results that the overall usability index has the maximum value
in case 2 when other two indices are given equal weight.

The overall importance of this paper is that it provides a mathematical tool for OOUI. These indices
provide additional aid to the operator in identifying the conditions in which DSM provides more
benefit in terms of peak power shaving and renewable energy integration. Thus, it can help the
operator in policy-related decisions. In other existing works, the quantification of the DSM benefit is
made either through a load curve or through generation reduction. However, these existing works have
not considered both load change and renewable energy integration simultaneously. The presented
simulation-based analysis establishes that the proposed OOUI can successfully quantify the two
important benefits, curtailments of peak load and harnessing the renewable energy. Additionally, the
two benefits can be clubbed together and presented as a single overall usability index.

The proposed approach shows that OOUI have the potential to determine a DSM solution,
which can provide relief to both the utility and customers by promoting higher renewable energy
penetration and simultaneously shaving the peak load. A limitation of the current approach is that
OOUI are obtained and analyzed for the DSM solutions obtained for multi-objective formulation, F(X),
using single objective optimization algorithm TLBO. In future work, this index-based approach can
be analyzed for different multiobjective DSM models incorporating a multi-objective optimization
algorithm. These DSM models can be based on different demand response programs, such as an
emergency demand response program, and critical peak pricing.
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Abstract: Remote microgrids with battery energy storage systems (BESSs), diesel generators, and
renewable energy sources (RESs) have recently received significant attention because of their
improved power quality and remarkable capability of continuous power supply to loads. In this
paper, a new proportional control method is proposed using frequency-bus-signaling to achieve
real-time power balance continuously under an abnormal condition of short-term power shortage in a
remote microgrid. Specifically, in the proposed method, the frequency generated by the grid-forming
BESS is used as a global signal and, based on the signal, a diesel generator is then controlled indirectly.
The frequency is controlled to be proportional to the AC voltage deviation of the grid-forming BESS to
detect sudden power shortages and share active power with other generators. Unlike a conventional
constant-voltage constant-frequency (CVCF) control method, the proposed method can be widely
applied to optimise the use of distributed energy resources (DERs), while maintaining microgrid
voltages within an allowable range, particularly when active power balance cannot be achieved only
using CVCF control. For case studies, a comprehensive model of an isolated microgrid is developed
using real data. Simulation results are obtained using MATLAB/Simulink to verify the effectiveness
of the proposed method in improving primary active power control in the microgrid.

Keywords: microgrid; energy storage system; distributed generator; frequency control; active power
control; autonomous control; droop control; frequency bus-signaling

1. Introduction

The penetration of renewable energy sources (RESs) such as photovoltaics (PVs) and wind
turbines (WTs) is steadily increasing due to enhanced price competitiveness and the requirement of
sustainable energy mixes. However, intermittent power outputs of RESs are detrimental to frequency
and voltage stabilities, particularly in a small power system: e.g., a microgrid possessing a low moment
of inertia [1,2]. A microgrid is an integrated platform that consists of power generation units, energy
storage systems (ESSs), and demand response (DR) resources, whose operations are managed in a
localised manner. The platform can be equipped with various functions for local power and energy
management [3] under both grid-connected and islanded operating modes. In islanded mode, power
demand and supply should be always balanced by itself using such distributed energy resources
(DERs) in the system.

Electric utilities have technical difficulties in connecting remote microgrids on small oceanic
islands to a bulk power grid on the mainland. It is also cost-ineffective and, therefore, electric
power supply in these remote microgrids relies primarily on diesel generators located in the area.

Energies 2019, 12, 511; doi:10.3390/en12030511 www.mdpi.com/journal/energies144
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Power outputs from diesel generators can be adjusted in real time to achieve power balance and
hence maintain frequency and voltage stabilities [4]. However, heavy reliance on conventional diesel
generators can lead to the following problems:

• Degradation of power quality and reliability due to the low inertia moment and constant-speed
control scheme of diesel engines [2,5].

• High generation cost and volatility due to fuel import and transportation [6,7].
• Environmental issues such as carbon emission and air/noise pollution [6–9].

The development of ESS technologies has enabled RESs to become an attractive option for
supplying electricity in such remote microgrids [4,6]. This is mainly because inverter-interfaced ESSs
can alleviate the effects of intermittency of RESs on the operating stability of an isolated microgrid [10],
given large penetration of RESs. Specifically, a battery energy storage system (BESS) can operate as
a grid-forming unit that primarily regulates microgrid voltage and frequency [11–13]. A microgrid
operator can access the BESS inverter and control the charging or discharging power of the battery
within a short period of time [13], while maintaining state of charge (SOC) within an acceptable
range for device protection and continuous use for other microgrid operating schemes (e.g., economic
dispatch) [11–15]. Other DERs can be considered as grid-feeding units that follow the reference signals
of active and reactive power.

In previous studies [14–39], grid-forming BESSs were widely used for the operation of isolated
microgrids. In [16], a constant-voltage constant-frequency (CVCF) control scheme was adopted for
BESSs to maintain frequency and voltages at their rated levels and consequently achieve real-time
power balance in an isolated microgrid. In [17–26], the control scheme was practically applied to
isolated microgrids in remote islands (including several islands in South Korea) mainly due to simple
implementation and low fluctuations in grid frequency and voltages. However, the scheme requires
large capacities of battery and inverters to achieve the real-time power balance under the condition on
large variations in load demand and RES power outputs. To mitigate the operational burden of the
BESS, centralised control methods were discussed in [15,27–30] for secondary active power regulation
using real-time communications systems. Although such centralised methods are effective in optimal
and robust operation of microgrids, they are vulnerable to a single point of failure (i.e., a part of a
system that prevents the normal operation of the entire system if it fails). This degrades the reliability
of isolated microgrids [31,32].

This challenge was considered in [33–37]; decentralised and autonomous control schemes were
adopted as alternative options in which device-level controllers of individual units operate using
local measurements of microgrid frequency. Unlike the centralised control schemes, the decentralised
schemes allow the microgrid to operate continuously with the plug-and-play feature [31] (even under
the condition of the single-point failure) and hence improve the operational reliability of the microgrid.
In the decentralised schemes, droop controllers were commonly used to achieve power sharing among
DERs. For example, power-and-frequency droop controllers were discussed to coordinate RESs and
ESSs in [33,34] or adjust terminal voltage of the battery bank in [14]. In [34], the decentralised active
power management scheme of multiple BESSs and distributed generators (DGs) was developed
using multi-segment power-frequency characteristic curves. However, droop control has an inherent
limitation that causes continuous fluctuations in microgrid frequency during the process of real-time
power balancing [35]. Therefore, in [25,36–38], bus-signaling methods (rather than droop control
methods) were exploited to induce the mode-change of DERs using the frequency and voltage control
signals of BESSs while maintaining the SOC levels within allowable ranges. In [37], both droop control
and bus-signaling methods were integrated with the CVCF controller mainly to maintain the SOC
value of the BESS at a pre-determined level. However, these methods mainly focused on the battery
energy management rather than the real-time power management in the microgrid.

Based on these observations, this paper proposes a new decentralised scheme integrated with
frequency-bus-signaling and droop control based on a single-master and multiple-slaves configuration
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mainly to improve power sharing and real-time power balancing under the condition where serious
disturbances occur in an isolated microgrid. In coordination with the CVCF controller, the proposed
scheme enables the BESS to control the microgrid frequency in response to the change in AC voltages,
given that unexpected voltage changes at the grid-forming converter bus indicate the instantaneous
active power imbalance in the microgrid [39]. The proposed decentralised scheme enables autonomous
power management in the microgrid via the coordination of the BESS with other DERs (particularly
for the condition of lack of power generation), minimising the frequency and voltage deviations.
Simulation case studies are performed using detailed models of an isolated microgrid in South Korea
implemented with real parameters. Case study results demonstrate the effectiveness of the proposed
control scheme in [40] mainly from the aspects of the following key advantages:

• Given extreme disturbances (such as a trip of the DGs), real-time power balance in an isolated
microgrid is achieved without using communication systems.

• It has a simple structure and hence can be easily implemented in the outer control loop of the
grid-forming BESS while ensuring the normal operations of inner control loops and, consequently,
the device-level stability.

• Only the CVCF control is activated under normal operating conditions, minimising the fluctuation
of microgrid frequency and active power of other DGs.

It needs to be noted that this paper is an extended version of our previous paper [40], including
further improvements over [40] that can be summarized as follows:

• Performing additional literature review and further clarification between the proposed control
scheme and conventional methods discussed in [11–42].

• Supplementing detailed explanations on the proposed control method and its simulation results,
as well as the test bed with respect to load models and diesel generators

• Performing simulation case studies with consideration of practical microgrid components such as
dead-bands and maximum/minimum limiters.

2. System Description

2.1. Geocha Island Microgrid

Figure 1 shows Geocha Island, located on the southwestern coast of South Korea. It consists of
the West- and East-Geocha Islands which are 3.23 km2 and 2.29 km2 in area, respectively.

Figure 1. Isolated microgrid on Geocha Island, South Korea.

In 2017, a remote, isolated microgrid was established by the Korea Electric Power Corporation
(KEPCO), mainly because of the difficulty in laying electrical power lines between the island and
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the Korean mainland. As shown in Figure 1, the main electrical facilities and power lines have no
connection to the main grid. The west and east islands are connected via a 6.9-kV distribution line,
which is characterised by a floating delta connection [26].

Figure 2 shows a schematic diagram of the microgrid configuration. The upper and lower parts
represent the distribution lines in the west and east islands, respectively. The microgrid includes
a 250-kW, 500-kWh BESS, a 100-kW PV, a 100-kW WT, and three 150-kW diesel generators. In the
isolated microgrid, an energy management system (EMS) has been implemented to monitor the
real-time operation of the DERs. Specifically, the PV and WT operate using maximum-power point
tracking (MPPT) algorithms to maximise their power outputs for variations in solar insolation and
wind speed, respectively [43,44]. In addition to the PV and WT, the diesel generators supply power
as a grid-feeding unit to meet the load demand and maintain the SOC levels of the BESS within an
acceptable range. The BESS operates as a grid-forming unit in charge of providing the primary reserve
to the microgrid. While acting as a grid-forming unit, the BESS regulates the voltage and frequency of
the isolated microgrid at the rated values using a CVCF control scheme to maintain the active and
reactive power balance in a primary control level.

Figure 2. Schematic diagram of Geocha Island microgrid.

2.2. Grid-Forming BESS

A grid-forming BESS regulates the AC bus voltage and frequency by balancing power supply
and demand in an isolated microgrid. The BESS consists of a battery pack, an LC filter, an inverter,
and a transformer (see Figure 3). It operates as an AC voltage source and determines the levels of
microgrid frequency and voltage by using conventional nested voltage and current control loops that
operate on the dq reference frame. The BESS detects the instantaneous power imbalance by measuring
the capacitor voltage Vc and recovers it to the reference value with the internal voltage and current
controller. In the conventional CVCF control scheme, the dq voltage and frequency references are
set to their rated values: i.e., Vd* = 1 pu, Vq* = 0, and f* = 1 pu. The active and reactive power
outputs of the BESS are indirectly controlled to maintain the bus voltage to the rated value. In this
study, the frequency reference is calculated to share active power with other DERs by the proposed
voltage-frequency proportional controller (VFPC), based on the level of voltage deviation, as explained
in Section 3 in detail.
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Figure 3. A schematic diagram of the grid-forming BESS and its device-level controllers.

2.3. Diesel Generator

Droop control is widely applied to improve the grid operational performance, stability, and
reliability. It is based only on local measurements and allows generators in the system to operate
autonomously. A droop control scheme is adopted such that the diesel generators can share active
power with the BESS for real-time power balance. The droop control of active power can be
expressed as:

fre f = fset − KP(Pm − Pset), (1)

where fref is the reference frequency of a generator and fset and Pset are the presets of microgrid frequency
and active power determined by the microgrid operator, respectively. Pm is a measured value of active
output power of a generator and Kp is a droop coefficient that can be determined considering the
operating frequency range in a microgrid as:

KP =
a( fmax − fmin)

Pnom
, (2)

where fmax and fmin are the maximum and minimum values of the grid frequency, respectively.
Moreover, Pnom is the nominal active power of a generator and a is a constant for determining the
droop coefficient.

Figure 4 shows a schematic diagram of the active power controller of the diesel generator.
It includes an active power droop controller and a PI controller for time-delay dynamic models
of a valve actuator, a diesel engine, and a synchronous machine. Note that the synchronous machine
was modelled using the SI fundamental block in the MATLAB/Simulink. The parameters related to
the controller are determined using those provided in [23]. The droop controller generates ωref_di and
the PI controller is used to track the reference signal by comparing ωref_di and ωm_di. Note that ωm_di is
the measured angular frequency of a diesel generator.

Similarly, the droop controller is widely used for reactive power control and consequently AC
voltage control, as shown in Figure 5. It consists mainly of a reactive power droop controller, a PI
controller, and a transfer function model of an exciter. The reactive power control can be represented
using the reactive droop coefficient Kq as:

Vre f = Vset − Kq(Qm − Qset) (3)
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Kq =
b(Vmax − Vmin)

Qnom
(4)

In Equation (3), Vref is the reference value of the bus voltage of a diesel generator. The values of Vset

and Qset correspond to the preset values of bus voltage and reactive power, respectively. In addition,
Qm and Qnom are the measured and nominal reactive powers of a generator. Moreover, Vmax and Vmin
denote the maximum and minimum voltages of the system and b is a constant for determining the
reactive power droop coefficient.

vsT+dsT+

Figure 4. A schematic diagram for the active power controller of the diesel generator.

e

e

K
sτ+

Figure 5. A schematic diagram for the reactive power controller of the diesel generator.

2.4. Basic Load Model

Load demand can be represented in terms of bus voltages [41] as:

P = P0

(
V
V0

)np

(5)

Q = Q0

(
V
V0

)nq

(6)

where P0 and Q0 are active and reactive power demands at the rated operating voltage V0. In addition,
P and Q are active and reactive power demands for actual bus voltage V. Furthermore, np and nq are
the exponents that vary depending on the inherent characteristics of the load devices. These exponents
essentially represent the sensitivities of the load demands with respect to the bus voltage V: i.e., ∂P/∂V
and ∂Q/∂V at V = V0. Equations (1) and (2) can then be represented equivalently using a ZIP model [41]
that has been commonly adopted in power system analysis as:

P = P0

[
Zp

(
V
V0

)2
+ Ip

(
V
V0

)
+ Pp

]
(7)
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Zp + Ip + Pp = 1 (8)

Q = Q0

[
Zq

(
V
V0

)2
+ Iq

(
V
V0

)
+ Pq

]
(9)

Zq + Iq + Pq = 1 (10)

where Zp, Ip, and Pp are the constant impedance, constant current, and constant power coefficients
of active power demand, respectively. Similarly, Zq, Iq, and Qq are the ZIP coefficients of reactive
power demand. The sum of the three coefficients must be equal to one, as shown in Equations (8)
and (10), to meet the rated operating condition. Note that in this paper, we focus on the active power
management in an isolated microgrid. In [42], the average value of np was known to be between 1.1
and 1.7. In isolated microgrids, np is expected to be larger due to the high proportion of resistive
loads such as heating and lighting [42]. Therefore, np has been set to 2. This assumed that the isolated
microgrid only includes constant impedance loads (i.e., Zp = 1, Ip = 0, and Pp = 0).

2.5. Active Power Balance Equation in an Isolated Microgrid with CVCF Control

Under the normal operating condition where the grid-forming BESS has sufficient power reserve
to cover the active power change of a system, the active power balance can be satisfied as:

ΔPBESS = ΔPLoad + ΔPLoss − ΔPDG (11)

where ΔPBESS and ΔPDG are the variations in the active power outputs of the grid-forming BESS and
the DGs, respectively. ΔPLoad is the variation in the rated load demand and ΔPLoss is the variation in
active power losses in the microgrid. In contrast, the active power output of the BESS reaches its limit
when the BESS does not have a sufficient power reserve. This limit can be estimated as:

ΔPBESS_max = Vc(Id_max − Id_set) (12)

where ΔPBESS_max is the maximum variation in the active power output of the BESS. In Equation (12),
Id_max and Id_set are the maximum and preset values, respectively, of d-axis current. In this situation, the
BESS cannot recover the voltage completely and, consequently, the load shedding is initiated by the
bus voltage reduction to achieve the active power balance in the microgrid, as shown in Equations (13)
and (14):

ΔPBESS_max = ΔPLoad + ΔPLoss − ΔPDG − ΔPLoad_VR (13)

ΔPLoad_VR = ∑
[

PLoad_i0

{
1 −

(
Vi
V0

)npi
}]

(14)

In Equation (14), ΔPLoad_VR is a decrease in the total load demand at under-voltage buses. A shown
in Equation (14), the value of npi significantly affects the value of Vi at which the power balance in
Equation (13) is satisfied. The smaller npi, the smaller Vi that is required to induce the enough reduction
of the load demand, causing the degradation of voltage stability and even voltage collapse. This implies
that for the microgrid with less voltage-dependent loads, the proposed VFPC becomes more effective
in alleviating the power shortage and consequently mitigate the voltage reduction. Moreover, with less
voltage-dependent loads, the proposed VFPC is capable of adjusting the frequency more successfully
by inducing active participations of other diesel generators in the real-time frequency regulation via
their P-f droop controllers.

3. Proposed Control Method

The IEEE standard recommends that the bus voltages should be regulated within 88–110% of
the rated value for the normal operating condition [45]. The CVCF controller, discussed in Section 2,
is effective in maintaining the voltages within the acceptable range particularly when the grid-forming
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BESS operates with sufficient primary reserve. Otherwise, a cooperative control scheme of the CVCF
controller of the BESS and the local controllers of other DGs needs to be implemented to exploit the
additional primary reserve capacities of the DGs for the reliable operation of the isolated microgrid.
The proposed cooperative control scheme aims at the active power sharing in an isolated microgrid
when active power balance cannot be achieved solely by the CVCF controller of the grid-forming
BESS. Figure 6 shows the flow chart of the proposed method for the decentralised active power control.
In the proposed method, the BESS operating with the CVCF controller detects insufficient active power
supply in the microgrid by measuring the input voltage of the AC bus where the BESS is connected.
It then controls the frequency proportional to the bus voltage deviation from the nominal voltage.
Further details on each module in Figure 6 will be discussed in Sections 3.1 and 3.2.

2
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changed instaneously

The BESS changes its P
to maintain Vnom and fnom

BESS BESS maxP PΔ < Δ

Active power balance is
achieved by the BESS

Active power balance is
not achieved by the BESS

The BESS detects the Vc and 
lowers f using the VFPC

The diesel generators increases 
the P by P-f droop control

Vc is mitigated and the system
converges with new V and f

The Vc is not recovered to Vnom
and the loads are reduced by (16) 

CVCF control

Proposed VFPC
NoYes

1

3

4

Figure 6. Flow chart of the proposed VFPC for the autonomous active power management at a primary
control level.

In this paper, we focus on the coordinated, autonomous control scheme of the grid-forming BESS
and the diesel generators via frequency-bus-signaling and droop control based on the single-master and
multiple-slaves configuration. Note that for simplicity, the PV system and WT operate as independent
current sources equipped with MPPT controllers without reactive power control. The proposed
scheme also can be applied to a general microgrid including multiple BESS and diesel generators.
In such microgrid, one BESS operates as a single-master unit that performs grid-forming control.
The remaining BESSs and diesel generators operate as slave units using P-f droop control for power
sharing. The operational burden on the master BESS will increase, causing the lack of active power
reserve and hence frequent power shortages. This issue can be resolved using a multi-master droop
control scheme (e.g., [13]). However, the scheme would cause continuous frequency deviations
under the normal operating condition. Therefore, the microgrid operator needs to choose an
appropriate configuration: i.e., the single-master and multiple-slaves or the multiple-masters and
multiple-slaves. We leave the coordinated control of grid-forming master units in future work, while
focusing on the development, analysis, and verification of the proposed control strategy based on the
single-master-and-multiple-slaves configuration.
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3.1. Frequency Control of BESS with VFPC

In this paper, a VFPC has been proposed to control the reference frequency of the grid-forming
BESS, so that the primary active power reserve with the diesel generators is effectively exploited and
shared in the microgrid under a power shortage condition. Specifically, in Figure 7, fnom is the nominal
frequency and fref is the reference frequency of the grid-forming BESS. The reference frequency is
determined as:

fre f = fnom + KvΔVc (15)

where ΔVc is the variation in the AC voltage estimated by subtracting the actual AC voltage from the
reference voltage of the BESS. The coefficient Kv denotes the proportional gain of the VFPC, which can
be expressed as:

Kv = c
fnom − fmin

Vnom − Vmin
(16)

where c is a constant to determine the V-f droop coefficient.

Figure 7. A schematic diagram of the V-f proportional controller for the grid-forming BESS.

In Figure 7, the limiter consists of dead-band, rate-limiter, and saturation blocks to operate only
when the primary reserve of the grid-forming BESS is smaller than the magnitude of the load demand
variation. The VFPC enables the BESS inverter to determine the system frequency for a decrease
in the AC voltage, as shown in Equations (13) and (14), which is measured at the input port of the
inverter. The diesel generators then measure the reduced system frequency and increase their active
power outputs by conventional P-f droop controllers. Since the frequency is the same throughout the
microgrid, the proposed frequency-bus-signaling method, discussed in Section 3.2, can achieve active
power sharing in an autonomous manner.

3.2. Proposed Autonomous Active Power Management

The proposed VFPC of the grid-forming BESS is activated only if the active power balance cannot
be achieved because of lack of the primary reserve of the BESS. Specifically, the capacitor voltage Vc is
not fully recovered to Vnom when the BESS has insufficient the active power reserve and hence cannot
compensate for all power imbalance in the microgrid. The BESS controls the frequency (i.e., fset to fref)
proportional to ΔVc, as shown in Figure 8(Left), and then controls the diesel generators with active
power droop curves (i.e., Pset to Pref), as illustrated in Figure 8(Right). Considering the VFPC operation,
a new power balance equation is represented as follows:

ΔPBESS_max = ΔPLoad + ΔPLoss − ΔPDG − ΔPLoad_VR − ΔPLoad_FR − ΔPDG_Droop (17)

ΔPLoad_FR = Kp f Δ f ∗ PLoad_0 (18)

ΔPDG_Droop = Pm − Pset = − 1
Kp

( fre f − fset) = −Kv

Kp
ΔVc (19)

where ΔPLoad_FR is a variation in the load demand for the change in the microgrid frequency and
ΔPDG_Droop is the variation in the active power generation by droop control. In large-scale power
systems, the load demand variation with respect to the frequency deviation can be characterized using
the sensitivity coefficient Kpf in Equation (18), which varies for the range from 0 to 3.0 [41]. However, in
this paper, the load demand is assumed to remain unchanged for the frequency deviation for simplicity.
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This assumption is also valid because the reference frequency of the BESS is controlled to vary within a
very small range, resulting in a slight variation in the microgrid frequency. For the VFPC, Equation (19)
can then be derived from Equations (1) and (15). Equation (17) also can be expressed as:

ΔPBESS_max = ΔPLoad + ΔPLoss − ΔPDG − ∑
[

PLoad_i0

{
1 −

(
Vi
V0

)npi
}]

− Kp f Δ f × PLoad_0 +
Kv

Kp
ΔVc (20)

The integration of the VFPC with the CVCF controller of the grid-forming BESS enables additional
primary reserve from the diesel generators to be exploited for real-time power balance in the microgrid
via their active power droop control loops. In this way, autonomous active power management can be
achieved for mitigating the active power shortage and the under-voltage, which often occur owing to
the insufficient primary reserve of the BESS.

The proposed active power management strategy allows the grid-forming BESS to operate with
the CVCF control under the normal condition where the BESS has sufficient primary reserve, so that
the BESS can efficiently take charge of the primary reserve supply using its fast and accurate response
characteristics. On the other hand, the frequency-bus-signaling method using the proposed VFPC is
adopted for active power sharing with the diesel generators only under the abnormal condition where
the BESS has the limited primary reserve. Consequently, the power sharing issue in the conventional
CVCF control can be effectively resolved in the proposed strategy, minimising the microgrid frequency
variations and the active power fluctuations of other droop-based DGs. The sequential operations of
the VFPC can be summarised as follows:

1. The situation in which the remaining primary reserve of the BESS (ΔPBESS_max) is not enough to
cover the active power balance occurs due to a rapid increase in the net demand (e.g., sudden
disconnection of a DG).

2. The overall bus voltage in the microgrid is reduced, inducing load reduction (ΔPload_VR).
This leads to the reduction of variations in the maximum power output of the BESS (see
Equations (12) and (13)).

3. The BESS recognises the power shortage based on ΔVc and reduces fref (see Equation (15)) by
the VFPC. The diesel generator increases its active power with the P-f droop controller (see
Equation (1)).

4. The participation of diesel generator, acting as a slave unit, enables the power shortage to be
compensated for and consequently the microgrid voltages and load demand to be recovered.
The reserve of the BESS is also procured and the microgrid starts operating with new levels of V
and f (see Equation (20)).

Figure 8. Comparison between (Left) the proposed control strategy (i.e., VFPC) of the grid-forming
BESS) and (Right) the conventional control strategy (i.e., droop controller) of the diesel generators.
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4. Case Studies and Simulation Results

Case studies have been performed using the model of the isolated microgrid on Geocha Island.
As shown in Figure 9, the microgrid model has been implemented using MATLAB/Simulink with the
parameters listed in Table 1. For simplicity, it was assumed in the case studies that the power factors
of all loads are maintained at unity and a single generator is assumed to participate in the real-time
frequency regulation. The wind speed is assumed to change continuously from 11 m/s to 14 m/s.
The proposed control scheme has been implemented in the microgrid for primary active power sharing
under the condition where the low voltages occur due to an increase in the load demand. The proposed
method can be similarly tested under the high voltage condition.

Figure 9. Simulation model of Geocha Island microgrid using MATLAB/Simulink.

Table 1. Parameters used for the simulation model of the isolated microgrid on Geocha Island.

Parameter Name Symbol Value Units

Rated voltage of the system Vnom 1 pu
System nominal frequency fnom 60 Hz
Minimum reference frequency fmin 59.4 Hz
Dead-band of the VFPC of the BESS - ±0.01
Rate limit of the reference frequency - 0.3 Per s
V-f proportional gain Kv 6 -
Maximum limit of d-axis current in the BESS Id_max 1 pu
d-axis voltage reference of the BESS Vd* 1 pu
q-axis voltage reference of the BESS Vq* 0 pu
Sample time of the simulation Ts 5 × 10−5 s

The microgrid is assumed to experience three successive events: (i) the 180-kW load is connected
at the Dong-yuk bus of the East Geocha distribution feeder at t = 3 s, (ii) the WT at the end bus of the
West Geocha feeder is tripped at t = 6 s, and (iii) the PV system on the East Geocha feeder is tripped at
t = 9 s. At t = 0 s, the total load demand and the power outputs of the PV system and diesel generator
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are set to 238-kW, 90-kW, and 100-kW, respectively. The reactive power output of the diesel generator
is set to 10-kVAr, and the reactive power reference of PV and WT are set to 0.

4.1. Simulation Results under the Normal Condition (t < 9 s)

Figure 10 shows the active power profiles of the grid-forming BESS, WT, PV, and diesel generator
for Cases 1 and 2, respectively: (i) where only the conventional CVCF controller was adopted and
(ii) where the proposed VFPC was integrated with the CVCF controller. The proposed VFPC was not
activated by its limiter (see Figure 7) under the normal condition where the active power imbalance
can be compensated for by the BESS. Therefore, Cases 1 and 2 have the same profiles of the active
powers, voltages, frequencies, and load demand until t < 9 s, as shown in Figures 10–15. In both cases,
the BESS maintained the active power balance and, consequently, the VBESS and fBESS at the rated
values in the microgrid during 0 s ≤ t ≤ 9 s. Specifically, during 0 s ≤ t ≤ 3 s, the bus voltages at
the WT and PV system increased to levels slightly higher than 1 pu. The voltages at the BESS were
maintained at almost 1 pu, as shown in Figure 11. Figures 12–15 compare the profiles of the microgrid
frequency at the main transformer, the reference frequency of the BESS, the total load demand, and
the reactive power outputs in the microgrid for Cases 1 and 2. As shown in Figure 14, the actual load
demand was observed at approximately 243 kW, which was greater than 238 kW at the rated bus
voltages; the voltages at several load buses were higher than 1 pu, increasing the load demand due
to the load-voltage dependency, as shown in Equation (14). In Figure 15, the reactive power outputs
of the BESS and the diesel generator were maintained at an almost constant level due to the small
variations in the reactive power loss and the feeder voltage.

 
Figure 10. Profiles of the active power outputs of the BESS, WT, PV, and diesel generator.

Figure 11. Profiles of the input voltages of the BESS, WT, PV, and diesel generator.
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Figure 12. Comparison of the grid frequency profiles in the Geocha microgrid.

 

Figure 13. Comparison of the reference frequency profiles of the BESS in the Geocha microgrid.

 
Figure 14. Comparison of the total load demand profiles in the Geocha microgrid.

Figure 15. Profiles of the reactive power outputs of the BESS, WT, PV, and diesel generator.
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When the 180-kW load was connected to the Dong-Yuk bus of the microgrid at t = 3 s, the nominal
load demand increased from 238 kW to 418 kW in total. The microgrid voltage and frequency were
then reduced instantaneously due to the large step increase in the load demand. The CVCF controller
detected the voltage reduction and adjusted the output power of the BESS quickly from 34 kW to
213 kW, so as to maintain the power balance and the input voltage at the rated value. Meanwhile, the
active power of the diesel generator fluctuated due to the frequency deviation during a short period of
time. Figure 10 shows that the CVCF controller enabled the battery to respond to a large step-wise
increase in the load demand within a short time period and maintain the real-time power balance in
the microgrid. As shown in Figure 11, the small voltage drops were detected for the WT, PV system,
and the diesel generator because of the increase in the power flowing along the distribution feeders
connected from the west island to the east island. This increased active and reactive power losses
on the substation transformers and in the distribution lines. The reactive power output of the BESS
increased due to the increase in the reactive power loss in the microgrid, and the diesel generator then
increased its reactive power output via the Q-V droop controller. During the period of 3 s ≤ t ≤ 6 s, as
shown in Figures 11 and 14, the actual load demand increased about from 398 kW to 403 kW and the
bus voltage was reduced about from 0.967 pu to 0.986 pu.

At t = 6 s, the WT was tripped from the distribution feeder. The active power of the BESS then
increased to maintain the power balance via the CVCF control, causing a further drop in the voltage
at the buses of other DERs owing to the increase in the power flow from the substation. The total
load demand then decreased owing to the additional voltage drops at the load buses. Meanwhile,
other DERs retain their active power because the BESS was solely responsible for maintaining the
active power balance at the primary control level. The active power output of the BESS increased from
190 kW to approximately 238 kW, as shown in Figure 10, which is similar to the rated active power
output of 250 kW. The power balance could be achieved within a short period of time. However, the
primary active power reserve was significantly reduced in the microgrid, affecting the power system
reliability. The reactive power outputs of the BESS and the diesel generator slightly increased for the
same reason as aforementioned.

4.2. Simulation Results under the Abnormal Conditions (t ≥ 9 s)

When the PV system was tripped at t = 9 s, the active power reserve of the BESS could not
afford the power balance. As a result, the bus voltages and hence the load demand decreased
significantly, as shown in Figures 11 and 14. In the CVCF-only case, the diesel generator maintained
its active power output as constants, because the microgrid frequency was maintained at fset and the
diesel generator could not detect the power imbalance with only its local measurement, as shown
in Figures 10, 12 and 13. Consequently, the total load demand was significantly reduced to 282 kW,
which is about 67% of the nominal demand, owing to the severe voltage reductions beyond the lower
voltage limit of 0.9 pu: i.e., VaBESS = 0.847 pu, VaDiesel = 0.836 pu, VaWT = 0.824 pu, and VaPV = 0.817, as
shown in Figures 11 and 14. Moreover, the reduction of the bus voltage at which the BESS is located
also affected the active power output of the BESS, as shown in Equation (12). This is illustrated in
Figure 10 where the active power output of the BESS is about 212 kW; it is lower than the rated active
power. This further decreased the bus voltage. The large reduction of the feeder voltage caused the
excessive compensation of the Q-V droop controller for the reactive power. Since the BESS is located
close to the diesel generator in the remote microgrid, the excessive compensation could be immediately
balanced using the BESS. It can be seen that the total reactive power supply and the reactive power
loss increased mainly because of a further increase in the power flowing from the west island to the
east island.

In contrast, the reference frequency of the BESS was reduced to 59.4 Hz due to the voltage drop (as
shown in Figure 13) for Case 2 where the proposed VFPC was applied to the CVCF control in the BESS.
The microgrid frequency was then reduced to 59.37 Hz and the diesel generator increased the active
power to 145.9 kW via the droop control. The active power output of the BESS was also increased
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to 236.1 kW, as shown in Equations (12) and (17), enabling the further recovery of the voltage drop.
This coordinated control between the BESS and the diesel generator caused the microgrid voltage to
rise by acquiring additional primary active power reserve in the microgrid. The compensation of the
diesel generator for the reactive power was mitigated as the feeder voltage was gradually recovered.
The microgrid frequency measured by a PLL was gradually restored to 59.68 Hz by increased power
outputs of the diesel generator and the BESS. As shown in Figures 11 and 14, the proposed VFPC
successfully mitigated the voltage drop (VaBESS = 0.944 pu, VaDiesel = 0.926 pu, VaWT = 0.913 pu, and
VaPV = 0.905 pu) and the load reduction (about 72 kW, about 17% of the nominal demand).

4.3. Simulation Results with Less Voltage-Dependent Loads

In Case 3, the constant current load with the rated power of 81-kW was taken into consideration
at the Dong-Mak bus (see Figure 2); np was reduced to approximately 1.65 at t = 0 s. After the constant
impedance load of 180-kW was connected at the Dong-Yuk bus at t = 3 s, np increased from 1.65 to
1.81. The power shortage then led to larger decreases in the feeder voltages and consequently in the
microgrid frequency during t ≥ 9 s, compared to the original condition (i.e., Case 2) where only the
constant impedance loads were considered. Figures 16–19 and Table 2 show that the lower np, the
lower active power output of the BESS, further reducing the bus voltage, the frequency, and actual
total load demand, particularly when the diesel generator failed to completely follow the command of
the master BESS owing to the insufficient reserve capacity. In Figures 16–19, the full and dotted lines
represent the cases of np = 2 and 1.81, respectively.

Figure 16. Profiles of the active power outputs of the BESS and diesel generator in Cases 2 and 3.

Figure 17. Profiles of the input voltages of the BESS and diesel generator in Cases 2 and 3.
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Figure 18. Comparisons of the frequency profiles at the main transformer and BESS in Cases 2 and 3.

Figure 19. Comparisons of the total load demand profiles in the Geocha microgrid.

Table 2. Comparisons between the simulation results acquired for different load demand and
compositions at t = 12 s.

np
Pload_0
(kW)

VaBESS
(pu)

VaDiesel
(pu)

PBESS
(kW)

PDiesel
(kW)

Pload
(kW)

fMTR
(Hz)

Case 2 2 418 0.944 0.926 236.1 145.9 345.6 59.68
Case 3 1.81 418 0.927 0.910 231.8 145.9 340.8 59.58
Case 2* 2 388 0.975 0.955 243.8 135.4 343.7 59.86
Case 4 1.56 388 0.969 0.949 242.3 143.7 350 59.83

In Cases 2* and 4, to simulate the less severe power shortage condition, the original condition was
slightly modified to reduce Dong-Mak load from 81-kW to 51-kW. In addition, in Case 4, the 51-kW
Dong-Mak load and the 40-kW Upper-Town load were modeled as constant power loads, reducing np

to approximately 1.24 at t = 0 s. After the constant impedance load of 180-kW was connected at the
Dong-Yuk bus at t = 3 s, increasing np from about 1.24 to 1.56. The power shortage occurred at t = 9 s in
the microgrid, resulting in np = 1.56. It led to the bigger drop in the voltage and consequently caused
the larger decrease in the frequency, in comparison to Case 2*. The maximum variation in the power
output of the BESS was also reduced owing to the voltage drop, as shown in Equation (12). The diesel
generator measured the frequency, which was further reduced, and increased its output power larger
than those in Case 2*. This allowed the power shortage to be better compensated for and, consequently,
the microgrid voltages and total load demand to be more recovered. Figures 20–23 then show that
the lower np, the higher active power supply when the diesel generators had the sufficient reserve
capacities and succeeded in following completely the command of the master BESS. This mitigated
the reduction of actual load demand. Note the full and dotted lines represent the cases of np = 2 and
1.56, respectively. Table 2 shows that although the bus voltage, microgrid frequency, and BESS power
output were reduced at t = 12 s for np = 1.56, the output power of the diesel generator and the total
load demand were higher in Case 4 than those in Case 2*.
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Figure 20. Profiles of the active power outputs of the BESS and diesel generator in Cases 2* and 4.

Figure 21. Profiles of the input voltages of the BESS and diesel generator in Cases 2* and 4.

Figure 22. Comparisons of the frequency profiles at the MTR and BESS in Cases 2* and 4.

Figure 23. Comparisons of the total load demand profiles in Cases 2* and 4.
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As shown in Cases 2–3 and 2*–4, the voltage drop becomes larger as np is reduced, particularly,
under the power shortage condition. This implies that the proposed controller is more effective in
alleviating the power shortage problem and voltage stability issue for a remote microgrid with less
voltage-dependent load. The effect of the proposed controller becomes more evident when the slave
units have sufficient reserve capacities.

4.4. Discussion

The CVCF control enables the grid-forming BESS to maintain the active power balance of the
microgrid immediately by utilising the fast time response of the inverter. The grid-forming BESS
is solely responsible for the active power balance in the microgrid at the primary level. Therefore,
a cooperative method to induce the reserve provision of other DGs is required particularly when
the limit of the BESS is reached. The simulation results in Section 4.2 show that when the primary
active power reserve of the BESS is insufficient, and the load demand exceeds the power supply
(after t = 9 s), the grid voltage is then greatly reduced overall, which reduces the load demand by the
voltage-dependent characteristics of the loads. Furthermore, the active power reserve of the BESS is
also reduced by the voltage drop at the BESS, exacerbating the active power imbalance in the microgrid.

The proposed VFPC operates only when the primary active power reserve of the microgrid is not
enough by measuring the AC voltage of the BESS under the low-voltage condition. Under the normal
condition (until t = 9 s in Section 4.1), the proposed method is able to reduce the microgrid frequency
variation and the active power fluctuation, compared to the conventional f-P droop control method of
the grid-forming BESS. In addition, this control method adjusts the frequency, which is proportional
to the bus voltage of the BESS by the VFPC, to react to the diesel generator with active power droop
control in the microgrid. Therefore, case studies results show that this method does not require any
communication and can be easily applied with other conventional control methods such as CVCF and
conventional droop control of other DERs.

Simulation results suggest that the conventional f-P droop control of the grid-forming BESS
cannot operate properly when a large change in active power, such as a generator trip and step-load
change, instantaneously occurs in the microgrid. These changes induce an instantaneous voltage
drop, which reduces the maximum active power output of the grid-forming BESS. In this case, the
conventional f-P controller receives the reduced active power of the BESS due to the voltage drop as
an input signal, outputting the less reduced frequency. Then other DGs using P-f droop controllers
cannot increase their active power outputs enough due to the frequency not being sufficiently reduced
in the transient state.

It needs to be noted that in practice, it is likely for the microgrid operator to limit the reactive
power supply to ensure the stable operation of the microgrid without significantly affecting the overall
performance of the proposed active power management. In addition, due to the independent control
of active and reactive power, the proposed method does not prevent the normal operation of the
conventional reactive power controllers, mitigating the excessive compensation even for the case
where the active power reserve is not sufficient.

5. Conclusions

In this paper, the VFPC has been proposed as an additional controller that can be easily integrated
with the conventional CVCF controller of the BESS in the isolated microgrid. This effectively assists
the microgrid operator to resolve the under-voltage problem owing to the limited reserve of the
grid-forming BESS. This method uses the microgrid frequency as a global bus signal, enabling the
indirect control of other DERs without communications systems. Moreover, the detailed simulation
model was implemented in MATLAB/Simulink using actual system parameters to verify the
effectiveness of the proposed active power management strategy. The simulation results show that the
proposed VFPC method can mitigate the active power shortage and the bus voltage reduction using
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the frequency-based operation of the DERs in the microgrid. From the simulation results, the main
advantages of the proposed controller can be summarised as follows:

• The proposed VFPC can be easily applied to the existing CVCF controller of the grid-forming
BESS and enables the coordinated control with other DERs that operate with conventional P-f
droop controllers.

• The proposed VFPC can be activated based on the local measurement of its bus voltage, not active
power, even when sudden and severe imbalance of active power takes place in the microgrid.

• The proposed controller is activated only during the period of active power imbalance Unlike the
conventional f -P droop method, the CVCF controller can still reduce the fluctuation of frequency
and active power under the normal microgrid condition.
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Abbreviations

Parameters of synchronous machine

Parameters Symbols Values Units

Inertia coefficient J 3.35 kg·m2

Friction factor F 0 N·m·s
Pole pairs p 2 -
Stator resistance per phase Rs 1.66 × 10−2 Ω
Stator leakage inductance Ll 1.68 × 10−4 H
d-axis magnetizing inductance viewed from stator Lmd 5.86 × 10−3 H
q-axis magnetizing inductance viewed from stator Lmq 5.05 × 10−3 H
Field resistance Rf 5.25 × 10−3 Ω
Field leakage inductance Llfd 6.82 × 10−4 H
d-axis resistance of Damper Rkd 1.53 × 10−1 Ω
d-axis leakage inductance of Damper Llkd 3.40 × 10−3 H
q-axis resistance of Damper Rkq1 4.06 × 10−2 H
q-axis leakage inductance of Damper Llkq1 6.08 × 10−4 H
P gain of PI controller for active power control Kpp 20 -
I gain of PI controller for active power control Kip 60 -
P gain of PI controller for reactive power control Kpq 5 -
I gain of PI controller for reactive power control Kiq 13 -

Parameters of synchronous machine controller

Parameters Symbols Values Units

Time constant of diesel engine Td 0.5 s
Time constant of valve actuator Tv 0.05 s
P-f droop coefficients of the diesel generator Kp 4.0 × 10−6 -
Amplification gain of the exciter Ke 70 -
Time constant of the exciter τe 2.0 × 10−3 -
Q-V droop coefficient of the diesel generator Kq 2.5 × 10−6 -
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P gain of PI controller for active power control Kpp 20 -
I gain of PI controller for active power control Kip 60 -
P gain of PI controller for reactive power control Kpq 5 -
I gain of PI controller for reactive power control Kiq 13 -
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Abstract: This paper presents a method to optimally use an energy storage system (such as a battery)
on a microgrid with load and photovoltaic generation. The purpose of the method is to employ the
photovoltaic generation and energy storage systems to reduce the main grid bill, which includes
an energy cost and a power peak cost. The method predicts the loads and generation power of
each day, and then searches for an optimal storage behavior plan for the energy storage system
according to these predictions. However, this plan is not followed in an open-loop control structure
as in previous publications, but provided to a real-time decision algorithm, which also considers
real power measures. This algorithm considers a series of device priorities in addition to the storage
plan, which makes it robust enough to comply with unpredicted situations. The whole proposed
method is implemented on a real-hardware test bench, with its different steps being distributed
between a personal computer and a programmable logic controller according to their time scale.
When compared to a different state-of-the-art method, the proposed method is concluded to better
adjust the energy storage system usage to the photovoltaic generation and general consumption.

Keywords: batteries; energy storage; microgrids; optimal scheduling; particle swarm optimization;
power system management; smart grid; supply and demand; trade agreements

1. Introduction

Energy storage systems’ quick development, consumers’ interest in playing a more active role
in the energy market, and the increasing penetration of noncontrollable renewable energy sources,
which is also leading to stability concern, underline the need of a new model for the electrical system.
This means we are currently in need of both management and operation methods which can be applied
to the electrical system in the near future.

Several methods have been presented for this very purpose. Some of these methods attempt
to control real time power market while others try to choose the optimal schedule to dispatch or
receive energy. Most of the former methods rely on multiagent systems (MAS) like the so-called Power
Matcher, which finds an equilibrium point on a real-time price-regulated market. According to [1,2],
a Power-Matcher-driven smart city would be capable of acting as a virtual power plant. However,
consumers require some dedicated appliances, such as programmable dishwashers and washing
machine, in order to use power matcher. Another MAS-based method is described in [3], where two
sets of priorities are used instead of prices to include more possibilities. Once again users are required
to specify their power profile into dedicated intelligent devices, which act as agents. A different
method is proposed in [4], involving multiple time scale markets to increase the flexibility of the
auctions. This method, which is especially appropriate for prosumers, also proposes a strategy to place
power biddings. Although revolutionary, all these methods would be hard to fully implement in the
near future. A method that can be applied to the current market and help it evolve toward this smart
market concept would be preferable.
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MASs are also useful in residential areas with shared energy sources or energy storage systems
(ESS). These areas can easily be considered as microgrids connected to the main grid. Agents can
internally agree on the amount of power that users are to exchange, possibly creating a local market
for the microgrid. In general, these methods attempt to minimize the total cost of the energy. This can
be done collaboratively, as in [5], where the whole microgrid attempts to receive as much energy as
possible from their own photovoltaic generation. It can also be done competitively, as in [6], where
each agent represents a different user. In general, MASs help reaching agreements quickly. However,
the typical consumer might be reluctant to let a machine act on their behalf on a market.

Optimal schedule methods, on the other hand, focus on finding the best possible use of ESS.
A typical application of these methods is the search of the best bid for the day-ahead auction using
batteries as prosumers. Appropriate optimization methods are exposed in [7] and [8], among others.
Some researchers have gone one step beyond by modeling batteries and deciding their behavior
according to their predicted state of charge and state of health [9]. Similar strategies have also been
proposed for generation that combines controllable and noncontrollable energy sources [10–12].

Other optimal schedule methods aim to reduce electrical bills and operational costs by finding the
best schedule of ESS charges and discharges along the day. Regardless of whether these methods are
intended for a grid [13–17] or for a particular facility [18–22], these methods use heuristic minimization
methods. It is typical to add constraints to ensure power balance and to keep the power of the ESSs
(and other devices) within a realistic range. It is most common to employ either the Particle Swarm
Optimization (PSO) method [15] or to design a variant of it [19–21].

The optimization requires a prediction of the generation and consumption. Some of these methods
consider the uncertainty of these predictions in their objective function [14,20]. Other methods
reassess the situation and repeat the optimization every certain time (usually every hour) to adjust
their plan [13,15,22]. In [17], authors combine these strategies in a two-step method: a day-ahead
optimization, which considers uncertainty, and several hourly reoptimizations to correct the ESS
power schedule.

The main drawback of these methods is that they ultimately apply the optimized power schedule
blindly. In most cases, there is no real-time control that considers the feedback from noncontrollable
devices every few seconds. There are some exceptions where deviation from the optimized ESS is
allowed in order to adapt “optimal” plan to contingencies:

• In [18], the ESS state of charge is optimized instead of its power. This adds some feedback
regarding the ESS, but is still blind to the unpredicted behavior of other devices.

• In [13], authors consider a series of priority rules for the power generators, but do not let the
optimization play with these rules to improve the found solution.

• The method from [22] does consider a real-time control, although it is limited to grid power
peak prevention.

Methods have also been presented for smart buildings, attempting to minimize power
consumption while maintaining the comfort. Strategies include scheduling appliances [23], prioritizing
them [24,25], or allowing a small deviation of comfort variables: temperature, humidity, light, or CO2

concentration [26,27]. The disadvantage with these methods is how subjective it is to define comfort.
Constraining the usage of appliances is also inconvenient for users.

The method proposed in the present paper attempts to combine the best of both approaches:
real-time power markets and optimal scheduling. It achieves better results than previous state of the
art while at the same time lowering the computational cost, increasing the robustness of the strategy
and, above all, achieving significant savings in the price of the electric bill. To do so, a variant of
the algorithm exposed in [3], hereinafter referred to as “E-Broker”, is used with optimal parameters.
To prove its capabilities, the proposed method is applied to a laboratory building comprising its load,
a battery, and a photovoltaic (PV) facility. These tests are run on real hardware, thus demonstrating
that the method can be implemented right away. Since the original algorithm from [3] was considered
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for microgrids, this step brings us nearer to the smart market without requiring users to change their
appliances or behavior.

2. Materials and Methods

Due to the complexity of the method, Section 2.1 describes the method in a theoretical way, without
considering its embodiment. Section 2.2, on the other hand, describes the method implementation and
the employed test bench.

2.1. Proposed Method

The proposed method is designed to optimally use an energy storage system on a microgrid
with a load and generation system connected to the distribution grid. For the rest of this document, a
battery and a PV facility will be assumed to play the energy storage and generation systems, as those
were employed during the tests. Figure 1 shows the model of the microgrid.

 
Figure 1. Microgrid model.

The method comprises four key operations: a prediction, an optimization, several power requests
definitions, and an auction. The prediction and the optimization are applied once a day, while the
power requests and the auction are executed continuously as a real time (RT) decision cycle.

The power requests (R), which are made on behalf of the devices of the microgrid, represent
how much power each device is capable provide as a supplier (RS) or absorb as a demander (RD).
For example, a power request is associated with the PV facility and indicates how much power it can
provide. Similarly, a power request is associated with the load indicating how much power it will
consume. Power requests are made for all devices, including the main grid. The auction algorithm, or
E-Broker, then calculates how much power must be transferred between the different devices according
to these power requests and a priority system. The power requests corresponding to the battery and
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main grid are split, as if they were respectively modeled as two batteries (Bat A and Bat B) and two
main grids (Grid A and Grid B). The E-Broker treats these power requests with different priorities, so
the whole system will behave differently depending on how these power request divisions are made.
These power requests divisions (between Grid A and B, and between Bat A and B) depend on two
variables: Pb and SOCb.

The values of Pb and SOCb are obtained through the aforementioned optimization process. At the
beginning of each day, a heuristic optimization function chooses the best evolution of these variables
along the day to reduce the expected electricity bill as much as possible. To do so, the optimization
process considers the initial state of the battery and the electricity prices. Additionally, since the load
consumption and the PV generation cannot be controlled (except for generation curtailment), the
optimization process considers a prediction for the power consumed P̂Load or generated P̂Pv by these
devices. This prediction is made just before the optimization process.

Figure 2 shows the inputs and outputs of each operation. These operations are further described
below in its own subsection. The whole method has been programed in Python.

 
Figure 2. Proposed method.

2.1.1. Prediction

As previously stated, the optimization process needs some prediction of the uncontrolled devices
power: the load and the PV facility. The more accurate the prediction is, the more reliable the
optimization will be. Nevertheless, the strategy employed to obtain this prediction is not a fundamental
part of the general method. The procedure described here was used to obtain the results of Section 3;
other prediction methods, like the future work mentioned in Section 4, would work as well.

Predictions of loads and generation are obtained at the beginning of each day using artificial
neural networks (ANNs). These predictions occur at midnight and consider only calendar information:
the month, the day of the week, and the type of day (working day or holiday). For the tests, the load
corresponded to a laboratory building in the University of Seville. Since the usage of the building
follows a schedule, the calendar information is enough to obtain good predictions. The PV facility is
harder to predict as it depends on the weather. However, calendar information is good enough for
average and cloudless days. In the future, more weather-related inputs will be included to cover the
possibility of cloudy days.

The ANNs used for the tests have been programmed in Python using the Keras package for
Deep Learning, which runs on top of Theano (see [28] for more information about the Keras package).
The activation function of the ANNs uses the rectifier activation function or Rectified Linear Unit
(ReLU). The mean square error is minimized in the compilation. The “adam” efficient gradient descent
algorithm is also used for its high efficiency. The number of iterations run for the training process
(epochs) is 200. The number of evaluated instances before updating the weights (batch size) is 2.
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Two ANNs are used for the predictions: one for the PV (P̂Pv) facility and another for the load
(P̂Load). The ANNs are structured in three layers of 70, 50, and 96 neurons; with 3 inputs for calendar
information and 96 outputs for the predicted quarter-hourly power values. These output power values
are assumed to be the average power produced or consumed by the corresponding device during a
15-min window. All ANNs have been trained with 1-year historical data, using 70% of the data for
training and the remaining 30% for evaluation.

2.1.2. Optimization

After the prediction, an optimization process is run to find the best suited evolution for Pb and
SOCb according to the prediction. These values will later serve as boundaries to determine the behavior
of the grid and the battery regarding the power auction.

The selected algorithm for this optimization is the PSO, which is typical and efficient for this type
of problem according to [15]. If the priorities of the E-Broker auction, which only consider relative
order, needed to be optimized, then the genetic algorithm (GA) would be suitable. This is so because
the GA works better with discrete variables. However, the proposed priorities are already optimal for
this microgrid. Since PSO works better than GA for continuous variables, PSO is preferred.

The PSO method is imported from library pyswarm for Python. The swarm size is specified
to be 2000 particles. The stop conditions are also specified: the maximum number of iterations is
200, the minimum step of the particles is 0.0001 and the minimum change of the objective function
is 0.0001€/month. This way, once iterations have no real impact on the yearly electricity cost, the
method stops. The default values are used for the remaining parameters, which define the movement
of the particles.

Aside from the upper and lower limits of Pb and SOCb, no constraints need to be imposed. This is
so because the power requests and the auction algorithm always command the battery to exchange a
feasible amount of power with another device capable to do so. The absence of constraints ensures a
connected and convex space of candidate solutions, which simplifies the movement of the particles in
the PSO.

The optimization variables are the necessary parameters to parametrize Pb and SOCb. Pb is a
boundary for the grid power that triggers a different behavior of the grid regarding the power requests.
The grid power requests will have a higher priority as long as the grid power is below Pb. Tests indicate
that the best evolution for Pb is to remain constant, so it can be defined with only one optimization
variable xp. Pb is chosen to be proportional to the contracted power Pcont and to the optimization
variable xp, which is bounded between 0 and 1. Although this is not expected, Pb is allowed to be
greater than the contracted power.

Pb = 2·Pcont·xp (1)

Similar to Pb, SOCb is a boundary for the battery state of charge (SOC) that triggers different
power requests. Several piecewise polynomial interpolations have been tested to parametrize the best
behavior of SOCb with the PSO selecting both the time and the SOCb value for each point. Best results
have been obtained with a lineal interpolation between 13 points for each day. The first is at midnight
and its value corresponds to the actual SOC of the battery at the time of the optimization. The last
point is 24 h later. Both coordinates of the remaining points, as well as the value of SOCb for the last
point, are optimization variables for the PSO algorithm. Variables that define the time coordinate of
these points are bounded between 0 and 1, which correspond to the beginning and the end of the day
respectively. Variables that define the SOCb coordinates are bounded between 0.1 and 0.95, which
correspond to 10% and 95% of the battery allowed SOC range.

The objective function is the total grid electricity cost for a month with 30 equal days according
to Spanish tariff 3.0A. This tariff considers the time of use (TOU) for energy and power by dividing
the day into three periods with different prices. On each period, the energy cost depends on the
total amount of energy provided by the grid during each period while the power cost depends on
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the highest power peak PPeak of each period. Details of these costs can be consulted on [29]. At the
moment of writing this paper, the Spanish legislation does not allow consumers to sell electricity, so
this situation is not considered. Nevertheless, it is possible to consider this case by adding power
requests on behalf of the grid as a demander.

To evaluate the objective function, the PSO simulates the actions of the RT decision cycle (the
Power requests calculus and the E-Broker auction algorithm) according to the values of Pb and SOCb.
Thus, each evaluation of the objective function requires simulating a day divided into 96 equal intervals
of 15 min. Please note that the sample time of the actual RT decision cycle is 5 s. The 15-min sample
time is just a simplification to be able to run so many simulations. On all these simulations, the load
and the PV facility are assumed to consume or generate the previously predicted average power for
each interval.

Each simulation obtains the total energy cost CETotal as

CE Total = ∑96
k=1 CE k·PGrid k·0.25h, (2)

where CE k and PGrid k are the energy cost and the power provided by the grid during interval k.
The total power cost CPTotal is calculated as

CP Total = ∑3
k=1 CP k·f(PPeak k), (3)

where CP k and PPeak k are the power cost and the maximum peak registered for period k, and function
f(PPeak k) is defined according to the Spanish legislation.

f(PPeak k) =

⎧⎪⎨
⎪⎩

0.85Pcont ∀PPeak k < 0.85Pcont

PPeak k ∀PPeak k ∈ [0.85Pcont, 1.05Pcont]

1.05Pcont + 3(PPeak k − 1.05Pcont) ∀PPeak k > 1.05Pcont

(4)

Pcont is the contracted power, which can be changed once a year if the user so desires, but for
the optimization it is considered to be a known constant. The value of the objective function FObj is
calculated by adding the total energy cost of 30 equal days and the total power cost for the month:

FObj = CPTotal + 30·CETotal (5)

2.1.3. Power Requests Calculus

Power requests are calculated on real time according to the measures and optimization values.
Afterwards, they are sent to the E-Broker auction algorithm, where they function similar to power bids.
Several power requests may be associated with the same device. Figure 3 summarizes how the values
of power requests are calculated for each device.

The actual power generated by the PV facility PPV and the power consumed by the load PLoad
are measured. A power request is made on behalf of each one (RSPV and RDL) to provide or receive
the same power they are respectively generating or consuming. These two devices are not actually
requesting permission to produce or consume such power; they will do it anyway as they are not
controlled. Thus, to ensure the E-Broker auction algorithm always serves these requests, they will be
given the highest priority.

The power grid is associated to two power requests: RSGA and RSGB. This can be understood as
dividing the grid into two different suppliers (Grid A and Grid B) that, together, can provide up to the
grid maximum power PMAX. The value of RSGA is Pb, the optimal power limit of the grid. The rest of
the power the grid can provide is assigned to RSGB. RSGA will later have a higher priority than RSGB,
so an attempt will be made to limit the grid power to Pb. Nevertheless, thanks to RSGB, it is possible to
go beyond this limit, if absolutely necessary.
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The battery is also symbolically divided into two sections: Bat A, whose charge capacity is
only up to SOCb, and Bat B, with the rest of the capacity. Each battery section will make a power
request to provide power (RSBA and RSBB) and a power request to absorb power (RDBA and RDBB).
These power requests depend on the actual SOC of the whole battery, which is measured by the battery
management system.

Begin RT 
decision cycle

RSPV=PPV

Measure PPV and PLoad

RDL=PLoad

SOC ≤ SOCb?

RSBA=Pdis(MIN)
RDBA=Pch(SOCb)

   RSBB=0
   RDBB=Pch(MAX)

   RSBA=Pdis(MIN)
RDBA=0

RSBB=Pdis(SOCb)
RDBB=Pch(MAX)

Yes No

E-Broker

PBat=PDBA+PDBB-PSBA-PSBB

End

PV Panel offer

Load request

Bat A offer

Bat B offer
Bat B request

Bat A request

   RSGB=PMAX-Pb

    RSGA=PbGrid A offer

Grid B offer

 
Figure 3. Flow chart of the real time (RT) decision cycle. Power requests are detailed.

When the actual SOC is lower than SOCb, battery section A will request to absorb the necessary
power Pch(SOCb) to reach SOCb as quickly as possible within the limits of the battery power capabilities.
If it is possible to reach SOCb in just one iteration of the RT decision cycle, then Pch(SOCb) is the
necessary power to do so; otherwise, Pch(SOCb) is the battery nominal charge power. Battery section B
will not request to provide any power while SOC is below SOCb.

On the other hand, when the actual SOC is higher than SOCb, battery section B will request to
provide the necessary power Pdis(SOCb) to discharge back to SOCb as quickly as possible within the
battery capabilities. Again, if it is possible to reach SOCb in one iteration, Pdis(SOCb) is the necessary
power to do so; otherwise, it is the battery nominal discharge power. Battery section A will not request
to charge any power.

Either way, with any remaining discharge power, battery section A will request to discharge to
the battery minimum charge Pdis(MIN). Similarly, battery section B will request to charge to the battery
maximum charge with any available charge power left Pch(MAX).

Battery section A has a higher priority to charge and battery B has a higher priority to discharge.
Hence, the battery SOC will tend to follow SOCb when possible. Nevertheless, it is still possible to
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deviate from SOCb, since the battery corresponding section always requests to charge or discharge to
its limits.

Once all power requests have been calculated, the E-Broker auction algorithm is executed.

2.1.4. E-Broker Auction Algorithm

The algorithm used for the auction is a version of the one described in [3], where only the own
priorities of the suppliers and the limit priorities of the demanders are used. It can be defined as a real
time (RT) multi-agent system (MAS) that receives the power requests (R) made by M suppliers and N
demanders and decides whether to address them or not according to the suppliers’ priority values
(OSi) and demanders’ priority values (ODj).

Any prosumer (such as a battery) is considered as both a supplier and a demander. In addition,
as previously explained, optimized elements such as the battery and the network can be included in
the auction as several participants each: Bat A, Bat B, Grid A, and Grid B.

Suppliers and demanders are sorted according to their priority values. Higher priorities are
represented with greater priority values for demanders and with smaller values for suppliers.
In addition, for an exchange between supplier i and demander j to occur, the priority value of the
demander (ODj) must be greater than or equal to that of the suppliers (OSi). This is similar to a market
auction where priority values act as prices. Table 1 shows the sorted suppliers and demanders, their
priority values and whether a combination is allowed (A) or forbidden (X).

Table 1. Suppliers and demanders priorities and allowed combinations.

Supplier 1: PV 2: Bat B 3: Grid A 4: Bat A 5: Grid B

Demander OSi or ODj 1 3 4 6 7

1: Load 8 A A A A A
2: Bat A 5 A A A X X
3: Bat B 2 A X X X X

Devices are checked in priority order and each demander is searched for a supplier with equal or
lower priority that has power available to feed it. This way, the algorithm calculates the power each
supplier must provide PS1 . . . PSM and each demander must receive PD1 . . . PDN, having a balance
between the total power delivered and received. Figure 4 summarizes the E-Broker Auction Algorithm.

Since the power requests for the PV facility and the loads were based on the actual power of these
devices, and the distribution grid is not controlled from the microgrid, only the battery power needs to
be applied. To do so, the inverter connected to the battery is commanded to charge (or discharge) the
battery at a certain power rate. The net power the battery must absorb is PBat, which is calculated from
the power values selected by the E-Broker algorithm as shown in Figure 3.

PBat = PDBA + PDBB − PSBA − PSBB (6)

PBat = PD2 + PD3 − PS4 − PS5 (7)

A detailed example is provided for better clarity. Table 2 shows the power requests (R), as well as
the final powers (P) each device must provide or receive.

For this example, the battery can charge or discharge at 5 kW and at the point of the shown
execution of the RT cycle SOC is lower than SOCb. Therefore, Bat A makes a request as a demander to
get to SOCb: 3 kW, which is enough to get to SOCb by the next cycle. Bat B requests to keep charging
with the remaining charge power (2 kW) in case there is an excess of PV power. Bat A also requests to
discharge at up to its maximum rate (5 kW) if needed.
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Begin E-Broker

Sort supliers so that OS1<OS3<…<OSM
Sort demanders so that OD1>OD2>…>ODN

i=1;   j=1

(ODi≥ OSj)
& (i≤M) & (j≤N)?

RSi<RDj?

i++ j++

End

Yes

Yes No

No

PSi=PSi+RSi;   PDj=PDj+RSi PSi=PSi+RDj;   PDj=PDj+RDj

RSi=0;   RDj=RDj-RSi RSi=RSi-RDj;   RDj=0

Figure 4. E-Broker Auction Algorithm flow chart.

Table 2. Algorithm example.

Device OSi/ODj R (kW) P (kW)

S1 PV facility 1 4 4
S2 Bat B 3 0 0
S3 Grid A 4 8.5 8.5
S4 Bat A 6 5 0
S5 Grid B 7 10 0

D1 Load 8 12 12
D2 Bat A 5 3 0.5
D3 Bat B 2 2 0

The power request of Grid A is given by Pb which, in this example, is 8.5 kW. Due its priority,
the power of Grid B will only be used if the power required by the load is greater than the sum of the
powers of the PV facility, Grid A, and the battery. This will help preventing grid power peaks greater
than Pb.

The E-Broker algorithm starts by checking the first demander (the Load) and the first supplier
(the PV facility). It verifies that the priority of the demander is greater than the priority of the supplier,
so the exchange is allowed. The load request is greater than the PV facility request, so all the power of
the PV facility is assigned to the load.

The PV facility has exchanged all its power, but the Loads still request to receive 8 kW more.
The E-Broker algorithm searches for the next supplier with a power request greater than 0: Grid A.
It is verified that the priority of the loads is still greater than that of Grid A. Thus, the remaining power
that was missing from the load is exchanged, 8 kW, leaving Grid A with 0.5 kW available to assign.
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The algorithm confirmed that the priority of the next demander (Bat A) is greater than that of Grid
A. The exchange is possible, so the remaining 0.5 kW of Grid A are assigned to Bat A. The remaining
2.5 kW of Bat A must stay unassigned since all other suppliers have greater priority values. There are
no other demanders whose priority is greater than those of the remaining suppliers, so no more power
can be assigned.

In the end, the PV facility provides 4 kW (as originally measured), the load consumes 12 kW (as
measured), the battery is commanded to charge at 0.5 kW and the grid provides the difference: 8.5 kW.
Please note that even though the E-Broker algorithm considers power transferring in pairs of devices
(a supplier and a demander) the actual route of the power may be different. For example, the 0.5 kW
used to charge the battery may actually be coming from the PV facility. The E-Broker only decides
how much each device exchanges, not which device it is exchanged with.

2.2. Implementation and Test Description

A test bench has been built to validate the proposed method, as shown in Figure 5. Here, a 20-kW
PV system and a 10-kWh-energy and 5-kW-power battery are employed. The load is emulated using a
revertible power source and an inverter controlled by a raspberry pi (model 3B). This load emulation
system is programed to consume power according to historic data from previous days.

 
(a) 

 
(b) 

Figure 5. Schemes of the test bench. (a) Devices and connections scheme. Black bold solid lines
represent electrical connections, gray dashed lines represent communications and blue thin solid lines
represent PC functions (b) Control scheme of the RT decision cycle.
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The proposed method is distributed among a programmable logic controller (PLC) and a personal
computer (PC) acting as a server, which communicate with one another using the message queue
telemetry transport (MQTT) protocol.

As shown in Figure 6, the server PC runs the aforementioned prediction and optimization at
the beginning of each day. After each optimization, the PC server sends to the PLC the necessary
parameters so that the latter can reconstruct Pb and SOCb through linear interpolation.

Begin

PLC Server PC

Begin

Predict PPV and PLoad
Optimize parameters

Apply RT 
decision cycle

Receive 
initial SOC

Send current 
SOC

Receive 
parameters

Send 
parameters

Calculate Pb and SOCb

Send power 
measures

Receive power 
data

15 min

Battery SOC

Pb and SOCb 

parameters

Values for 
database

Da
y 

En
d

Figure 6. Combined flow chart of the programmable logic controller (PLC) and Server PC (personal
computer) duties.

Using this information, the PLC receives the measured power values of the load and PV systems,
runs the RT decision cycle shown in Figures 3 and 4, and commands the battery inverter to charge or
discharge the battery accordingly. This RT decision cycle is executed every 5 s.

Every 15 min, the PLC reports the average PV power production, load consumption, and battery
SOC for that time period. This information is stored in a data base to train the ANNs, as well as to
evaluate the results of the proposed method.

The tests have been performed considering days independently. Since the power cost can only be
evaluated for periods of at least one month, the grid electricity bill has been calculated considering
30 equal days. The prices used and their corresponding time periods are shown in Table 3. The objective
function has been calculated considering the Contracted Power is 10 kW.

Table 3. Prices by day period.

Price 18:00–22:00 8:00–18:00 & 22:00–24:00 0:00–8:00

CE k (€/kWh) 0.018762 0.012575 0.004670
CP k (€/kWmonth) 3.384797 2.030890 1.353907

Among the referenced publications for optimal scheduling, [17,22] are the newest ones.
The method from [22] aims for the same purpose and considers some real-time control. The method
from [17], on the other hand, intends to control a whole distribution grid and would be harder to adapt.
Thus, the proposed method is compared to [22], which can be considered the state of the art. Since the
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method from [22] did not originally consider PV generation, an additional adjustment has been made
to it: whenever the PV generation is greater than the load power, the battery will attempt to absorb
the power excess in the same way it would attempt to prevent power peaks. This can be understood
as the battery avoiding a negative power peak. This adjustment always produces a better result as
otherwise this extra power would be unused. The simulation is run for the same day, with the same
power values for the PV generation and load consumption, and the method from [22] is provided the
same prediction as the proposed method had at the beginning of the day, so that they can be compared
under the same conditions.

3. Results

Figure 7 shows the results of a real test performed on 26 September 2018 in the Laboratory of
Electronic Engineering Department of the University of Seville.

(a) 
 

(b) 

Figure 7. Real hardware tests. (a) Devices power. Battery and load power are considered positive when
received. Grid and PV power are considered positive when delivered. (b) Battery state of charge (SOC).

The battery is used mainly for energy shifting. It first charges during the cheapest period, before
dawn, and uses that energy at the beginning of the second period. This, along with the PV power
keeps the grid power to a minimum. Afterwards, when the PV generation exceeds the load power,
the battery absorbs the difference, which is used in the evening, during the most expensive period.
In addition, the grid power never exceeds the 85% of the contracted power, which keeps the power
cost at the minimum.

It is worth noting that the battery power follows the PV generation peaks near midday,
maintaining the grid power low and stable. This is possible because the RT decision cycle acts
according to the measured load and PV power. If an optimal power plan obtained from imperfect
predictions had been applied on an open loop, the grid power would have oscillated around zero.
Sometimes, power would have flown to the grid (which is not allowed). This exemplifies why the RT
decision cycle is important.

Figure 8 shows the results of the optimization for SOCb and compares them with the evolution of
the actual SOC.

Two important details should be appreciated in this figure. The first one is how the battery SOC
tends to follow SOCb during the first half of the day only. As previously explained, the priorities are
chosen so that SOC follows SOCb when possible, so the first half of the day demonstrates that the
optimization has an impact on the trend of the SOC. However, after midday, there is a surplus of PV
generation, which the battery must absorb due to the specified priorities. Again, the RT decision cycle
overruns the optimization plan so that the PV power surplus is not wasted.

The second detail to note is how all the points that describe SOCb are before midday. As explained,
the optimization process selects both coordinates of these points. When the predictions are considered,
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the optimization finds no benefit in adding points to the second half of the day. After all, according
to the predictions, the battery behavior during the evening will not depend on SOCb, but on the PV
power surplus. Consequently, the PSO uses all the points to produce and parametrize the optimal
trend of SOCb during the morning.

 
Figure 8. Optimized SOCb and actual SOC evolution through the day.

Figure 9 shows the predicted and real power values for the PV facility and load respectively.
As previously stated, these predictions were obtained using artificial neural networks whose input
solely consists of calendar information.

(a) 
 

(b) 

Figure 9. Predictions and actual values for (a) the PV generation and (b) the loads.

It is important to note that the predictions are similar to the reality, but not equal. The fact that
the general shape of each curve is correct is enough to let the PSO find the optimal plan for SOCb.
The small differences will be corrected during by the RT decision cycle. Nevertheless, the predictions
were quite accurate the day of the test.

Figure 10 shows the simulation results for the method from [22] applied to the same day.
Although the power peaks are still prevented and the battery power follows the PV generation,

the energy shifting is much poorer. The battery even charges and discharges on the same tariff period
with no real benefit (and with the consequent losses due to its efficiency). Since the battery is empty
when the load power rises, there is an unavoidable peak which slightly increases the power cost.
The filling of the battery after midday occurs due to the prevention of a (negative) power peak on the
grid, and would also have occurred regardless of the optimization result.
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(a) 
 

(b) 

Figure 10. Simulations results for the state-of-the-art method: (a) Devices power; (b) Battery SOC.

In general, the optimization in this method is not as good as in the presented one. It might
have done better with a higher number of particles or longer time. Since both methods used the
same parameters to define the PSO, it can be concluded that the proposed method converges better.
Considering the proposed method only requires one optimization at the beginning of the day, while
method from [22] requires an optimization each hour, this is an important advantage.

Table 4 shows the values of the electrical bill for both methods so that they can be compared
with ease. Additionally, the case where no battery is present has been added to the table so that both
methods can be compared with the absence of any method. As shown, the proposed method saves
4.41% over the state-of-the-art method, and 8.12% over the original cost. It is also worth noting that
the method from [22] cannot save any power cost with peak shaving in this situation.

Table 4. Cost comparison.

Method Energy Cost (€/month) Power Cost (€/month) Total Cost (€/month)

Proposed method 23.3472 57.54155 80.8887
Method from [22] 26.8039 57.81233 84.6162
Without battery 30.2297 57.81233 88.0420

4. Discussion

The most evident result is the fact that the proposed method can reduce the grid power and
energy cost more than the previous method. The strategy of the proposed method is shown to be
more consistent, while the successive optimizations of the method from Ref. [22]’s alternative tend to
produce an erratic behavior, with the battery charging and discharging on the same price period for no
apparent reason. This occurs because the optimization problem is badly conditioned. The grid peak
limit, which is recalculated on every hourly optimization, conflicts with the remaining optimization
variables. All variables represent power (whether from the battery or from the grid) and the RT
control applies only the limiting one. Consequently, some of the variables have no impact on the
objective function while others compete with one another to produce any impact. In contrast, the
method proposed in the present paper is capable of reallocating the points that define SOCb, so that all
variables have some impact on the objective function. This helps particles of the PSO find a unique
solution rather than iterating along a family of very similar solutions.

In addition, the PV generation and load behavior allows for several quasi optimal alternatives
and the hourly optimization keeps changing the strategy constantly. While the optimal battery power
plan (obtained in [22]) is heavily dependent on the PV generation and load consumption, the optimal
SOC boundary (obtained according to the proposed method) is much more robust and stable. This is
so because the SOC, being the integral of the battery power, acts as a low pass filter. Methods that
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optimize the power of the battery (instead of the SOC) will find similar difficulties, particularly if they
must optimize periodically to reassess the plan.

It is possible to add constraints to the PSO that would prevent the battery from discharging and
charging in the same tariff period. For example, the total number of battery power changing signs
could be limited. However, adding many constraints produces non-convex search spaces for the
particles, which makes it harder to find the solution. An excess of constraints could even isolated
particles from one another if the search space becomes non-connected. The proposed method does not
require any constraint except for the limits of each variable (typically normalized between 0 and 1).
This helps the convergence speed.

The lack of constraints is possible due to the way the power requests are calculated. Regardless of
the optimization results, no device in the microgrid is ever forced to produce or absorb an impossible
amount of power. For example, if for any reason the load consumption was cut unexpectedly, the
battery would not provide more power. In fact, even if the prediction or the optimization is badly
performed, the battery will not be commanded to provide or exchange power if there is no other device
to exchange it with.

Optimizing only the boundaries of the battery behavior, as proposed is another advantage as it
allows the battery to absorb or provide unexpected power to prevent peaks or avoid power losses.
The battery can act as a dynamic reserve both for peak shaving and energy shifting. This, combined
with the priority system from the E-Broker Auction Algorithm is responsible for the robustness of
the method. This is important especially because the predictions only consider calendar information
(and not the weather forecast) and thus may not be perfectly accurate. This proves that the proposed
method can cope with some unpredicted situations.

Nevertheless, since the predictions must be accurate enough for the PSO to find a general plan
for the SOCb, future versions of the proposed method will consider weather forecast information.
This information is expected to include humidity, clarity of the sky, and temperature of every hour.
Currently, the proposed method does not require hourly optimizations, so the strategy is maintained
coherent for longer periods of time and computational costs are lowered. However, authors consider
the possibility of optimize again midway through the day if predictions are found to deviate too much
from measured power values. This has not been implemented yet but will be tried in future versions.

Another aspect of the proposed method that shares with the method from [22] is the fact that
no division needs to be imposed on the battery to distinguish peak shaving from energy shifting.
The proposed method optimizes the appropriate variables (SOCb for energy shifting and Pb for peak
shaving) so that no capacity needs to be wasted.

In the future, other applications for the proposed method are expected, such as demand control
by price or frequency response. Although this will require predicting and optimizing additional
magnitudes, the general concept of the method will remain intact: long-term optimization and real
time decision making. These new applications, just like the presented one, will save storage costs
because the method will provide the best possible use for the batteries. As for the exposed application,
since the power and energy cost reflects how much power the main grid is moving at any given hour,
reducing the energy bill helps decongesting the grid during the peak hours.

Finally, an important aspect of the proposed method is the fact that the E-Broker auction
algorithm is based on a method originally designed for microgrids operation with distributed resources.
Consequently, the proposed method is an evolutionary step towards the smart grids and distributed
paradigm that can be applied in the present time. This serves as an intermediate state between the
current energy system situation and the utopic approaches from other publications (see [1–4] for
examples). We hope the proposed method helps us reach a new and better future.

5. Patents

International patent application WO2015/113637A1 results from part of the work reported in
this manuscript. The described E-Broker auction algorithm is based on a simplification of the method
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disclosed in the patent. Please note that the rest of the proposed method is original and helps improving
the performance of the patented method.
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Abstract: In recent years, the installation of residential Distributed Energy Resources (DER) that
produce (mainly rooftop photovoltaics usually bundled with battery system) or consume (electric heat
pumps, controllable loads, electric vehicles) electric power is continuously increasing in Low Voltage
(LV) distribution networks. Several technical challenges may arise through the massive integration
of DER, which have to be addressed by the distribution grid operator. However, DER can provide
certain degree of flexibility to the operation of distribution grids, which is generally performed with
temporal shifting of energy to be consumed or injected. This work advances a horizon optimization
control framework which aims to efficiently schedule the LV network’s operation in day-ahead
scale coordinating multiple DER. The main objectives of the proposed control is to ensure secure
LV grid operation in the sense of admissible voltage bounds and rated loading conditions for the
secondary transformer. The proposed methodology leans on a multi-period three-phase Optimal
Power Flow (OPF) addressed as a nonlinear optimization problem. The resulting horizon control
scheme is validated within an LV distribution network through multiple case scenarios with high
microgeneration and electric vehicle integration providing admissible voltage limits and avoiding
unnecessary active power curtailments.

Keywords: low voltage networks; multi-period optimal power flow; multi-temporal optimal power
flow; active distribution networks; unbalanced networks

1. Introduction

Nowadays, an increasing number of small-scale units, typically referred to Distributed Energy
Resources (DER), is connected along the Low Voltage (LV) distribution networks posing several technical
challenges, whilst bringing novel and diverse opportunities. Most commonly there is already a large
share of injected power at the distribution level by the renewable energy merely based on solar energy
through Photovoltaic (PV). The connection of such resources at the LV grid and end-users’ premises
is foreseen to increase substantially in the close future with small rooftop installation usually coupled
with Battery Storage System (BESS), controllable loads (e.g., Electric Water Heaters) and Electric Vehicles
(EV). Therefore, it shall be critical to exploit the DER controllability and active participation through
demand response schemes in order to support or even improve techno-economically the operation of
the distribution networks operation [1,2]. For instance, DERs might be used to provide technical support
to tackle voltage or congestion problems delivering profits to the end-consumers accordingly.
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Traditionally, LV networks used to be the most passive circuits within the power systems, since
power flows were solely headed from distribution transformers to consumers without the operation
of automation elements [3]. In particular, the entire segment from the secondary substation and its
downstream connected LV networks is very often not monitored nor controlled [4].

The Distribution System Operators (DSOs) address such technical challenges by increasing the
observability and controllability of the grids, envisioning the active management of the DERs for
ancillary services, throughout new operation stages [5,6]. Such attributes of advanced control and
monitoring techniques do typically refer to Advanced Distribution Management Systems (A-DMS) [7].
The active management of distribution networks through the engagement of DERs in the operation
of the grid is regarded to occur with the provision of flexibilities services such as active and reactive
power control (i.e., inverter based control). The smart grid deployment, as an alternative paradigm for
the operation of distribution networks, envisions the active management of DER taking advantage of
advanced control infrastructures and communications through demand side management schemes.
Advanced control methodologies need to be implemented to determine control actions related to
controllable DER, which can techno-economically improve distribution networks’ operation delivering
benefits to residential users.

Virtual Power Plants and aggregation of flexibilities in higher levels for market participation
(i.e., in balancing market) and provision of ancillary services through DER has been foreseen in [8,9].
In several European countries already, flexible loads are incentivized in order to defer network
investments or decrease congestions by load shifting [1].

A particular concern in recent research works regards the potential flexibility provided by the
DER connected along the LV distribution level to address voltage problems. In past years, research
was focused on active power curtailment following local droop based rules or even combined
with reactive control [10–12]. Moreover, self-consumption is a common practice adopted by the
DSOs lately, in order to avoid voltage rise during the peak period of PV generation. In several
European countries (e.g., Belgium, Denmark and the Netherlands), residential PV self-consumption
measures based on net metering schemes target matching the endogenously generated power with
local consumption [13]. On the contrary, Portugal and Germany promote lower remuneration for
energy produced by microgeneration, thus attracting instantaneous consumption. Towards the path
to maximizing renewable generation into distribution networks, the focus in research remains in
controlling the microgeneration itself. A distributed scheme with more sophisticated rules to mitigate
overvoltages due to a large integration of PVs was proposed in [14]. In addition, real-world LV
four-wire distribution networks are in practice fairly unbalanced, since single-phase grid elements
(e.g., end-users, micro-generation and EVs) do impact the voltage, not only of the connected phase,
but also of the other two phases due to the neutral-point shifting phenomenon [15]. Consequently,
local droop based controls via single-phase PVs might be insufficient for voltage regulation in
unbalanced grids; hence, the deployment of centralized optimization schemes can tackle such issues
since topological (i.e., making use of the most efficient controllable DER or asset) and phase coupling
considerations among phases can be regarded [11,14].

Interest has also been attended for the efficient integration and exploitation of distributed
BESS [16,17]. Recently, BESS has been introduced by electric utilities to accommodate the increased
generated power by solar energy in LV grids, though the deployment of residential BESSs has been
limited up to the previous years, due to the relatively high capital cost of such devices. Lately,
the continuous reducing cost of batteries in addition to the rising electricity costs and incentives for
investments in storage [18]. According to Directive 2009/72/EC [19], the utilization of energy storage
systems by grid operators is very limited at present; meanwhile, unbundling requirements for DSOs
under EU directives do not allow energy storage units to be directly owned, or controlled by them.
Concurrently, the growing number of BESS owned by residential consumers is likely to undermine
the current business model of the electric utilities [20]. The following trend aims to maximize the
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revenue brought to the consumer in particular when home energy management systems are utilized to
optimize the local generation and consumption.

Other research works have proposed advanced controlling more DER types such as EV
and Controllable Loads (CL) for the mitigation of overvoltages or line congestions by [21–26].
A centralized control scheme for the voltage regulation and the mitigation of high unbalance instances
is proposed [27], the efficiency of which is compared with typical local control droops. An extension
of the same authors provide a framework for the coordination of an On Load Tap Changer (OLTC),
installed at the secondary substation, with BESS and controllable microgeneration [20].

Optimal Power Flow (OPF) is widely applied as a tool within DMS application for the planning
and operation of the power systems. Clearly, OPF problems are deemed challenging since they
require solving of non-convex problems. Nonconvexity stems from the nonlinear relationship between
voltages and the complex powers consumed or injected at each node [28]. Further adaptations and
assertions have to regarded for power flow equations in particular for LV grids as they present
purely unbalanced loading conditions and mainly resistive line characteristics. The widely used
DC power flow methodologies in transmission grid studies, but cannot be applied due to the
higher R/X ratios [29]. The application of non-convex and nonlinear AC power flows in an OPF
framework possibly leads to computational complexity according to [30]. Therefore, in literature,
convex relaxations are settled, based on e.g., semidefinite relaxations [31]; such approaches explore
solutions that are globally optimal for the original problem in many practical cases, leading though
non-valid solutions in some cases [28]. Further computational complexity can be certainly added to
the OPF formulation if it is settled for multiple periods leading to multi-period OPF.

Recent works have dealt with proposing efficient linearizations to resort tractable multi-period
OPF [6,17]. For instance, authors in [17] take advantage of the linearization to reduce the convergence
of the programming and utilize it for planning of the distribution network. In [6], a step forward
advances the multiperiod OPF framework incorporating uncertainties brought by forecasts through
chance constrained optimization. Nevertheless, both works do not address the three-phase nature
and the subsequent unbalances may arise in LV distribution networks. In this work, a three-phase
multi-period OPF based on the exact (i.e., nonlinear) AC power flows is proposed, incorporating
multiple DER within the operation of the distribution grid.

The main contributions of this paper can be summarized as follows:

• A decision tool which provides support to the DSO for the minimization of the operational
costs based on the coordinated operation of multiple DER. The tool is capable of mitigating the
regulating of nodal voltages, minimizing curtailments of active power by the microgeneration,
ensuring nominal rated power for the secondary for all time instances. Multiple active measures
are posed based on different DER technologies.

• A three-phase multi-period OPF framework based on the exact formulation of the AC power flow
equations. The overall problem is resolved through a nonlinear optimization problem addressed
interior-point method where efficient explicit calculation for the gradients of the constraints and
the Hessian of the Lagrangian are proposed leaning on sparsities.

• Analytical inter-temporal constraints (i.e., providing the limitations of each type of DER) and
the counterpart inter-temporal cost dependencies are discussed with their subsequent burdens.
In particular, a technique is proposed to address singularity of Jacobian matrix (i.e., of the
nonlinear problem) induced by the inter-temporal constraints.

This paper is structured as follows: Section 2 describes the mathematical models of the power
system as well as the temporal models deployed for the DER. Section 3 discusses the proposed
coordinated control scheme, which is mathematically stated through a three-phase Multiperiod
AC-OPF (MACOPF). An analytical discussion regarding the resolution of the nonlinear programming
through the Interior-Point (IP) primal-dual algorithm takes places in the same section. Sections 4
and 5 present the study for the validation of the proposed control scheme. The final section provides
the conclusions.
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2. Proposed Models for Distributed Energy Resources and Distribution Network Models

2.1. Distribution Network Models (Lines and Transformer)

The LV distribution network is assumed to be comprised by a typical three-phase four wire
unbalanced network with a multi-earthed neutral; this fact allows the application of the Kron’s
reduction [32]. All buses are considered to have three terminals, where each one represents the
phase connection point: a, b, c. The voltage magnitude for bus j is given by the real vector vj ∈ R3,
vj = [vj,a, vj,b, vj,c]

T , and, accordingly, the voltage angles by the real vector ϑj ∈ R3.
The connection between buses k and m is a square (e.g., Kron’s reduction) symmetric matrix

zk,m ∈ CΦk,m×Φk,m , where Φk,m the number of phases interconnected nodes k and m. The active
conductors (e.g., the three-phases, neutral follows the reduction) present coupling, amongst them the
[zk,m] has off-diagonal elements different from 0. The admittance matrix (Ybus ∈ C3Nb×3Nb ) determines
the overall topological structure of the distribution network, where assuming no shunt admittances
modeled for the distribution lines (i.e., negligible according to [33]), the element Ykpk ,mpm

of Ybus which
refers to the connection between phase pk of bus k and phase pm of m can be expressed as:

(Ykpk ,mpm
) =

{ − 1
(zk,m)pk ,pm

if k �= m,

∑n
1

zk,n
if k = m.

The distribution transformer (MV/LV) according to its type most commonly delta–wye grounded,
wye–delta, wye–wye, open-wye–open-delta, delta–delta can be represented and included in the Ybus
of the network by constant impedances (i.e., for steady state analysis). For each type of transformer
configuration, the admittance matrices for the distribution transformer can be found in [34]. Building
the admittance matrix of the transformer is commonly known that it is not always invertible other
than wye-g-wye-g; hence, an addition of a fictitious small admittance from the isolated transformer
sides to the ground remedies the issue [35].

The interconnection of the LV grid with the MV grid is represented with an ideal voltage source
that is assigned with the voltage vector Vsource = [1, 1, 1]T , which is also considered as the reference
bus with angles Vsource =

[
0, 2π

3 , − 2π
3
]T

. The ideal voltage source is connected in series with proper
impedances that can be assessed according to the MV grid’s short circuit power (Figure 1).

T/R
LV 

Grid

Ideal Voltage 
source, with 

series 
impedance

MV Grid Model

Figure 1. Configuration for interconnection of MV with the LV grid.

2.2. Battery Energy Storage System (BESS)

The BESS model is based on a first order battery model. Two distinct auxiliary variables are
settled as power injections. The positive term refers to the discharging mode of operation pdch ≥ 0,
pdch ∈ R+, while the charging of the storage unit is negative pch ≤ 0 ,pch ∈ R−. This model captures
the losses during charging and discharging modes, through the corresponding efficiencies (ηch, ηdch).
E0 is considered the initial (i.e., τ = 0) stored energy of the BESS. The available energy capacity of a
BESS at time step τ can calculated by Equation (1), which bundles the instant energy state with the
former one:

E(τ) = E(τ − 1)− Δτ
[

ηch ηdch

]
p(τ), (1)
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where

p(τ) =

[
pch(τ)

pdch(τ)

]
.

The energy state for the BESS for the last step will be accordingly defined as a linear combination
with the previous states of its energy. As it will be presented in Section 3.4, such inter-temporal
couplings led to problematic conditions for the resolution of an optimal control, hence special treatment
is proposed. In the proposed optimization framework, as a primary decision variable for each BESS
is considered, its power injection PBESS, which should be subjected to the equality constraint (2a) for
each instant τ, followed by some operational constraints for both operation modes as follows:

PBESS(τ) = pch(τ) + pch(τ), (2a)

pch ≤ pch(τ) ≤ 0, (2b)

0 ≤ pdch(τ) ≤ pdch, (2c)

SoC ≤ SoC(τ) ≤ SoC, (2d)

SOC(τ) =
E(τ)
Erated

. (2e)

The constraints (2a)–(2e) are posed ∀τ ∈ T , T := {1, . . . , Hτ} and Hτ the last instant defining
the horizon of the optimization. The constraints (2a)–(2e) pose the technical constraints for the BESS
charging and discharging power. Accordingly, the State-of-Charge (SoC)—defined in Equation (2e)—is
constrained based on the BESS’s characteristics. To avert simultaneous charging and discharging of the
BESS, a penalty cost is assigned with each auxiliary decision variables pch, pdch, both of which should
greater—at least one order—than the use of the BESS (cBESS) itself, i.e., PBESS.

As an additional note, for any three-phase BESS the different phases are hereby considered to
follow the same mode of operation; therefore, the mathematical expression is comprised of three
single-batteries installed in the different phases, coupled with the equality constraints for their active
and reactive power injections as in Equation (3):

PA
BESS(τ) = PB

BESS(τ) = PC
BESS(τ)

QA
BESS(τ) = QB

BESS(τ) = QC
BESS(τ)

∀τ ∈ T . (3)

2.3. Electric Vehicles (EVs)

The EVs are structured following the same rationale as the BESS model. In this study, the EVs
are considered as flexible DER according, certainly, to their availability each time. Their provided
flexibility is essentially regarded to be the intervals when they are parked to their owner’s house
premises. Being in this state (i.e., parked), if there is need for charge, this will be decided by the
proposed control following the coordinated smart charging scheme. When the owner of an EV desires
to provide a signal of flexibility, the time interval when the estimated trip will occur together with
the estimated consumed energy should be dispatched to the DSO. These two signals are captured
for each controllable (i.e., willing to be charged in concordance to the smart charging scheme) with
[ytrip] that is added to discharge the EV and Etr, where ntr corresponds to the number of trips for an
EV. The fictitious variable [ytrip]ntr×Hτ is added to discharge the EVs during their trips.

The Vehicle-to-Grid (V2G), where the EV injects power to the grid, operation is also incorporated
within the proposed EV model. Whenever the V2G mode of operation is not deemed to be followed,
the pdch is simply constrained to zero.

One can define the energy state for each instant for one EV given by the vector EEV ∈ RHτ

recasting Equation (1), which infers to a linear combination of preceding instances inherent to the
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controllability that its flexibility allows, and the initial stored energy E0. The energy storage for one EV
at instant τ can be calculated by Equation (4):

E(τ) = E0 + Δτ[diag{ndch} diag{1/nch}]︸ ︷︷ ︸
Λ

·
[

pdch
pch

]
︸ ︷︷ ︸

pEV(τ)

−ytrip(τ) · Etr(τ). (4)

For one EV, let it j, connected along the distribution network, the energy state function (4) can be
rewritten in a compact matrix format capturing both operating modes where the energy stored to each
EV towards the time evolution Hτ can expressed as the vector E

j
EV = [Ej

EV(0), . . . , Ej
EV(Hτ)]T :

E
j
EV =

⎡
⎢⎣

I
...
I

⎤
⎥⎦ E j

0 +

⎡
⎢⎣

Λ 0
...

. . .
Λ . . . Λ

⎤
⎥⎦
⎡
⎢⎢⎣

pj
EV(1)

...
pj

EV(Hτ)

⎤
⎥⎥⎦− y

j
trip · E

j
tr. (5)

2.4. Microgeneration (μG)

The microgeneration in this work is considered to be single phase inverter based installations.
In case the DSO desires to incorporate the control of microgeneration in the control, the type of control
pertaining the active power through Active Power Curtailment (APC) and/or Reactive Power Control
(QR) have to be opted for the centralized controller.

Regarding the APC, the following settings define the maximum possible curtailed power as a
percentage of the instant injected power (i.e., maximum curtailment β=20%), given the following rule
in Equation (6):

ppac(τ) =

{
β · pinj(τ), if pinj(τ) ≥ ξ · prated,
0, else.

(6)

ξ (in this study ξ=0.5) stands for a parameter which leads to control PV with larger injected power
in proportion to their installed power at the instant period. The reactive power control is defined in
similar way, though allowing capacitive and inductive operation (i.e., injecting and absorbing reactive
power accordingly). Nevertheless, if the option of controlling the PVs in both PAC and QR mode,
to avoid the nonlinear constraint inherent to the operation of the inverter; a simpler linear constraint is
posed to ensure that the microgenerator’s inverter does not exceed its rated power:

QQR(τ) =
(

prated − pinj(τ)
)
· tan(θmin)

QQR(τ) = −QQR(τ),
(7)

where θmin is given by the minimum power factor (PFmin) applied; θmin = cos−1(PFmin).

2.5. Three-Phase Power Flow

A three-phase Power Flow (PF) is implemented following the main notions described in [36].
The PF tool is incorporated in the overall proposed scheme, as an algorithmic step, either for the
calculation of the initial point of the optimization, or to validate of the set-points yielded by the
control scheme.

Th three-phase power is based on a Backward-Forward Sweep (BFS) technique, where, in the
Backward stage, the branch current calculations occur, whilst, in the Forward Sweep stage, the nodal
voltage is calculated. This method, unlikely for classical power flow methods, copes with a
branch-oriented technique rather than nodal relations.

Note that this power flow algorithm presents quick convergence, i.e., iterations do not exceed
4 for tolerance convergence ετ = 1e − 4. The performance can be further accelerated by the valid
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assertion that the angle displacement in LV distribution networks between adjacent nodes is fairly
small [17], i.e., Δθ leads to zero which leads to the conception in Equation (8) for the voltage drop:

ΔV(κ+1)
abc = Re{Z� · J(κ)abc}, (8)

where Z� is the corresponding impedance among the connected branches and J(κ)abc is the vector for the
line section currents at iteration κ. Regarding the power flow framework, it is hereby structured in
such a way that each load might have a different load model among constant PQ and a constant I or
constant Z model. Accordingly, the injection current at node j is given by Equation (9):

I j
abc = (Sabc · diag−1(VL−L))

∗
∥∥∥∥Vj

V

∥∥∥∥κ

, (9)

where Sabc stands for the apparent power consumed at node j, VL−L the line-to-line voltage.
The operator diag(.) is settled as an operator that returns a diagonal vector and κ is considered
the load model parameter, which is 0 for constant PQ load, 1 for constant current and 2 in case of
constant impedance.

3. Multi-Period AC-OPF (MACOPF) Formulation-Coordinated Control Scheme

The centralized coordinated management of the DER is discussed in this section through a
multi-period three-phase AC-Optimal Power Flow (MACOPF) where the different periods τ ∈ T
are coupled with inter-temporal costs and the DER are assigned with inter-temporal technical
constraints accordingly.

The MACOPF is stated for a horizon of operational planning Ht. All subsequent time steps belong
to the set T := {1, . . . , Hτ}. The main objective (i.e., O1) of the scheme is to minimize the operating
costs assigned with all the controllable assets providing their coordination given their availability.
Penalty costs assigned to auxiliary variables described with the term Φp. Such penalty costs refer to
relaxation of voltage bounds to ensure feasibility and thus convergence as well as penalties to avert
simultaneous charging and discharging or even auxiliary variables described within Section 2.

Assume that the state vector (xg,τ) at the time instant τ is given by (10) and the set of decision
variables τ corresponds to the vector uτ comprised of active and reactive power of each controllable
DER as shown in Equation (11) as well as auxiliary variables yτ in Equation (12). The voltage
angles can be omitted to reduce the scale of the optimization problem, since the angle displacement
between adjacent nodes in LV grids is typically less than 10◦ [17]. Nonetheless, angles are included
for completeness:

xg,τ =

[
Θ

V

]
τ

, ∀τ ∈ T , xτ ∈ R
(2∗3Nb), (10)

uτ =

[
Pc

Qc

]
τ

, ∀τ ∈ T , uτ ∈ R
(2∗nc), (11)

yτ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pch
pdch
yπ,ch
yπ,dch

εV
εsub
ytrip

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

τ

, ∀τ ∈ T , yτ ∈ R
�y , (12)

where Nb refers to the number of buses and Nc the number controllable units and �y = (4 ∗ NBESS) +

3 ∗ Nb + Nev + 3 with nBESS the number of BESS and nEV the number of EVs. The real vector
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V = [v1, v2, . . . , vNb ]
T
τ corresponds to the voltage magnitudes for each bus (each bus has three terminals)

at each time instant τ, and respectively Θ to the voltage magnitudes. The sets N ,J , T , denote the
buses (Nb), branches and the horizon of the multi-period scheme. Let for the optimization problem the
state vector and the decision variables correspond to the respective matrices X = [x1, . . . , xHτ ]

T and
U = [u1, . . . , uHτ ]

T , essentially defined as stacked vectors of each subsequent time period. For the sake
of comprehension, Figure 2 presents the described structure of the optimization variables. The fact
that the auxiliary variables (yτ) are appended as last elements of vector X eases the extension of the
stated problem. Additional objective terms might be assigned in the current formulation unless there
is no dependence or conflicting interest upon the aforementioned objective.

Θ V Pc Qc

y1

pch pdch εV

x1 xτ      xΗτ

Χ

   yΗτ

yCCV
(τ) (τ)

yτ

(τ)

uτxg,τ

yπ,ch yπ,dch ytripεsub

Figure 2. Structure of optimization variables; discriminated by state vector, control variables and the
auxiliary variables per each time step.

The overall control scheme can be described by the set of Equations (13):

min
u

Ht

∑
τ=1

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

Nb

∑
k

(
[ck(τ)]

T · uk,τ

)
︸ ︷︷ ︸

O1

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

Δτ + Φp, (13)

subjected to

Gj(xτ , uτ , yτ) = 0 ∀j, τ ∈ N , T , (13a)

HSub(xτ , uτ , yτ) + εsub ≤ 0 ∀i, τ ∈ J , T , (13b)

Vmin − εV ≤ vj(xτ) ≤ Vmax + εV ∀i, τ ∈ N , T , (13c)

hξ(xτ , uτ , yτ) = 0 ∀ξ, τ ∈ U , T , (13d)

gξ(xτ , uτ , yτ) ≤ 0 ∀ξ, τ ∈ U , T , (13e)

where vector [ck(τ)]
T includes the price of each controllable unit per time step τ ine/kWh ore/kVArh.

The constraints in (13a) set the nonlinear power flow equation at each bus of the network; inequality
constraint (13b) poses the technical constraint for the MV/LV transformer; the boxed constraints
in (13c) to respect all nodal voltages to range strictly within the admissible bounds. The additional
positive variable εV is used to relax the voltage constraints and avoid infeasibility. The latter is
applicable substantially when the active measures are not adequate for addressing voltage problems.
Accordingly, since a transformer is capable of being operated in full load conditions or slightly higher
for a certain short interval, an auxiliary variable is also applied to turn these constraints less tight.
Th constraints (13d)–(13e) correspond to the operational limits of the controllable DER.

In the following subsection, the resolution of the optimal control problem is analytically
discussed through the optimization techniques used to address it efficiently. The proposed
control scheme evidently deals with a large number of decision variables -X ∈ RNX : NX =

(2 ∗ 3Nb + 2 ∗ Nc + 2 ∗ NBESS + 2 ∗ Nev + 3) · Hτ-. Accordingly, the power flow through the nonlinear
equations are accounted Nnonlin = 2 ∗ 3 ∗ Nb. Such large optimization problems, where the structure of
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the Jacobian of the nonlinear constraints present very sparse blocks, should possibly reveal particular
framing of the problem re-structuring it and inherently leading to improved computational efficiency.
In [37], the authors restructure the multi-period OPF to a tailored approach exploiting its particularities.
Hereby, particular techniques are proposed to speedup the largeness of the nonlinear optimal control
programming. The explicit calculation of the Jacobian and the Hessian is proposed, taking advantage
of the sparsities, as well as slight pivotal elements to the Jacobian address any singularities met by
the inter-temporal constraints. The initial point X0 for the optimizer is either obtained through a
local database which has stored previous occurrences or by running sequentially (Hτ) power flows.
Additionally, if load and weather forecasts fail to be obtained, a worst case scenario can be interrogated
by a local historical database.

3.1. Interior-Point Primal-Dual Method for the Proposed Control Scheme

The proposed control scheme based on the MACOPF is stated with the set of Equations (13).
Hereby, a discussion will follow based on an interior-point method, which follows the above form
of the previous section, and will involve lengthy and complicated notation. To ease the description,
the control problem is reformulated in a more compact manner (i.e., grouping the equalities and
inequality constraints) as proposed in the literature [38–40]. Note that, with bold notation, a vector
form is implied. The decision variables and state vectors are simply represented by one vector x:

min
x

f (x), (14)

subject to
gE(x) = 0, (14a)

hI(x) ≤ 0, (14b)

xmin ≤ x ≤ xmax, (14c)

where gE(x) contains any type of equality constraint (i.e., linear and nonlinear) and hI any type of
inequality constraint. The inequalities constraints can be introduced as equality constraints by the
addition of slack variables sj, such that hI(x)− s = 0. Then, a penalty function introduces a new form
to the initial objective function as follows:

min
x

fp = f (x)− μ(k)
Nx

∑
j=1

�n(xj − xj,min)− μ(k)
Nx

∑
j=1

�n(xj,max − xj)− μ(k)
Nineq

∑
j=1

�n(sj), (15)

subject to
gE(x) = 0,

hI(x) + s = 0,
x, s ≥ 0,

(16)

where μ(k) is the the logarithmic barrier parameter for iteration k that essentially reduces monotonically
to 0 as iteration progresses. The non-negativity conditions at (16) are handled by incorporating them
into logarithmic barrier terms. The Lagrangian (Lp) of the fp can be defined as:

Lp(x, λ, σ, s) := fp(x)− λT gE(x)− σT(hI(x) + s) ⇔

Lp(x, λ, σ, s) = f (x)− μ(k)
Nx

∑
j=1

�n(xj − xj,min)− μ(k)
Nx

∑
j=1

�n(xj,max − xj)−

μ(k)
Nineq

∑
j=1

�n(sj)− λT gE(x)− σT(hI(x) + s),

(17)
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where vectors λ, σ are the Lagrange multipliers for the corresponding equality and inequality
constraints. The first-order Karush–Kuhn–Tucker (KKT) condition (iff gE, hI are first order
differentiable) for a local optimum point p∗ = (x∗, λ∗, σ∗, s∗) are the following:

∇xLp(x∗, λ∗, σ∗, s∗) = ∇x fp(x)− λ∇xgE(x)
T − σ∇xhI(x)

T −D = 0,
∇μLp = μ[s]−1e − λ = 0,
∇λLp = gE(x

∗) = 0,
∇σLp = hI(x

∗)− s∗ = 0,
D = μ[x − xmin]

−1e + μ[xmax − x]−1e,

(18)

where e is the appropriate size vector with all entries equal to one.
The first-order KKT conditions are necessary and sufficient for global optimality for a convex

problem when the Linear Constraint Qualification (LICQ) holds [41]. In the proposed control scheme,
the non-convex nature of the—exact—nonlinear power flow necessitates the verification second-order
KKT conditions to certify the local optimality of p∗ . The second-order conditions can be found
analytically in the literature [38], since here the first-order will be analytically discussed due to the
examination of linear dependence of the inter-temporal constraints introduced by DER.

The IP algorithm at iteration k requires the solution of the following nonlinear system:

⎡
⎢⎢⎢⎣

∇2
xLp ∇xgE(x) ∇xhI(x) 0

∇xgE(x)
T 0 0 0

∇xhI(x)
T 0 0 I

0 0 I ∇2
sLp

⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣

Δx

Δλ

Δσ

Δs

⎤
⎥⎥⎥⎦ = −

⎡
⎢⎢⎢⎢⎢⎣

∇x fp(x)− λ∇xgE(x)
T − σ∇xhI(x)

T

μ[s]−1e − λ

gE(x)

hI(x)− s

[z] x − μe

⎤
⎥⎥⎥⎥⎥⎦ . (19)

The KKT system in Equation (19) is nonlinear and its solution most commonly in the literature [42]
is addressed by applying the Newton’s method. In the proposed control scheme, the gradients for the
nonlinear constraints and the Hessian of the Lagrangian are explicitly calculated. In case where these
derivations are not provided, approximations based on finite differences are typically applied [43,44].

3.2. Gradients of Nonlinear Constraints and Hessian of Lagrangian

The gradient (see also Appendix B) of the objective function, the Jacobian of nonlinear constraints
and Hessian of the Lagrangian are implicitly provided to the optimizer, by expanding the calculations
presented in [45]. On this point, it is important to be stated that the voltage vectors are expressed using
polar coordinates: expressing voltage in rectangular coordinates eliminates trigonometric functions
from the PF equations [46]. Nevertheless, in [42,47], a benchmarked comparison of both types of
coordinates present the same order of computational performance as well as an equivalent number
of iterations for convergence for a typical OPF. On one hand, rectangular coordinates can ease the
process of first and second order gradients leading to quadratic and constant forms; both types cannot
avoid the nonlinear equalities (and inequality) constraints and form a convex region. Concurrently,
rectangular coordinates may provide slightly faster evaluation of particular gradients and Hessian,
but the voltage bounds are handled as functional bounds in many OPF problems.

Therefore, the complex voltage vector might be denoted by V ∈ R3Nb . The element at bus j
at phase a is υj,a = |υj,a|ejθj,a . The derivation with the state vectors for instant period τ followed,
obviously, for the other periods are 0 entries-:

VΘτ
= ∂Vτ

∂Θτ
= j[Vτ ] VVτ

= ∂Vτ
∂Vτ

= [Vτ ][Vτ ]−1 := [E]. (20)

The analytical AC power flow equations over all periods of the horizon window can be derived
by the resolution of Equation (21). The operator � is used for element-wise matrix product. Complex
number equations are not addressed by state-of-the art optimizers and only in a few cases yield faster
solutions [48]. Thus, a segregation is proposed—as shown in Equation (22)—which introduces the
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power flows through the vector G(X), due to their complex nature, which essentially cannot be posed
at the optimization stage:

Gc(X) = Sbus(V) + Sd − CgSg , Gc : Cnb → Cnb

Sτ
bus(Vτ) = Vτ � (Iτ

inj)
∗ = Vτ � (Ybus · Vτ)∗,

(21)

G(X) =

[
�{Gc(X)}
�{Gc(X)}

]
, G : R2nb → R2nb . (22)

The current bus injection Iinj appears in the power flow Equations (21). It would be useful for the
power flow expressions derivation to present the corresponding for the current injections:

∂Iτ
inj

∂xτ
=
[

∂Iτ
inj

∂Θτ

∂Iτ
inj

∂Vτ
0 0

]
,

∂Iτ
inj

∂Θτ
= Ybus

∂Vτ
∂Θτ

(20)
= jYbus[Vτ ],

∂Iτ
inj

∂Vτ
= Ybus

∂Vτ
∂Vτ

(20)
= Ybus[E].

(23)

The first and second derivatives for the nonlinear constraints, which substantially refer to the
power flow equation, will be based on the introduced vector Gc(X):

GX =
∂G
∂X

=

[
∂�{Gc(X)}

∂X
∂�{Gc(X)}

∂X

]
=

[
∂G
∂x1

∂G
∂x2

. . . ∂G
∂xHt

. . . ∂G
∂xHt

∂G
∂y1

. . . ∂G
∂yHt

]
, (24)

∂G
∂xτ

=
[

GΘτ
Gvτ GPgτ GQgτ

]
. (25)

The first order partial derivatives are presented for the defined Gc, which can thereafter appended
in Equation (25):

Gc,Θτ
= ∂Sbus(Vτ)

∂Θτ
= [Iτ

inj]
∂Vτ
∂Θτ

+ [Vτ ]
∂(Iτ

inj)
∗

∂Θτ

(20)
= j[Vτ ]

(
[Iτ

inj]− Ybus[Vτ ]
)∗

, (26)

Gc,Vτ
= ∂Sbus(Vτ)

∂Vτ
= [Iτ

inj]
∂Vτ
∂Vτ

+ [Vτ ]
∂(Iτ

inj)
∗

∂Vτ

(20)
= [Vτ ]

(
[Iτ

inj] + Ybus[Vτ ]
)∗

[Vτ ]−1, (27)

Gc,Pτ
g = −Cg, Gc,Qτ

g = −jCg, (28)

where (Cg)Nb×Nc stands for the injection connectivity matrix that each element (i, j) is one if at bus ith
controllable asset jth is connected, else the element is zero. It is obvious that the partial derivatives
of Gc(xτ) with respect to other xg,τ2 , ug,τ2—with τ2 �= τ—results in zero entries. The GX is therefore
formed by two stacked matrices, which present sparse block diagonalities. The corresponding partial
derivatives with respect to the auxiliary variables will be zero entries as well.

The second derivatives for the the complex power injections are necessary only for the assessment
of the Hessian of the Lagrangian, which appears in iteration of the KKT-system—Equation (18). As it
can be observed, the Hessian matrix of the Lagrangian can be given by Equation (1):

Hp(x, ) = ∇XX Lp = ∇XX f (X) +∇XX gE(λ) +∇XX H(X). (29)

The second order derivatives for the complex power flows are calculated in proportion to the
instant λ. The derivative is provided discretized in two parts:
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∂2Gcλ
∂x2

τ
= ∂

∂xτ

(
λGT

c,xτ
(X)

)

=

⎡
⎢⎢⎢⎣

Gc,ΘτΘτ
Gc,ΘτVτ

0 0
Gc,VτΘτ

Gc,VτVτ
0 0

0 0 0 0
0 0 0 0

⎤
⎥⎥⎥⎦ .

(30)

A brief presentation of all the subsequent expressions follows:

Gc,ΘτΘτ
= ∂

∂Θτ

(
j
(
[Iτ

inj]− [Vτ ]YT
bus

)∗
[Vτ ]λτ

)
= [Vτ ]

∗
(
(Y∗

bus)
T [Vτ ][λτ − [(Ybus)

∗[Vτ ]λτ ]
)

︸ ︷︷ ︸
A1

+ C2 (Y∗
bus[Vτ ]

∗ − [Ibus]
∗)︸ ︷︷ ︸

A2

. (31)

Accordingly, the Gc,VτΘτ
can be calculated as:

Gc,VτΘτ
= jB(A1 − A2) = (Gc,ΘτVτ

)T , (32)

Gc,VVτ
= B(C + CT)B, (33)

where
B = [Vτ ]−1,
C2 = [λτ ][Vτ ],
C = C2(Ybus[Vτ ])∗.

The overall assessment of the second order gradient can be induced to a simple routine reducing
computational effort and memory allocation by saving certain matrices presented above.

The subsequent gradients of the objective functions can be assessed for the proposed scheme
since the f (X) = ∑τ∈T f (xτ) substantially corresponds to a linear combination of convex functions.
The first-order gradient of the objective will be comprised of constant and null entries since the costs
are linear functions, as described in Section 3.5. By extension, the second-order derivatives of the
objective function will be a null matrix.

If a solution of the barrier problem satisfies the primal-dual Equations (19) of the nonlinear KKT
system, its solution may be approximated by an iteration of Newton’s method. The search direction
can be obtained as a solution of the linearization of the KKT system, which is presented in Section 3.3.

3.3. Solution of Karush–Kuhn–Tucker Equations

Hereby, the barrier solution is presented for the optimal control problem (14), assuming that
the decision variables x are positive (i.e., to avoid lengthy notation). The dual variables can be
introduced as:

zi :=
μ

xi
(34)

⎡
⎢⎢⎢⎢⎢⎣

H 0 −JT
E −JT

I −I
0 [λ] 0 [s] 0

JE 0 0 0 0

JI −I 0 0 0

[z] 0 0 0 [x],

⎤
⎥⎥⎥⎥⎥⎦

(k) ⎡⎢⎢⎢⎢⎢⎣
Δx

Δs

Δλ

Δσ

Δz

⎤
⎥⎥⎥⎥⎥⎦

(k)

= −

⎡
⎢⎢⎢⎣

∇xLp

∇λLp

∇σLp

∇sLp

⎤
⎥⎥⎥⎦ , (35)

where H = ∇xxLp, JE = ∇xgE(x) and JI = ∇xhI(x). The system (35) can be further simplified—based
on Gaussian elimination—by eliminating the last row. Therefore, with this elimination, it will be:
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⎡
⎢⎢⎢⎣

Ĥ 0 −JT
E JT

I
0 [λ̂] 0 −I
JE 0 0 0

JI −I 0 0

⎤
⎥⎥⎥⎦
(k) ⎡⎢⎢⎢⎣

Δx

Δs

Δλ

Δσ

⎤
⎥⎥⎥⎦
(k)

= −

⎡
⎢⎢⎢⎣

∇xLp + [x]−1gE(x)

[s]−1 (−μe + sλ)

−gE(x)

−hI(x)

⎤
⎥⎥⎥⎦ (36)

where Ĥ = −Hk − [xk]−1[zk] and the diagonal matrix [λ̂] = −(sk)[λ]. The updates for the dual
variables can be obtained from Equation (37):

Δzk = [xk]−1(μe − [zk]Δxk)− zk. (37)

The overall resolution of the KKT system provides the search direction set for each subsequent
iteration. An important condition for the Netwon step is that the Jacobian JE is a non-singular matrix.
The latter implies properties which are assigned with the constraint qualification (CQ). The QP is a
critical condition that needs to be assessed along with the KKT conditions. More analytically, the LICQ
necessitates that the gradients of the equality constraints and any active bound constraints (i.e., binding
constraints) which are linearly independent. If this does not hold, the KKT system cannot be resolved.
In [41], the authors show that, for any local optimizer, the KKT conditions with LICQ satisfied can
ensure the generic existence of the Lagrangian multipliers. The inter-temporal couplings among
different periods τ in some cases lead to singularities for the Jacobian of the nonlinear equalities.
Section 3.4 thoroughly discusses an efficient manner to avert such issues.

3.4. Intertemporal Couplings and Singular Jacobian

In the proposed multi-period OPF, the inclusion of inter-temporal constraints (e.g., mainly
due to BESS and EVs) in most cases lead to the singularity of Jacobian matrix (JE). Whenever the
gradients of the active constraints are linearly dependent, the consequence is that the Jacobian matrix
for the first-order optimality conditions will be singular. This can be observed for the presented KKT
systems (36) when there are some—assuming a set of j-binding constraints (from the hI inequalities)
sj = 0, while σj �= 0. Therefore, if additionally there are gradients of the respective gradients ∇gE,∇hI
are dependent when constraints are active the last three rows of the iteration matrix (36) will have
dependent rows. An additional problematic condition might appear whether the binding conditions
are linearly dependent; then, the Jacobi matrix is again singular according to [49].

The singularity issue to some extent occurs due to the structure of the control scheme, which
essentially has no unique set of Lagrange multipliers corresponding to the dependent binding
constraints. The particular case of BESS and the subsequent problems are analytically discussed
in [49,50]. In these works, techniques are proposed to address the singularities; in [49], the authors
simply suggest the elimination of the linearly dependent binding constraint on the Jacobian matrix
is singular. Nonetheless, none can guarantee that the no constraint violation will take place and
meanwhile it is tailored to mitigate certain singularities. The same authors propose further methods
based on either a Moore–Penrose pseudoinverse of the Jacobian or by adding the standby losses.

Hereby, a simple technique will be presented which is model-free, which aims to correct the
singularity introducing pivotal changes within the Jacobian matrix based on notions presented in [38].
To avoid the failure of singularity, a small pivot element (i.e., shadowed elements) might be added
whenever the issue arises⎡

⎢⎢⎢⎣
Ĥ 0 −JT

E JT
I

0 [λ̂] 0 −I
JE 0 δπ · I 0

JI −I 0 0

⎤
⎥⎥⎥⎦
(k) ⎡⎢⎢⎢⎣

Δx

Δs

Δλ

Δσ

⎤
⎥⎥⎥⎦
(k)

= −

⎡
⎢⎢⎢⎣

∇xLp + [x]−1gE(x)

[s]−1 (−μe + sλ)

−gE(x)−δπ · λ

−hI(x)

⎤
⎥⎥⎥⎦ , (38)
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where δπ stands for a fairly small positive number. The latter correction takes place in each iteration
that the Jacobian is tracked as rank-deficient, which implies the linear dependency among constraints.

3.5. Inter-Temporal Costs

Inter-temporal costs have to be incorporated to ensure that transitions from one operating point
to the next are feasible (i.e., managing flexibilities provided by the DER) and economical. These costs
do apply independently to DER or assets while spanning multiple periods in particular, if multiple
tariffs are defined along the horizon.

The costs for the controllable resources such as BESS and PVs follow a conditional operation
regarding their mode of operation. The cost function, for instance, of charging a BESS is expressed by
a linear convex function depending on the quantity of energy consumed—see the Figure 3a scenario
when charging and discharging are equally priced. Any time step (e.g., charging or discharging) is dealt
by imposing a Cost Constrained Variable (CCV) to represent the proper cost. The piecewise linear cost
function cBESS(x)—owned by the DSO—represented by the red line on Figure 3a—is substituted by an
auxiliary variable yBESS and a set of linear constraints. These linear constraints form a convex region
with the cBESS(x), setting the yBESS always to lie in the epigraph of the cost function. This auxiliary
variable is onwards reflected to the objective function:

cBESS(x) =

{
πBESS · x if x ≥ 0 (discharging),
−πBESS · x else x < 0 (charging),

(39)

where πBESS corresponds to price of utilizing the BESS either for charging or discharging. The necessary
linear constraints for the auxiliary variable are the following:

yBESS ≥ πBESS · x,
yBESS ≥ −πBESS · x.

(40)

Accordingly, the cost functions and their subsequent auxiliary variables are defined. Note that,
for EV or domestic BESS, their cost function can have an arbitrage regime, in the sense that charging
has a profitable impact on the objective function while discharging is penalizing it—Figure 3d. Note
that all Figures 3 are indicative for a particular period τ; different functions might be regarded for
different time steps implementing demand response schemes based on variable pricing schemes.

(d)(c)

discharging

Cost (€/kWh)  

charging

PdisPch

cBESS(x)  

(a)

Cost (€/kWh)  

Active curtailment

Pinj

(b)
Ppac

cpac(x)  

discharging

Cost (€/kWh)  

charging

PdisPch
cBESS(x)  

capacitive mode

Cost (€/kWh)  

inductive mode

-QQC

cQP(x)  

QQC

Figure 3. Cost function functions. (a) cost function for utilizing a BESS-owned by the DSO; (b) cost
of active power curtailment; (c) cost function of reactive power control for microgeneration; (d) cost
function of an EV with V2G operation.
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4. Case Study Synopsis

The network selected as a case study to perform the validation of the proposed scheme belongs
to the IEEE benchmarked LV European network [51]. The network corresponds to a real British low
voltage feeder connected to the MV grid through a transformer of nominal power 800 kVA (Figure 4).
The transformer is modified and considered to be 20 kV to 400 V with nominal power of 150 kVA, since
only one feeder is considered in the benchmark as well. The service cables to the 55 end-consumers are
also included in the grid representation.

In all scenarios, a three-phase centralized BESS is assumed to be connected at node 101 (Figure 4).
The BESS capacity is 90 kWh and the maximum charging and discharging rate is 45 kW. This BESS
is assumed to have an initial SoC of 0.40 with SoC = 0.1 and, at the end of the optimization horizon,
it has to be equal to the initial, SoCHτ = 0.40. The power factor of BESS101 is considered as unitary for
all the simulated cases and its charging and discharging efficiency is ηch, ηdch =0.95, [52].
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Figure 4. The IEEE European LV benchmark network. Fifty-five consumers are connected to this
case network.

The load and the microgeneration profiles used correspond to daily data for a summer period,
which are extrapolated from a realistic data pool provided for the benchmarked grid, which can be
in [51]. All the consumers are single-phase and their phase connection is depicted in Figure 4. All the
microgeneration units are considered as single-phase PV rooftop installations that are connected to
the same phase as the respective residential user. The simulation day corresponds to a representative
summer week day where typically peak loading conditions occur, where the load and generation
profiles are illustrated in Figure 5a,b, accordingly.

Four EV models considered are based on four different EV models Nissan Leaf, Chevrolet Volt,
BMW i3, Tesla S, which present different technical features regarding the Battery Capacity and charging
power, in addition to their driving efficiency, which are considered from [53]. Their characteristics are
listed in Table 1. All Tesla S and BMW i3 models are charged with an Efacec HomeCharger 7.4 kVA,
while the rest of the EVs through an Efacec HomeCharger 3.4 kVA [54]. Therefore, the maximum
charging power of each EV is limited and driven by the home charger used.
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Figure 5. Data profiles: (a) load profiles; and (b) micro-generation profiles using seasonal (e.g., summer
profiles) and regional data.

Table 1. Electric Vehicles’ models and characteristics.

EV Model
Battery Capacity

[kWh]
Charging Power

[kW]
Driving Efficiency

(km/kWh)
End-User Owner

Nissan Leaf 24 4 6.7 249.2/861.1/264.3/522.2

Chevrolet Volt 16 3.75 3.75 327.3/755.2/886.2/906.3/780.3/
619.3/899.2/337.3/701.3

BMW i3 22 11 7.2 785.2/225.1/314.2/320.3/
817.3/702.2/178.2/73.1/342.3

Tesla S 60 11 6.7 563.1/47.2/208.3/682.2/406.2/
248.2/458.3/83.2/349.1/289.1

Concerning the EV usage, a routine is built to emulate credible scenarios, which are fed with
public statistical data by [55]. This routine aims to capture patterns pertaining the EV usage upon
different trip purposes as well as the trip duration (minutes) and length (km). The resulting data
reflect a realistic response for the EV behavior during a day of operation, standing on the assertion that
EVs charge exclusively at home. Nonetheless, the available statistical data do not explicitly provide
information if the trip is from or to a destination. Therefore, the data as suggested in [56] are split
into starting a trip and ending a trip, and it is assumed that a driver starts and ends every trip at
home; hence, the cumulative data of trips for different days among different purposes are illustrated
in Figure 6a. To assess the SoC change per each EV model used, averaged values for the purpose of
each trip is used and correlated with each EV model’s driving efficiency (Table 1).
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Figure 6. Data profiles: (a) trips in progress along a week. and (b) probability density function for EV
charging demand, used for the dumb charging scenarios (source: [57]).

The following assumptions are also regarded for the EV:

• Initial SoC for all EV models is SoC0 = 0.5, which is meant to be the same at the end of the horizon
SoCHτ = SoC0.
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• The charging efficiency and discharging—when V2G—efficiency are considered 85% for all
EV models.

Two EV charging strategies are considered in this study:

• “Dumb” charging or uncontrolled charging where the EVs are not incorporated within the
proposed operational scheme. Such uncontrolled charing profiles are extracted using the data in
probability density function presented in Figure 6b.

• “Smart” charging, where the EV owner communicates relevant data (i.e., flexibility as defined
above) regarding their commute and accordingly its availability to be charged according to
the proposed tool. The V2G mode services enable the option to utilize the EV essentially for
grid services. These constraints are automatically incorporated in the multiperiod-OPF scheme
as the generalized set of Equations (13d)–(13e), whenever the availability of the EV allows
it. The availability of the EV to charge is considered along the day during their idle periods
(i.e., parked at the owner’s house).

Concerning the case where EVs follow the dumb charging, their charging occurs based on the
distribution function given by [57]. The time departure and arrival as well as the daily distance
traveled by each are randomly selected for a summer week day as presented in Figure 7.

According to the standard EN-50160, the 10 min mean r.m.s voltages shall not exceed the statutory
limits during 95% of the week. Meanwhile, all 10 min mean r.m.s voltages shall not exceed the range
of the Vn% + 10% and Vn% − 15% (which corresponds to 253 V and 195.5 V for most European grids).
Given the fact that the proposed control scheme uses 30-min averaged data resolution, the voltage
limits are set in [0.95, 1.05] p.u.values [58].

Figure 7. State of the trip for Electric Vehicles used along the simulation period. Profiles were extracted
for a summer week day.

The percentage of PV and EV integration refers to the proportion of end users that own such units.
For instance, 35% of EV penetration (i.e., 30 EVs), where the charging point of the EV are indicated in
the last column of Table 1.

The use of DER is prioritized through the weighted terms ck(τ), in the sense that the operational
tool attempts to manage the flexibilities by addressing any voltage issues and respects the secondary
transformer’s rated power with the controllable DER assigned with the more economical combination
of ck(τ). These ck(τ) can be attributed with real operational cost values to reflect monetary values for
the use of flexibility. For this study, the weighted terms for the use of flexibility for each type of DER
derive a merit order scheme settled as cBESS < cEV < cV2G < cQR < cAPC, which present respectively
the price of using the BESS, incorporating an EV in the coordinated charging, the use of V2G mode
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and finally the use of reactive and active power by the microgeneration. In this way, the tool prioritizes
the use of the centralized BESS that is owned by the DSO, avoids excessive active power curtailments,
and the presence of the EVs restrains the dispatch of reactive power by the PVs, which is rather not
effective for addressing voltage issues in LV grids (i.e., R > X). Note that, in this study, the V2G
operation is set slightly cheaper than any control of the microgeneration (i.e., APC or QR).

Prior to the presentation of the results within the proposed control approach, an exploration of
discrete incremental integrations of PV and EV are given. For both cases, no control was deployed.
In Figure 8a, the impact in voltage magnitudes is depicted; notable voltage drops can be observed for
an EV integration about 35% (i.e., 20 EVs). Higher EV integration of 55–65% present severe voltage
drops as well as the overloaded condition for the secondary substations (see Figure 8b). In Figure 9a,
the analogous scenario for PV integration is presented. Overvoltages appear in scenarios with more
than 35% of PV integration, where the reverse power flow towards the secondary substation can be also
viewed through Figure 9b. One can notice that, in a mixed scenario with PVs and EVs, overvoltages
will typically appear during morning and evening hours, whereas voltage sags will arise at late hours
when most regular charging of EVs occur (see Figure 6a).
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Figure 8. Incremental integration of EV scenarios: (a) minimum voltage range over all phases and
buses and (b) secondary transformer loading for each case of EV integration (the increase in loading is
observed up to 120%).
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Figure 9. Incremental integration of EV scenarios: (a) minimum voltage range over all phases and
buses and (b) secondary transformer loading for each case of EV integration (the increase in loading is
observable up to 120%).

The explored scenarios in which the proposed control scheme is validated are defined in Table 2.
Analytical information regarding the points of connection for the micro-generation and EVs are
given in Appendix A. The scenarios are selected in order to validate that the MACOPF could
allow high integration of microgeneration avoiding overvoltages and overloading of the transformer;
secondly, mixed scenarios of DER integration including EVs are assessed by the coordinated control
amongst them.
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Table 2. Scenarios’ description.

Scenario Case 01 (C1) Case 02 (C2) Case 03 (C3) Case 04 (C4) Case 05 (C5) Case 06 (C6)

EV [%] 0 0 0 35 55 65

PV [%] 55 73 85 0 0 55
BESS 101

5. Results

The assessment of the proposed control framework takes places in all the scenarios for a day-ahead
deterministic planning of operation with a time-step of Δτ = 30 min, (i.e., 48 time steps). The available
active measures for operational purposes are active power control of the centralized three-phase BESS,
the coordinated charging of the EVs in addition to V2G mode of operation where both are considered
once the EV is available (i.e., parked at house premises), and the control active and reactive power of
the microgeneration. The setup for the controller considers minimum power factor for microgeneration
0.9 and maximum allowed curtailment 15% of the injected power by each unit.

5.1. Cases C01–C03

In scenario C01, with 65% (36 PV units) overvoltages (up to 1.062 p.u) do arise along the grid due
to notable active power injections. Additionally, reversed power flow is also present, increasing the
loading conditions of the secondary transformer up to about 90%. In Figure 10a, the actions taken
along the horizon period are illustrated. Among the decisions, BESS101 is essentially charged during
sunny periods, reducing the reversed flows to the substation and restraining the voltages. Ultimately,
the voltages issues are addressed in coordination with reactive power dispatch by the microgeneration
(Figure 10a). Note that, for the same scenario, the use of the control approach solely with APC derives
5.3 kWh enabled, which corresponds to minimum curtailments since the controller is centralized
(Figure 10b); hence, dealing with local P–V droop control would lead to higher curtailments since there
is no topological confluence among PV and the decisions are merely based on the voltage at the point
of connection of the inverter.

(a) (b)

(c) (d)
Figure 10. Incremental integration of PV, Cases 01–03: (a) Case 01; (b) Case 01, solely APC was selected
within the controller; (c) Case 02; (d) Case 03.
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Scenario 02 refers to the point of PV integration where overvoltages and secondary substation
are within admissible bounds without curtailing any active power by the PV units. The subsequent
controls derived in this case refer to the coordinated operation of the centralized BESS with reactive
power dispatch of a set of microgeneration units. The control setpoint of the BESS and its SoC for the
day of operation are illustrated in Figure 11a–c.

Given the selected options for the controller (i.e., minimum PF = 0.9 and maximum APC 15%),
the proposed control is capable of mitigating overvoltages and ensuring rated power for the secondary
substation up to 85% of PV integration. Analytically, the actions taken for this scenario are illustrated
in Figure 10d. Table 3 presents the anticipated curtailed power and dispatch reactive power within the
day of operation for C01–C03.

Figure 12 presents all cases C01–C03 and the corresponding transformer loading conditions
if the decision derived by the MACOPF are followed. It is noted that in all cases the MACOPF
delivers actions which restrain the reversed power to the secondary substation. Only in scenario
C03 is there a slight relaxation of the respective constraint since all of the active measures have been
optimally utilized.

Excessive active power curtailment may indirectly mean high compensation costs for the DSO.
The installation of a BESS can reduce the need of APC as shown in scenarios 01–03. In particular,
scenario 01 presented that, solely based on APC, 5.3 kWh at least would be curtailed with local P–V
droop based control. This fact may justify the investment from the DSO side when a high integration
of PV prevails.

As a remark stands, the current analysis leans on
averaged values of 30-min resolution; therefore, notable overvoltages may appear in higher

resolution analysis for less PV integration. The latter justifies the tight limits posed for the voltage
magnitudes for the purpose of this study. Concurrently, the importance of coordinated actions will be
observable even in scenarios with less PV integration.

Table 3. Resulting curtailed active power and dispatched reactive power for the microgeneration units.

Scenario
Curtailed Energy

[kWh]
Reactive Energy

[kVArh]

Case 01 0 3.94
Case 02 0 7.43
Case 03 34.5 59.3
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Figure 11. Control set-points and SoC derived by the MACOPF for centralized three-phase BESS101

for: (a) Case 01; (b) Case 02; (c) Case 03.
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Figure 12. Secondary transformer loading conditions for Cases 01–03, overloaded conditions are
noticed due to reversed power injected by microgeneration units; admissible conditions are obtained
applying the proposed coordinated operation.

5.2. Cases C04–C06

In this part of the study, the EV integration is introduced within the LV grid. Initially, cases 04–05
examine the integration of 20 and 30 EV accordingly. The EV are randomly distributed along the
end-consumers, only following the assumption that no more than one EV can be connected at each
consumer. The point of connections for each scenario are given in Appendix A.

Case 04 presents voltage drops along the early hours (12:30 a.m. to 4:00 a.m.) but most significantly
and below the posed lower limits in the late hours where the peak load is met (9:00 p.m.–10:00 p.m.).
In this scenario, the MACOPF derives an optimal scheduling (Figure 13b) of the DSO’s BESS in order
to address the undervoltages in the late hours. The coordinated charging for the current case is not
deemed to be needed according to the proposed control. Nonetheless, it can be seen from Figure 13a
that a slight increase of the peak load (i.e., hereby 6:30 p.m. to 11:00 p.m.) might trigger critical voltage
sags and possible transformer loading conditions. It should be stressed that the 35% integration of EV,
following dumb charging, leads to an increase of 22% of the peak load compared to the base case.

The following scenario C4 emulates a case with 55% of EV integration. In this case, the importance
of multiple DER coordination is stressed since critical voltage sags can be noticed if EVs follow the
dumb charging operation. The MACOPF yields a scheduling for the BESS101, which essentially
supports during the late hours (i.e., 8:00 p.m.–9:30 p.m.) in addition to some EVs that are decided to
operate in V2G mode. The peak load conditions along this interval are deteriorated due to the EVs
that are added to consumption while returning from their trips. The coordinated charging during
the early hours avoids the voltage drop along the distribution feeder, which would be noticed in the
uncoordinated charging (Figure 14a).
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Figure 13. Case 04: (a) resulting voltage ranges and actions yielded for BESS101; (b) control set-points
and SoC for BESS101.
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The centralized BESS101 is not adequate to entirely mitigate voltage problems due to the fact that
some of the EVs are connected to the ending point of the feeder. Therefore, V2G mode of operation
(i.e., for EVs that are willing to provide it) and coordinated charging efficiently added to the coordinated
operation to maintain the voltages within the bounds. The SoC for all EVs are illustrated in Figure 14b.
The V2G mode of operation comprises generally an effective measure to address undervoltages in LV
grids due to the fact that active power is purely injected (R > X). Nevertheless, proper spatial and
temporal distribution of the available EVs to provide such service is necessary. The spatial distribution
refers to the bus and the phase of connection of the EV, whereas the temporal distribution to the
availability along the horizon.

The following scenario C06 presents a case with increased PV and EV integration (i.e., 55% and
65%, respectively). The presence of PV installation injects notable active power during the sunny
period (10:00 a.m. to 3:00 p.m.), whereas, in the rest of the time slots, voltage drops are observed due
to the dumb charging. Notice that, in the current study, the PVs and EVs are randomly distributed,
in the sense that a PV installation is not necessarily connected at a point where an EV is placed
(see Tables A1 and A2). In addition, the fact that the majority of EVs progress in the sunny hours
essentially implies that only a few could be available to be shifted for charging in these time slots.
The subsequent results for this case are illustrated in Figure 15a. In this scenario, as it can be seen
from the SoC of EVs in Figure 15b, the EVs are charged within a coordinated way from 12:00 a.m.
to 5:00 a.m. where light loading conditions prevail in the grid avoiding the undervoltages that are
present within the dumb charging. Nonetheless, due to increased charging demand, idle EVs provide
support at the slot 5:30 a.m. as well as at 5:00 p.m. to 6:00 p.m., maintaining the voltages within the
bounds. Accordingly, during sunny periods, shifted EV charging can be noticed as well.
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Figure 14. Case 05: (a) resulting voltage ranges, coordinated charging in comparison with dumb
charging; BESS101 scheduling of operation and V2G actions; (b) SoC for all EVs; circled by red line
correspond to V2G mode of operation.
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Figure 15. Case 06: (a) resulting voltage ranges, coordinated charging in comparison with dumb
charging; BESS101 scheduling of operation and V2G actions; (b) SoC for all EVs, circled with a red line,
correspond to V2G mode of operation.
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6. Conclusions

This work presents a tool that is capable of providing support to the DSO decision for the operation
of LV three-phase distribution grids with increased integration of DER. The computational techniques
proposed based on the explicit calculation of the first and second order derivatives (i.e., Jacobian
and Hessian of the Lagrangian and the objective function), in addition to pivotal adjustments in the
Jacobian, ensure a tractable optimal control based on the exact AC power flows.

The proposed centralized scheme ensures admissible voltage profiles by minimizing the active
power curtailments of microgeneration through the efficient coordination of DER—maximizing, in this
sense, the integration of microgeneration. The coordinated operation among the DER units reassures
in the presented study up to 73% integration of microgeneration avoiding any curtailment brought
by PV units. The EV integration can be also maximized if coordinated charging is adopted within
the MACOPF, which essentially can ensure admissible voltages and normal loading condition for the
transformer. The V2G mode of operation can be regarded as important when a high integration of EV
takes place with increased peak load conditions in the grid.

For all simulated cases, one can conclude that the radial configuration of LV networks present
overvoltage issues particularly in buses—electrically—furthest from the substation since the high
resistance of the lines leads to the aggravation of them. In addition, distant nodes at the ending point
might face significant voltage drops (i.e., if EVs are present) or even overvoltages (i.e., if PVs are
present). Therefore, the placement of a BESS in proper location (i.e., adjacent to nodes with voltage
issues) along the grid is rather crucial since the installation adjacent to the secondary substation
provides mainly reduced loading for the transformer rather than voltage support to the furthest points.

The proposed control scheme is based on deterministic analysis for the planning in a day-ahead
scale for the operation of the grid. Meanwhile, the scheme can be deployed only by the subsequent
communication technologies (for online implementation), together with forecasted data and power
flow-state estimation tools (i.e., if topology is not known).
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Abbreviations

The following abbreviations are used in this manuscript:

DER Distributed Energy Resources
LV Low Voltage
OPF Optimal Power Flow
PV Photovoltaic
BESS Battery Storage System
EV Electric Vehicles
DSO Distribution System Operator
A-DMS Advanced Distribution Management Systems
CL Controllable Loads
OLTC On Load Tap Changer
MACOPF Multiperiod AC-OPF
IP Interior-Point
SoC State-of-Charge
V2G Vehicle-to-Grid
APC Active Power Curtailment
QR Reactive Power Control
BFS Backward-Forward Sweep
KKT Karush–Kuhn–Tucker
LICQ Linear Constraint Qualification
CQ Constraint Qualification
CCV Cost Constrained Variable
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Appendix A. Complementary Data for Case Study

Table A1. SPoints of PV Connections for the Presented Scenarios.

Points of PV
connections

522.2/388.1/178.2/
676.2/639.2/337.3/
701.3/614.3/562.1/
682.2/70.1/556.3/
629.1/47.2/349.1/
563.1/264.3/458.3/

249.2/289.1

611.1/74.1/320.3/
73.1/276.2/225.1/

327.3/387.1/619.3/
702.2

702.2/502.1/342.3/
208.3/539.3/
688.2/406.2

248.2/83.2/314.2/
896.1/785.2/900.1/
899.2/755.2/780.3/
898.1/813.2

30%
55%

65%
Scenarios
[% of PV]

85%

Table A2. Points of EV Connections for the Presented Scenarios.

Points of EV connections

327.3/835.3/785.2/563.1/
755.2/249.2/225.1/47.2/

886.2/898.1/314.2/208.3/
906.1/861.1/320.3/682.2/
780.3/406.2/817.1/248.2

619.3/860.1/702.2/
458.3/899.2/264.3/
178.2/83.2/337.3/

556.3

73.1/349.1/701.3/
522.2/342.3/289.1

30%
55%Scenarios [% of EV]

65%

Appendix B. First and Second Order Derivatives for Multi-Variable Function

In this section, a brief description of the calculations of the first and second order gradients for
the nonlinear constraints and the objective function. In general, for a scalar function f : Rk → R of a
real vector X = [x1, x2, . . . , xk]

T , the Jacobian matrix that corresponds to the first-order derivatives is
given as:

∂ f
∂X

=
[

∂ f
∂x1

. . . ∂ f
∂xk

]
. (A1)

The Hessian matrix of f that corresponds to the second-order derivatives is:

∂2 f
∂X2 =

∂

∂X

(
∂ f
∂X

)T
=

⎡
⎢⎢⎢⎢⎣

∂2 f
∂x2

1
. . . ∂ f

∂x1∂2xk
...

. . .
...

∂2 f
∂xk∂x1

. . . ∂2 f
∂x2

xk

⎤
⎥⎥⎥⎥⎦ . (A2)

For a vector function G : Rk → Rm of a vector X, the first derivatives that form the Jacobian
matrix is:

GX =
∂G
∂X

=

⎡
⎢⎢⎣

∂g1
∂x1

. . . ∂g1
∂xk

...
. . .

...
∂gm
∂x1

. . . ∂gm
∂xk

⎤
⎥⎥⎦ . (A3)
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Abstract: Design strategies for sustainable buildings, that improve building performance and avoid
extensive resource utilization, should also promote healthy indoor environments. The following
paper contains a review of the couplings between (1) building design, (2) indoor environmental
quality and (3) occupant behavior. The paper focuses on defining the limits of adaptation on the three
aforementioned levels to ensure the energy efficiency of the whole system and healthy environments.
The adaptation limits are described for measurable physical parameters and the relevant responsible
human sensory systems, evaluating thermal comfort, visual comfort, indoor air quality and acoustical
quality. The goal is to describe the interactions between the three levels where none is a passive
participant, but rather an active agent of a wider human-built environment system. The conclusions
are drawn in regard to the comfort of the occupant. The study reviews more than 300 sources,
ranging from journals, books, conference proceedings, and reports complemented by a review of
standards and directives.

Keywords: indoor environment quality; occupant comfort; building climate control; healthy building;
energy efficiency; adaptability

1. Introduction

On average, people spend around 80–90% of their lives inside buildings [1]. Therefore, buildings
have to provide a healthy and comfortable environment for humans. Buildings account for
approximately 19% of all global greenhouse gas (GHG) emissions in the world [2], and about
31% of global final energy demand [3]. In recent years, much effort has been put into the development
of efficient and cost-effective technologies, to ensure sustainability of the built environment [4,5].
Reduction of energy demand and the increase of energy efficiency is considered to provide a dominant
contribution to tackle global climate change [6]. However, the amount of energy consumed depends
not only on the criteria set for the indoor environment and applied technology but also on the behavior
of occupants [7]. This may create a conflict between strategies that focus on the reduction of energy
consumption and those to maintain a healthy and comfortable indoor environment. To achieve a
balance between comfort and efficiency, synergies between building design, building climate control
and occupant needs have to be established. Future buildings have to be able to quickly react and adapt
themselves to immediate requirements (weather, occupancy, function) [8].

In this paper, we will describe the process of adaptation, that can take place in the human-built
environment system, at three different levels (Figure 1):
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• at the building design and construction level (passive and active designs),
• at the indoor environmental quality control level (management of indoor environment controls),
• and at the occupant level.

The goal is to raise awareness about the importance of the interdependencies between these levels,
which is done by defining limits for each identified adaptation level. The paper is organized in six
sections (Figure 2). In Section 2 a short description of the used research methods is presented along with
a holistic analysis of selected review papers. In Section 3 we focus on the indoor environmental factors
(IEQ). We start with a description of healthy environments and continue with standard requirements
for IEQ performance. This is followed by a description of requirements for occupants’ well-being.
The section ends with a description of the negative impact of poor IEQ on occupants’ health and
performance. In Section 4 we focus on human physical, behavioral and physiological limits in relation
to the ability to react to environmental conditions. In Section 5 a short introduction in building energy
efficiency policy is given before a research review summary is presented focused on operational
and technological limits of building design and building climate control system that lead to healthy,
energy efficient and comfortable indoor environments. The section concludes with the description of
factors influencing the quality of interactions between the occupant and the building environment.

Building design and 
construction

- passive design
- active technology

Indoor environmental 
quality

- management of indoor 
environment controls

- energy efficiency

Occupant
- control

-behavior
- occupancy 

Figure 1. Connections between three levels (Building-Indoor environmental factors (IEQ)-Occupant) of
a healthy and energy efficient building concept.

Figure 2. Organization and sections of the review paper.
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2. Methods

2.1. Research Methods Used

The text of this paper is drafted based on a literature review, presenting results of studies on healthy
indoor environment and energy efficiency. This was achieved using an internet-based search on relevant
scholarly articles in the databases of Web of Science, Scopus and Google Scholar. In these databases a
search for identifiable keywords was performed, to identify articles within the scope of our literature
review, whereas the goal was to gain more knowledge about the relationship between occupant,
indoor environment and energy efficiency. The search terms used were, “indoor environmental
quality, thermal comfort, visual comfort, air quality, acoustic quality, healthy environment, energy
efficiency, nearly zero energy buildings, occupant comfort, human sensory system, adaptive behavior,
building climate control, building management systems and predictive technologies”. The articles
found were then briefly scanned for relevancy, and articles considered unfit for the purpose of this
study were removed from the created collection. This resulted in a database of journal articles and
conference proceedings, that were further uploaded to a reference management system and checked
for duplicates. Further, the search results were briefly scanned and divided into groups to identify
potential patterns. When necessary the review was complemented by adding references to directives,
standards, and databases. As a result, we present in this paper a review of more than 212 journal
articles, 17 conference proceedings, 32 reports, 17 books, six directives, 15 standards, four declarations,
six web-pages, four databases and one constitution published between 1960 and 2019 (Figure 3).
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Figure 3. Number of publications analyzed according to publication year (based on publications used
in the presented paper).

2.2. Holistic Analysis of Review Papers

To check whether or not there was already a review paper on the topic of the present work,
and to find out trends in the current publications, we made a holistic analysis of the identified review
papers focusing on defining the relationship between the occupant and the indoor environment,
and further about the technological approaches to ensure the IEQ. We have identified 93 such
papers published between 1998 and 2019. The identified review papers focused on the human-built
environment relationship, describing IEQ and its effect on health, well-being and comfort, occupant
productivity, and user satisfaction [9–14]. In addition to that, the papers described factors influencing
human comfort and health [15–20], driving factors for occupant behaviors in buildings [21–24],
occupant productivity [25], effect of behavior on energy consumption [7,26,27], and links between
user satisfaction and adaptive behavior [28,29]. Literature reviews describing technological aspects
of indoor environment control focus on advances in energy and environmental performance of
buildings [6,30–39], principles of smart buildings [40–42], passive and green buildings design [43–45],
intelligent control systems [46–53], building and façade design [8,54–59], and effects of climate change on
indoor environmental quality [60]. Further reviews have addressed occupant behavior modeling [61,62]
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and occupancy based model predictive control for building indoor climate control [63,64]. Lastly, papers
focused on indoor environmental quality factors in general [65–67], and individually on thermal
comfort [68–78], visual comfort [79–84], acoustic comfort [85–88], indoor air quality [89–98].

These previous reviews show a trend in increased technologization of indoor environment control,
whereas a predominance in studies focused on thermal comfort and indoor air quality was observed.
It has to be noted, that in the reviews it was repeatedly stated that occupant satisfaction with one
physical parameter of IEQ is strongly dependent on satisfaction with all other IEQ indicators and
that it is necessary to take into account all IEQ factors when evaluating indoor comfort otherwise
the evaluation could lead to false assumptions. While reviewing literature surveys on building
climate control, these focus on thermal comfort, visual comfort, indoor air quality, and energy
efficiency, while neglecting acoustic comfort, and the overall impact on the health of the occupants.
Furthermore, there is a gap in describing the connections between user, indoor environment quality and
building design. Studies generally focus on each aspect individually, but a comprehensive definition
of the couplings is not provided. Therefore, we have decided to focus on these couplings, with the
aim of providing a framework within which the factors that limit the interactions between occupants,
IEQ and building design are identified.

On these identified review papers, a data-driven analysis on bibliographic data, such as keyword
analysis was performed. This enables the visualization of trends in research publications via analysis
of co-occurrence of field-specific terms. This was done using a freely available software tool for
analyzing bibliographic data, VOSviewer [99]. The mapping approach employed was keyword
network visualization on co-occurrence and link strength of terms extracted from abstracts of the
identified review papers (Figure 3). Out of a total of 2331 terms identified occurring in the abstracts,
the terms with a minimum of five occurrences and the top 52 according to relevance were extracted,
whereas unrelated words were eliminated (e.g., generic terms such as review, field, literature) and
abbreviations were replaced by full terms with the use of a self-defined thesaurus file. This resulted
in a network visualization of terms, where the size of the label and circle of a term determines its
importance (the higher the importance the larger the label and circle), the link represents a connection
between two terms and its strength represents the strength of co-occurrence, and the distance between
two terms is representative of their relative co-occurrence. Lastly, the network was color-overlaid
(see a legend in Figure 4) where the color assigned represents the average publication year of a term,
enabling the analysis of trends in the publications.

Figure 4. Keyword network visualization on co-occurrence and link strength of terms extracted from
abstracts of review papers, color scale based on the average year of publication.
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We can observe a shift in trends in the topics on which the publications focus. Firstly, before 2010 the
publications focused mainly on the health effects of the indoor environment. More recent publications,
published in 2014 or later, focus on control strategies and connections between energy use and occupant
comfort. After a detailed analysis, a strong link between the terms energy use and human dimension
can be observed with increasing occurrence of these terms in more recent publications, indicating a
rise in awareness of the importance of this coupling. The term with the highest number of links can be
found for the term indoor environment (42).

3. Definition of Indoor Environmental Quality

3.1. Healthy Environment

The World Health Organization (WHO) defines the environment, as it relates to health, as “all the
physical, chemical, and biological factors external to a person, and all the related behaviours” [100]. The WHO
report also confirms that “approximately one-quarter of the global disease burden is due to modifiable
environmental factors.“ In our research, we will focus only on the information about building
environmental performance.

The research of the last 20 years has identified a direct link between building design, human health,
and well-being. It has been established, that the IEQ has a direct impact on the human health and work
and/or study performance [10,14,101] and might even influence the development of learning disorders
such as dyslexia, or voice problems, due to insufficient acoustic conditions [102]. Recent research on
improved building environments is focused on the development of appropriate actions to reduce
or eliminate harmful health effects [103]. The concept of a “healthy building“ was identified by the
WHO which established first guidelines to ensure well-being [104]. To assess the performance of the
building environment, various approaches have been developed [43,105] but interactions occurring
at different levels (at the building design level, IEQ control level, and occupant level) are still largely
ignored [16,106].

According to HOPE [107], Health Optimization Protocol for Energy-efficient buildings, a building
is defined as “healthy and energy efficient” if:

“it does not cause or aggravate illnesses in the building occupants; it assures a high level of comfort for
the building occupants; it minimises the use of energy used to achieve desired internal conditions, taking into
account available state-of-the art technology and non-technical measures.”

The criteria include a set of measurable physical parameters, called indoor environmental factors,
evaluating thermal comfort, visual comfort, indoor air quality, and acoustical quality.

3.2. General Definition of IEQ and Approaches of Standardization

IEQ refers to the quality of a building’s indoor environment whereas the health and well-being
of building occupants should be promoted. Subjective perception of comfort of occupants in a room
depends on many factors. According to Sarbu and Sebarchievici these are [108]: “temperature, humidity
and air circulation, smell and respiration, touch and touching, acoustic factors, sight and colours effect, building
vibrations, special factors (solar gain, ionization), safety factors, economic factors, unpredictable risks and
design.“ This review paper will focus only on measurable physical parameters, evaluating thermal
comfort, visual comfort, indoor air quality and acoustical quality, Table 1. Further, the connection
between these physical parameters and the human physiology will be described. A detailed overview
of performance criteria of buildings for health and comfort can be found in [15,109,110].
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3.2.1. Thermal Comfort

According to ASHRAE 55 [111] thermal comfort is “that state of mind which expresses satisfaction
with the thermal environment“. Thermal comfort comprises parameters, such as temperature, humidity,
and air velocity (see Table 1). The recommended criteria are specified by international standards such
as ASHRAE 55 [111], ISO 17772-1 [112], EN ISO 7730 [113]. These documents specify methods for
the measurement and evaluation of thermal environments and provide calculation tools that enable
prediction of the overall satisfaction of occupants with the indoor thermal conditions (i.e., predicted
mean vote, predicted percentage of dissatisfied and adaptive predicted mean vote).

The thermal comfort parameters can be controlled via heating, cooling and air conditioning
systems. It has to be mentioned that all of the technologies controlling thermal comfort are slow-reacting
technologies, meaning their adaptation to requirements (e.g., new air temperature) takes some time.

3.2.2. Visual Comfort

Visual comfort is defined according to EN 12665 [114] as “the subjective condition of visual well-being
induced by the visual environment”. A well-designed lighting system must provide adequate illumination
to ensure safety and enable movement, contribute to visual comfort and facilitate visual performance
and color perception. Monitored parameters include quantitative physical measures of the luminous
environment (illuminance, luminance, daylight provision and glare) and qualitative aspects of vision
(distribution, uniformity, color rendering, the spectral composition of radiation). A significant part of
the illumination of spaces should be provided by daylight with daylight openings, which provide a
view to the outside, contributing to the psychological well-being of the occupants [115].

The lighting properties are based on photopic requirements, psychological and photobiological
stimulation influencing the health of the occupant. The research of the last 30 years in the field of
daylighting has proven a direct relationship between natural light and health. It has been proven that
the luminous environment has to ensure visual as well as biophysical human well-being [116–118].
Insufficient or inappropriate light can lead to distortions of internal biological rhythms. This may have
an impact on performance, safety, and health. Exposure to adequate light promotes the synchronization
of the internal human circadian rhythms linked to hormone secretion.

It should be noted that current international standards are based only on photopic (diurnal)
sensitivity of the human eye, ignoring scotopic (nocturnal) vision and non-visual effects of light [119].
A review of daylighting and lighting control strategies can be found in [81,119–121].

Lighting systems and solar shading systems belong to the fast-reacting systems. Consequentially
the change in conditions can take place nearly immediately after a change of requirements. They also
belong to the low-energy consumption systems. Nevertheless, it can account for up to 25% of the total
building energy consumption [122]. Here, the use of daylight sensors and photocells leads to a major
reduction of the energy consumption for lighting [123].

3.2.3. Indoor Air Quality

Standards related to IEQ define ventilation rates, humidity and exposure limits for air pollutants.
Measurements of indoor air quality are based on an indirect approach of measuring the intensity of the
ventilation, whereas the recommended ventilation rates can be found in ISO 1772-1 [112]. Only when
the requirements for ventilation rates are reached, the measurements for specific pollutants can be
made. Some recommended values according to the type of building can be found in Guidelines
for indoor air quality for selected air pollutants [124]. EN 16798-3 [125] provides performance
requirements for non-residential buildings. ASHRAE 62.1 and 62.2 and CR 1752 [126–128] describe
general ventilation requirements for acceptable indoor air quality, further complemented by a guide for
design, construction and commissioning [129]. In all current ventilation standards, only two methods
of evaluation are described, a “prescriptive method” and an “analytical procedure” [110]. Indoor air quality
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is closely related to thermal comfort. Thus, some recommendations such as humidity can be found in
standards defining thermal comfort.

Indoor air quality can be controlled in natural ways (windows, wall openings), and artificial ways
(air conditioning system). Meaning that the change of air can be either supplied naturally through
windows, or it can be introduced by an air conditioning system. Ventilation belongs to the fast reacting
systems, so the adaptation to changed requirements can take place immediately.

3.2.4. Acoustic Quality

Acoustic comfort is often understood to be a situation where there is an acceptable level of noise.
However, the perception of sound is a much more complex issue, that depends not only on sound
intensity and its temporal and spectral features, but also on the activity of a person, state of mind,
and expectations among other factors. Special attention to the perception of complex sounds in this
context is paid to by the so-called Soundscape research [130].

Noise is clearly defined in DIN 1320 [131] as “the sound occurring within the frequency range of the
human hearing which disturbs silence or an intended sound perception and results in annoyance or endangers
the health”. Sound can be defined as a wave motion from a sound-producing object. It varies according
to frequency and pressure.

According to Genuit [132], acoustic quality “is the degree to which the totality of the individual
requirements made on an auditory event are met”. It comprises three different kinds of influencing variables:
physical (sound field), psychological (auditory evaluation) and psychoacoustic (auditory perception),
so it is multidimensional. Navai and Veitch [86] defined acoustic satisfaction “as a state of contentment
with acoustic conditions; it is inclusive of annoyance, loudness, and distraction”. However, there is no standard
definition neither for acoustic quality nor acoustic comfort/satisfaction. A good acoustic environment
is typically associated with the isolation of unwanted sounds and presence of pleasant sound.

In general, acoustic quality in buildings can be influenced and reached by (1) sound insulation and
(2) sound absorption [133]. (1) The sound insulation of a building façade, roof and windows is important
in terms of the protection of the building interior from unwanted outdoor noise (such as traffic noise).
Sound insulation of floors, wall partitions and doors needs to be considered once indoor sources
(neighbours’ noise, air-conditioning units) are present. (2) Once a room is well insulated, room acoustic
aspects come into attention. Sound produced inside a room (such as restaurant ambiance, classes at
school) can be enhanced due to multiple reflections, causing deterioration of speech intelligibility and
the presence of unacceptable noise levels from sources in the interior [85]. In such cases, volume,
shape and the total amount of sound absorption play a role. There are many standards that describe
sound insulation and sound absorption measurement and simulation procedures. To mention just a
few, guidelines can be found in the ISO 10140 series [134], ISO 717 series [135], ISO 3382 series [136],
and ISO 12354 series [137].

3.3. Occupant Satisfaction/Well-Being

Standards set the minimum requirements for the IEQ. However, well-being and occupant
satisfaction cannot be achieved just by meeting these minimum requirements. The overall well-being
does not depend only on physical factors but also on psychological factors in which social and cultural
context plays a big role. While there are several definitions for well-being [17], there is not a generally
acknowledged definition. The authors have therefore decided to use and adopt the WHO definition of
health [138]:

“Health is a state of complete physical, mental and social well-being and not merely the absence of disease
or infirmity.”

This means that well-being, consists of physical, mental and social factors, and their overall
satisfaction promotes health. It also means that solely the absence of detrimental influences does not
lead to well-being, as the later depends on the overall perception of the surrounding environment
and other conditions. However, factors unrelated to the IEQ influence the overall comfort perception.
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These include climate and weather conditions, building related factors as design, disposition and
control, and individual characteristics of the occupants (gender, age, type of work).

Several studies highlighted the differences between the IEQ factors and the overall comfort
perception and emphasize the multidimensional nature of comfort perception [11,16]. The results of
different studies on the relative impact of different IEQ conditions on the overall satisfaction have
brought mixed results [139,140]. A number of studies have tried to create a ranking of importance
of IEQ factors for overall satisfaction with the IEQ. An overview of the results of 12 studies and
their assigned ranking is given in Table 2 and Figure 5. The studies have resulted in different
ranking orders of IEQ factors. This might be due to the fact that factors such as age [141–144],
socio-cultural factors [145] and space-type [67,143] might have an impact on the evaluation of the
perceived importance concerning satisfaction with a certain IEQ factor. For example in studies done by
Chiang et al. [141], Zalejska-Jonsson and Wilhelmsson [142], and Frontczak et al. [143] the importance
of satisfaction with the noise level was reported to be higher for elderly people. Further, out of the
12 studies, a maximum of two have resulted in the same ranking order, and studies focusing on
the same building type came to different conclusions. Eleven of the studies based their research
on questionnaire survey answers (QS) among occupants and one compares measured data to the
requirements of EN 15 251. The use of weighting schemes for IEQ evaluation models was criticized
multiple times. Moreover, the relevance of the use of QS to measure effects of IEQ was concluded to be
unreliable [25,65,67]. Current IEQ weighting schemes should be, therefore, used with caution.

Table 2. List of studies that have created a ranking of importance of IEQ factors.

Study Building Type Type of Survey

Chiang et al., 2001 [141] Senior house QS among occupants of 12 senior houses

Chiang and Lai, 2002 [146] General dwelling and office
buildings 12 QS on experts

Humphreys, 2005 [144] Offices 4655 QS among occupants
Wong et al., 2008 [147] Offices 293 QS among occupants

Astolfi and Pellerey, 2008
[148] Classrooms 1006 QS among occupants

Lai et al., 2009 [149] Residential buildings 125 QS among occupants
Cao et al., 2012 [150] Public buildings 500 QS among occupants

Marino et al., 2012 [151] Offices Measured values compared to EN 15251
Ncube and Riffat, 2012 [152] Offices 68 QS among occupants
Frontczak et al., 2012 [142] Offices 50000 QS among occupants
Heinzerling et al., 2013 [67] Offices 52980 QS among occupants

Zalejska-Jonsson and
Wilhelmsson, 2013 [141] Residential buildings 5756 QS among occupants

Chiang et al. 2001 [140]

Chiang and Lai 2002 [145]

Humphreys 2005 [144]

Wong et al. 2008 [146]

Astolfi and Pellerey 2008 [102]

Lai et al. 2009 [149]

Cao et al. 2011 [150]

Marino et al. 2012 [151]

Ncube and Riffat 2012 [152]

Frontczak et al. 2012 [142]

Heinzerling et al. 2013 [67]

Zalejska-Jonsson and
Wilhelmsson 2013 [141]

Thermal comfort

Visual comfort

Acoustic comfort

Indoor air quality

Figure 5. Ranking according to the importance of individual IEQ factors and their contribution towards
overall satisfaction with the IEQ. The higher the number, the higher the importance.
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More research is required to apply IEQ weighting schemes for the evaluation of the quality of the
indoor environment and for benchmarking. Multiple studies have revealed that other parameters,
such as the amount of space, visual privacy, working environment, and addition of “personal control”
leads to increased satisfaction [65,153–156], whereas the absence of adjustment mechanisms or their
ineffectiveness can lead to discomfort and frustration [157,158]. Similar results can be found in the
aforementioned HOPE project [107,159], where a significant relationship between combinations of
view type, view quality, and social density and perceived discomfort was found. Further, studies
focused on the relationship between occupant productivity and IEQ identified temperature, noise level
and air quality as the most significant for job performance [11,143].

3.4. Adverse Impacts of Poor IEQ

Poor IEQ can have an adverse impact on human health and performance. Poor building design
and management, as well as the presence of harmful substances (in furniture, carpets, and air),
can cause the occurrence of related comfort complaints, which can result in decreased performance and
increased amounts of sick leave [160–162]. Symptoms characterizing poor IEQ are throat, nose and
eye irritations, eczema, headaches, fatigue and lack of concentration. These are commonly referred to
as sick building syndrome (SBS) [18,101]. The first reports of SBS date back to the 1970s as a result
of mechanically ventilated buildings where ventilation and stress-related factors were identified as
the main causes of sickness absence [163]. Among additional risk factors are moisture in buildings,
higher air temperature, and a high concentration of specific volatile compounds [14]. Some of the
causes can be quickly eliminated (old carpets and furniture) while others connected to the building
construction involve major investments. There was not yet defined an exact cause for SBS, but in
general, the SBS symptoms only occur when there are more than two causing factors [12].

3.4.1. Thermal Comfort

A study on the relationship between performance and interior temperature [164], showed a
decrease in performance by 2% per ◦C increase for temperature ranging between 25 and 35 ◦C, and no
effect on the performance for temperature ranging between 21 and 25 ◦C. In a different study, Seppänen
and Fisk [14] observed an increase in performance for temperature reaching up to 20–23 ◦C, and a
decrease in performance with temperature above 23–24 ◦C. Nicol and Humphreys [165] identified three
contextual variables which influence the thermal comfort perception. The first is the climate (with the
corresponding culture and thermal attitudes), the second is the nature of a building (and its services)
and the third is time (defining the rate at which the changes occur to which the occupants have to adapt).
A relationship between the overall indoor temperature and the SBS was shown in a study published
by Wyon [166]. In this study, it was observed that by systematically increasing the temperature from
20 ◦C to 24.5 ◦C complains related to the SBS increased from 10% to 60%. The increased temperature
led to a higher concentration of harmful substances in the air originating from fixtures. This indicates
that there is a high dependency between temperature and air quality.

The link between temperature and performance is particularly relevant in occupational settings
because the overall output of workers and their productivity may be strongly affected by increasing
workplace temperature and extreme weather events (e.g., heat-waves). This problematic paradigm is
receiving increasing attention from different members of society, as the detrimental impact of climate
change becomes more evident for the research community, industrial actors, policymakers, and health
providers. It is thus not surprising to see a growing number of international initiatives to address these
problems and minimize their effect on the population [167].

3.4.2. Visual Comfort

Studies have shown a positive effect of daylighting on health [83]. Discomfort glare belongs to
one of the most reported complaints, while blinds operation, its limited functionality, or disturbance
by automated operation lead to frustration [168]. A statistically significant relationship between view
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type, view quality, social density, and perceived discomfort has been reported in Aries, Veitch and
Newsham [169]. This is also supported by findings of the HOPE project of positive statistical correlation
between view and comfort [159]. These have been identified, to have a positive effect on human
psychology, sleep quality and mood. Some other relationships between luminous conditions and
occupant satisfaction can be found in [81,84,119].

3.4.3. Indoor Air Quality

To the well-known building-related illnesses attributable to the indoor air quality belong among
others CO intoxication, allergic diseases such as rhinitis and asthma, and sensitivity to chemicals
in indoor air [170,171]. The effect of poor indoor air quality further depends on intensity, length,
and source of noxious exposure. However, risk characterization for air pollutants is mostly done on a
single chemical basis, whereas exposures are always a complex mixture of substances [172]. The link
between poor indoor air quality and productivity losses has been summarized in [14,108]. In a recent
report on noncommunicable diseases WHO explicitly singled out indoor air quality as a cause for
3.7 million deaths in 2012 [173].

3.4.4. Acoustic Comfort

Noise might cause distraction, stress, annoyance, leading to fatigue or it may even damage our
hearing. It is well known that a single sound event with a high level, such as 130 dB will render one
deaf and that continuous exposure to sound levels higher than 85 dB may lead to a gradual hearing
loss. Moreover, much lower sound levels might affect human health once a person is exposed to
inappropriate sound levels for a long time. Teachers, for instance, might develop cardiovascular
problems or voice disorders if they have to teach in environments with increased sound levels, and even
very low levels of 35 dB can paradoxically affect our health in terms of insomnia if they appear
in periods of silence and disturb sleep patterns. Studies have shown that not only the difference
in sound pressure level but also frequency characteristics affect the resulting degree of annoyance
and thus discomfort [174]. For the indoor sound environment in general, sound level and speech
intelligibility, and in particular speech privacy belong to be the most important quantifiers [85,175,176].
Finally, in terms of noise and health issues, WHO LARES (Large Analysis and Review of Housing and
Health) analysis based on a survey about European housing in 2002–2003 concluded that neighbor
noise might also cause health problems [177]. The noise effects have been associated in the past only
with damages to hearing. Nowadays it is also established that chronic exposure to noise can cause
a variety of health problems, such as hearing impairments, hypertension, cardiovascular problems,
sleep disturbances and annoyance. Noise exposure can also have psychological effects such as stress,
but there are also detrimental effects on cognitive performance and attention [178].

4. Human Factors in Adaptation

“If a change occurs such as to produce discomfort, people react in ways which tend to restore their comfort.”
This definition of adaptive principle, originally formulated for occupant behavior in regard to thermal
discomfort [165], is also applicable for all other measurable physical parameters defining IEQ. On the
user level, this adaptation can be represented by performing “adaptive actions”. Enabled through
technology “adaptive actions” can take place also on building indoor climate control and on the building
design level.

Other than the natural/technological limits of adaptation available on each of the three levels of
adaptation (the building design and construction level, the IEQ control, the occupant level), time can
be identified as one of the decisive factors determining the level on which the adaptation should
take place. The time factor could be defined as how fast the environment is able to change, or the
period necessary for occupant adaptation/acclimatization, or the time between last two adaptations
(in certain cases the frequency of change). This should theoretically follow the natural principle
of least resistance, where actions with smaller overall impact and lower energy input should take
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precedence. Whereas this can be guaranteed for the adaptations at the building indoor climate control
level and also on the building design level, the occupant behavior introduces significant uncertainty,
because “occupants adapt their environment and personal characteristics to achieve their comfort in ways that
are convenient to them rather than being necessarily energy-conserving” [61]. Occupants can adapt to their
environment through [19,179]:

• physical adaptive actions (e.g., increase their physical activity, change their clothes, altering their
environment);

• behavioral adjustment (e.g., change of habits or tolerance limits);
• physiological adaptation (e.g., accommodation of the eye); where limits of the adaptation are

imposed by the human physiology in it of itself.

These adaptive actions can take place consciously (most of the physical adaptive actions),
subconsciously (some of the behavioral changes) or be automatically steered by the peripheral nervous
system (physiological adaptation). These are defined by their natural limits ranging from ability limits
to perception thresholds.

4.1. Limits of Human Physical Adaptive Actions

When talking about physical adaptative actions in the framework of human adaptation to the
indoor environmental conditions we refer to all the adaptive actions that require physical activity.
The goal of the actions performed by the occupants is to alter their immediate environment to
achieve comfort. According to Nikolopulou et al. [179] we distinguish reactive (referring to personal
changes such as clothes) and interactive adaptive actions (referring to interactive actions with the
environment, such as the closing of curtains). Physical adaptive actions are therefore limited by
occupants’ abilities [180] and the accessibility to environmental altering control tools but can take place
only while respecting the human behavioral limits and physiological limits.

4.2. Human Behavioral Limits

The necessity of behavioral change has been identified as a significant barrier when taking
actions related to the mitigation of climate change, such as a change in energy consumption habits.
The required change is perceived to be only reachable if discomfort, the sacrifice of living standards and
social image is involved [181]. The indoor environment should provide conditions in which people can
function effectively, efficiently and comfortably. However, human global experience of comfort does
not solely depend on physiological limits but also psychological factors influencing behavior patterns.
These patterns depend on a person’s attitude, initiative, motivation and so on, and are based on the
needs and expectations of the individual [182,183]. Environmental stressors impact human psychology
and human physiology. A psychological stressor can exceed the limits of tolerance and disturb the
psychological equilibrium of an individual, whereas the stressor may occur in the form of over- and
under-stimulation [184]. Each act of perception (sensory trigger) followed by a reaction is a hypothesis
based on prior experience and any new sensory event is perceived in relation to a former experience.
Based on the demands of the environment, a shift in the distribution of the responses can take place.
This process is called adaptation (Figure 6). Behavioral adjustment enables people to actively maintain
their own comfort, and it plays a crucial role in energy conservation. This, for example, can be observed
bet the change of clothing during different seasons. Behavior plays a significant role in long-term
changes in consumption patterns and attitudes towards the environment, but psychological barriers
hinder this process of behavioral adaptation. These barriers, according to Gifford include [185]: limited
cognition of the problem, ideological worldviews, comparisons with other people (i.e., why should I if
they do not?), sunk cost and behavioral momentum (e.g., it is cheaper to ignore than to change, and its
simpler to repeat than to change), disregard towards experts and authorities (i.e., mistrust to other
people leads to ignorance of advice), perceived risk of change (i.e., uncertainty of investment into
energy efficient technologies), and positive but inadequate behavior change (i.e., installing solar panels,
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but increasing overall energy consumption). There are three critical factors determining successful
behavioral adaptation when it comes to energy saving and indoor environment [35]:

• means in the form of knowledge about how to or which technology to use,
• motive for change in form of reason or incentive,
• and opportunity in form of available resources such as time and money, further strengthened

by the ease of use, general acceptance of changed behavior by other people and maintenance of
comfort and health.

Figure 6. The processing of sensory triggers and subsequent human response.

Further, the process of adaptation can only take place in between physiological limits of the
human sensory system, particularly the limits of human capacity to experience temperature and touch,
light and color, sound and smell.

4.3. Human Physiological Limits

4.3.1. Physiological Limits of Human Somatosensory System

The somatosensory system is responsible for the sensation experience labeled as temperature.
It governs other than the sense of touch, also the sensation of pain, movement, and posture, pressure,
vibration and temperature. Through mechanoreceptors in the skin, low vibrations with 5–250 Hz
frequency can be perceived [186]. For the perception of the temperature, the responsibility lies with
cold- and warm- sensitive sensory fibres in the skin, responding to changes in skin temperature,
whereas the first only respond to cooling, and the latter only to warming. The cool and cold sensitive
fibers respond to temperatures lower than 17 ◦C to a maximum of 34 ◦C, while warm receptors respond
to a range of 33 ◦C to 46 ◦C. The temperature of 32 ◦C (approximate temperature of human skin in
thermal-neutral condition) produces no sensation at all (known as physiological zero). Temperatures
above and around 43 ◦C will begin to cause skin damage if the skin contact is of prolonged duration,
and temperatures under 17 ◦C are reported as painfully cold by humans [187]. The upper limit
for thermal radiation exposure is defined at approximately 3500 W/m2 for exposure shorter than 10
seconds, before the onset of skin burn [188], Figure 7. However, the perception of thermal comfort
does not depend only on temperature (air, radiant, surface) but also on air humidity, air velocity and
individual human parameters like clothing, and metabolic rate which depends on age and activity
level [189]. It has to be mentioned that continued exposure to warm or cold stimuli, leads to a gradual
desensitization and an increase in the threshold values. The theoretical limit is in this case presented by
the core body temperature. If the body temperature exceeds 40 ◦C, an acute risk of heat stroke arises
and if the core temperature falls under 35 ◦C a person is at risk of hypothermia [190].

Several studies suggested using the thermal sensation instead of the temperature per se to ensure
the well-being of occupants [191]. A contemporary state-of-the-art on thermal comfort approaches,
physiological basis of comfort and mathematical modeling of heat exchanged between the human
body and its environment can be found in [69].
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Figure 7. Limit values for radiation exposure for skin burn protection based on [188].

4.3.2. Physiological Limits of Human Vision

Visual perception is the ability to interpret information from light in the visible spectrum reflected
by the objects in the environment, that reach the human eye. The optical performance of the human
eye decreases with age. The human visual system (of a young and healthy individual) perceives visible
radiation (light) in the range of wavelengths between 370 and 730 nm, with the highest sensitivity for
photopic sight at 555 nm [192]. The normal visual acuity, based on the smallest separation at which
two parallel lines can be discriminated, for human vision, corresponds to ~1 arc-minute of visual angle
(a 2 Euro coin subtends an angle of 1 arc-minute at a distance of ~10 m) [193]. The range of light levels
perceptible spans over 11 orders of magnitude from an absolute threshold of 3,10 × 10-6 cd/m2 for
“scotopic” vision, to 3 × 105 cd/m2 for “photopic” vision [194]. The flicker fusion threshold at which an
intermittent light stimulus appears to be completely steady lies between 50 and 90 Hz, but visual flicker
artifacts can be in certain cases observed at rates over 500 Hz [195]. The theoretical maximal resolution
is estimated to be approximately 15 million variable resolution pixels per eye [196]. Depending on the
bone structure, the maximum human stereoscopic field of view can be up to 180–200◦ horizontally and
up to 135◦ vertically, although objects can be seen in detail only within the central area of the visual
field (near periphery) [197].

The eye is able to refocus and sharpen the image within a certain range, through an effect known
as accommodation of the eye. Further to maintain visual acuity, the human visual system is capable to
adapt to degraded visual conditions, such as low illumination and glare. In order to adapt (or avoid
damage) to the radiant flux that reaches the retina, regulating mechanisms take place in the eye,
ranging from a variation of the pupil diameter, to neuronal and chemical processes in the pigments
within the retina. A full sensitivity adaption can take up to 20 minutes (a dark adaptation of the
rods) [192]. Adaptation can also take place through eye movement and neck rotation (change of focus
point, gaze diversion) and a change of position. Human eyes can pitch 20◦ upward and 25◦ downward,
while eye yaw is symmetric by allowing 35◦ to the left or right. Beginning in a neutral position the
normal neck range of motion equals 60◦ for neck flexion up and down, 45◦ for lateral neck flexion to
the right and left and 80◦ for neck rotation, turning head to the right and to the left [198].

4.3.3. Physiological Limits of Human Auditory System

Hearing is the first sense to be developed in a human fetus, this takes place in the 12th week
after conception. The ears have not been formed yet at that time, but the fetus is already able to
perceive different vibrations and resonances. Sound can be perceived through air and bone conduction.
The frequency spectrum of hearing lies between 20 Hz to 20 kHz, whereas the upper hearing limit
decreases with age (most adults do not hear over 16 kHz). The human hearing system can sense a
sound pressure ranging from 10−5 Pa to 100 Pa, defined by 0 dB as the threshold of hearing and 130 dB
as the threshold of pain. Further, we are able to distinguish around 1300 tones, with the ability to
distinguish intervals, defined as the difference between two audible frequencies, such as an octave
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(factor of 2). The auditory system is capable, aside from the perception of loudness, pitch, and timbre,
to evaluate the spatial position of a sound source in terms of direction and distance [199]. Based on the
physiology of the ear and head, the ability to localize a source of sound starts at 500 Hz, corresponding
to 69 cm of wavelength, which is four times the diameter of an average human head. At 4 kHz,
with a wavelength below 10 cm, the head and especially its details (outer ear, especially pinna) start to
cast a shadow and will scatter sound waves [200].

4.3.4. Physiological Limits of Human Sensitivity to Inhalation of Pollutants

The human perception of the air quality involves two human senses: the general chemical sense
(somesthesia), located all over the mucous membranes, in the eyes and nose sensitive to irritants,
whereas the olfactory sense, located in the nose, is responsible for odor detection and pheromone
detection [201]. These senses interact, therefore substances can evoke odor and an irritating sensation,
while odor sensitivity decreases with time, discomfort from irritation will normally increase with
time [110,202]. Further, all the chemical substances that enter the nose (or mouth) while breathing then
continue further down the respiratory tract to the lungs. Olfactory receptor cells contain more than 1000
receptor proteins, making humans capable of detecting around one trillion odors [203]. Inhaled toxins
represent a health risk and can result in i.e., in chemically induced nasal lesions, sensory irritation,
olfactory and trigeminal nerve toxicity [204]. The exposure limits for substances are based on their
overall effects on health, defined as the concentration of the pollutants over time [205,206].

5. Built Environment

In Section 3 we have described the minimum performance requirements for the IEQ defined in
standards. These represent a basic framework for occupants’ well-being. In Section 4 a description of
human physical, behavioral and physiological limits for adaptation to environmental conditions were
discussed. These all have to be taken into consideration while designing an energy efficient and healthy
building environment, as the overall goal is not just the deployment of such environments but also their
overall acceptance by their occupants [207]. Design principles, initiatives, and tools that encourage
the culture of energy efficiency [208] and active engagement of occupants should be employed [209],
otherwise the potential of an innovative build environment remains largely untapped [24]. The main
purpose of more energy efficient buildings is to increase the sustainability of the built environment
while ensuring the long-term well-being of occupants. Ignorance of the before described “human factors”
and requirements for well-being can reduce the adoption and use of energy efficient measures and can
lead to disinterest and disenchantment of building occupants [40,41,210].

5.1. Sustainability of the Built Environment

Whereas the quality of the indoor environment is noticeable within a short period of time
(immediately or after a few days), its impact is not limited solely on the human sensory system.
The means with which the level of comfort has been achieved plays a significant role in the consumption
and distribution of resources. These have an impact on the overall sustainability of the built environment
as well as the resulting energy efficiency. The sustainability concept as we know it first appeared in
1987 in the Burtland Report, which was a result of a paramount need to study and identify what impact
human activity has on the environment, and was defined as [211]:

“Sustainable development is development that meets the needs of the present without compromising the
ability of future generations to meet their own needs.”

The report further continues with:
“ . . . sustainable development is not a fixed state of harmony, but rather a process of change in which

the exploitation of resources, the direction of investments, the orientation of technological development,
and institutional change are made consistent with future as well as present needs.”

The built environment dominates humanity‘s impact on climate change, results in resource
depletion, loss of biodiversity, contributes directly to health and well-being, and has socio-economical
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underlining consequences. The issues of human environmental impact and the natural footprint
are approached by two major international agreements that address climate change: United Nations
Framework Convention on Climate Change (UNFCCC), and the Kyoto Protocol, with its follow-up
agreement at COP21 in Paris 2015 which entered into force on 4 November, 2016 [212]. Based on these
agreements the signatory countries have developed their own climate and energy policies, with the
aim of holding warming well below 2 ◦C, and striving to limit warming to 1.5 ◦C [213].

5.2. Energy Efficiency of the Built Environment

The building sector accounts for approximately 19% of all global greenhouse gas (GHG) emissions
in the world, whereas most of GHG emissions belong to indirect CO2 emissions from electricity use
in buildings. These also show a dynamic growth in the last four decades (quintupled for residential,
and quadrupled for commercial), and it is estimated that the global building energy use, may double
or triple by the mid-century. Buildings embody the biggest unmet need for basic energy services and
represent a critical piece for low-carbon future [2].

The reduction of energy demand and the increase of energy efficiency is considered to be a
dominant contribution to tackle global climate change. However, caution is advised against the
oversimplification of the problematics of energy demand reduction [36]. The decoupling of energy
consumption from global economic growth is proving to be challenging, and could negatively influence
economic growth [214,215].

Energy consumption represents the total amount of energy used for a certain work during certain
time periods. In the context of the final energy consumption of countries, or sectors, their yearly
energy consumption is described in terms of million tons of oil equivalent (Mtoe). Energy consumption
can be reduced by the inference of improving the energy efficiency. Energy efficiency is a measure
that represents the amount of energy output for a given energy input, it is strongly connected to
the technological advancement. The overall goal is to reduce the amount of inputs and to maintain
the same outputs and achieve a more energy efficient state. To evaluate how efficiently an economy
consumes energy we use energy intensity. It is a measure that represents the amount of energy used to
produce a unit of output, and most commonly refers to the ratio between gross energy consumption
and gross domestic product. A reduction of energy intensity can be achieved via structural changes and
overall technological advancement. Technological advancement resulting in higher energy efficiency is
more important for countries with higher income per capita, while structural change, denoting sectoral
shifts within a country, proves to be more important for all income levels [216,217]. Despite the fact
that global energy intensity has been constantly decreasing [218], the global energy demand grew by
2% in 2017 [219].

The climate policy is in the EU represented by the “20-20-20“ climate and energy targets [220], by the
Directive 2010/31/EU [221] on the energy performance of buildings and by Directive 2012/27/EU [222]
on energy efficiency. The Directive 2010/31/EU set a strict goal of “all new buildings being nearly zero
energy buildings by 31 December 2020 (public buildings by 31 December 2018)“ [221]. To enable the delivery
of the Paris Agreement commitments [223], the European Commission has presented a new package of
measures, with milestones to ensure “a sustainable, competitive, secure and decarbonised energy system by
2050”, which introduces a necessity for long-term renovation strategies, necessity for skills development
and education in the construction and energy efficiency sectors, promotion of smart technologies,
and promotion of health and well-being of building users, defined in the revised energy performance
of buildings Directive 2018/844/EU [224]. However, even if these existing policies and announced
intentions would come to full force, the International Energy Agency (IEA) predicts that the global
energy need would expand by 30% between today and 2040. This is due to the fact that even though
the energy efficiency improves, the global floor area continues to grow, causing an increase of energy
consumption of the building sector of 0.8% a year [225]. Strict regulation of the building sector is
necessary to achieve the limit increase in the global average temperature under 2 ◦C [226].
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Energy consumption in the building sector is especially high in developed countries (up to 40% of
the total consumption, Table 3) [231]. The high potential of energy savings triggers the development of
energy conservation technologies. The global building envelope performance (its capacity to minimize
energy demand for heating and cooling) has improved by approximately 1.4% a year from 2010 [232].
The global investment in energy efficiency of buildings reached €108.5 billion in 2016 [233], but still
represents only a fraction of the total €4 trillion spent on buildings and construction globally [225].
In the EU the renewables cover, approximately 15% of energy demand for residential buildings, and 4%
for non-residential buildings [234]. Through the announced “Smart financing for smart buildings” the
EU plans to unlock €10 billion between 2018 and 2020 to fund energy efficiency and renewables in
buildings [235], to support the development of technologies to lower the final energy consumption of
buildings (Figure 8). However, to reach the 2 ◦C scenario [212,236], according to IEA, an investment
of €25 trillion in the building sector in the following 40 years (until 2050) is needed in technology
development [237], p. 43. Investment in digitalization of buildings, such as the introduction of smart
controls could lead to lowering of buildings energy consumption by as much as 10% globally [225,238].

Table 3. Energy consumption of the building sector.

Final Energy
Consumption

Year
Commercial in

Mtoe
Residential in

Mtoe
Total in

Mtoe
% Share of the
Building Sector

EU – 28 1 2016 150 285 1108 39
USA 2 2017 456 504 2467 39

China 3 2017 84 379 3052 15
India 4 2015 7.4 52 519 11.4

1: Relevant statistics for EU in [227]; 2: Relevant statistics for USA can be found in [228]; 3: Relevant statistics for
China can be found in [229]; 4: Relevant statistics for India can be found in [230].

Figure 8. Final energy consumption in buildings for EU28 in 2013. Data according to [230].

Energy use is considered to be the most reliable indicator of the successful implementation of a
sustainable building design [239]. Contemporary rating systems for newly built high-performance
buildings base their certification on predicted energy performance, acquired with the use of simulation
tools based on proposed design [240]. However, studies show that there is a gap between actual
and predicted energy consumption (simulated energy consumption) [105,239,241–243]. The use of
actual energy performance in certification could further stimulate the development of the building
and construction sector and result in higher energy efficiency and lower energy consumption.
Among the identified socio-technical factors influencing the gap between the predicted and actual
energy performance there are:
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• occupants, when there is more occupants than planned, and/or based on their energy-conscious
behavior [26,27,244],

• technology, failure or bad design and installation affecting energy efficiency [239,241,242],
• maintenance and management, bad management practices of the building management [245–247].

5.3. Building Design Level

Systematic approaches to building design, which account for interactions between different
building functions, have the potential to increase energy efficiency and result in an optimized
building performance [248]. This is achieved by an integrated building design process, based on the
cooperation of all the actors involved in the project, that agree on far-reaching decisions jointly, to ensure
building performance [249]. The challenges of reducing the fragmentation of the design process,
the increased complexity and necessity for the involvement of various professions during building
design, construction and operation, has resulted in the innovation of collaborative techniques for storing,
sharing and analysis of project data [250,251]. The most prominent is Building information modeling
(BIM), which in recent years has seen one of the highest increases in the engagement of architecture,
engineering, and construction (AEC) professionals, and has undergone one of the most promising
developments in the industry. BIM modeling supports the cooperation of professionals involved
in project drafting and realization and supports the development of sustainable building facilities.
The final model is data rich, representing a full virtual 3D model of the developed construction, storing
parametric data including dimensions, design, costs, physical properties of elements, description of
relationships between objects, as well as life-cycle information. BIM modeling has the potential to
minimize the fragmentation of the building design process, enabling inclusive involvement of large
groups of stakeholders ranging from design, construction, operation, and maintenance, having a
beneficial impact on clash detection, cost-effectiveness and overall sustainability [252,253].

Buildings’ energy efficiency can be achieved through the application of passive or active design
strategies. Passive building design, refers to the use of the potential available in the local climate
and site conditions, benefiting from passive use of solar radiation and natural ventilation [44,57,58],
whereas the design solution leads to energy savings [59]. Active technology solutions refer to
onsite energy generation, heat-pumps, and automated control of the indoor environment [54,254].
Maximization of passive features such as orientation, daylighting, cooling and heating, enhanced
by location-specific systems covering the remaining gap in energy loads (such as heat pumps and
solar panels) lead to more energy and emission conscious designs with higher indoor environmental
quality [39]. Further, implementation of passive design measures increases the resiliency of buildings,
where in case of a prolonged power outage during extreme weather conditions, the buildings remain
habitable and provide shelter passively [255].

The development of all these designing methods is also supported by the Energy Performance of
Building Directive (EPBD) [221] with the nZEB requirement. In the EPBD, nZEB is defined as follows:

“ . . . a building that has a very high energy performance, . . . The nearly zero or very low amount of energy
required should be covered, to a very significant extent, by energy from renewable sources, including energy from
renewable sources produced on/site or nearby.”

Theoretical background on nZEB can be found in [42,256,257]. In general, passive building design
and active technology solutions can be used in an nZEB concept. A comparison of different building
design strategies and their final energy savings can be found in [254].

5.4. Building Technology Level

Building technology development is focused on increasing energy efficiency, which is done
not only by developing the technology per se, but by making the technologies more responsive to
immediate conditions. This includes local weather conditions, requirements on functionality and IEQ
as well as adaptation to individual occupant needs. Implementation of energy efficient technologies,
in particular, focused on the retrofitting of buildings, is considered to be one of the main strategies
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to address energy poverty in households. Worldwide 13% of the population lacks access to modern
electricity [258,259], and in the EU only, nearly 11% of citizens are considered energy-poor, and not able
to keep their homes adequately warm [260]. The main reasons for energy poverty are considered the
rise in prices, low income and poor energy performance of households [260–262]. To energy-efficient
building technologies belong (1) high-performance building envelopes (HPBE) [263], (2) efficient
appliances such as lighting, heating, ventilation and air-conditioning [264], (3) building automation
and control systems (BACS) [265] and more [266].

It is important to mention that contemporary building design process is strongly dependent on
information and communication technologies (ICTs) [267], depending on predictive methods and on
building simulation [266,268]. This enables a new systematic approach to building design, with increased
added value through integrated building design [248]. Because of this high technologization of building
design, the term “intelligent building” is used with contemporary building design [49]. The impact
of building design on energy consumption and IEQ can be evaluated through simulation programs
(e.g., ESPr, EnergyPlus, Comsol). This type of prediction enables quick design optimization to take
place before construction [269].

Conventional building constructions are static, and once built the adaptation to surrounding
conditions, or to current occupants’ requirements, takes place in a very limited form. The adaptation
of the whole building performance is based on a simple “on-off” switch with limited variability of the
system (e.g., ventilation, blinds and heating system), whereas no system is available to resolve and
account for the interdependence of the performance indicators. Advanced building technologies, such
as HPBE and BACS, enable real-time response to environmental conditions as they do maintain high
adaptation capabilities after construction, expanding the performance abilities of buildings [54,270].
This transformation ability can be used to maintain the IEQ, and therefore can be a part of the building
automation and climate control systems [271].

5.4.1. High-Performance Building Envelopes

An HPBE is considered an external layer of building, that is able to change its properties in order
to provide comfort, as a reaction to the change of external or internal conditions, or requirements.
HPEBs can be found under multiple names in literature, including responsive, adaptive, kinetic,
intelligent and similar. The core concept is based on the imitation of processes native to the organism,
that enable adaptation to conditions in order to provide comfort and equilibrium, whereas stress is put
on the reversibility and the ability to repeat the process of adaptation [54,263]. The changes can take
place at different scales, ranging from molecular changes to structural changes in the whole system.
The adaptation is enabled through a system of sensors, processors, and actuators, or based on the
physical properties of the materials used where changes occur at the molecular and composition level
(e.g., phase change materials) [8].

5.4.2. Efficient Appliances

Energy policies support the uptake of improved energy conservation practices as well as the
adoption of energy efficient appliances and technologies (e.g., heating systems, household appliances,
and office equipment). The changeover to energy efficient appliances leads to lower energy consumption
(reduction of up to 23% in households) and lower instantaneous electric demand [272]. Appliances
equipped with motion sensors, or connected to an automatic centralized control system based on
occupancy or utilization, bring higher reduction than conventional appliances and can result in a
10% reduction in energy consumption compared to appliances without any power control system,
or equipped with a standby mode [273,274].

5.4.3. Building Automation and Climate Control Systems

When referring to IEQ control a building can be free-running (without automated control),
with climate control, or use a mixed strategy. The IEQ of a free-running building is solely dependent
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on occupant operation. While this approach is the most innate, when comparing buildings with and
without climate control, the latter may have higher energy loses [275].

Buildings with integrated room automation (IRA) represent a technical counterpart to
free-running buildings. IRA is based on data collection and controls lighting, blinds, heating, cooling,
and ventilation [276]. This includes the use of advanced IEQ control strategies using non-predictive
control or predictive control, set-back plans and automated adaptation according to occupancy
information. The efficiency of an adaptation depends on the processed relevant data and the prediction
of the adaptation outcome. The internal microclimate of a building is then a result of the “computation of
multicriterial optimization, taking into account technical and psychological comfort and energy savings” [108].
For this, systems for the collection of data and processing have to be applied. A non-predictive control
system can lead to energy savings of 1–15% while predictive control has an energy saving potential of
16–41% [277].

Current advanced IEQ control systems use different approaches: learning-based methods,
rule-based control (RBC), model-based predictive control (MPC) and agent-based control systems [50,51].
Selection of building climate control strategy is highly dependent on the available computational
capacity. Intelligent control systems, especially MPC, involve high initial investments in building
modeling, simulation, data collection, and processing.

RBC is a “condition-action” based system and belongs to the non-predictive systems. It relays on
databases of pre-set numerical thresholds of indoor environmental factors (for example temperature
threshold for cooling/heating) and corresponding reaction of building climate control technologies
(heating system, ventilation, lighting . . . ) [278–280]. Currently it is probably the most commonly used
control practice. The system reacts on ad hoc conditions and is dependable on pre-set parameters.

Progressive building climate control techniques are based on artificial intelligence,
using probabilistic models to predict the optimum control strategy [281]. They solve probabilistic
relations between variable processes represented by weather, building operation and occupant
interference and compute the probabilistic outcome of their relations. The MPC approach solves
over a finite horizon a number of optimization problems to determine optimal control outputs [265].
The process is continuously repeated over a pre-set time period (ca. 10 minutes sampling rate).
A collection of literature references can be found in the databases of the project Opti-control [282].
The MPC can be used to increase energy efficiency in building simulation [281,283–286], to create
weather forecasts [265] and for occupancy modeling [276,287,288]. All these studies show that
predictive strategies are more efficient than non-predictive conventional strategies when it comes to
building climate control, especially for thermal regulation. In a study comparing predictive control
with conventional control [289] savings of 15%, 24% and 35% were obtained for cold, mild and warm
days respectfully. It has to be mentioned that, currently, only a small fraction of buildings have
implemented this kind of building climate control.

To gather information used to operate these smart environments, sensors are used to collect
data on environmental conditions [53]. These are distributed through the monitored spaces to collect
relevant data. Currently they have to be installed in a fixed position and connected directly to the
operating computer. However, wireless sensor networks (WSNs) are a promising technology [290].
This means that currently, static nodes for data collection will become mobile. The sensors are coupled
with actuators which are responsible for the system operation (blinds, lightings and heaters).

Indoor environmental climate controls can be linked to immediate occupancy information. There is
a big potential in using occupancy information to achieve a more energy efficient and healthy building
climate control [63,288]. IRA has a savings potential of up to 34% that can be reached by adjusting
lighting and especially ventilation to instantaneous measurements [288]. Scheduled temperature
plans can lead to energy savings of up to 18% [277]. Further, artificial intelligence systems are able
to learn user preferences and also recognize and make use of space properties (time needed to heat,
energy needed) [287].
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5.5. Interactions Between Occupant and Building

The occupant preferences determine the ergonomics of designed environments, so it can be said
that user is the scale of design and the success of each design is dependable on occupant acceptance
and successful operation [61,291]. To main factors that influence energy consumption on the occupant
level scale, besides behavioral constraints discussed in Section 4.1, belong:

• the income level of building occupants [260,262],
• the age composition of occupants and their educational level [292,293],
• the available and perceived control of IEQ [21,294,295],
• the effectiveness of training on building system operation control [9,84,246,296,297].

There is a high dependency between energy consumption and criteria set for the IEQ and building
design. However, it has to be noted that reducing energy consumption while compromising the IEQ
will have an adverse impact on health and will lead to a decrease in productivity.

5.5.1. Income Level of Building Occupants

Independent surveys agree that socioeconomic characteristics such as income level and ownership
are significant drivers for energy consumption [298,299]. Low-income level is one of the factors
negatively influencing the overall energy efficiency of consumers, and these consumers are also at risk
of energy poverty [260]. Studies investigating the probability of investment of consumers in energy
efficient technologies have shown that owners of households with a high-income level are more likely
to invest in these technologies. However, for these households, other factors, such as age composition
and education, are more determining [299–301].

5.5.2. Age Composition and Education of Building Occupants

The age of building occupants is considered to be a good indicator for energy-conscious behavior,
such as the adoption of renewable energy practices [301], energy conservation and adoption of energy
efficient technologies [292,300]. The studies suggest that younger and middle-aged building occupants
are more likely to adopt energy- and climate-conscious behavior, while older occupants place more
importance on financial savings. Elderly occupants are further less informed about energy-saving
measures available. Lastly, the level of education seems to play a significant role for energy-conscious
behavior, where better-educated occupants understand better the environmental problems and have
more knowledge how to engage in energy-conscious behaviors [292,302,303].

5.5.3. Available and Perceived Control

While occupant behavior can negatively affect energy consumption [304] and automated
control leads to significant energy savings as reported in several studies [39,51,265,283,288,305,306],
the difference between available a perceived control can have a major impact on user satisfaction.
The lack to effective IEQ control leads to dissatisfaction [15,84,154,295]. However, several studies
report higher forgiveness for IEQ factors if occupants have more access to the building
controls [28,159,165,295,307]. In line with this, a study made by de Dear and Bragger [308] suggests
that occupants in naturally-ventilated buildings are more responsive to indoor building climate
(e.g., clothing adjustment) and more satisfied than occupants of buildings with centralized HVAC.
Karjalainen and Lappalainen stated that [287]: ”the automated systems should provide conditions that satisfy
the average person but also give occupants the opportunity to alter the conditions based on personal wishes”.

5.5.4. Training on Building System Control Operation

Personal control generally refers to the possibility to manipulate blinds, lighting, open a window
or use a fan. It can also refer to the possibility to adjust the automated control. Through sensor
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data collection the user has access to a vast amount of information. This can lead to frustration and
dissatisfaction. The “rule of simplicity” should be applied in the user interface [287].

While the conventional design is based on manual operation and most adjustments are intuitive
and backed up by experience, contemporary design is highly technical, and thus demanding on user
operation. In research by Day and Gunderson [296] importance of effective training on building system
control operation (system overrule, impact on energy consumption) was studied. Users that received
effective training were more likely satisfied with their indoor environment. On the contrary users with
no, or ineffective training, reported discomfort with their working environment. This can have an
impact on their overall productivity and health performance.

Further, the technical limitations of indoor environmental controls have to be taken into
consideration. If the effective change does not take place in a notable time-period, this will also
lead to increased dissatisfaction [154]. This must be taken into consideration mainly for the heating
system [309].

One of the indicators of a good indoor environment is the perceived productivity of the
occupants. The improvement of productivity through successful design is a subject to a number
of studies [157,191,310]. This only confirms the conclusion of [311] that “the economic benefits of
energy-efficient design may be significantly greater than just the energy cost savings”. This brings the
argument of the economic feasibility of improved IEQ [312].

6. Discussion and Conclusions

A comprehensive description of the limits and adaptation opportunities regarding the relationship
between an occupant and the built environment was presented in this paper. We have defined
the factors that limit the interactions between occupants, IEQ and building design. It is crucial to
respect the interdependencies in a human-built environment system for a successful design of healthy,
energy efficient and comfortable indoor environment.

The review paper was drafted based on an analysis of more than 300 scientific publications,
published between 1960 and 2019, that dealt with the topics concerning IEQ, energy efficiency,
occupant comfort, and health, sustainability and adaptability of the built environment. A holistic
analysis of selected review papers was presented, showing an increase in publications focusing on the
technologization of the built environment, whereas in recently published papers the occurrence of
terms such as smart home and model-based predictive control is more frequent.

In this paper, we have reviewed the current requirements on IEQ performance codified in
contemporary standards. In conclusion, it can be said that in all respective fields of IEQ standardization,
there is a lack of guidelines for the design of non-static building environments. The future of the building
design is in the ability of the built environment to adapt to instant performance requirements and
environmental conditions, and this is an upcoming challenge for future standardization. A necessity
to shift the focus from measurable physical parameters used to evaluate the IEQ performance
(thermal comfort, visual comfort, indoor air quality and acoustical quality), was highlighted within
this review paper, as scientific evidence proves that other performance parameters such as type of
space, building design, and working conditions have an impact on the overall satisfaction of occupants
with the building environment.

The review highlights the necessity of a human-centric design of the built environment, where the
efficiency of technology can be measured only if it is successfully implemented and used by the building
occupants. In here the limiting human factors, defining the boundaries of occupants’ physical actions,
behavioral adjustment, and physiological adaptation, while interacting with the built environment
have to be taken into account.

231



Energies 2019, 12, 1414

Energy consumption, conservation, and the impact of climate change are the upcoming challenges
for the future IEQ research. The importance of flexibility and adaptability is highlighted by these
issues, both of which can be achieved through an automated adaptive building climate control.
However, substantial uncertainties when it comes to the set-up, operation, ease of use, maintenance
and security still exist. There is a need to create a structure enabling continuous training in the field
of building technology and operation for users. The future building environment will be highly
automated, based on artificial intelligence and prediction methods. To ensure occupant comfort the
basic operational knowledge, opportunity to overrule the system has to be provided, and attention has
to be drawn to the user interface and simplicity.

The development of the built environment towards sustainability with the development of energy
efficient and healthy technologies has to be broadly recognized, while cost-effectiveness of these
technologies has to be preserved. This review can be used as a guide while preparing campaigns
to improve the information provided to stakeholders, to raise awareness about energy-efficient
building technologies and popularize conservation practices among occupants. We believe that these
recommendations will be relevant, especially concerning the emerging markets when it comes to building
automatization and that they will contribute to more human-centric and environmentally-conscious
building initiatives.
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CABS climate adaptive building shell
IEQ indoor environment quality
HOPE Health Optimization Protocol for Energy-efficient building
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QS questionnaire survey
SBS sick building syndrome
UNFCCC United Nations Framework Convention on Climate Change
GHG greenhouse gas
IEA International Energy Agency
HPBE high-performance building envelopes
BACS building automation and control systems
ICT information and communication technologies
IRA integrated room automation
RBC rule-based control
MPC model-based predictive control
WSN wireless sensor networks
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Abstract: End-users are more active because of demand response programs and the penetration
of distributed energy resources in the bottom-layer of the power systems. This paper presents a
virtual organization of agents of the power distribution grid for local energy trade. An iterative
algorithm is proposed; it enables interaction between end-users and the Distribution Company
(DisCo). Then, the performance of the proposed algorithm is evaluated in a 33-bus distribution
network; its effectiveness is measured in terms of its impact on the energy trading scenarios and,
thus, of its contribution to the energy management problem. According to the simulation results,
although aggregators do not play the role of decision makers in the proposed model, our iterative
algorithm is profitable for them.

Keywords: decentralized energy management system; local energy trading; multi-agent system;
optimization; smart grid

1. Introduction

Smart grids are based on connected IoT and embedded devices that communicate with each other
in the power network. Thus, improving the functionality of smart grids, smart buildings, and their
IoT devices (e.g., energy management) has become a major research concern [1]. According to the
infrastructure provided by smart grids, Demand Response (DR) programs introduce active players into
the power distribution system. Hence, end-users wish to participate as bidirectional energy customers,
which are called prosumers, in the distribution network [2]. Therefore, new market structures are
needed to provide energy based on decentralized approaches. Here, there are several studies in the
literature that have worked on the energy transaction approach in power distribution grids.

Pratt et al. [3] proposed energy transaction nodes that connect buildings and the local electricity
market. Jokic et al. [4] proposed a price-based method for energy management. In [5–7], a multi-agent-based
transactive energy market was designed to decentralize decisions. Shafie-khah et al. [8] proposed a
price-based method for solving the energy management problem locally based on supervision of the
central price controller.

In addition, there are several research papers that have discussed the interplay between agents in
the distribution grid based on demand response programs. In [9], the DR program was performed
considering several suppliers and consumers. Deng et al. [10] presented a distributed framework based
on a dual decomposition technique, which regulates the demand of end-users. In [11], a distributed
model was described to determine optimal power flow in radial networks. Bahrami et al. [12]
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proposed centralized energy trading as a bi-level model. In [13], a decentralized DR framework
was presented. The local electricity market defined in [14] gave independence to market agents,
enabling them perform energy transactions freely among each other. In [15], a trading mechanism was
designed among micro-grids. Zhang et al. [16] proposed a hierarchical structure for energy exchange
in distribution grids. In [17], the energy trading problem was addressed among the agents in the
power distribution system where the authors modeled the energy flexibility by the Ising-based model.
In [18] and [19], the authors presented decentralized approaches from the perspective of end-users
and other relevant decision makers to manage energy flexibility based on the desired reliability level
in the distribution network.

Even though several works in the literature have modeled the bidirectional behavior of players to
produce/consume energy in the distribution networks, an interplay model has not been addressed for
energy trade management between end-users, aggregators, and the Distribution Company (DisCo).
In this paper, a virtual organization structure for agents in the power distribution system is proposed
for energy transactions between end-users and the DisCo based on an iterative algorithm. Thus, energy
transactions are based on a bottom-up hierarchical structure from end-users to aggregators, from the
aggregator to the DisCo, and from the DisCo to the wholesale electricity market, respectively. In this
way, the main contributions of this paper can be summarized as follows:

• A new virtual organization of agents’ structure in the distribution network.
• A novel iterative algorithm for energy trade between end-users and the DisCo in the power

distribution system.
• The evaluation of energy trading scenarios through the proposed model.

In the following, the organization of this paper is described. In Section 2, agents and their
corresponding virtual organizations are defined. The problem formulation is described in Section 3.
Section 4 discusses our findings on the basis of the simulation results. Finally, the paper is concluded
in Section 5.

2. Virtual Organization of Agents in the Power Distribution Grid

After the restructuring of power systems, different players emerged in the system. In this paper,
the proposed agent structure in the distribution network is described. Thus, different organizations
of agents are defined in the system, which consist of end-users, aggregators, and the DisCo. In the
following, each of these agents and their interconnections are described.

2.1. End-Users

End-users are agents in the bottom layer of the power distribution system that act as consumers,
producers, or prosumers in the system. In this paper, a bottom-up approach is presented to trade energy
through end-users, aggregators, the DisCo, and the wholesale market. Thus, end-users manage their
energy production/consumption on the basis of their interactions with the aggregators and the DisCo.
Furthermore, the end-users have several agents (e.g., Information Provider (IP), Prediction Engine
(PE), and Decision Maker System (DMS)), which make up an organization of agents. Each of these
agents are described below.

• The Information Provider (IP) records information of all other agents, as well as the environmental
conditions. Furthermore, the IP is responsible for sending/receiving information to/from the
external agents that correspond to its organization, as shown in Figure 1.

• The Prediction Engine (PE) forecasts the uncertain variables (e.g., the energy generated from
distributed energy resources, electrical consumption, electricity price, etc.) of end-users based
on information provided by the IP. In this way, the values predicted by the PE are the inputs of
the DMS.

• The Decision-Making System (DMS) is in charge of making optimum decisions for its corresponding
organization (e.g., end-user, aggregator, and the DisCo). On the one hand, the inputs of the DMS
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are received from the IP and the PE. On the other hand, the outputs of the DMS are sent to the IP,
which exchanges them with the external agents from the corresponding organization. Figure 1
shows interactions between agents in the end-user’s organization.

Figure 1. Organization of end-user agents.

2.2. Aggregators

Aggregators (AGG) are one type of reseller player in the restructured power system. In this
paper, aggregators are defined as agents that are in charge of trading energy with end-users in their
corresponding regions. Furthermore, they are able to conduct energy transactions with the DisCo
in this model. In the proposed agent-based structure, aggregators have several agents such as IP
and End-Users (EU) for creating agent organizations in each region of the distribution network.
Furthermore, according to Figure 2, each aggregator conducts data transactions with the DisCo (as an
external agent of its organization) through its IP agent.

Figure 2. Organization of aggregator agents.

2.3. Distribution Company

The DisCo is the only agent that trades energy with the wholesale market. Moreover, the DisCo
has the IP and the DMS agents for data exchange with the aggregators and end-users as external agents
and makes optimum decisions, respectively, as shown in Figure 3.
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Figure 3. Organization of the DisCo agents.

3. Problem Formulation

In this section, the proposed energy trading problem is described; it is based on the iterative
algorithm designed to conduct energy transactions between the end-users and the DisCo as decision
makers in the system. In other words, the decision-making problems for the DMSs of end-users and
the DisCo are presented in this section.

3.1. Energy Trading Model

In this structure, end-users can trade energy with the DisCo, PD2L
jt , and their corresponding

aggregators, PL2A
jt , at prices λD2L and λL2A

kt , respectively. Then, aggregators exchange energy, PA2D
kt ,

with the DisCo. However, the wholesale market can only trade with the DisCo, PM
t , as shown

in Figure 4. Equation (1) represents the balancing equation for energy trade between end-user j
and the DisCo and its corresponding aggregator. Here, Pjt and Ljt represent energy production
and consumption of end-user j and time step t. End-users play the role of consumers (Lnet

jt ≥ 0) or

producers (Lnet
jt < 0) according to (2) and (3). Here, γP

j and γC
j are defined as coefficients, which present

the potential of end-user j as a producer and a consumer, respectively. Furthermore, Equation (4)
expresses that the end-user can only buy electricity from the DisCo, and there is a one-way energy
transaction between end-users and the DisCo. Equation (5) represents shiftable limits to constrain
end-users as active agents in the bottom layer of the distribution network.

Pjt = Ljt + PL2A
jt − PD2L

jt , ∀j, t (1)

Lnet
jt = Ljt − Pjt, ∀j, t (2)

− γP
j Ljt ≤ Lnet

jt ≤ γC
j Ljt, ∀j, t (3)

PD2L
jt ≥ 0 , ∀j, t (4)

∑
t

Lnet
jt = 0 , ∀j (5)

According to our bottom-up energy trading approach, the summation of the energy exchanged
between end-users and aggregators is traded with the DisCo as represented in (6). The maximum and
minimum constraints for the price of energy traded between aggregators and the DisCo, λA2D

kt , are
represented in (7). Here, λM

t represents electricity price in the wholesale market, and δkt is defined as
a coefficient to guarantee the profit of the energy transaction for aggregators (δkt ≥ 1). Besides, the
balancing equation in the layer of the DisCo for energy exchange between the DisCo and the wholesale
market is presented in (8).
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PA2D
kt = ∑

j∈Ak

PL2A
jt , ∀k, t (6)

δktλ
L2A
kt ≤ λA2D

kt ≤ λM
t , ∀t, k (7)

PM
t = ∑

j
PD2L

jt − ∑
k

PA2D
kt , ∀t (8)

Here, the objective functions of end-users, aggregators, and the DisCo are represented in (9), (10),
and (11), respectively. In (9), the objective function of end-user j consists of two terms and states the
end-user’s expected cost. The first term represents the expected cost of the energy sold by the DisCo,
and the second term expresses the expected profit from the energy sold to the aggregator (PL2A

jt > 0) or

the expected cost of the energy purchased from the aggregator (PL2A
jt < 0). In (10), OFa

k consists of two
terms, which are the expected cost of energy transactions with the end-users and the expected profit
from exchanging energy with the DisCo. In (11), OFd includes three terms consisting of the expected
cost of energy transaction with aggregators, the expected cost of energy traded with the wholesale
market, and the expected profit from energy sold to end-users.

OFe
j∈Ak

= λD2L ∑
t

PD2L
jt − ∑

t
λL2A

kt PL2A
jt (9)

OFa
k = ∑

t
∑

j∈Ak

λL2A
kt PL2A

jt (10)

− ∑
t

λA2D
kt PA2D

kt ∀k

OFd = ∑
t

λA2D
kt PA2D

kt + ∑
t

λM
t PM

t (11)

− λD2L ∑
t

∑
j

PD2L
jt

Figure 4. Agents and energy trading framework for the distribution network adapted with permission
from [19].

3.2. Proposed Iterative Algorithm

In this section, an iterative algorithm is proposed that models the energy trade through the
interaction between end-users and the DisCo. Here, the end-users and the DisCo are defined as agents
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who manage energy in the power distribution network. In the following, the energy management
problems of both end-user and the DisCo are represented:

• End-users energy trading problem (Problem E):

min ECe = ∑j OFe
j

s.t. : (1)–(3), (5)–(6).

Decision making: Ljt, Pjt, Lnet
jt , PL2A

jkt , PA2D
kt . Fixed: PD2L

jt , λA2D
kt . Passed to problem D: PA2D

kt .

• DSO’s problem (Problem D):

min ECd = OFd

s.t. : (4), (7)–(8).

Decision making: PD2L
jt , λA2D

kt , PM
t . Fixed: PA2D

kt . Passed to problem E: PD2L
jt , λA2D

kt .
On the one hand, in Problem E, end-users manage their own energy independently and control

energy traded through aggregators and the DisCo, PA2D
kt , hierarchically. On the other hand, the DisCo

determines the price of the energy it trades with the aggregators, λA2D
kt , in Problem D through the

proposed algorithm, which has been presented in Figure 5. Therefore, PA2D
kt is a fixed variable in

Problem D, and PD2L
jt and λA2D

kt are fixed variables in Problem E. ECe and ECd represent total expected
costs of end-users and the DisCo, respectively. Note that the proposed energy trading problem is not the
Mathematical Program with Equilibrium Constraints (MPEC) problem and Mixed Complementarity
Problem (MCP). Thus, no complementarity has been defined between equations and variables in
the proposed problem. The price of energy traded between the DSO and aggregators, λA2D

kt , is just
limited to Equation (7), and it is not a dual variable of the balancing equation. Furthermore, λA2D

kt is
determined by the DSO.

Figure 5. Proposed iterative algorithm for energy trade between end-users and the Distribution
Company (DisCo).
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4. Simulation Results

4.1. Case Study

In this paper, a 33-bus test system was used [19,20] to assess the proposed energy trading
problem as shown in Figure 6. As shown in Figure 6, three regions have been considered, which are
managed by their corresponding aggregators. A1–A3 represent Aggregator 1–Aggregator 3 as shown
in Figure 4. The energy price that was traded in each of those regions was different as shown in Table 1.
Furthermore, we assumed that λD2L = 0.6 (e/kWh) and δkt = 1.1 according to [16–19]. Furthermore,
it was assumed that γP

j = γC
j = 0.1 to cover the electrical demand of end-users’ electrical demand

from 90%–110% by shaving their demand in the peak-time and shifting them (or not) in the off-peak
time via their energy storage systems.

Table 1. Prices of energy traded between consumers and aggregators adapted with permission
from [19].

Time λL2A
k=1,t λL2A

k=2,t λL2A
k=3,t λM

t

(h) (e/kWh) (e/kWh) (e/kWh) (e/kWh)

1 0.05 0.08 0.06 0.13
2 0.05 0.08 0.07 0.12
3 0.05 0.09 0.07 0.15
4 0.04 0.07 0.05 0.11
5 0.11 0.18 0.15 0.30
6 0.12 0.20 0.16 0.32
7 0.13 0.22 0.17 0.35
8 0.15 0.24 0.19 0.40
9 0.16 0.25 0.20 0.42

10 0.24 0.41 0.33 0.66
11 0.26 0.42 0.36 0.71
12 0.28 0.43 0.37 0.74
13 0.25 0.40 0.32 0.69
14 0.18 0.26 0.21 0.50
15 0.15 0.24 0.20 0.41
16 0.14 0.22 0.18 0.40
17 0.15 0.25 0.19 0.42
18 0.20 0.36 0.30 0.60
19 0.21 0.36 0.29 0.65
20 0.22 0.41 0.30 0.67
21 0.24 0.42 0.33 0.70
22 0.12 0.22 0.16 0.35
23 0.11 0.19 0.15 0.28
24 0.06 0.09 0.07 0.15
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Figure 6. The 33-bus test system and corresponding regions of the aggregators adapted with permission
from [19].

4.2. Evaluation of the Proposed Iterative Algorithm

In this section, we assess the performance of the proposed iterative algorithm for energy trade
between end-users and the DisCo. Thus, two scenarios were defined for evaluation. In Scenario 1, S1,
Equation (5) is not considered in the problem. In other words, in S1, the electrical load of end-users
is modeled as an interruptible load. Hence, end-users shave their peak load to minimize their cost
for energy transaction in S1. However, Scenario 2, S2, includes all constraints of the problem. In other
words, in S2, the electrical load of end-users is modeled as a shiftable load. In this way, the total amount
of energy shifted by end-users in 24 h should be equal to zero. Therefore, if end-users shave N% of
their desired electrical consumption in the peak time, they should shift their shaved consumption
(N% of their desired demand) to the off-peak time. In this way, the total expected costs of end-users
(ECe), aggregators (ECa = ∑k OFa

k ), and the DisCo (ECd) were compared in two cases with the aim
of finding an energy trading solution. In Case 1, the energy trading problem was solved from the
perspective of end-users as independent agents. Hence, end-users manage energy in the distribution
network without the interplay with the DisCo and aggregators. However, in Case 2, the energy trading
problem was solved based on the interaction between end-users and the DisCo by our proposed
iterative algorithm.

As seen in Table 2, in Case 1, ECe, ECa, and ECd are negative in S1. In other words, Case 1 was
profitable for all end-users, aggregators, and the DisCo. This is because of the bottom-up energy
trading flow from end-users to aggregators, from aggregators to the DisCo, and from the DisCo to the
wholesale market. In S2, the total expected costs of aggregators was positive in Case 1. However, ECa

was negative in S2 of Case 2.
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Table 2. Impact of the proposed iterative algorithm on the expected costs of end-users, aggregators,
and the DisCo.

Expected Cost (Case) S1 S2

ECe (Case 1) (e) −2394.438 −714.291
ECa (Case 1) (e) −239.444 733.548
ECd (Case 1) (e) −2273.819 −1461.078

ECe (Case 2) (e) 159.767 1111.734
ECa (Case 2) (e) −239.444 −100.082
ECd (Case 2) (e) −8607.231 −5612.034

In other words, Case 2 (proposed iterative algorithm) was a profitable case for aggregators.
Moreover, there are bidirectional energy transactions between end-users and aggregators, aggregators
and the DisCo, and the DisCo and the market in both Cases of S2 as seen in Figures 7 and 8. As shown
in Figure 7, there is no energy trade between end-users and the DisCo in Case 1, because λD2L is
greater than λL2A

kt in all time steps. In this way, end-users did not purchase energy from the DisCo
because the energy trading problem was solved from the perspective of end-users in Case 1. However,
S2 was not profitable for end-users in Case 2. In this way, although aggregators were not decision
makers in our proposed iterative algorithm, Case 2 (iterative algorithm) was profitable for aggregators
in both scenarios.

Figure 7. Energy trading flow between agents in the distribution network in Case 1.

255



Energies 2019, 12, 1521

Figure 8. Energy trading flow between agents in the distribution network in Case 2 (proposed
iterative algorithm).

5. Conclusions

This paper has proposed a virtual organization structure for energy trade between the agents of
the distribution network. Furthermore, an iterative algorithm has been proposed for energy transaction
management between end-users and the DisCo. The proposed algorithm has been evaluated in terms
of its impact on the energy trade scenarios. According to the simulation results, it has been found that:

• If all end-users participate as interruptible loads in the distribution network, the energy trade
was more profitable for all the agents.

• Our proposed algorithm was profitable for aggregators and the DisCo, who are policy makers in
the power distribution system.

• The proposed algorithm was costly for all end-users in comparison with the decentralized
approach (which is not practical in current power systems) to manage energy by end-users in the
distribution network, because the DisCo is in charge of determining the amount of energy that
can be traded between the DisCo and end-users.

In future work, we are going to discuss how to model the uncertainty of distributed energy
resources that are decentralized and how a distributed energy management system can be modeled
considering peer-to-peer energy trading among end-users and aggregators based on a mathematical
program with equilibrium constraints and mixed complementarity problems.
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Abstract: Demand response as a distributed resource has proved its significant potential for power
systems. It is capable of providing flexibility that, in some cases, can be an advantage to suppress the
unpredictability of distributed generation. The ability for participating in demand response programs
for small or medium facilities has been limited; with the new policy regulations this limitation might
be overstated. The prosumers are a new entity that is considered both as producers and consumers
of electricity, which can provide excess production to the grid. Moreover, the decision-making in
facilities with different generation resources, energy storage systems, and demand flexibility becomes
more complex according to the number of considered variables. This paper proposes a demand
response optimization methodology for application in a generic residential house. In this model,
the users are able to perform actions of demand response in their facilities without any contracts
with demand response service providers. The model considers the facilities that have the required
devices to carry out the demand response actions. The photovoltaic generation, the available storage
capacity, and the flexibility of the loads are used as the resources to find the optimal scheduling of
minimal operating costs. The presented results are obtained using a particle swarm optimization and
compared with a deterministic resolution in order to prove the performance of the model. The results
show that the use of demand response can reduce the operational daily cost.

Keywords: demand response; distributed generation; particle swarm optimization; prosumer

1. Introduction

The future of power systems has been guided of a new structure where consumers (end-users)
are considered as a central entity. This vision is presented in the Strategic Energy Technology (SET)
plan of the European Union [1]. The transformation of end-users’ roles allows these entities to have
an active contribution in electric power systems. The prosumer is a new concept that has its origin
in the proliferation of Distributed Generation (DG) in end-user facilities. The Prosumer definition is
presented in Reference [2], where prosumers are considered agents that can either consume or produce
energy. The integration of renewable energy sources (RESs) and energy storage systems results in the
increase the complexity of energy management. In Reference [3], some methods to optimize renewable
energy systems management are revised.

Regarding demand response (DR) programs, the potential for participation in facilities is
significantly increased by the distributed energy resources and especially the energy storage systems.
With the participation in DR programs, the roles of the consumers change from a passive entity to
an active entity that manages both local consumption and generation resources [4]. DR constitutes
a modification of load profile in response to monetary or price signals, and thus provides flexibility
and aims to help power systems during peak hours of demand or contingencies cases [5]. As the DR
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programs are able to reschedule part of the load, the use of these programs is a way to increase the
flexibility of the grid management, avoiding the need to invest in more capacity [6].

Categorizing DR programs, it can be divided into two main categories: incentive-based DR
programs and price-based DR programs. The incentive-based DR programs are referred to as the first
category for DR programs, where the consumers can offer an incentive to change their consumption
patterns. Direct load control programs, load curtailment programs, demand bidding programs,
and emergency demand reduction programs are examples of incentive-based DR programs. The
“price-based DR programs” are the second category of DR programs, where the consumers are charged
with different rates at different consumptions times. Therefore, the retail electricity tariff is affected by
the cost of electricity supply. The price-based DR programs types are a time of use pricing, critical peak
pricing, real-time pricing, and inclining block rate [7]. Advanced infrastructure metering is needed to
implement DR programs at the residential, commercial, or industrial level. Such infrastructure (i.e.,
smart meters) is able to measure and store energy utilization at different times and also obtain the
current usage information remotely.

The European Union has shown significant interest in the concept of smart metering. According
to [8], it is expected by 2020 to invest ~45 million euros for 200 million smart electricity meters and
45 million smart meters of natural gas. This facilitates the application of DR programs in most
electrical facilities.

Regarding the formulation of DR optimization problems, linear programming (LP) or nonlinear
programming (NLP) can be used. Frequently the DR problems are able to use binary decision variables
for determining the status (ON or OFF) of various consumers or appliances; in these situations,
mixed-integer linear programming (MILP) or mixed-integer nonlinear programming (MINLP) may be
used. In Reference [9], the authors use MILP to optimize DR and generate scheduling in a residential
community grid using renewable energies, batteries, and electric vehicles. In this optimization, a
minimization problem of purchased energy costs of the residential community has been solved. In
Reference [10] a cost minimization in smart building microgrid considering DR optimization and
day-ahead operation is implemented using MILP. This case study is composed of two different
smart buildings with 30 and 90 houses. During the optimization process, the optimal schedule
of house appliances is found. Another MILP approach is applied in Reference [11], showing how
strategies like DR can achieve suitability in any region considering the presence of high penetration of
renewable-based generation.

An example of NLP applied for DR optimization is presented in Reference [12], where the unit
commitment problem for a microgrid is solved. The optimization problem finds the amount of load
reduction and paid incentives for each time interval. Another example of MINLP has been presented
in Reference [13], which considers the minimization of purchase gas and electricity from the grid by
including the consumption of different loads at different periods. The optimal day-ahead scheduling
of resources in energy hubs is determined.

The DR application in end consumers has been over time applied through an aggregator. It
works as a service provider, and the DR services must be paid to this provider. In Reference [14],
an aggregation of thermostatically controlled loads for performing DR is presented. In this case, the
air conditioning consumption is considered as the load. The aggregation services are not restricted
to the application of DR programs, in Reference [15] an aggregation of generalized energy storage
can be found. The aggregator storage is used to participate in the energy and regulation market. DR
programs targeting independent users, without the need of contracts or service providers, are also
possible [16,17]. These applications are considered independent because the user is not connected to
any aggregator. Usually, when the application is independent the user has a device installed in its
house to control the loads. In Reference [16], the controller is a PV inverter, while in Reference [17], a
home energy management system is used. The controllable loads can be divided into passive (i.e., air
conditioning, fridges, washing machine) and active (i.e., DG, ESS, vehicle-to-grid, PV) loads [18]. In
References [16,19] the DR is applied on discrete loads, which only have two states: on or off.
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With focus on artificial intelligence (AI), its application in power systems has increased in the
past years. The metaheuristics are a very popular part of AI for solving optimization problems.
These techniques have acceptable performance in order to solve engineering problems by finding a
near-optimal solution with a limited computation burden. Metaheuristics can be applied in problems
with a large number of decision variables and easily adapted to a problem that has several constraints [20].
A PSO variant is used in Reference [17] for finding the optimal operation of price-driven demand
response with a load shifting dispatch strategy for photovoltaic, storage battery, and power grid systems.
The optimization algorithm is implemented on Home Energy Manage System. In Reference [21], the
PSO algorithm is also used. The DR is optimized considering the variation of electricity price imposed
by DSO to provoke a consumption reduction. In the microgrid environment [22], a PSO is used for
solve the DR optimization problem. In this case a dynamic pricing model is considered for increase the
profit of costumers. In Reference [23] a PSO algorithm is proposed to optimize the performance of
a smart microgrid in a short term to minimize operating costs and emissions. Other algorithms like
genetic algorithm [24], simulated annealing [25], and differential evolution [26] are frequently used
algorithms to solve DR optimization problems.

The present paper proposes DR optimization considering the optimal battery schedule in a
residential house with Photovoltaic (PV) generation. A PSO approach is implemented to solve the
optimization problem (MILP), and the results are compared with a deterministic resolution (CPLEX
solver). The consumer (residential house) is provided with independent management that approaches
the several resources capabilities and contributions for the minimization of energy bought from the
grid. The main contributions of this paper are as follows.

(1) To perform DR without any contract with the DR service provider—this presented methodology
allows the user to perform DR actions without any connection with DR services provider. The
consumer is provided with independent management that approaches the several resources
capabilities and contributions for the minimization of bought energy from the grid.

(2) The implementation of PSO which is a very simple metaheuristic to implement, open access,
multiplatform (Windows, MacOS, Linux, etc.), executable from an Arduino/Raspberry and
also is the cheapest implementation option. Referring to the presented solution in [16], which
uses a CPLEX solver for MATLAB/TOMLAB platform, the implementation of the PSO is a
much affordable solution, once that MATLAB and TOMLAB are non-open access. PSO can be
implemented in an open access environment and can be executed in free simple platforms, such
as Python.

(3) The proposed methodology represents an optimization problem that can considerably improve
the consumer’s energy savings—the combined use of resources (PV production, storage capacity,
and loads flexibility) allows for a significant reduction in daily operation costs. The optimal
solution obtained by PSO has a daily cost of 3.28 €, while an operation without PV production,
storage capacity and loads flexibility has a cost of 16.83 € per day, which is five times higher than
PSO result for best scenario. If one considers a base scenario that was obtained by using a simple
management mechanism considering the PV production and storage capacity, the daily cost is
9.33 €, which is three times higher than PSO result for the best scenario. The assessment of PSO
can be verified in the comparison of the base scenario and the optimized base scenario with the
PSO. The daily costs with PSO decreases 1.38 €.

The paper is structured into seven sections: In Section 1 an introduction about DR and how
to solve DR problems is presented. Section 2 presents the proposed methodology; in Section 3 the
problem formulation is presented. Section 4 presents the algorithm (PSO) and its adaptation to the
problem formulation. In Section 5, the case study is presented as well as all input variables and PSO
parameters. Section 6 presents the results, and the conclusions are presented in Section 7.
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2. Proposed Methodology

With the goal to reduce the electricity bill of the end consumers is introduced the presented
methodology. This methodology aims to minimize the operation costs considering the batteries and
flexibility provided by the DR actions. The costs minimization considered the grid, the PV systems,
energy storage batteries, and consumption flexibility through load scheduling. The end consumer
is connected to the grid, and has a tariff contract that allows selling energy in the grid in exchange
for monetary payment. This methodology is able to be expanded to other consumers with different
conditions and with different numbers of resources. Figure 1 presents the context scheme of the
idea proposed. This scheme is typical for a household prosumer. The scheme of Figure 1 has a unit
generation (PV), energy storage system (ESS) (battery), one inverter module, the controllable and
noncontrollable loads, and a smart meter.

 
Figure 1. Implementation scheme of the proposed work.

For household, the use of PV generation is considered free (the generation unit is household
property). In this paper, the PV generation is considered priority above all others, meaning that when
it is available it will always be used either by load’s necessities, battery charge, or injection in the grid.
The connection with the grid is considered bidirectional. The PV rated power is usually limited by a
contract between retailer and household. This limitation occurs because it can be a source of problems
for the physical grid. In this way, it is difficult to reach a situation in which, as limit case if no injection
to the grid is allowed, the PV is higher than the load plus the energy that can be used to charge the
battery. However, if it happens, the inverter will disconnect the PV in order to avoid overvoltage. In
Figure 1 one can see power flows and information flows. The information flows are connected to the
inverter and controllable loads. In this case, the inverter is enabled with a control and management
system that allows controlling loads, adding DR actions in household installation.

In general, the consumer can take advantage of the use of PV generation, ESS, and DR actions
to minimize the cost of consumption from the grid. The consumer can look for the periods where
electricity is cheaper to satisfy the consumption and charge the ESS, and the periods where the electricity
price is most expensive to sell the excess electricity from the facility. Thus, it can be considered as a
management system for the consumer to improve his energy bill.

Figure 2 is a representative illustration of the load’s control using relays. The controller, in this
case, is a component of the inverter. Each controllable load must have one relay associated with it,
which allows for its control. So, when the controller sends the signal to the relay, the load is connected
or disconnected from the electrical circuit. In this case, this control is considered a DR cut (direct load
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control). The scheme in Figure 2 considers only one relay for simplification; however, the proposed
methodology is able to consider several relays, one for each load in the facility.

 

Figure 2. The control scheme for the demand response (DR) cut with one load.

3. Problem Formulation

The mathematical formulation is presented throughout this section. With the formulation
presented it is intended to simulate the interaction of a consumer with the grid. The main goal is to
minimize the operation costs, considering that the user has storage units and is also enabled to do
DR in specific loads. The presented optimization model is considered a mixed-integer linear problem.
Equation (1) presents the objective function.

Minimize f = Energy Bill + DR Curtailment (1)

Equation (1) is comprised of the sum of two different parcels: the energy bill present in Equation (2)
and the DR curtailment present in Equation (3). The Energy Bill represents the cost of buying and
selling energy, and the DR curtailment refers to cost weighting associated with kWh curtailment.

In Equation (2) the variable Pgrid
t represents the flow of energy between household and grid,

Igrid in
t is an indicator variable for power flow into the grid and control the energy buy

(
Igrid in
t = 1

)
and energy sell

(
Igrid in
t = 0

)
, Cgrid in

t represents the cost of buying electricity and Cgrid out
t represents

the cost of selling electricity. The Energy bill in Equation (2), consider the costs of buying electricity(
Igrid in
t × Pgrid

t

)
×Cgrid in

t and the revenues of selling electricity
((

1− Igrid in
t

)
× Pgrid

t

)
×Cgrid out

t . In each
period (t) the user can make a single operation (buy or sell).

Energy Bill =
T∑

t=1

[((
Igrid in
t × Pgrid

t

)
×Cgrid in

t −
((

1− Igrid in
t

)
× Pgrid

t

)
×Cgrid out

t

)
× 1

Δt

]
+ DCP (2)

Igrid in
t =

⎧⎪⎪⎨⎪⎪⎩ 1, i f Pgrid
t > 0

0, otherwise
∀t ∈ {1, . . . , T}

Also, in Equation (2) the term
((

1− Igrid in
t

)
× Pgrid

t

)
represents the power sent to the network. The

term Δt is used for to adjust the consumption to the tariff price because normally the tariff is available in
€/kWh and the optimization can be scheduled at different time intervals (e.g., 15 min). DCP represents
the daily contracted power cost. If the term Pgrid

t has a positive value during optimization it means
that there is electricity consumption from the network. However, if it has a negative value it means
that there is a sale of electricity to the network. Equation (3) presents the DR curtailment.
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DR Curtailment =
T∑

t=1

⎛⎜⎜⎜⎜⎜⎝
L∑

l=1

Pcut
l,t ×Xcut

l,t ×Wcut
l,t

⎞⎟⎟⎟⎟⎟⎠ (3)

If the DR curtailment equation is implemented the cost of load is cut with the use of weights, and
in fact does not have cost for the user. The variable Pcut

l,t represents the cut energy of load (l) in period
(t), the Xcut

l,t represents the decision binary variable to active the cut of load (l) in period (t), and Wcut
l,t

represents the cut weight of load (l) in period (t). The term
(
Pcut

l,t ×Xcut
l,t ×Wcut

l,t

)
shows the interest of

the user to perform cut in load (l) in period (t).
Equation (4) represents the balance between load and generation, Pbat

b,t represents the energy

charged or discharged by baterry (b) in period (t). If the value of Pbat
b,t is less than 0 the battery is

discharging, otherwise, if the value of Pbat
b,t is greater than 0, the battery is charging. The variable PPV

p,t

represents the photovoltaic production of unit p at period t, and Pload
t corresponds to the value of load

at period t.

Pgrid
t = Pload

t +
B∑

b=1

Pbat
b,t −

L∑
l=1

Pcut
l,t ×Xcut

l,t −
P∑

p=1

PPV
p,t , ∀t ∈ {1, . . . , T} (4)

The Equation (5) shows the balance of battery systems.

Estor
b,t = Estor

b,t−1 + Pbat
b,t ×

1
Δt

, ∀t ∈ {2, . . .T}, ∀b ∈ {1, . . . , B} (5)

Variable Estor
b,t represents the state of the battery b in period t, in other words, it represents the

amount of energy it has available. So, by Equation (5) the current battery state is obtained by adding the
previous state Estor

b,t−1 to the value of the variable Pbat
b,t .The power term Pbat

b,t in Equation (5) is multiplied

by 1
Δt to convert power into energy units. The system is governed by the following constraints

(Equations (6)–(10)).
− Pgrid min

t ≤ Pgrid
t ≤ Pgrid max

t ∀t ∈ {1, . . . , T} (6)

Pcut
l,t = Pcut max

l,t ∀l ∈ {1, . . . , L}, ∀t ∈ {1, . . . , T} (7)

0 ≤ Estor
b,t ≤ Estor max

b,t ∀b ∈ {1, . . . , B}, ∀t ∈ {1, . . . , T} (8)

− Pdch max
b,t ≤ Pbat

b,t ≤ Pch max
b,t ∀b ∈ {1, . . . , B}, ∀t ∈ {1, . . . , T} (9)

Xcut
l,t =

{
1
0
∀l ∈ {1, . . . , L}, ∀t ∈ {1, . . . , T}. (10)

In Equation (6), the variable Pgrid min
t and Pgrid max

t represent the limit values for variable Pgrid
t .

Equation (7) identifies that Pcut
l,t can only take the maximum value Pcut max

l,t . The Pbat
b,t variables can take

a value between −Pdch max
b,t and Pch max

b,t ; if the value of Pbat
b,t is less than zero it represents a discharge

and if the value is greater than zero it represents a charge. The variable Xcut
l,t is a binary variable and

represents a decision variable. When Xcut
l,t is equal to 1 the cut of load (l) at period (t) is active.

4. Particle Swarm Optimization

PSO was proposed by Kennedy and Eberhart in 1995, and it is a random search algorithm that
simulates the foraging and flocking of birds in nature [27]. When birds look randomly for food in a
given area, each bird can be associated with a single solution and can be considered as a particle in
the swarm.

For PSO implementations assume that it has j particles in the n-dimensional search space and
each particle represent a solution in the search space. Equation (11) presents the position vector of
particle j and in Equation (12) the velocity vector for particle j.
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→
x

j
i =

(
xj

i,1, xj
i,2, . . . , xj

i,n

)
(11)

→
v

j
i =

(
vj

i,1, vj
i,2, . . . , vj

i,n

)
(12)

where,
→
x

j
i . represents the position vector of particle j for n. variables at iteration i. The

→
v

j
i represents the

velocity vector of particle j for n variables. When the search process starts, both vectors are generated
randomly between the respective limits of the n variables.

Equation (13) represents the velocity update equation. This equation is composed of three

different components: the wj
i
→
v

j
i component represents the previous positions in memory search,

c1 j
i r1 j

i

(
Pj

best −
→
x

j
i

)
corresponds to the cognitive learning component, and c2 j

i r2 j
i

(
Gbest −→x

j
i

)
is a global

learning component. Equation (14) represents the position update.

→
v

j
i+1 = wj

i ×
→
v

j
i + c1 j

i × r1 j
i ×

(
Pj

best −
→
x

j
i

)
+ c2 j

i × r2 j
i ×

(
Gbest −→x

j
i

)
(13)

→
x

j
i+1 =

→
v

j
i+1 +

→
x

j
i (14)

where,
→
v

j
i+1 is the velocity vector at iteration i + 1; wj

i represents the inertia weight obtained through

Equation (15); c1 j
i and c2 j

i are acceleration coefficients, which are obtained by Equations (16) and (17),

respectively; and r1 j
i and r2 j

i are two uniformly distributed random numbers independently generated

within [0,1] for the n-dimensional search space. Pj
best =

(
xj

pbest,1, xj
pbest,2, . . . , xj

pbest,n

)
denotes the historical

best position and Gbest =
(
xgbest,1, xgbest,2, . . . , xgbest,n

)
denotes the population historical best position.

Equation (15) presents an inertia weight.

wj
i = wmax −

(
wmax −wmin

imax

)
× i (15)

where, wmax is the maximum value for inertia weight, wmin is the minimum value for inertia weight,
and imax represents the maximum value of iterations. The inertia weight present in Equation (15) is a
linear decreasing method during the search process. The inertia weight reduction ensures strong global
exploration properties in the initial phase and strong local exploitation properties in the advanced
phase. The inertia weight is calculated at each iteration and is the same for the set of particles at each
iteration [28]. Equations (16) and (17) present the acceleration coefficients calculation:

c1 j
i = cmax

1 −
⎛⎜⎜⎜⎜⎝cmax

1 − cmin
1

imax

⎞⎟⎟⎟⎟⎠× i (16)

c2 j
i = cmin

2 +

⎛⎜⎜⎜⎜⎝cmax
2 − cmin

2

imax

⎞⎟⎟⎟⎟⎠× i (17)

where, cmax
1 and cmin

1 are the maximum and minimum values for the personal acceleration coefficient,

respectively. c1 j
i decreases over the iterations, which means that the acceleration component for the

personal position at the beginning of the search is high allowing exploration. The parameters cmin
2 and

cmax
2 represent the minimum and maximum values for the global acceleration coefficient. c2 j

i increases
over the iterations, which means that the acceleration component for the global position at the end of
the search is high allowing exploitation. The encoding of the solutions is crucial for the success of the
algorithm. Equation (18) shows the encoded vector used for solving the problem present in Section 2.

→
x

j
i =

[{
Pbat

1.1, . . . , Pbat
B,T

}
,
{
Xcut

1.1 , . . . , Xcut
L,T

}]
(18)
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where,
{
Pbat

1.1, . . . , Pbat
B,T

}
is a group of continuous variables representing the electricity amount of charge

or discharge in each battery (b) at period (t) and
{
Xcut

1.1 , . . . , Xcut
L,T

}
are binary variables to enable the

possibility of performed cut action in load (l) at period (t). Therefore, particle
→
x has dimensions of

n = B× T + L× T. This encoding allows a direct evaluation in Equation (1).
The PSO implementation starts by defining the search space limits by setting the lower and upper

bounds of each variable. In Equation (19), xlbj represents the lower limits for the solution of j particle
and xubj in Equation (20) represent the upper limit for j particle.

xlbj =
[{
−Pdch max

1.1 , . . . , −Pdch max
B,T

}
,
{
Xcut min

1.1 , . . . , Xcut min
L,T

}]
(19)

xubj =
[{

Pch max
1.1 , . . . , Pch max

B,T

}
,
{
Xcut max

1.1 , . . . , Xcut min
L,T

}]
(20)

→
x

j
1 = rand

[
xlbj, xubj

]
(21)

Equation (21) presents the process of initialization where the initial solution was created. In this
case, a random process into allowed bounds is executed. rand

[
xlbj, xubj

]
is a random number within

the lower xlbj and the upper xubj bounds of j particle for n variables.
Equation (22) presents the boundary constrains method. The search process over the iterations

will generate new solutions that may not be within the initially stipulated limits. To address this
issue the boundary control strategies are used to repair infeasible individuals. In this paper is used a
boundary control technique known as bounce-back [20].

→
x

j
i =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

rand
(
xlbj,

→
x

j
i

)
i f
→
x

j
i < xlbj

rand
(→

x
j
i , xubj

)
i f
→
x

j
i > xubj

→
x

j
i otherwise

(22)

In contrast to random reinitialization (the most used control technique), bounce-back uses the
information on the progress towards the optimum region by reinitialized the variable value between
the base variable value and the bound being violated. Making use of domain knowledge about the
problem, the Equations (23) and (24) is proposed as a direct repair equation. The Equation (23) concerns
the direct repair of Estor

b,t .

Estor
b,t =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0

Pch max
b,t
Estor

b,t

i f Estor
b,t < 0

i f Estor
b,t > Estor max

b,t
otherwise

∀b ∈ {1, . . . , B}, ∀t ∈ {1, . . . , T} (23)

Although boundary control is used it can only control the variables Pbat and Xcut, the variable Estor

is a variable of control and balance, and when it is repaired other variables are necessarily changed. For
the repair process Estor is needed to test two different conditions, Estor

b,t < 0 represents a greater discharge
than the allowed one, being that it fixes the variable to the minimum value. Estor

b,t > Estor max
b,t means that

the battery has a charge greater than the allowed, the value of maximum energy in the battery is fixed
in maximum that can accumulate. Equation (24) presents the direct repair for Pbat variable.

Pbat
b,t =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Estor

b,t − Estor
b,t−1

Estor
b,t − Estor

b,t−1
Pbat

b,t

i f Estor
b,t < 0

i f Estor
b,t > Estor max

b,t
otherwise

∀b ∈ {1, . . . , B}, ∀t ∈ {2, . . . , T} (24)

Pbat is repaired in Equation (22), but with the direct repair used in Equation (23) the variable Pbat

may not be correct, and it is necessary to perform direct repair on it. So, a battery power level test
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is performed, if Estor
b,t < 0 the value for Pbat

b,t is equal to the difference between the battery power level
in the previous period Estor

b,t−1 and the current period Estor
b,t . The same rule is applied when the battery

power level is greater than the allowed maximum Estor
b,t > Estor max

b,t .

The particles should be evaluated according to a fitness function f ′
(→

x
)
, Equation (25), including

objective function f
(→

x
)

Equation (1) and constrains violation p f
(→

x
)
.

f ′
(→

x
)
= f

(→
x
)
+ p f

(→
x
)

(25)

p f
(→

x
)
=

⎧⎪⎪⎪⎨⎪⎪⎪⎩
T∑

t=1
t× ρ i f Pgrid

t ≤ Pgrid min
t ∩ Pgrid

t ≥ Pgrid max
t

0 otherwise
∀t ∈ {1, . . . , T} (26)

where, p f
(→

x
)

in Equation (26) represents the penalty value for a solution
→
x . Despite the application of

bounce-back method Equation (22) and direct repair methods (23) and (24), the solution may still be
infeasible. The penalty value is obtained checking the limits of variable Pgrid

t for every period. In each
period that the variable is out of limit is counted and multiplied by a penalty amount ρ, the sum of all
individual (per period) penalties represents the total penalties per each solution.

Pseudocode of the PSO algorithm is presented in Algorithm 1.

Algorithm 1. PSO pseudocode.

INITIALIZE

Set control parameters wmax,wmin,cmax
1 ,cmin

1 ,cmax
2 ,cmin

2 , jmax, and imax.
Create an initial Pop (Equation (21)) and initial velocities.
IF Direct repair is used THEN

Apply direct repair to unfeasible individuals
END IF

Evaluate the fitness of Pop (Equation (25)).
Create a Pbest vector for every particle.
Create a Gbest vector of the swarm.
FOR i = 1 to imax

FOR j = 1 to jmax

Velocity update (Equation (13))
Position update (Equation (14))
Update wi, c1i and c2i (Equations (15)–(17))
Verify boundary constraints for Pbat (Equation (9))and Xcut (Equation (10))
IF Boundary constraints are violated THEN

Apply boundary control (Equation (22))
END IF

Verify boundary constraints for Estor (Equation (8)) and Pbat (Equation (9))
IF Boundary constraints are violated THEN

Apply direct repair (Equations (23) and (24))
END IF

Evaluate fitness of
→
x (Equation (25)).

Verify boundary constraints for Pgrid (Equation (6))
IF Pgrid is out of limits THEN

Apply penalty function (Equation (26))
Update fitness value (Equation (25))

END IF

Update Pbest vector for i particle.
END FOR

Update Gbest vector of the swarm.
END FOR
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Basically, if in the evaluation process constraints violations are identified, the individual is
randomly repaired using the initialization process from Equation (22). The pseudocode of Algorithm 1
is displayed step-by-step, starts with the definition of the parameters related to the PSO. The search
begins with the creation of the initial population. After being evaluated, the best position of each
particle and the best position of the population are defined. The main cycle starts, and at each iteration
of the main cycle, another cycle is performed for each particle. For each particle a new velocity is
generated, updated, verified, and evaluated. When all particles repeat the process, the value of the
best personal position of each particle and the best overall position of the population is updated.

5. Case Study

This section presents the case study. The optimization problem was solved using PSO metaheuristic
and compared to a solution obtained by a CPLEX solver in MATLAB™/TOMSYM™ environment to
compare the results.

The proposed methodology addresses a Portuguese consumer and complies with actual Portuguese
legislation, which allows small producers (consumers with local generation) to use the energy produced
to satisfy the own load necessities and sell it to the grid. The consumer has a supply power contract of
10.35 KVA with the retailer, and it is characterized by three different periods: peak, intermediate, and
off-peak [29]. The prices applied to a consumer operation are present in Table 1. The input prices in
Table 1 are real values of a Portuguese retailer (https://www.edp.pt/particulares/energia/tarifarios),
which provides a realistic case study. The prosumer can inject his excess production into grid, but a
limit is imposed by the retailer. The maximum value injected into grid is half of its contracted power,
approximately 5.1 kW. The real prices and real condition inclusion in this problem contribute to more
accurate in this study and prove the real value of the methodology application.

Table 1. Prices of the different periods and contracted power.

Parameter
Energy (€/kWh) Contracted Power

(€/Day)Peak Intermediate Off-Peak

Buy from grid 0.2738 0.1572 0.1038
0.5258

Periods 10.30 h–13 h
19.30 h–21 h

08 h–10.30 h
13 h–19.30 h, 21 h–22 h

22 h–02 h
02 h–08 h

Sell to grid 0.1659 * −
DR weight 0 0.2 0.4

* is used for all periods.

The DR weights present in Table 1 are defined by the consumer taking into account the energy
price variation within the day, adapted from [16]. The use of DR is more appreciated when the energy
is cheaper, so the weight of 0 is given in peak periods (highest price). With this weight distribution, the
DR actions are expected to be executed during peak periods. Equation (3) gives the amount of DR
actions contributing to the objective function. It does not represent costs for the consumer, but is rather
a consumer’s preference that influences the scheduling. In Table 2 are presented the problem input
variables adapted from [16].

The system has two PV panels with different production, one has a maximum production of 7.5
kW and other has a maximum production of 2.5 kW. This PV panels and the battery storage unit
are connected to the inverter. The battery can receive power from the PV production or the grid. In
this case study, the inverter has two functionalities: the first is to convert the power from DC to AC
and vice versa; the other functionality is to give the signal to manage certain loads. In this study,
three different loads are considered: a dishwasher, an air conditioner, and a water heater. Figure 3
shows the disaggregated consumption and PV generation forecasts. In this case study, the forecast is
performed for the next 24 h. In real-time operation, the forecast can be updated at every instant. Each
time that user update the forecast can perform a new optimization. Regarding the influence of the
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forecasting results on optimization, in the case that the presented day-ahead forecasting strategies in
References [30,31] are considered, the forecasting error, using Supporter Vector Machine algorithms to
predict the values for the next 24 h, will be 9.11%.

Table 2. Problem input variables.

Parameters Symbol Value Units

Maximum power injected to grid −Pgrid min
t

−5.1 kW
Maximum power required from grid Pgrid max

t
1000 kW

Maximum power accumulated in battery Estor max
b,t 12 kW

Maximum energy of battery discharge −Pdch max
b,t −6/4 kWh

Maximum energy of battery charge Pch max
b,t 6/4 kWh

Total Periods T 96 −
Total of controllable loads L 3 −

Total of batteries B 1 −
Total of PV units P 2 −
Adjust parameter Δt 4 * −

* The factor of 4 comes from the fact that there are four 15-min periods in an hour.
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Figure 3. Disaggregated consumption by appliance and photovoltaic (PV) generation.

Figure 3 presents a typical load profile with a peak of 11.5 kW at ~11.45 h. The consumption per
controllable load is present in Figure 3 with different colors. The total consumption includes the sum
of all loads and the same situation for PV but is the sum of two PV units. The peak of production is
forecasted between the 12.00 h and 13.30 h with 6 kW. In some periods, such as 10:30, the sum of the
controllable loads corresponds to the total consumption. Table 3 presents the parameters for PSO; they
were obtained from a previous study.
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Table 3. Particle swarm optimization (PSO) parameters used.

Parameters Symbol Value

Population size jmax 500
Maximum numbers of iterations imax 500

Maximum inertia weight wmax 0.4
Minimum inertia weight wmin 0.9

Maximum cognitive weight cmax
1 1.5

Minimum cognitive weight cmin
1 0.5

Maximum global weight cmax
2 1.5

Minimum global weight cmin
2 0.5

Number of evaluations − 250,000
Number of trials − 30

The member of evaluation is equal to jmax × imax and presents the number of fitness function is
evaluated during the search process. Considering that the PSO is an algorithm of a random nature,
a group of 30 trials is performed. With a sample of 30 results, it is possible to extract a more robust
conclusion from the application of the PSO to the problem in question.

6. Results

This section presents the results and analysis obtained from the implementation of the proposed
methodology and respective case study. Table 4 presents the results for Equation (1) in both the
CPLEX (deterministic) obtaining the optimal value, and PSO obtained an approximate resolution.
Four different scenarios were created considering the resources combination: the scenario “PV + Bat +
DR” combine the all available resources (PV production, the storage capacity and loads flexibility),
scenario “PV + Bat” combines the PV production and storage capacity resources and “PV” scenario
only considers the PV production resource. The nonoptimized value is used as a base case scenario
and was obtained by using a simple management mechanism; the scenario “PV + Bat” considers
PV production and storage capacity, and the “Without resources” scenario does not consider any
resource. Analyzing the results of CPLEX for the set of scenarios can conclude that “PV + Bat + DR”
presents the smallest fitness function. It can be said with resources combinations brings benefits for
household management.

Table 4. Results for Equation (2) (€/day).

Resources Combination Scenarios CPLEX
PSO

Min Mean STD

Values optimized
PV + Bat + DR 3.1874 3.2771 3.3381 0.0469

PV + Bat 7.8652 7.9454 8.0595 0.1169
PV 8.8478 8.8478 8.8478 0

Nonoptimized values PV + Bat 9.3298
Without resources 16.8570

The analysis of results is performed for the “PV + Bat + DR” scenario. The results present in
Table 4 of PSO correspond to 30 trials. The minimum value that the PSO reached is 2.8% higher
when compared with CPLEX value. Analyzing the standard deviation (std) value for the sample of
PSO results is possible to conclude that it is relatively small and the values of the 30 trials should be
relatively close to the mean value. The STD analysis is important because it is a measure that expresses
the degree of dispersion of 30 trials solutions. Figure 4 presented the results related to the DR actions
applied to the profile shown in Figure 3.
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Figure 4. DR result regarding initial profile.

In Figure 4, the positive values correspond to the consumption of appliances that had no changes
with the application of the methodology. Negative values are energy that has been reduced due to cut
of loads. With the loads cut, reduction of 63% in the total consumption of three loads (dish washer, air
conditioner, and water heater) was obtained. The DR actions are performed during 10.00 h to 13.00 h
and 19.00 to 21.00. Crossing this information with Table 1, one can see that these periods correspond
to a peak hour, precisely when energy is more expensive. During peak hours the consumption with
the present optimization methodology is 44.8 kW, without its application and not considering PV
generation and energy storage systems, the consumption will be 115.4 kW. This reduction represents
20% reduction of total daily consumption. In this way, it is concluded that the present methodology
has an impact on the consumption of peak hours. In Figure 5 are presented the total load consumption
(controllable and noncontrollable loads), the battery actions (charge and discharge), and the final load
(load consumption plus battery charge).
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Figure 5. Load consumptions, battery actions, and final load scheduling.
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Figure 5 shows that due to this condition, the generation (see Figure 3) exceeds the consumption
needs, and in this case, the energy surplus will either be used to charge the battery or sell to the grid. In
this way, the user avoids buying energy from the grid to charge the battery and to meet consumption
necessities. The battery discharge cycles are mostly represented between 11.00 and 21.00 periods that
correspond to a peak and intermediate hour. Table 5 presents a summary of the results obtained by
both methods applied.

Table 5. Summary of results.

Scenario Method Equation (1) Equation (2) Equation (3)
Daily

Costs (€)
Daily

Revenues (€)
Monthly
Costs (€)

PV + Bat + DR CPLEX 3.1874 3.1874 0 6.9380 3.7505 95.6233
PV + Bat + DR PSO * 3.2771 3.2771 0 6.0565 2.7794 98.3140

PV + Bat PSO * 7.9922 7.9922 0 8.5136 0.5683 239.7661
PV + Bat Nonoptimized 9.3298 9.3298 0 9.3298 0 279.8928

* represent the values of trial with the minimum fitness value.

With the proposed methodology, the daily cost of operation for CPLEX is 3.18 (€) and 3.28 (€)
for PSO, but if the PV system, battery and DR do not exist and the daily costs are 16.83 (€). When
compared the results of Table 5 is possible to observe that daily cost for CPLEX is larger compared to
PSO daily cost, but the value of revenues in CPLEX are also large than PSO values. With the case study
present in Section 5, the value of Equation (1) is equal to Equation (2) in both of methods, which means
that the value of Equation (3) is zero because Equation (1) is the sum of Equation (2) and (3). When
Equation (3) has the value zero represents that the DR is performed on periods with weight equal to
zero and do not have a contribution to Equation (1). Table 5 also presents the monthly costs, which are
calculated considering that the profile present in Figure 3 is repeated for the 30 days of the month. The
value obtained for PSO is 2.96 (€) higher.

7. Conclusions

The present work addresses a methodology for resource scheduling (PV battery, storage capacity,
and load flexibility) in a residential house that has not any contract with a DR service provider. Usually,
the DR services for residential consumers are available using a DR service provider. In contrast, in the
presented methodology the user is independent of applying his preferences in decision-making. In
this case, the PV inverter, installed to convert the PV production into DC to AC, can control the charge
or discharge of the battery system and the interruption of the loads. The optimization results for Pbat

b,t
and Pcut

l,t are the inputs for the PV inverter control to act on the battery system and controllable loads.
The optimization problem was solved using a stochastic method (PSO) and a deterministic method

(CPLEX). The results obtained by PSO have a close approximation to the deterministic results. The
simple implementation and open access possibility of programming PSO over different platforms are
factors that potentiate its use in this type of problems. In fact, in the present work, it was possible to
demonstrate the results of running a PSO-based algorithm on a connection with the inverter of the PV
system for control of the connected loads and the charge or discharge of the battery storage system.

The numerical results presented demonstrate that it is possible to obtain advantages by using the
optimal combination of available resources. Table 4 presents the fitness function value for different
resources combination, showing that the scenario that combines the all available resources is the best.
Although PSO can obtain near-optimal solutions, its solution using the best combination resource
scenario is better than the normal operating solution. With the comparison between the base scenario
and the same scenario with PSO optimization, it is possible to make the assessment of the PSO approach.
The daily cost optimized by PSO for the base scenario is 14% lower compared with the obtained in the
nonoptimized base scenario.

As the presented methodology was built for been applied in an independent agent, the agent
facility (residential house) needs to be prepared with equipment to perform the actions that the
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presented method imposes. This condition may be a weakness of the methodology, as it will increase
the initial investment in equipment. Assuming that the DR program is implemented efficiently, such
investment can be recovered over time, as the user does not need to pay fees to any service provider to
use the service. The use of PSO instead of CPLEX can make the initial investment more appealing, for
reasons already discussed in the introduction.

For future work, an analysis incorporating more DR actions (e.g., reduction and shifting capabilities)
in the presented methodology can be done. Also, robust optimization considering the forecast error in
PV production and domestic consumption can also be made to analyze the impact of forecasts errors
in the electricity bill.
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Glossary/Nomenclature

Abbreviations

AI Artificial Intelligence
DR Demand Response
DG Distributed Generation
ESS Energy Storage System
LP Linear Programming
MATLAB Matrix Laboratory
MILP Mixed-integer Linear Programming
MINLP Mixed-integer Nonlinear Programming
NLP Nonlinear Programing
PSO Particle Swarm Optimization
PV Photovoltaic
RESs Renewable Energy Sources
SET Strategic Energy Technology
Indices

b Battery unit
n Dimension
i Iteration
l Load unit
j Particle
t Period
p Photovoltaic unit
Parameters

Cgrid in
t Cost of buying electricity to the grid

Cgrid out
t Cost of selling electricity to the grid

Wcut
l,t Cut weight of load

DCP Daily contracted power cost

xlbj Lower bond for
→
x

j

Pgrid max
t Maximum limit for Pgrid

t
imax Maximum number of iterations
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jmax Maximum numbers of particles
Pcut max

l,t Maximum value for cut load
Pch max

b,t Maximum value for energy charge
Pdch max

b,t Maximum value for energy discharge
cmax

2 Maximum value for global acceleration coefficient
wmax Maximum value for inertia weight
cmax

1 Maximum value for personal acceleration coefficient
Estor max

b,t Maximum value of accumulated energy in battery

Pgrid min
t Minimum limit for Pgrid

t
cmin

2 Minimum value for global acceleration coefficient
wmin Minimum value for inertia weight
cmin

1 Minimum value for personal acceleration coefficient
Δt Multiplicative factor related with the time to calculate energy
B Number of batteries
L Number of controllable loads
T Number of Periods
ρ Penalty value
PPV

p,t Photovoltaic production

xubj Upper bond for
→
x

j

Pload
t Value of load

Variables

Igrid in
t Binary variable for control the flow direction

Pcut
l,t Cut power of load

Xcut
l,t Decision binary variable to active the cut of loads

Pbat
b,t Energy charged or discharged by battery

f
(→

x
)

Fitness function

f ′
(→

x
)

Fitness function with penalty

Pgrid
t Flow of energy between household and grid

Pj
best

Historical best position

wj
i

Inertia weight

p f
(→

x
)

Penalty function

c1 j
i and c2 j

i
Personal and global acceleration coefficients

Gbest Population historical best position
→
x

j
i Position vector

Estor
b,t State of the battery

r1 j
i and r2 j

i
Uniform distribution random numbers

→
v

j
i Velocity vector
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