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Preface 

Enterotoxins encompass a diverse group of microbial toxins affecting the gut, and are major 
contributors to bacterial food borne illness, gastrointestinal and systemic diseases, for which 
limited therapeutics are available. Although the pathogenic effects arise from mucosal 
perturbation, dysregulation of immune cells through mediator release, cell activation or 
damage are major factors disrupting homeostasis in gut mucosa. Whereas proinflammatory 
cytokines and chemokines mediate toxic shock induced by staphylococcal enterotoxins, 
apoptosis and cytotoxic events are responsible for Clostridium perfringens enterotoxin and 
cholera toxin. Elucidation of cell receptors, signaling pathways and the communication 
between cells of the gastrointestinal tract, immune and neuroendocrine system will facilitate 
the development of new therapeutics. 

Teresa Krakauer 
Guest Editor 





1 
 

 

Update on Staphylococcal Superantigen-Induced Signaling 
Pathways and Therapeutic Interventions 

Teresa Krakauer 

Abstract: Staphylococcal enterotoxin B (SEB) and related bacterial toxins cause diseases in humans 
and laboratory animals ranging from food poisoning, acute lung injury to toxic shock. These 
superantigens bind directly to the major histocompatibility complex class II molecules on  
antigen-presenting cells and specific V  regions of T-cell receptors (TCR), resulting in rapid  
hyper-activation of the host immune system. In addition to TCR and co-stimulatory signals, 
proinflammatory mediators activate signaling pathways culminating in cell-stress response, 
activation of NF B and mammalian target of rapamycin (mTOR). This article presents a concise 
review of superantigen-activated signaling pathways and focuses on the therapeutic challenges 
against bacterial superantigens. 

Reprinted from Toxins. Cite as: Krakauer, T. Update on Staphylococcal Superantigen-Induced 
Signaling Pathways and Therapeutic Interventions. Toxins 2013, 5, 1629-1654. 

1. Overview 

Staphylococcus aureus produces several exotoxins, staphylococcal enterotoxins A through U 
(SEA-SEU), and toxic shock syndrome toxin 1 (TSST-1), with potent immunostimulating activities 
that cause a variety of diseases in humans, including food poisoning, acute lung injury, autoimmune 
diseases, and toxic shock [1–15]. These bacterial toxins were originally known for their 
enterotoxicity and pyrogenicity. A considerable effort was directed early on at defining their 
structure and cellular receptors to understand how these toxins exert their biological effects. 
Staphylococcal exotoxins bind to the major histocompatibility complex (MHC) class II on  
antigen-presenting cells (APC) and specific regions of V  chains of the T-cell receptor (TCR), 
leading to activation of both APC and T-cells [7,11,14–17]. The term “superantigen” was coined 
by Kappler and colleagues in 1989 to describe the novel hyper-stimulatory properties of these 
bacterial toxins [16]. A decade of crystallographic and structural studies revealed their common 
molecular structure and binding motifs [18], paving the way for investigations of their signaling 
mechanisms and the way in which these superantigens exert their potent immunological effects. 
Unlike conventional antigens, superantigens bypass normal “processing” by APC and induce a 
large proportion (5%–30%) of T-cells to proliferate at picomolar concentrations [7,16]. The 
excessive release of proinflammatory cytokines and chemokines from APC, T-cells, and other cell 
types mediate the toxic effects of staphylococcal superantigens [19–25]. The proinflammatory 
cytokines, tumor necrosis factor  (TNF ), interleukin 1 (IL-1) and gamma interferon (IFN ) have 
tissue damaging effects [26] and together with matrix metalloproteinases (MMPs) and tissue factor 
produced by superantigen-activated host cells [27], activate both the inflammatory and coagulation 
pathways. The increased expression of adhesion molecules and chemokine gradient changes direct 
leukocyte migration to sites of tissue injury [28]. IL-2 from superantigen-activated T-cells causes 
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vasodilation, vascular leak, and edema [29]. Toxic reactive oxygen species (ROS) from activated 
neutrophils increase vascular permeability and cause acute lung injury [28]. These molecular 
changes occur rapidly upon superantigen exposure and progress to hypotension, multi-organ failure 
and death. In addition to inflammatory pathways activated by staphylococcal superantigens,  
S. aureus also produces numerous virulence factors that aid in its survival and subsequent 
dissemination in the host. For example, staphylococcal extracellular adherence protein [30] and 
superantigen-like protein 5 [31] as well as two other staphylococcal surface proteins (the clumping 
factors A and B) [32] stimulate platelet aggregation which leads to disseminated intravascular 
coagulation. Targeting the inflammatory and coagulation pathways/molecules represent widely 
diverse strategies to prevent toxic shock and organ damage resulting from superantigens and 
various virulence factors [33]. 

SEB is considered a Category B select agent by the Centers for Disease Control and Prevention 
(CDC) as it is extremely toxic to humans and can be used as an air-borne, food-borne, and  
water-borne toxicant. The biodefense objective of mitigation of SEB toxicity in the absence of 
staphylococcal infection seems simpler when compared to the scenario of replicating pathogens 
with other virulence factors they produced. Recent efforts have been directed at preventing 
superantigenic shock, acute lung injury and organ damage resulting from the cumulative biological 
effects elicited by proinflammatory cytokines. Many reviews and books on superantigens have 
been published and I will present a concise review on the signaling pathways and give a perspective 
on the therapeutic modalities for counteracting superantigen-induced shock. 

2. Staphylococcal Superantigen Structure and Binding to Host Cells 

Staphylococcal superantigens are stable, single-chain proteins of 22- to 30-kD that are highly 
resistant to proteases and denaturation. Despite differences in sequence homology among 
staphylococcal enterotoxins (SEs) and the streptococcal pyrogenic exotoxins, they have similar 
protein folds and conserved receptor binding sites [5,15]. These bacterial toxins are classified into 
five distinct homology groups based on amino acid sequence and similarities in modes of binding 
to MHC class II molecules [13,15]. Among the different SE “serotypes”, SEA, SED, and SEE share 
the highest amino acid sequence homology, ranging from 53%–81%, whereas SEB is 50%–66% 
homologous with SECs. TSST-1 has only a limited sequence homology with other SEs. It has a 
shorter primary sequence of 194 amino acids with no cysteines, and binds TCR V  differently than 
other SEs [17]. TSST-1 lacks enterotoxicity in non-human primates [34] and has a missing 
“disulfide loop”, which may be responsible for the emetic activity of SEs, as mutation of residues 
in this loop abolishes the emetic activity of SEC2 [35]. There is a separation of the emetic and 
superantigenic domains of SEs since carboxymethylation of histidine residues of SEB resulted in 
the loss of emetic activity but not superantigenity [36]. Despite varying sequences, structural and 
crystallographic analysis of SEA, SEB, and TSST-1 show a conserved conformation with two 
tightly packed domains containing -sheets and -helices [18], separated by a shallow groove 
representing the TCR-binding site [37,38]. The C-terminal domain has a -grasp motif found in 
other unrelated proteins. The N-terminal domain contains an oligosaccharide/oligonucleotide-
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binding (OB) fold, characterized by the presence of hydrophobic residues in the solvent-exposed 
regions [18]. 

Superantigens bind to common, conserved elements outside the peptide-binding groove on 
MHC class II molecules with relatively high affinity (Kd = 10 8–10 7 M) [3,39]. Structural analysis 
shows at least two distinct binding sites on MHC class II molecules for superantigen. A common, 
low-affinity binding site involving the invariant -chain of MHC class II and a high-affinity,  
zinc-dependent binding site on the polymorphic -chain [39–46]. SEA can cross-link MHC class II 
molecules on APC by binding to both sites, and persists longer on the cell surface of APC, 
prolonging its biological effects [47]. 

The groove formed between the conserved N- and C-terminal domains of staphylococcal 
superantigens represents an important interaction site for the TCR V  chain [48–51]. Each 
superantigen binds to a distinct repertoire of V -bearing T-cells, revealing a unique biological 
“fingerprint” which might be useful for diagnosing toxin exposure [51,52]. The binding of 
superantigens to the V  chain of TCR is of low affinity (Kd = 10 4–10 6 M), with contacts mostly 
between the side-chain atoms of the superantigen and the complementarity-determining regions 1 
and 2 and the hypervariable region 4 of the V  chain. Studies with mutants of SEB and SEC3 
indicate that a small increase in the affinity of a superantigen for MHC can overcome a large 
decrease in their affinity for the TCR [48]. Thus, the multiple modes of superantigen binding to 
MHC and TCR indicate a cooperative effect of interactions in the formation of the trimolecular 
complex, hyper-activating the host immune system. The superantigen/MHC interactions strengthen 
their binding to TCR such that they mimic TCR binding to a conventional MHC-peptide complex [49]. 
Other co-stimulatory receptors on both cells also interact to further stabilize superantigen binding 
to many cell types [53,54]. A direct binding of SEB to the T-cell co-stimulatory receptor CD28 was 
reported recently [55]. Peptides derived from the CD28 binding region protected mice from  
SEB-induced lethality and reduced TNF , IL-2 and IFN  expression [55]. This correlates with 
previous reports of the resistance of CD28-deficient mice to superantigen-induced shock and the 
lack of serum TNF  and IFN  after toxin challenge in these mice [56,57]. 

3. Three Signals Synergize to Sustain Cell Activation 

The three signals required for T-cell activation by superantigens and conventional antigens are 
similar even though superantigens bind outside the peptide-binding groove of MHC class II 
molecules. The first signal is induced upon the binding of superantigen with TCR-CD3 complex, 
which activates the Src family of protein tyrosine kinases (PTKs) [58–60]. The engagement of  
co-stimulatory molecules on APC and T-cells, subsequent to superantigen binding, results in a 
second signal that optimizes and sustains T-cell activation [61–63]. The interactions between the 
adhesion molecules LFA-1 with intercellular adhesion molecule 1 (ICAM-1), and the co-stimulatory 
molecules CD28 with CD80 on T-cells and APC, respectively, promotes stable cell conjugates.  
Co-ligation of receptors results in extensive cytoskeletal remodeling and the formation of immunological 
synapse, initiating signaling cascades [61,64]. PTKs, including Lck and ZAP-70, phosphorylate 
tyrosine-based motifs of the TCR intracellular components and other adaptors [58,59,65]. The 
TCR-induced kinases activate phospholipase C gamma (PLC ) resulting in the generation of 
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second messengers and increase in intracellular calcium levels. One specific second messenger, 
diacylglycerol (DAG), subsequently activates protein kinase C (PKC) and the proto-oncogene  
Ras [64,66]. PKC activates downstream signaling pathways including the mitogen-activated 
protein kinase (MAPK) and the NF B cascade [67]. Many proinflammatory cytokine genes contain 
NFκB binding sites in the promoter region and are activated by NFκB [68]. The cytokines IL-1, 
TNF , IFN , IL-2 and IL-6, and chemokines, in particular, MCP-1, are induced directly by 
superantigens in vitro and in vivo. The inflammatory environment provided by these proinflammatory 
mediators represents the third signal for T-cell activation. IL-1 and TNF  activate many other cell 
types including fibroblasts, epithelial, and endothelial cells to produce other mediators, cell 
adhesion molecules, tissue protease MMPs, and ROS. IFN  from superantigen-activated T-cells 
activates expression of MHC class II and adhesion molecules, and synergizes with IL-1 and TNF  
to promote tissue injury, specifically in the gut [10]. Collectively and individually, these mediators 
from superantigen-activated cells exert damaging effects on the immune and cardiovascular 
systems, culminating in multi-organ failure and lethal shock. 

4. Cross-Talk among Key Signaling Pathways 

The three signals of T-cell activation exert their potent effects by activating the phosphoinositide  
3 kinase (PI3K)/mammalian target of rapamycin (mTOR), NF B and MAPK pathways [67–69]. A 
description of these signal transduction pathways upon superantigen binding to host cell receptors 
was presented recently (Figure 1) [70]. Phosphorylation and dephosphorylation events modulate all  
three cascades with specific kinases and phosphatases. PTKs and lipid molecules from PLC  
activation trigger the PI3K pathway upon specific ligand binding to a number of receptors besides 
the TCR. Co-stimulatory receptor CD28, IL-2 receptor (IL-2R), IFN R, growth factor receptor, and  
G-protein-coupled receptor (GPCR) all activate PI3K [69]. Different PTK inhibitors including 
genistein, tyrphostin, and herbimycin A, reduced IL-1 levels in TSST-1-stimulated cells [65]. PI3K 
activates Akt (also known as PKB) and mTOR downstream and modulates many biological processes 
including cell growth, differentiation, proliferation, survival, migration and metabolism [71–76]. 
The importance of the PI3K/mTOR pathway is shown by the efficacy of rapamycin, a specific 
inhibitor of mTOR complex 1 (mTORC1), in protecting mice from SEB-induced lethal shock [77]. 
Rapamycin inhibited SEB-stimulated T-cell proliferation and reduced SEB-induced IL-2 and IFN  
in vitro and in vivo. An alternative pathway of T-cell activation by SEE bypasses PTK tyrosine 
phosphorylation and uses PLC  to activate PKC, ultimately activating extracellular signal-regulated 
kinase 1 and 2 (ERK1/2), NF-AT and NF B [78]. 

The MAPK pathway is induced by mitogens, superantigens, cytokines, chemokines, growth 
factors, as well as environmental stress, and comprises of three major kinase cascades, ERK1/2,  
c-Jun-N-terminal kinase (JNK), and p38 MAPK. These MAP kinases control fundamental cellular 
processes to signal cell stress, culminating in the activation of transcription factors NF B, NF-AT 
and AP-1 [79], affecting proliferation, differentiation and apoptosis. One common upstream 
activator of the MAPK pathway is PKC which is activated by TCR, co-stimulatory receptors and 
GPCR. MAPK promotes inflammation by targeting NF B to promoters of inflammatory genes [80]. 
IL-1 and TNF  are both activators and effectors of MAPKs, as these mediators both activate 
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MAPK via various intracellular TNF receptor-associated factors (TRAFs), and are themselves 
induced by MAPK activation. 

The proinflammatory cytokines IL-1 and TNF  can directly activate the transcriptional factor 
NF B in many cell types that include epithelial and endothelial cells. IL-1 interacts with IL-1 
receptor 1 (IL-1R1) and receptor accessory protein, uses signaling molecules, the adaptor myeloid 
differentiation factor 88 (MyD88), IL-1R-associated protein kinase 1 (IRAK1), and TRAF-6 to 
activate IκB kinases (IKK), leading to NFκB activation [81]. Phosphorylation of the inhibitory 
protein I B  by IKK leads to IκB  degradation and release from cytoplasmic NFκB. This allows 
NFκB to translocate to the nucleus where it binds to promoter regions of various inflammatory 
genes [82]. Activation of NFκB leads to induction of many proinflammatory and anti-apoptotic 
genes. IL-1R1 has structural homology to toll-like receptors (TLRs) which use similar intracellular 
adaptors and molecules as those used for IL-1R1 for signaling (Figure 1). TLRs are receptors used 
by the host to sense pathogen associated molecules such as lipoprotein, peptidoglycan, 
lipopolysaccharide, flagellin, dsRNA and viral RNA to activate a rapid innate response [83]. 
Recently, SEB was shown to upregulate the expression of TLR2 and TLR4, thereby enhancing the 
host response to other microbial products [84–86]. This might partially account for the synergistic 
effects of LPS and SEB in mouse models of SEB-induced shock [87–89]. 

TNF  binds to TNF receptor 1 and 2 (TNFR1, TNFR2) and signals with different intracellular 
TRAFs, ultimately activating MAPK and NFκB, and results in the expression of other cytokines, 
adhesion and co-stimulatory molecules [26,90]. An important and damaging component of 
signaling by the TNFR superfamily which includes various death receptors is caspase activation via 
the intracellular death domains of these TNFRs. Receptors in this superfamily use intracellular 
adaptors, TNFR-associated death domain (TRADD) and Fas-associated death domain (FADD) to 
activate the caspase 8 cascade, JNK, and NFκB. These multiple pathways account for the pleiotropic 
effects of TNF  including apoptosis, cell activation, coagulation, inflammation, and host defense [90]. 
The synergistic effects of TNF  and IFN  on epithelial cells increase ion transport, leading to cell 
damage and epithelial leakage [10]. The critical role of TNF  in mediating lethality was shown by 
anti-TNF  antibodies protecting mice from SEB-induced shock in a D-galactosamine (Dgal)-sensitized 
model [91]. 

Chemokines, and T-cell cytokines, IFN  and IL-2, bind to their respective receptors and activate 
the PI3K/mTOR and MAPK pathways with diverse signal transducers. IFN  binds to IFN R, uses 
Janus kinase 1 and 2 (JAK1, JAK2) to phosphorylate the signal transducer and activator of transcription 
1 (STAT1) [92,93]. The main function of IFN  is in antimicrobial defense as it activates antiviral 
genes, adhesion molecules, immunoproteasome, and E3 ligase. The IFN -activated JAKs also 
activate PI3K/mTOR independent of STAT1 [94]. Additionally, IFN  induces the expression  
and activation of death receptors including Fas (CD95), leading to cell apoptosis [95]. Thus,  
IFN -induced immunoproteasome and CD95 death signaling pathways contribute to vascular cell 
apoptosis and cardiovascular inflammation [95]. The death receptors use intracellular death 
domains to activate FADD and caspase 8, resulting in mitochondrial cytochrome c release and 
DNA fragmentation. IFN  disrupts ion transport and barrier function in superantigen-activated 
epithelial cells and these biological effects are amplified by TNF  [96]. However, anti-IFN  had no 
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effect on mortality and only reduced SEB-induced weight loss and hypoglycemia in the Dgal-sensitized 
mouse model of lethal shock [97]. A recent study suggests that IFN  from SEB-stimulated cells 
plays an important role in autoimmunity in HLA-DQ8 transgenic mice [98]. 

Figure 1. Cell receptors, intracellular signaling molecules, and signal transduction 
pathways used by superantigens and mediators induced by superantigens. Potential 
targets of inhibition are represented by stop signs 1–14, numbered in order of their 
description in the text. 1. Major histocompatibility complex (MHC) class II (not 
shown); 2. T-cell receptor (TCR) V ; 3. CD28; 4. Tyrosine kinases; 5. Phospholipase C 
(PLC); 6. Mammalian target of rapamycin (mTOR); 7. Protein kinase C (PKC); 8. 
Extracellular signal-regulated kinase (ERK1/2); 9. NF B; 10. p38 MAPK; 11. Myeloid 
differentiation factor 88 (MyD88); 12. Proteasomes; 13. Caspases; 14. Signal 
transducer and activator of transcription (STAT). 
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IL-2 binds to the IL-2R and signals through JAK1 and JAK3 to activate PI3K and Ras, affecting 
proliferation, growth, and differentiation of many cell types [99]. Ras signals through the MAPK 
pathway to activate AP-1, cJun/Fos and NFAT. IL-2 increases microvascular permeability and induces 
vasodilation, resulting in perivascular edema in SEB-induced lung injury [100,101]. IL-2-deficient 
mice are resistant to SEB-induced toxic shock [102]. 

IL-6, from both macrophages and activated T-cells, has some overlapping activities with IL-1 and 
TNF , and activates JAK3 and Ras upon binding to IL6R [103]. Additionally, IL-6R also signals through 
PI3K/mTOR to promote cell survival. The Ras pathway used by IL6, IL2, IFN , TCR and co-stimulatory 
receptors results in MAPK activation whereas the alternate PI3K pathway activates mTOR. 

The chemokines IL-8, MCP-1, MIP-1 , and MIP-1 , are induced directly by SEB or TSST-1 
and are potent chemoattractants and leukocytes activators [22,26,104]. Chemokines bind to  
seven-transmembrane GPCR, induce early calcium flux, activate PLC and signal via the 
PI3K/mTOR pathway [26,104,105]. Chemokines orchestrate leukocyte migration to promote 
inflammation and increase tissue injury. Exudates from superantigen-injected air pouches contained 
predominantly neutrophils with few macrophages [22]. Recruited- and activated-neutrophils 
produce cytotoxic superoxide and MMPs, contributing to organ damage. Systemic or intranasal 
exposure to SEB resulted in acute lung injury characterized by increased expression of adhesion 
molecules ICAM-1 and VCAM, increased neutrophil and mononuclear cell infiltrate, endothelial 
cell injury, and increased vascular permeability [28,106]. 

TCR, co-stimulatory receptors and cytokines signal with diverse intracellular molecules to 
activate PI3K/mTOR, MAPK, and IKK/NF B cascades. There is cross-talk among these pathways 
as the MAPKs cascade downstream from TCR, co-stimulatory receptors and T-cell cytokines all 
activate NF B, whereas TRAFs from IL-1 and TNF  signaling activate MAPK and NF B 
independently. There is some overlap and redundancy of these activation pathways as multiple 
receptors activate PI3K/mTOR, MAPK and NF B. However, specificity exists as illustrated by the 
different classes of MAPKs and their targets. JNK regulates c-Jun and AP-1, and has detrimental 
effects in the liver whereas p38 MAPK has an additional effect on the phosphorylation of 
eukaryotic initiation factor (eIF-4E) and promotes translation [79]. The cellular responses to 
individual cytokines are also different and specific with IFN  increasing cellular permeability in 
activated epithelial and endothelial cells whereas IL-1 has prothrombotic effects on the 
endothelium through the increased production of tissue factor and prostaglandins. 

5. Mouse Models of Superantigen-Induced Shock 

Superantigens from S. aureus and Streptococcus pyogenes are the causative agents of serious 
life threatening toxic shock syndrome (TSS) and the excessive release of cytokines contributes to 
the pathogenesis of TSS [1–3,33]. SEB has historically been used as a prototype superantigen in 
biological and biodefense research investigations, as humans are extremely sensitive to SEB 
especially by inhalation. An obvious step in developing new therapeutic approaches for SEB-induced 
toxic shock is finding relevant models that mimic human disease. 

Mice are often used as a model to study the immunological mechanisms of superantigen 
mediated shock [21,22,25,28,55–57,87–89,101]. Although these animals lack an emetic response, 
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they are ideal to work with as immunological reagents are available, the strains and genetic backgrounds 
including specific MHC class II are well-defined, and the low cost of maintenance allows more 
animals to be used in experimental protocols. However, mice are naturally less susceptible to SEs 
when compared to humans because of the lower toxin affinity to murine MHC class II [88,107]. As 
a result, mice do not develop lethal SEB shock and potentiating agents such as Dgal, actinomycin 
D, LPS, or viruses are used together with toxin to induce toxic shock [88,91,108–111]. Depending 
on the injury model, sensitizing agents and route of delivery, the severity of disease may involve 
different organs and distinct profile of mediators. Both Dgal and actinomycin D induced  
TNF -dependent hepatotoxicity, and SEB-induced shock models using these potentiators showed 
much higher serum levels of TNF  not present when SEB was used alone and liver injury was a 
key feature in these models. Both IL-2 and IFN  are also critical in Dgal-sensitized models of 
superantigen-induced shock as IL-2 deficient mice were resistant to SEB-induced shock and 
antibodies to IFN  inhibited SEB-induced weight loss and hypoglycemia [97,102]. 

LPS, a cell wall component of gram negative bacteria, is the most frequently used synergistic 
agent in mouse model of SEB-induced shock [25,87–89,111]. Relatively high doses of SEB or LPS 
are used together in these models, usually with Balb/c mice. The shock syndrome induced by 
superantigens in these models results from the culmination of the biological effects of elevated 
levels of IL-1, TNF , and IFN , not seen in the absence of LPS [88]. An analysis of the 
interdependent effects of various doses of SEB used alone and together with LPS in different dose 
combinations indicated that prolonged levels of certain cytokines were necessary to induce lethal 
shock in Balb/c mice [25]. Non-survivors in SEB plus LPS groups have significantly higher levels 
of TNF , IL-6, MIP-2, and MCP-1 early (eight hours) after SEB exposure [25]. In addition to these 
mediators, non-survivors showed higher levels of IFN  and IL-2 later at 24 h. In this LPS-sensitized 
shock model, lethality and cytokine response were both influenced mostly by the LPS dose and not 
by SEB. The early TNF  release and sustained levels of IFN , IL-2, IL-6, MIP-2 and MCP-1 later 
correlated with acute lethal shock at 48 h. Since LPS and SEB activate similar cytokines and cells, 
although using different receptors, it is difficult to compare the molecular mechanisms of shock in 
this traditional model with human TSS. 

To avoid the confounding effects of potentiating agents, a “double-hit” low dose SEB model 
was developed in a LPS resistant mouse strain C3H/HeJ to simulate human TSS [101]. This model 
mimics human TSS as intranasal delivery of SEB triggers lung inflammation, systemic release of 
cytokines, and hypothermia that culminate in death at later time points unlike the various 
potentiated models with much earlier lethal end points. An alternative model using transgenic mice 
expressing human HLA class II molecules was established to recapitulate human TSS, with 
different susceptibility to various superantigens dependent on the inserted human HLA class II 
type, DQ or DR [112–116]. Transgenic mice expressing HLA-DQ6 still required Dgal to potentiate 
the effects of SEB [112] whereas mice with HLA-DR3 were sensitive to SEB alone [116]. A recent 
study revealed multiple organ inflammation in lung, liver, kidney, heart and the small intestine that 
accompanied lethal shock in HLA-DR3 transgenics [116]. Moreover, intestinal absorptive functions 
were also interrupted in this transgenic model of SEB-induced shock. 
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6. Vaccines and Therapeutic Antibodies 

There is currently no available treatment for superantigen-induced shock except for the use of 
intravenous human immunoglobulin [117]. Antibodies to superantigens can provide broad 
spectrum protection as neutralizing antibodies against one superantigen cross-react and block the 
biological effects of a different superantigen [118]. Naturally protective antibodies against 
superantigens can be found in S. aureus bacteremia and increase in neutralizing titers during 
infection correlated with recovery [119]. Other studies showed that there is a correlation of lower 
serum antibodies to TSST-1 in patients with recurring TSS [120,121]. Both monoclonal and 
human-mouse chimeric antibodies against SEB with high affinities in the picomolar range have 
been used effectively to target SEB-induced host responses [122–124]. The use of antibodies has 
certain limitations since neutralization of toxins is effective only at the early stages of exposure as 
it blocks the first step of host receptor interaction before cell activation. Vaccination is a proven 
method to prevent SEB-induced shock and attenuated mutants of SEB with defective MHC class II 
binding which lack superantigenicity were efficacious against toxin challenge in mice, piglets and 
monkeys [125,126]. 

7. Inhibitors of Cell Receptor-Toxin Interaction 

A number of small overlapping peptides, encompassing a conserved region of SEB (residues  
150–161), bind to host cell receptors and have been tested to block superantigen-induced effects 
both in vitro and in vivo with contradictory results using the same peptide [111,113,127]. Although 
the dodecapeptide prevented transcytosis of various SEs across human intestinal epithelial cell 
monolayer and may block co-stimulatory signals [128], this and other “SEB peptide antagonists” 
failed to block SEB-induced T-cell proliferation in human peripheral blood mononuclear cells 
(PBMC) and had no effect on SEB-induced lethal shock in HLA-DR3 transgenic mice [113]. 
Blockade of the CD28 co-stimulatory receptor by its synthetic ligand, CTLA4Ig (also known as 
abatacept) prevented TSST-1-induced shock, and reduced the serums TNF , IL-2, and IFN  [129]. 
Peptide mimetics of CD28 also prevented co-stimulatory receptor interaction with SEB and 
inhibited SEB effects in vitro and in vivo [55]. Furthermore, a specific CD28-peptide mimetic 
blocked superantigen-binding to CD28 and attenuated toxic shock and necrotizing soft-tissue 
infection induced by Streptococcus pyogenes [130]. Anti-CD44 reduced the binding of SEB-activated 
leukocytes to lung epithelial cells and prevented acute lung injury [131]. Bi-specific chimeric 
inhibitors composed of MHC class II and TCR V  domains competitively blocked SEB binding 
and cell activation in human PBMC [132]. A soluble TCR V  mutant also neutralized the effects of 
superantigens in vitro [133]. Blocking receptor interaction has many limitations as blockade of  
host receptors might adversely affect immune function and the inhibitor has to be administered  
pre-exposure or soon after exposure to toxins for it to be effective. Aside from cross-reactive 
antibodies, receptor blockade inhibitors are usually specific and have to be tailor-made for a 
specific superantigen [132]. A list of the therapeutics used in mouse SEB-induced toxic shock 
models is shown in Table 1, arranged in order of their description in the text. 
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8. Inhibitors of Signal Transduction and Cytokines 

Targeting host responses after superantigen exposure is an attractive strategy as these events 
occur later and may be more amenable to interruption. An important class of therapeutic 
compounds to be considered is inhibitors that can block signal transduction pathways activated by 
superantigens. Inhibitors of signal transduction are often cytokine inhibitors as cytokines are the 
best known “signalers”, acting both as activators and effectors. An obvious advantage of signal 
transduction inhibitors is that they can be administered post-exposure and are likely broad 
spectrum, inhibiting many different superantigens or even pathogens that trigger similar host 
responses and signaling pathways. The pathways central to superantigen activation are 
PI3K/mTOR, MAPK, and NFκB, which are also used by other pathogens, TLRs, and cytokines. 

Various animal models indicated TSS results from the cytokine signals activating host pathways 
and inducing damage in multiple organs. The convergence of multiple receptor signaling allows 
activation of innate host pathway signals to persist and dominate, and these “signals” are likely 
potential therapeutic targets. An example is NFκB, which binds to the promoter regions of many 
inflammatory genes implicated in TSS including cell adhesion molecules, cytokines, chemokines, 
acute phase proteins, and inducible nitric oxide synthase [82]. The downstream activation of NFκB 
leads to the inducible expression of mediators involved in inflammation and tissue injury seen in  
SEB-induced lung injury and toxic shock models. A cell-permeable cyclic peptide targeting NFκB 
nuclear transport prevented lethal shock in Dgal-sensitized mice accompanied by attenuation in 
liver apoptosis and hemorrhagic necrosis [100,134]. This NFκB inhibitor also reduced  
SEB-induced inflammatory cytokines and T-cell responses [100]. 

There are other NFκB inhibitors which are FDA-approved for treatment of inflammatory 
diseases and cancers [148,149]. Dexamethasone, an immunosuppressive corticosteroid, potently 
attenuated superantigen-induced T-cell proliferation, cytokine release, and cell activation marker 
expression in human PBMC [150]. Dexamethasone also prevented lethal shock accompanied by 
attenuation of the hypothermic response, weight loss and serum cytokines in the LPS-potentiated 
SEB model and the SEB “double-hit” model of toxic shock [106,135]. The pulmonary lesions were 
reduced by dexamethasone treatment only at later time points (96 to 168 h) and resolution of lung 
inflammation lagged behind the reduction in cytokines such that a long course of steroid treatment 
was necessary to rescue mice from lethal shock [106]. Bortezomib, another inhibitor of NF B, and 
a proteasome inhibitor, blocked SEB-induced cytokine release but had no effect on lethality or liver 
necrosis in transgenic mice [136]. Natural products such as epigallocatechin gallate (EGCG) from 
green tea, and resveratrol (RES) from red wine, are also NF B inhibitors that separately reduced 
superantigen-induced T-cell proliferation and cytokine release from human PBMC [151]. EGCG 
attenuated IFN -induced epithelial permeability increases and suppressed T-cell activation and 
cytokines from SEB-stimulated human PBMC and murine lymph node cells [152]. RES reduced 
lung injury by blocking SEB-induced T-cell activation, pulmonary permeability increases, and 
caspase 8-dependent apoptosis [153]. Another upstream inhibitor of NF B, a synthetic mimetic 
(EM-163) to the BB-loop of MyD88, reduced multiple cytokines in superantigen-stimulated human 
PBMC and protected mice from lethal shock in the LPS-sensitized model [137,138]. However, the 
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complete or long-term blockade of NF B would likely produce adverse side effects as NF B is 
essential in maintaining normal host defense and homeostasis [68,154]. 

Table 1. Therapeutics tested for efficacy in murine models of staphylococcal 
enterotoxins (SEB)-induced toxic shock. * indicates drug is FDA-approved. 

Pharmacologic agent Target Biological effects against SEB 
Anti-SEB monoclonal 
antibodies 

SEB 
Neutralized mitogenic activity of SEB in vitro. Prevented SEB-induced 
shock in HLA-DR3 transgenic mice [124]. 

SEB-peptide 
antagonists 

MHC 

Blocked superantigen binding to MHC class II in human PBMC and 
inhibited T-cell proliferation [111]. Afforded 83% protection in mouse 
model of SEB + LPS-induced shock [111]. Failed to block SEB-induced 
T-cell proliferation in human PBMC [113]. No protective effect against 
SEB-induced shock in HLA-DR3 transgenic mice [113]. Decreased  
SEB-induced IL-2, IFN  and TNF  gene expression [127]. Protected 
80% of Dgal-sensitized mice against SEB-induced shock [127]. 

Mimetic peptides  
of CD28 

CD28 
Blocked superantigen binding to CD28 and attenuated SEB-induced  
IL-2, TNF , and IFN  [55]. Protected mice from SEB-induced  
shock [55,130]. 

Cell-permeable peptide 
targeting NF B 

NF B nuclear 
translocation 

Attenuated serum TNF , IFN  and IL-6. Protected mice from liver injury 
and SEB-induced shock in Dgal-sensitized mice [134]. 

Dexamethasone * NFκB 

Inhibited SEB-induced proinflammatory cytokines and chemokines in 
human PBMC. Reduced serum levels of cytokines, attenuated 
hypothermia due to SEB, and protected mice 100% in both SEB-induced 
and SEB + LPS-induced shock models [106,135]. 

Bortezomib * NFκB, proteasome 
Decreased serum cytokine but no effect on lethality in HLA-DR3 
transgenic mice challenged with SEB [136]. 

Mimetic peptides of 
BB loop of MyD88 

MyD88 
Reduced SEB-induced IL-1 , TNF  and IFN . Provided 83% protection 
in SEB + LPS-induced shock model [137,138]. 

D609 PLC 
Blocked SEB-induced cytokines and chemokines [139]. Protected 90% 
of mice from SEB-induced lethal shock [140]. 

Cell-permeable SOCS3 STAT1 
Inhibited cytokine production, attenuated liver necrosis, and prevented 
SEB + LPS-induced lethal shock [141]. 

Rapamycin * mTORC1 
Blocked SEB-induced cytokines and chemokines. Protected mice 100% 
from lethality even when administered 24 h after SEB [77,142]. 

Tacrolimus * 
Calcineurin 
phosphatase 

Suppressed serum cytokines but no protection against SEB-induced 
shock in HLA-DR3 transgenic mice [143]. 

N-acetyl cysteine * NFκB, ROS 
Suppressed NFκB activation but protected only 30% of mice from  
SEB-induced lethal shock [144,145]. 

Dexamethasone *  
+ N-acetyl cysteine * 

NFκB, ROS 
When used in tandem, reduced SEB-induced cytokines, hypothermia, and 
protected 75% of mice from lethal shock [145]. 

Niacinamide Nitric oxide 
Reduced SEB-induced cytokines and lethality in SEB + LPS-induced 
shock model [146]. 

Pentoxifylline * Phospho-diesterase 
Attenuated SEB-induced cytokines in vitro and in vivo.  
Prevented lethality in SEB + LPS-induced shock model [147]. 
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Other pathway inhibitors include those directed against the various kinases, PKC, MAPK and 
PTK. Genistein, a tyrosine kinase inhibitor, and H7, a PKC inhibitor, separately reduced TNF  but 
not IL-1 from TSST-1-stimulated PBMC [155]. A selective inhibitor of p38 MAPK (SB203580) 
and an inhibitor of ERK (PD098059) each partially blocked TNF  production from  
SEB-stimulated human T cell clones [156]. D609, an inhibitor of PLC, which is downstream from 
superantigen binding to TCR and CD28, blocked SEB-induced effects both in vitro and  
in vivo [139,140]. SOCS3, an intracellular feedback inhibitor of the various STATs used by IFN  
and IL-2 signaling, reduced the effects of these two cytokines [92]. A cell-permeable form of 
SOCS3 reduced the lethal effects of SEB and LPS by inhibiting the production of inflammatory 
cytokines and attenuating liver apoptosis and hemorrhagic necrosis [141]. 

Immunosuppressive drugs are also good candidates to block superantigen-induced immune 
responses as they are potent inhibitors against many cell types including T-cells and macrophages. 
Three FDA-approved drugs for preventing transplant rejection have been used in three different 
animal models of SEB-induced toxic shock. Cyclosporine A (CsA) inhibited SEB-induced T-cell 
proliferation in vitro, reduced serum cytokines, and attenuated pulmonary inflammation, but has no 
effect on lethality in monkeys [157]. Rapamycin, a specific inhibitor of mTORC1, was efficacious 
even when given 24 h after SEB in the SEB “double-hit” model [77]. Rapamycin blocked  
SEB-induced T-cell proliferation, reduced serum cytokines, and prevented hypothermia and weight 
loss induced by SEB. Intranasal rapamycin also protected mice against SEB-induced shock when 
administered as late as 17 h after toxin exposure, providing a practical route of drug delivery against 
SEB [142]. Another structural analog of rapamycin, tacrolimus, suppressed superantigen-induced 
T-cell activation in vitro but did not reduce lethality in HLA-DR3 transgenic mice [143]. 

Another hallmark of SEB-intoxication is acute lung injury which is most likely a result of  
oxidative stress inducing damage in the lung. Acute lung injury arises as SEB-, cytokine- and 
chemokine-activated neutrophils migrate into lung areas producing high levels of superoxide, 
which is capable of inducing vascular permeability and apoptosis [28]. The anti-oxidants N-acetyl 
cysteine (NAC) and pyrrolidine dithiocarbamate (PDTC) each mitigated NF B signaling and T-cell 
proliferation, and blocked cytokine production in superantigen-activated human PBMC [144]. 
However, NAC has only a minor effect in vivo, reducing lethality by 30% in the SEB “double-hit” 
model [145]. Dexamethasone, although effective against SEB-induced shock, required a prolonged 
dosing of up to four days, which might not be ideal in a clinical setting as dexamethasone is 
immunosuppressive. Treatment with a short course of dexamethasone (up to five hours post-SEB) 
provided only 20% protection. Importantly, the combined effects of a short treatment course of 
intranasal dexamethasone followed by NAC prevented SEB-induced shock, hypothermia and 
weight loss [145]. Both dexamethasone and NAC are FDA-approved drugs that act distal to toxin 
binding. Another combination treatment, using a human-mouse chimeric anti-SEB antibody and 
lovastatin concomitantly and immediately after toxin exposure, also protected transgenic mice from 
SEB-induced shock [158]. 

Most therapeutic testing in animal models of SEB-induced shock have targeted proinflammatory 
cytokines as there is a strong correlation between toxicity and elevated serum levels of these  
mediators [21–25]. Inhibitors aimed at blocking proinflammatory mediator release overlap with 
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inhibitors of signal transduction triggered by superantigens. The critical role of TNF  in lethal 
shock was established by the prevention of SEB-induced lethality with neutralizing antibodies 
against TNF  in Dgal-sensitized mice [91]. IL-10, an anti-inflammatory cytokine, prevented 
superantigen-induced toxic shock by reducing the production of the proinflammatory mediators  
IL-1, TNF  and IFN  [159,160]. The nitric oxide inhibitor niacinamide improved the survival of 
mice given LPS plus SEB by attenuating serum IL-2 and IFN  [146]. Doxycycline, an antibiotic, 
inhibited SEB-induced T-cell proliferation, proinflammatory cytokines, and chemokines in human 
PBMC [161]. Recently, a panel of different antibiotics was tested for inhibitory effects on cytokine 
release from SEA- and TSST-1-stimulated human PBMC [162]. Tigecycline decreased IL-6 and 
IFN  whereas trimethoprim increased IL-8 and TNF  from superantigen-stimulated cells. 
Clindamycin, daptomycin, vanomycin and azithromycin had no effect on cytokine release in these 
stimulated cells. Another study showed that azithromycin suppressed TSST-1-induced T-cell 
proliferation by blocking ERK and JNK activity [163]. Pentoxyfylline, a phophodiesterase inhibitor 
used clinically to treat peripheral vascular disease, reduced cytokines and T-cell proliferation in 
SEB- or TSST-1-stimulated cells [147]. Pentoxyfylline prevented lethal shock accompanied by a 
reduction in serum cytokines in the LPS plus SEB mouse model [147]. 

Caspase inhibitors have also been used to attenuate the toxic effects of superantigens as caspases 
initiate cellular apoptosis and the release of certain cytokines from inactive precursors. The release 
of IL-1  is dependent on caspase 1, a proteolytic enzyme that cleaves pro-IL-1 into active IL-1  [26]. 
The caspase 1 specific inhibitor, Ac-YVAD-cmk, attenuated both IL-1  and MCP-1 production in 
SEB- and TSST-1-stimulated PBMC cultures but had no effect on other cytokines or T-cell 
proliferation [164]. Caspase 3 and caspase 8 are enzymes involved in SEB-induced cell apoptosis 
but inhibitors of these two caspases were ineffective in reducing superantigen-induced cytokines or 
T-cell proliferation [164]. In contrast, a pan-caspase inhibitor, Z-D-CH2-DCB, blocked the 
production of IL-1 , TNF , IL-6, IFN , MCP-1, MIP-1 , MIP-1 , and inhibited T-cell 
proliferation in SEB- and TSST-1-stimulated PBMC [164]. 

9. Repurposing of FDA-Approved Drugs for Biodefense Agents 

As seen from the above studies, FDA-approved drugs currently used for other indications 
including dexamethasone, rapamycin, cyclosporine A, tacrolimus, bortezomib, doxycycline, 
pentoxyfylline, NAC, PDTC, have been tested as therapeutics against superantigens with varying 
degree of success since the 1990s. The testing of FDA-approved drugs for preventing  
superantigen-induced shock should speed up the approval process for biodefense use in case of 
exposure. However, as seen from the various FDA-approved drugs tested, even knowing the 
mechanism of action of these drugs is no guarantee for success as in vivo dosages, dosing routes 
and schedules as well as animal models all affect the outcome. Rapamycin, by decreasing the levels 
and effects of IL-2 and IFN  through mTOR inhibition, is proven to be the most effective single 
agent to counter both intranasal and systemic exposure to SEB [77,142]. 

Repurposing of FDA-approved therapeutics makes sense for biodefense use as the therapeutics 
approval process for human use requires resources and time that might not work for  
biodefense-related agents. Currently, the approval rate for therapeutics through the FDA is low 
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with 90% of drugs rejected due to safety concerns, inadequate bioavailability or lack of  
efficacy [165,166]. Intuitively, drug repurposing makes use of the drug’s mechanism of action and 
applies it to diseases or bioterror agents with known or putative pathogenic effects. It bypasses the 
usual time and resource consuming process of target discovery, optimization, preclinical 
development and clinical safety testing, and might possibly obtain faster regulatory review by the 
FDA. This fast track method of repurposing FDA-approved drugs is especially suited for 
biodefense agents as clinical evaluation of efficacy is usually not possible or ethical. The 
development of animal models that simulate human diseases by bioterror agents is of critical 
importance in this non-traditional route of drug repurposing for biodefense use. New avenues to be 
considered include the use of FDA-approved drugs singularly, in combination, or in tandem. In the 
case of simultaneous dosing, a lower dose of each drug with different mechanisms of action might 
produce synergistic beneficial effects and limit individual drug toxicity. Drugs used in tandem will 
likely be cooperative with the first drug muting out the early host inflammatory response and the 
second drug acting on secondary signals. Systematic identification of novel synergistic drug 
combinations will be beneficial to treat a multi-system and complex disease such as TSS. 

10. Summary 

Significant advances have been made in cell activation signals and pathways induced by 
staphylococcal superantigens. The superantigenic properties of SEB make it an “ideal” toxin to 
study the cellular interactions, biological effects and therapeutic interventions. Newer mouse 
models of toxic shock using human HLA class II transgenic mice or SEB un-potentiated mice can 
better define the systemic effects of SEB and aid in the therapeutic discovery to prevent TSS. 
Targeting proinflammatory mediators and T-cell cytokines appears to be most beneficial yet not all  
anti-inflammatory drugs are effective in preventing shock. The use of FDA-approved drugs, 
rational combinations of FDA-approved drugs, and changing treatment modality are avenues to 
fast-track and repurpose old drugs for biodefense use. Immunosuppressants, combinations of an 
immunosuppressant with an anti-oxidant and other carefully tailored combinations hold promise as 
treatment options for TSS. 
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Soluble T Cell Receptor V  Domains Engineered for  
High-Affinity Binding to Staphylococcal or  
Streptococcal Superantigens 

Preeti Sharma, Ningyan Wang and David M. Kranz 

Abstract: Staphylococcus aureus and group A Streptococcus secrete a collection of toxins called 
superantigens (SAgs), so-called because they stimulate a large fraction of an individual’s T cells. 
One consequence of this hyperactivity is massive cytokine release leading to severe tissue 
inflammation and, in some cases, systemic organ failure and death. The molecular basis of action 
involves the binding of the SAg to both a T cell receptor (TCR) on a T cell and a class II product of 
the major histocompatibility complex (MHC) on an antigen presenting cell. This cross-linking 
leads to aggregation of the TCR complex and signaling. A common feature of SAgs is that they 
bind with relatively low affinity to the variable region (V) of the beta chain of the TCR. Despite 
this low affinity binding, SAgs are very potent, as each T cell requires only a small fraction of their 
receptors to be bound in order to trigger cytokine release. To develop high-affinity agents that 
could neutralize the activity of SAgs, and facilitate the development of detection assays, soluble 
forms of the V  regions have been engineered to affinities that are up to 3 million-fold higher for 
the SAg. Over the past decade, six different V  regions against SAgs from S. aureus (SEA, SEB, 
SEC3, TSST-1) or S. pyogenes (SpeA and SpeC) have been engineered for high-affinity using 
yeast display and directed evolution. Here we review the engineering of these high-affinity V  
proteins, structural features of the six different SAgs and the V  proteins, and the specific properties 
of the engineered V  regions that confer high-affinity and specificity for their SAg ligands.  

Reprinted from Toxins. Cite as: Sharma, P.; Wang, N.; Kranz, D.M. Soluble T Cell Receptor V  
Domains Engineered for High-Affinity Binding to Staphylococcal or Streptococcal Superantigens. 
Toxins 2014, 6, 556-574. 

1. Overview 

Over the past 30 years, the family of exotoxins expressed by S. aureus and group A 
Streptococcus known as “superantigens” (SAgs) [1] has been studied extensively at the molecular 
and structural levels. There are 24 SAgs known to be expressed by S. aureus, and 11 SAgs known 
to be expressed by group A Streptococcus [2–5]. Despite their sequence diversity, these toxins 
exhibit a canonical structural motif that consists of two domains, a smaller N-terminal domain with 
two -sheets and a larger C-terminal domain with a central -helix and a five-stranded -sheet [5–8]. 
This canonical structure has presumably allowed SAgs to maintain their ability to interact with a T 
cell receptor V  domain on one side of the molecule and a class II product of the MHC on another 
side [6]. This dual binding is required for activation of T cells and subsequent cytokine release, as 
monovalent binding of a ligand to the TCR is not sufficient for signaling. SAg-mediated crosslinking 
with MHC allows multiple MHC-bound SAg molecules to form a multivalent TCR complex, thereby 
initiating signaling [6,9,10]. 
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The pathogenic function of SAgs is not clear, although it is likely related to their ability to 
dysregulate an immune response, or perhaps to generate a cytokine milieu that is favorable for 
survival of the organism. While the precise functional or evolutionary advantage of expressing a 
large family of SAgs with extensive sequence diversity is unclear, one clinical consequence has 
been that antibodies generated against one of the SAgs are not likely to cross-react with most of the 
other SAgs, thereby limiting the ability of an individual to neutralize multiple toxins [11]. 
Understanding the clinical correlates of SAg expression are further complicated because of the 
varied prevalence of individual SAg genes among different bacterial isolates, especially of S. 
aureus [12,13]. Most of the SAgs, including staphyloccocal enterotoxin A (SEA), SEB, SEC, and 
toxic shock syndrome toxin-1 (TSST-1), are encoded on variable genetic elements [14–17]. Thus, 
some strains express one or more SAgs while other strains can express a different pattern of SAgs. 
Finally, there is additional complexity because there is variation in SAg protein expression levels, 
with some evidence that SAgs SEB, SEC and TSST-1 may be expressed at higher levels than the 
other SAgs, due to transcriptional regulation [18]. 

Despite this variability in prevalence and expression levels, it is clear that the potency of SAgs 
is a direct cause of disease or at the least exacerbates a host of diseases. These include toxic shock 
syndrome (TSS), pneumonia, purpura fulminans, severe atopic dermatitis, and endocarditis [19–25]. 
While TSS is the disease most often associated with SAgs, especially TSST-1, the frequency of 
staphylococcal or streptococcal infections in specific tissues (e.g., lung, skin, soft tissue) results in 
SAg-mediated, hyper-inflammatory reactions at these sites [26,27]. Specific inhibition of such 
severe tissue inflammation could be a useful adjunct to treatment of these diseases. 

Given the considerable structural information about SAgs and their interaction with V  
domains, we embarked over ten years ago on an effort to engineer soluble versions of the V  
domains against various SAgs for the purpose of developing potent neutralizing agents that 
could suppress the hyper-inflammatory properties of SAgs [28]. A similar receptor-based strategy 
has worked for neutralizing the effects of TNF-  with the soluble TNF-  receptor/immunoglobulin 
fusion Etanercept (trade name Enbrel) [29,30]. Because of the low affinity of SAgs for their V  
receptors, we reasoned that effective neutralization would require the generation of higher affinity 
variants of the V , which would outcompete toxin engagement by TCRs bearing any V  region 
since the same binding epitope on the SAg is used regardless of the Vβ region expressed by the T 
cell. This affinity maturation has been accomplished using a directed evolution process and  
yeast display [31,32], an approach that has yielded, to date, high-affinity V  proteins against the  
six SAgs SEA, SEB, SEC3, TSST-1, SpeA, and SpeC [28,33–37]. Several of these have been used 
successfully in animal models of S. aureus infections involving (TSS), pneumonia, skin disease, 
and endocarditis [20,33,35,36,38]. Here we review features of the entire collection of high-affinity 
V  domains. 

2. Structural Features of the Superantigens 

SAgs are structurally homologous, even though the primary sequences of the proteins are  
diverse [1,5]. These proteins are globular and range between 20 and 30 kilodaltons [5]. Although 
known staphylococcal and streptococcal SAgs have been classified into five groups based on 
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differences in their amino acid sequences [5], here we focus on the six SAgs that have been the 
targets for high-affinity V  regions engineered by yeast display (see below). Sequence alignments 
of specific members of these groups (TSST-1 from Group I; SEB, SEC3 and SpeA from Group II; 
SEA from Group III and SpeC from Group IV) are shown in Figure 1. These six SAgs have 10% to 
65% sequence identity among each other. SEB, SEC3 and SpeA are 50% to 65% identical, and 
perhaps it is not surprising that all three stimulate T cells with the same V , mouse V 8.2 [5]. 
Although SpeC belongs to a different group than SEB, SEC3 and SpeA, it exhibits significant 
sequence homology with these proteins in specific regions, despite having overall low sequence 
identity (21% identity with SEB and SEC3, and 24% identity with SpeA). Overall, TSST-1 is the 
most distant and contains the lowest level of sequence homology (and 7% to 20% identity) to  
these SAgs. 

Examination of the aligned sequences shows that there are several linear stretches of amino 
acids that are more similar among the six SAgs. Examination of their co-crystal structures with the 
variable regions of beta chain (V ) of TCRs or with class II MHC ligands suggest that these 
regions however are among the least homologous (Figure 1). These include residues near the  
N-terminus centered around position 20 which is part of the epitope for binding the V  region of 
the TCR [39–42]. Other V  binding regions are found between residues 90 to 95, and near the  
C-terminus of the protein sequences (positions 215–220), which also appear to lack the same 
degree of homology as flanking regions which are involved the structural framework for the SAgs. 
Thus, the residues in these regions, and also their atomic interactions with the cognate V , most 
often differ and thereby account for the specificity of the interactions between SAg and the TCR. 
However, it is important to note that SAgs that employ a zinc-dependent binding site for interaction 
with class II MHC ligands use conserved residues for coordinating zinc ion (Figure 1). 

SEA, SEB, SEC3 and SpeA also contain a homologous region (residues 45 to 55 in Figure 1) 
that serves as a binding site for class II MHC [43–47]. These same four SAgs, but not SpeC and 
TSST-1, possess a characteristic cystine loop of 9 to 19 residues [48,49], which has been 
implicated in emetic activity of SAgs. Toxins such as SpeC and TSST-1 that lack the cystine loop 
have been shown to exhibit reduced to no emetic activity [50]. 

Although many of the staphylococcal and streptococcal SAgs possess overall low sequence 
identity, their structures possess striking similarity. The canonical structure consists of a N-terminal, 

-barrel containing domain and a C-terminal domain containing a -grasp motif and an -helix 
which spans the center of the structure, connecting the two domains [5] (Figure 2). In the past two 
decades, a number of crystal structures of SAg have been solved (Table 1, only those that are 
relevant to this review are shown). Co-crystal structures with the V  region of TCR or class II 
MHC, have provided the basis for understanding SAg interactions with receptors on T cells and 
antigen presenting cells. The different modes of interaction of each SAg with these receptors 
reveal the diversity in mechanisms of binding to V  and MHC-II, which is particularly 
intriguing considering they possess highly conserved three-dimensional folds. 
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Figure 1. Sequence alignment of various superantigen sequences. The sequence of each 
superantigen (SAg) was obtained from the PDB file corresponding to its crystal 
structure. Multiple sequence alignment [CLUSTAL W (1.81)] was performed using 
“Biology WorkBench” online tool. Positions with homologous amino acids in three or 
more SAg sequences are highlighted in yellow or green. Residues in red are involved in 
forming the characteristic disulfide loop in certain SAg. Residues underlined in red and 
in blue are involved in binding to V  and class II MHC, respectively. Residues in bold 
are involved in binding zinc. 

 

Four different modes of interaction of SAgs with class II MHC have been described: (1) SEB, 
SEC, SpeA bind to class II MHC alpha chain with a single, low affinity binding site that is located 
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SpeC_1KTK_A DATSP---YVSGRIEIGTKDGKHEQIDLFDSPN-EGTRSDIFAKYKDNRIINMKNFSHFD
TSST1_3MFG_A RSSDKT----GGYWKITMNDGSTYQSDLS----------KKFEYNTEKPPINIDEIKTIE
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in the N-terminal domain of the protein. This binding is independent of the peptide located in the 
groove of the MHC-II molecule; (2) TSST-1 on the other hand uses a peptide-dependent binding 
mechanism to interact with low affinity to the class II MHC alpha chain through the TSST-1  
N-terminal binding domain; (3) SpeC binds to the beta chain of class II MHC with high affinity, 
in a zinc-dependent manner through the C-terminal domain of SpeC; (4) SEA contains both  
a low affinity binding site and a high affinity, zinc-dependent site which could possible involve 
cross-linking of MHC molecules [43–45,47,51,52]. Structural features of SAg binding to the V  
domains are described below. 

Figure 2. Two-domain architecture of superantigens. The canonical structure of SAg 
consists of two domains. The N-terminal domain (red) consists of a  barrel motif and  
C-terminal domain (blue) consists of a -grasp motif and an -helix which spans the 
center of the structure. 
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Table 1. Crystal structures of staphylococcal and streptococcal superantigens and their 
complexes with V  domains. 

Organism SAg Crystal Structure (PDB code, ligand) Year Reference 
S. aureus 

SEA 
1ESF (co-crystallized with Cd2+) 1995 [53] 

S. aureus 1SXT (co-crystallized with Zn2+) 1996 [54] 
S. aureus 

SEB 

3SEB 1998 [55] 
S. aureus 1SBB (co-crystallized with mV 8.2) 1998 [39] 

S. aureus 
3R8B (co-crystallized with affinity matured  

mV 8.2 mutant G5-8) 
2011 [56] 

S. aureus 

SEC3 

1CK1 (co-crystallized with Zn2+) 2002 [57] 
S. aureus 1JCK (co-crystallized with mV 8.2) 1996 [40] 

S. aureus 
2AQ3 (co-crystallized with affinity matured  

mV 8.2 mutant L2CM) 
2005 [58] 

S. aureus 

TSST1 

2QIL 1996 [59] 

S. aureus 
2IJ0 (co-crystallized with affinity matured hV 2.1  

mutant D10) 
2007 [42] 

S. aureus 
3MFG (co-crystallized with hV 2.1 stabilized  

wild-type EP-8) 
2011 [56] 

S. pyogenes 
SpeA 

1FNU (co-crystallized with Cd2+) 
1FNV (co-crystallized with Cd2+) 
1FNW (co-crystallized with Cd2+) 

2000 [60] 

S. pyogenes 
1L0X (co-crystallized with mV 8.2) 

1L0Y (co-crystallized with mV 8.2 and Zn2+) 
2002 [41] 

S. pyogenes 
SpeC 

1AN8 1997 [61] 
S. pyogenes 1KTK (co-crystallized with hV 2.1) 2002 [41] 

3. Engineering High-Affinity T Cell Receptor V  Domains against Superantigens SEA, SEB, 
SEC3, TSST-1, SpeA, and SpeC 

Except for staphylococcal enterotoxin H (SEH), which has been shown to interact primarily 
with the variable region of alpha chain of the TCR [62,63], most SAgs are known to specifically 
interact with variable regions of TCR beta chain. The hallmark feature of SAgs is that they 
stimulate T-cells that bear a specific subset of variable regions in their beta chains (V ) [64,65]. 
Interestingly, despite their potent activity, SAgs are known to bind to their cognate V  receptors 
with low affinity (KD values in the micromolar range) (Table 2 and [66–68]). In order to develop an 
antagonist that can effectively neutralize their toxic effects in vivo, a panel of six soluble,  
high-affinity TCR V  mutants have been engineered [28,33–37]. These V  mutants bind to one of 
six key staphylococcal and streptococcal SAgs (SEA, SEB, SEC3, TSST1, SpeA, and SpeC), at the 
same epitope as the wild type receptors but with much higher affinity, in the picomolar to 
nanomolar range. These represent 1000 to 3,000,000-fold increases in affinity, compared to  
wild-type (Table 2). Unlike antibodies, which could bind to any epitope of the SAg, engineering of 
the V  ensures that the neutralizing agent binds the identical SAg epitope as the wild-type receptor, 
thereby ensuring that direct competition and corresponding neutralization occurs. 
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Table 2. High-affinity V  domains that bind to various superantigens. 

Organism SAg 
WT V  High affinity V  Improvement in 

affinity (fold) 
References 

Name Affinity ( M) Name Affinity (pM) 
S. aureus SEA Human V 22 100 FL 4,000 25,000 [37] 
S. aureus SEB Mouse V 8.2 144 G5-8 50 2,880,000 [33,66] 
S. aureus SEC3 Mouse V 8.2 3 L3 3,000 1,000 [36,66] 
S. aureus TSST1 Human V 2.1 2.3 D10 180 13,000 [34] 

S. pyogenes SpeA Mouse V 8.2 6 KKR 270 22,000 [35,66] 
S. pyogenes SpeC Human V 2.1 20 HG_FI 500 40,000 [41,69] 

All high-affinity V  mutants were engineered using yeast display technology (Figure 3) [31,32] 
and directed evolution. The process involved use of a wild type V  from TCRs known to be 
stimulated by the SAg of interest. This V  gene was cloned into the yeast display vector in frame 
with the yeast mating protein, Aga2 to be displayed on the yeast surface. The V  gene was flanked 
by hemagglutinin (HA) and c-myc tags, which served as probes of the protein expression. Unlike 
many antibody variable domains, wild type V  domains typically require that one or more key 
mutations be engineered into the protein in order to be expressed on the yeast cell surface [70,71]. 
To accomplish this, the V  gene was subjected to error prone PCR to introduce random mutations, and 
the library was selected by fluorescence-activated cell sorting (FACS) with a conformation-specific 
anti-V  antibody (these are typically available commercially against most of the human V  
regions). Anti-V  antibody is used, rather than fluorophore-labeled SAg at this stage, as the affinity 
of the SAgs with wild type V  are so low that detection by flow cytometry is not possible. The 
mutated V  region that allows it to be expressed on the surface of yeast is often called a stabilized 
V  as it has been shown that such mutations yield stabilized, soluble domains [72] (Figure 4). 

Stabilized V  region genes served as templates for either additional random mutagenesis or for  
site-directed mutagenesis to generate libraries (Figure 4) with mutations in the putative SAg-binding 
sites. Typically, selection of the sites for mutagenesis was guided by the crystal structure of V :SAg 
complexes. If structural information was not available, such as with the recent engineering of V  
against SEA [37], the residues in CDR2 were chosen to generate the first generation site-directed 
mutagenesis libraries because of its central role in the interaction of other V  regions with SAgs, as 
observed in V :SAg crystal structures [39–42]. To construct the site-directed mutagenesis libraries, 
amino acid positions were encoded by randomized codons (NNS) in primers, and cloned by PCR 
using overlapping primers. PCR products were transformed into yeast cells by homologous 
recombination, yielding library sizes of 106–108 transformants. 

Pre-selected degenerate libraries typically exhibit no detectable binding with SAg by flow cytometry 
due to their low affinity, or loss of binding, by the great majority of mutants. To select for the rare V  
mutants that exhibit higher affinity binding, libraries were subjected to several rounds of selection 
with a decreasing concentration of biotinylated-SAg, followed by staining with fluorescently-labeled 
streptavidin, and fluorescence-activated cell sorting (FACS). In each round of selection, a small 
fraction of cells that exhibited the top 1% fluorescence upon selection with SAg of interest, were 
collected and expanded for subsequent rounds of screening. When a distinct yeast population with 
positive SAg-staining emerged after 3~4 rounds of selection, yeast cells were plated and higher 
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affinity clones were isolated, characterized and sequenced. In the recent engineering of V 22 
against SEA, mutations isolated from the CDR2 library alone were capable of increasing the SEA 
affinity by 25,000-fold [37]. Even more strikingly, with the engineering of mouse V 8.2 against 
SEB, mutations from one CDR2 library accounted for a 220,000-fold increase of V  affinity with 
SEB (from 144 M wide type affinity to 650 pM for G2-5) [33]. These results further validated the 
essential role of CDR2 loop in V :SAg interactions (see below). 

Figure 3. Schematic of yeast display system for engineering high-affinity V  domains 
against Superantigens. The V  libraries with various mutations are fused to the C 
terminus of the yeast mating protein Aga-2 to be displayed on the yeast cell surface. 
HA and c-myc tags are included in the fusion gene to probe and quantify the V  protein 
expression level. Fluorescent ligands include either a monoclonal antibody to the V  
region or the SAg. 

 

Following the initial selection, additional mutagenized libraries were often constructed in 
regions (CDR1, HV4 and FR3) that flank the CDR2 tertiary structure, using one or a combination 
of the first generation lead mutants as templates. After further affinity- or off-rate-based selections, 
mutants exhibited a more modest 10 to ~100 fold further increase in affinity. The specific region(s) 
where higher affinity mutations were successfully isolated for each pair of V /SAg reflected, in 
part, the diverse binding modes of the SAgs with their cognate V s. Ultimately, mutations isolated 
from multiple libraries could be combined to generate the highest affinity mutants that yielded 
1000 to 3,000,000-fold increases in affinity with targeted SAgs compared to the wild type V . 
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Figure 4. General flow chart for the cloning, display and engineering of high-affinity 
V  neutralizing agents by yeast display. A V  clone that is specific for the SAg of 
interest is cloned into the yeast display vector (Figure 3) and used to generate libraries 
of mutants. The libraries are selected with fluorescently-labeled ligands, (e.g., 
conformation-specific anti-V  antibodies or the SAg of interest). Multiple rounds of 
selections are conducted to enrich the V  mutants with desired properties, which serve 
as templates for subsequent library design and screening to achieve desirable stability 
or affinity of V  with SAg. 

 

4. Topology of V :Superantigen Interactions 

Crystal structures of five out of six SAgs discussed in this review have been solved in complex 
with their cognate V  receptor ligand (Figure 5B–F) [39–42]. In general, the V  receptor docks in 
the cleft between the two domains of the SAg and uses its hypervariable loops (CDRs), or specific 
framework regions for engagement (Figure 5). Co-crystal structures of different SAg with their 
cognate V  ligands indicate that V  domains interact with the SAgs with considerable diversity in 
positioning and in interaction chemistries. However, the CDR2 loop of V  appears to be central to 
each SAg-TCR interaction [73,74] (Figure 5). Other regions of the V  appear to play important, 
but supporting roles, in the binding energy and specificity for the SAg [34,73,75]. 

Clone V receptor gene into pCT302

Introduce mutations by PCR
(error-prone amplification or site-directed 

degeneracies)

Transform library into yeast by 
homologous recombination

Expand library and induce expression

Incubate library with fluorescence-labeled 
anti-V antibody or biotinylated-SAg

Sort for best library elements by 
fluorescence-activated cell sorting (FACS)

Isolate and characterize clones

Identification of improved, mutant V  receptor
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SEB, SEC3 and SpeA (Group II SAg) are more structurally similar and each has been  
co-crystallized with murine V 8.2 (mV 8.2) [39–41]. As indicated, these three SAgs possess  
50%–65% sequence identity and they engage with the V 8.2 region of the TCR using similar 
residues (Figure 1), thereby determining their specificity for mV 8.2. Accordingly, SEB, SEC3 and 
SpeA interact with mV 8.2 with similar topologies (Figure 5), and they engage in intermolecular 
contacts primarily with CDR2 (accounting for 50%, 63% and 33% of total contacts respectively), 
HV4 and to some extent framework (FR) regions. 

The mechanisms by which these three SAgs interact with mV 8.2 are largely dependent on the 
common conformation of CDR2 and HV4, although SpeA forms a distinct contact via its E94 
residue, by forming hydrogen bonds with N28 of CDR1 loop of mV 8.2 [41]. Since SEB and 
SEC3 depend primarily on interactions with main chain atoms of V -CDR2, their V  binding 
specificity is considerably reduced. However, SpeA:V 8.2 interaction specificity appears to be 
enhanced because the interface involves H-bonds between side chain atoms from both SpeA and 
the V  molecule. 

In contrast, SpeC interacts with human V 2.1 (hV 2.1) with more extensive use of the V  
region, engaging all of the hypervariable loops. The specificity of the SpeC:hV 2.1 interaction is 
increased by numerous H-bonds and van der Waals interactions with both main chain and side 
chain atoms of hV 2.1. Non-canonical amino acid insertions in CDR1 and CDR2, and the presence 
of an extended CDR3 loop (at least in some -chains), also increase the specificity of hV 2.1 for 
SpeC [41]. 

Human V 2.1 is also the highly restricted target of TSST-1. Thus, both SpeC and TSST-1 
interact with hV 2.1 and both engage residues in CDR2 to make contacts with V . Although the 
two toxins engage a few common residues in CDR2, each also uses other distinct, non-overlapping 
regions for binding and for achieving specificity. TSST-1 uniquely binds FR3 while SpeC engages 
with V  in a distinct mode by making extensive contacts involving residues from CDR1, HV4, 
FR2, FR3 and CDR3 in V  [41,42]. The specificity of TSST-1 for hV 2.1 has been attributed to 
the involvement of hV 2.1 FR3 residues E61 and K62. It has been speculated that TSST-1 does not 
activate T-cells bearing other V  domains because 75% of all other human TCR V  regions 
possess a proline at position 61, resulting in reduced conformational flexibility; this reduced 
flexibility could prevent the specific conformation required for interaction with TSST-1. In 
addition, the absence of a residue at position 62 in 50% of human TCR V  domains also 
contributes to the high specificity of TSST-1 for hV 2.1 [42]. Finally, the residues that TSST-1 
uses to interact with V 2.1 share little homology with residues that other SAgs (including SpeC) 
interact with their cognate V  ligand (Figure 1), which further enhances TSST-1 specificity 
towards hV 2.1. Recently, the molecular basis of the extreme V  specificity of TSST-1 was 
determined to be the combination of both the non-canonical conformation adopted by CDR2 region 
of the V  along with residues Y56 and K62 on FR3 region [74]. 
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Figure 5. Co-crystal structures of six superantigens with cognate V  domain of the T 
cell receptor. Except for SEA, the co-crystal structures of SAg (blue) with their cognate 
V  ligand (gray) are available in PDB (Table 1). Residues of SAg interacting with V  
are indicated in teal. Various regions of V  are colored as follows: CDR1 (green); 
CDR2 (Red); CDR3 (orange); HV4 (purple); FR2 (olive) and FR3 (yellow). Interacting 
residues of V  and SAg are displayed in stick configurations. (A) The SEA crystal 
structure was manually docked with mouse V 16 crystal structure (PDB: 4ELK), that is 
66% identical to human V 22 protein sequence; (B) Co-crystal structure of TSST-1 
with human V 2.1 mutant, EP-8; (C) Co-crystal structure of SpeC with human V 2.1; 
(D) Co-crystal structure of SEB with mouse V 8.2; (E) Co-crystal structure of SEC3 
with mouse V 8.2; (F) Co-crystal structure of SpeA with mouse V 8.2. 
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5. Structural Basis of High-Affinity and Specificity of the V :SAg Interactions 

Although CDR2 regions have served as the predominant site for improving the affinities of V  
domains for binding to their SAgs, it is clear that other regions can also serve to enhance affinity 
through structural changes in each V :SAg interface. The involvement of regions other than CDR2, 
also can contribute to the high level of specificity in V :SAg interactions exhibited by the  
high-affinity V  mutants. Several structures have been solved of SAgs in complex with engineered, 
high affinity V  domains, thereby providing an understanding of the interactions that confer both 
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higher affinity and specificity [42,56,58]. Not surprisingly, multiple factors, including increases in 
van der Waals interactions, hydrogen bonds, hydrophobic interactions, cooperativity, and conformational 
flexibility have all been shown to be involved. Here we discuss the generation and structural basis 
of high affinity for select V  domains, which have been engineered over the past decade. 

In order to generate a high affinity V  mutant for binding SEC3, mV 8.2 was displayed on the 
surface of yeast and mutations were introduced by error-prone PCR, followed by site directed 
mutagenesis to combine mutations. One resulting mutant, called L2CM (KD = 7 nM) (also called 
mL2.1/A52V, a first generation variant of L3, Table 1) exhibited ~450 fold increase in affinity 
compared to the wild type [28]. The structural basis of the SEC3:V  interaction has been studied 
extensively by alanine scan mutagenesis [76], and the high-affinity interaction with L2CM has been 
examined for binding energetics [77] and crystallization of various L2CM variants [58]. Although 
L2CM contained nine mutations, only four (A52V, S54N, K66E, Q72H) were energetically 
significant [77]. Structural analysis [58] indicated that the A52V mutation in CDR2, allowed an 
increase in hydrophobic contact area and also induced conformational changes in Q72 of the V . 
The S54N mutation in CDR2 participated in affinity maturation by allowing recruitment of water 
molecules to SEC3:V  interface hence mediating contacts between N26V  and N24V  with D204, 
K205 and F206 in SEC3. Residue K66 appeared to be conformationally restrained in the 
SEC3:wtV 8.2 structure, but it adopted a more extended conformation when mutated to glutamate. 
This also resulted in loss of van der Waals interactions with SEC3 and unfavorable change in enthalpy 
of binding but a highly favorable entropic change, resulting in a higher affinity complex [77]. 
Mutations Q72H and A52V were shown to be involved in inducing subtle conformational changes 
in hypervariable loops, thereby affecting how CDR1 residues, and CDR2 residue 52, interacted 
with SEC3. Although the A52V mutation had a dominant effect in affinity maturation by mediating 
restructuring events of the hypervariable loops, Q72H had a minor but significant contribution to 
affinity maturation [58]. Recently, L2CM was further engineered by incorporating additional mutations 
in CDR1, HV4 and framework regions to obtain mutant L3 (KD = 3 nM) (Table 1 and [36]). 

Similarly, mV 8.2 was engineered for binding to SEB with a remarkable 3-million fold increase 
in affinity relative to wild-type mV 8.2 (Table 1 and [33]). The engineered protein (G5-8) was 
crystallized in complex with SEB [56]. The structural details of this complex indicated that 
lengthening CDR1 loop by incorporation of a serine residue at CDR1 residue 27a, and 
incorporation of additional mutations N28Y and H29F, resulted in a distinct conformation of 
CDR1 loop. These mutations resulted in an increase in intermolecular contacts with SEB. Y28 in 
G5-8 was involved in pi stacking interaction with R110 in SEB and in H-bond interaction with 
N60. Additionally, two mutations (A52I and G53R) acquired in CDR2, resulted in replacement of 
residues with smaller side chains to relatively larger side chains which resulted in an increase in 
van der Waals contacts and H-bond formation with N31, N60 and N88 in SEB. Overall, it was 
concluded that an increase in the number of intermolecular contacts between G5-8 and SEB 
resulted in the significant increase in binding affinity [56]. 

Subsequently, mV 8.2 was engineered for high affinity (KD = 270 pM) for SpeA, using yeast 
display [35]. Key mutations, which were responsible for affinity maturation, were acquired in 
CDR2 (G53K, S54H), CDR1 (N30K) and in HV4 (Q72R). The resulting mutant, KKR showed a 
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22,000 fold affinity improvement compared to wt V 8.2 (KD = 6 M) [41]. Although there is no 
crystal structure of SpeA with the high affinity V , the authors used revertant mutants and energy 
minimized computer modeling of the mutated V  -SpeA complex to propose the basis of this 
affinity maturation. The analysis revealed that the side chain of arginine acquired at position 53 in 
mutant KKR could be accommodated in a binding pocket in SpeA and promoted favorable 
interactions with side chain oxygen of Y90 and E88 of SpeA. Not only could this account for the 
affinity maturation, it could contribute to a lack of cross reactivity with SEC3, and the ability of 
mutant KKR to cross-react with SEB with high-affinity. 

The mutant of hV 2.1 called D10 was engineered for high affinity (KD = 180 pM) against 
TSST-1, using yeast display (Table 1 and [34]). D10 contained 14 mutations relative to stabilized 
wt V 2.1 (EP-8). Of these 14 mutations, four were found to be energetically significant: three mutations 
in CDR2 (at residues 51, 52a and 53) and one mutation in FR3 (at residue 61). Surprisingly, 
positive cooperativity was observed between the distant mutations in CDR2 and FR3 [75]. Crystal 
structure analysis indicated that changes in intermolecular contacts, buried surface and/or shape 
complementarity were not the primary driving factor in affinity maturation of hV 2.1 to TSST-1. 
Instead, altered conformational flexibility of D10 was proposed to have resulted in affinity increase 
by linking CDR2 and FR3 at the V :SAg interface [42]. Using a similar approach, the hV 2.1 
region gene has also been engineered for high-affinity binding to SpeC (manuscript in preparation). 

Finally, the hV 22 region was engineered recently for high affinity binding (KD = 4 nM) to SEA 
using yeast display [37]. The engineered mutant called FL contained ten mutations, of which five 
were located in CDR2. In the absence of a crystal structure of SEA with cognate V , the authors 
suggested that the structural basis of high affinity may be improved electrostatic interactions (due 
to mutations N52E and E53D in CDR2), and pi stacking interactions involving N51Y in CDR2 
with Y94 and Y205 in SEA’s putative TCR binding site. 

6. High-Affinity V  Domains as Neutralizing Agents 

The first study to validate the use of soluble, high-affinity V  domains in the neutralization of 
SAg activity was performed with the V  L2CM against the SAg SEC3. This work showed that 
soluble L2CM, but not soluble wild-type V 8, was able to completely inhibit SEC3-mediated T 
cell cytolysis at nanomolar concentrations [28]. This same high-affinity V  was fused to a class II 
MHC molecule in an attempt to increase the avidity of the interaction with SEC3 [78]. Although 
the fusion was shown to inhibit SEC3 activity in vitro, this study did not show whether the fusion 
had greater activity than the high-affinity V  alone. 

Subsequent studies showed that the high-affinity V  against SEB, G5-8, but not the wild-type 
V 8.2, was able to inhibit both in vitro and in vivo activities of SEB [33]. In this study, the in vitro 
activity was shown to be progressively improved in comparing different generations of mutants, 
with KD values from 100 M to 50 pM. For example, the 50 pM G5-8 protein was more effective 
at inhibition (i.e., had a lower IC50) than the 650 pM G2-5 protein. Furthermore, the G5-8 protein was 
given to rabbits intravenously at the same time or after SEB administration, in an LPS-enhancement 
model of lethality, and the protein was able to prevent death even at concentrations close to stoichiometric 
with the SEB. In the same study, G5-8 administered daily to rabbits implanted with pumps 
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containing SEB was able to prevent temperature increases and lethality due to the SAg. In a rabbit 
model of skin disease, G5-8 was able to inhibit the hypersensitivity reactions caused by SEB [38]. 

An in-frame fusion of the high-affinity G5-8 against SEB and the high-affinity D10 against 
TSST-1 yielded a single 30kDa protein, expressed in E. coli, was able to completely inhibit the  
in vitro activity of both SEB and TSST-1 [79], raising the possibility that multiple SAgs might be 
neutralized with a single therapeutic. An alternative approach is to identify a high-affinity V  
domain that cross-reacts with multiple SAgs. While this has not been possible for structurally 
distinct SAgs (e.g., SEB and TSST-1), it has been shown that V  domains against SEB (e.g., G5-8) 
cross-reacted with high-affinity against SpeA, and that V  domains were capable of inhibiting both 
SEB and SpeA in the LPS enhancement models [35]. More recent findings showed that it is 
possible to engineer a cross-reactive neutralizing V  (L3) against both SEC3 and SEB [36]. 

The greatest clinical potential of soluble, high-affinity V  domains, aside from possible 
applications in biodefense, would be in serious diseases caused by S. aureus. The first study to 
show that high-affinity V  proteins were effective in diseases caused by S. aureus (i.e., rather than 
the purified toxins), involved a rabbit model of pneumonia [20]. Rabbits receiving an intrabronchial 
inoculation (2 × 109 cells) of S. aureus USA400 strain CA-MRSA c99-529 (SEB+) were protected 
from death when treated with 100 g of G5-8, administered intravenously on a daily basis. 
Subsequent studies have shown that the high-affinity V  L3 against SEC3 also protected rabbits 
exposed to an SEC-positive strain of MRSA (USA400 MW2) in the pneumonia model [36]. 
Interestingly, the same L3 protein was capable of significantly reducing the bacterial burden of the 
MRSA (USA400 MW2) strain in an infective endocarditis model [36]. These pre-clinical studies 
suggest that these small V  proteins could be used intravenously, with antibiotics, to manage 
staphylococcal diseases that involve SAgs. The diversity of SAgs among different strains of S. 
aureus will likely require that diagnostics be developed for detection of the specific SAgs in 
patients, or that a multi-targeted therapeutic that can neutralize many of the SAgs be developed. 
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Staphylococcal enterotoxins in the Etiopathogenesis of 
Mucosal Autoimmunity within the Gastrointestinal Tract 

MaryAnn Principato and Bi-Feng Qian 

Abstract: The staphylococcal enterotoxins (SEs) are the products of Staphylococcus aureus and 
are recognized as the causative agents of classical food poisoning in humans following the consumption 
of contaminated food. While illness evoked by ingestion of the SE or its producer organism in 
tainted food are often self-limited, our current understanding regarding the evolution of S. aureus 
provokes the utmost concern. The organism and its associated toxins, has been implicated in a wide 
variety of disease states including infections of the skin, heart, sinuses, inflammatory gastrointestinal 
disease, toxic shock, and Sudden Infant Death Syndrome. The intricate relationship between the 
various subsets of immunocompetent T cells and accessory cells and the ingested material found 
within the gastrointestinal tract present daunting challenges to the maintenance of immunologic 
homeostasis. Dysregulation of the intricate balances within this environment has the potential for 
extreme consequences within the host, some of which are long-lived. The focus of this review is to 
evaluate the relevance of staphylococcal enterotoxin in the context of mucosal immunity, and the 
underlying mechanisms that contribute to the pathogenesis of gastrointestinal autoimmune disease. 

Reprinted from Toxins. Cite as: Principato, M.A.; Qian, B.-F. Staphylococcal enterotoxins in the 
Etiopathogenesis of Mucosal Autoimmunity within the Gastrointestinal Tract. Toxins 2014, 6, 
1471-1489. 

1. The Staphylococcal enterotoxins and Disease 

The staphylococcal enterotoxins (SEs), produced by Staphylococcus aureus, are recognized as 
etiologic agents of food poisoning in man, and as potent immunologic superantigens, that produce 
clinically important syndromes based on their capacity to induce T cell activation and proliferation 
that lead to the production of significant quantities of proinflammatory mediators. Early recognition 
of their characteristic as superantigens promoted theoretical considerations that these microbial 
contaminants might contribute to the underlying causes of self-reactive autoimmune disease due to 
the nature of the interaction between the microbial superantigen and host cells [1,2]. The SEs have 
since been implicated in the induction of several human autoimmune exacerbations that include 
allergic airway disease [3,4], atopic dermatitis [5,6], inflammatory arthritic conditions [3], and 
colitis [7]. Indeed, patients exhibiting dust mite-induced allergic rhinitis or asthma demonstrate 
significant levels of IgE antibodies to SEA, SEB, and SEC [8] as well as elevated levels of serum 
eosinophil cationic protein, an indicator of asthma and rhinitis. More recently, a murine model 
demonstrated that primary dermal sensitization with both peanut extract and SEB, supported  
a Th2-mediated IL-4 dependent secondary response to peanut extract, presenting a possible 
mechanism for the induction of some food allergies [9]. Taken together, the superantigenic 
staphylococcal enterotoxins provide multiple mechanisms for the induction of organ-specific and 
systemic autoimmune disease, in addition to classic pathogenic states that includes food poisoning.  
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The staphylococcal enterotoxins (SEs) have long been implicated in food-borne diseases, and 
are produced by enterotoxigenic strains of the pathogen Staphylococcus aureus [10,11]. Several 
enterotoxigenic toxins are attributed to S. aureus which include the classic serotypes SEA, SEB, 
SEC, SED, and SEE [12,13]. Molecular techniques have revealed additional closely related 
enterotoxins including SEG, SEH [14,15], SEI, SEJ, SEK, SEL, SEM [16,17], SEN, SEO, SEP, 
SER [18,19] and SEU [18,20]. These products have been identified following isolation from food 
samples implicated in food poisoning scenarios and clinical samples derived from affected 
individuals [16,18,19,21–25]. So far, more than 20 different types of SEs and enterotoxin –like 
molecules (SEl) have been described (SEA-SEIV) that share phylogenetic relationship, structure, 
and sequence similarities [26,27]. It should be noted that while several of the newly identified 
enterotoxins were identified in various contamination scenarios, it is not yet known whether all of 
the identified enterotoxins directly induce emetic disease in humans. Further, their possible role in 
the development or induction of autoimmune disease has not been described. These toxic proteins 
are composed of approximately 220–240 amino acids and demonstrate an averaged molecular size 
of 25 kD. They are encoded on plasmids, bacteriophages, pathogenicity islands, and mobile genetic 
elements [28,29], and demonstrate a remarkable conservation of structural architecture [30,31]. 

Surveillance of food-borne illness by the Centers for Disease Control and Prevention (CDC) has 
revealed that more than 200 known diseases are transmitted through food, which cause approximately 
76 million cases, 325,000 hospitalizations, and 5000 deaths in the United States annually [32]. 
However, because many cases of food-borne diseases may not seek medical attention or come to 
the notice of public health authorities, it is likely that the true incidence is significantly greater than 
that estimated from investigations of suspected food-borne disease outbreaks. Among the bacteria 
that can cause food-borne illness, Staphylococcus aureus is particularly noteworthy due to the 
ability to produce toxins that are etiologic agents of gastroenteritis, implicated in autoimmune 
dysregulation, and lack any FDA-approved therapeutic measures or vaccines to counter the 
organism or its products. Staphylococcus aureus has been most often implicated in staphylococcal 
food poisoning which is usually attributed to the improper handling of food. It is an encapsulated 
Gram-positive facultative anaerobic bacteria whose pathogenicity is supported by its multiple 
virulence factors that include leukocidins, hemolysins, antibiotic resistance(s), exfoliative toxins, 
toxic shock syndrome toxin-1 (TSST1), and multiple homologous enterotoxins. The bacterium is 
linked to food poisoning and multiple human illnesses such as endocarditis and pneumonia, and 
skin infections including toxic shock boils, cellulitis, scalded skin syndrome, and has been 
implicated in Sudden Infant Death Syndrome [33,34]. Up to 30%–50% of healthy people can 
harbor the bacteria in the nostrils, on skin, and on hair [22,35]. Interestingly, it is only in a small 
proportion of the food poisoning outbreaks that the same strain of disease-causing bacteria has been 
identified from the food handler, food and/or the victim [36,37]. The bacteria may maintain steady 
growth in a wide range of temperatures, pHs, and sodium chloride concentrations [38]. These 
characteristics enable the bacteria to contaminate and spread in a great variety of food, including 
foods that require extensive manipulation during processing. Indeed, the SEB toxin in particular 
has been characterized as being particularly resistant to destruction by heating [25,39] and is able to 
withstand storage in acidic foods [40]. The ingested dose of SE required to induce illness in humans 
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has not been determined. Early volunteer studies reported that administration of 50 ug [41] into 
volunteers weighing 145 lbs and less induced illness. However nanogram quantities have been 
estimated to induce illness [24,42], and the degree of severity can vary with individual sensitivity. In a 
large US outbreak caused by ingestion of SEA-contaminated chocolate milk [24], the mean 
concentration of the toxin in a 400-mL container was approximately 0.5 ng/mL. The usual 
incubation period of staphylococcal food poisoning is between 2 and 6 h [41], depending on the 
amount of toxin ingested. Typical disease is characterized by cramping abdominal pain, nausea, 
vomiting, sometimes followed by diarrhea. Physical examination may reveal dehydration and 
hypotension if fluid loss has been significant. Routine laboratory testing may detect an electrolyte 
disturbance. Approximately 10% of the individuals with the food-borne disease need to be 
hospitalized for further assessment and management. Mortality is rare as demonstrated by a study 
on 7126 patients where the case fatality rate was as low as 0.03% and the death was exclusively 
seen in the elderly group [36]. Several mechanisms have been proposed to explain how SEs cause 
enteric illness: (1) the release of proinflammatory cytokines as a result of SE-induced 
superantigenic T cell proliferation; (2) the binding of SEs to intestinal mast cells that leads to 
degranulation [43,44]; and (3) a direct effect upon the intestinal epithelium affecting gut transit [38]. 
Elegant studies using cultured porcine jejunal sections have demonstrated the binding of SEA and 
SEB toxins onto the surface of the enterocyte microvillus, possibly mediated by binding onto 
digalactosylceramide residues. This research further demonstrated that the toxins appear within 
sub-apical punctae, indicative of entry into the enterocytes via apical endocytosis within the 
endosomes [45]. It should be noted however, that the pathological events following SE introduction 
into the intestinal area have been shown to be due to the combined effect of SE toxins and toxins 
that disrupt the epithelial barrier by inducing enterocyte-cytopathic toxins produced by 
Staphylococcus aureus [46]. In addition, a 5-HT or serotonin-mediated pathway has been reported 
recently [47]. 

2. Immunity within the Gut Associated Lymphoid Tissue 

The gastrointestinal tract is typically characterized by a large surface area that is responsible for 
the digestion and absorption of ingested nutrients. This function is aided by the intestine’s mucosal 
lining, whose absorptive surface is increased by the presence of villi which are composed of  
a single layer of epithelial cells containing a rich network of capillaries and lymphatics and project 
into the lumen. The intestinal lumen normally contains ingested material consisting of degraded 
dietary products, commensal microbial flora, and any ingested contaminants including pathogenic 
bacteria and their products, viruses, fungi, or parasites. Thus, absorption of essential nutrients and 
host immune defense, two apparently divergent processes, must occur in the intestinal mucosa. In 
order to provide a healthy microenvironment for the normal physiological activities of the gut, the 
immune system within the gut-associated lymphoid tissue (GALT) must: (1) generate immunologic 
tolerance towards nutrients and the commensal microflora; and (2) recognize and abolish infectious 
agents and potentially injurious toxins [48–50]. 
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Beneath the epithelial layer of the mammalian gastrointestinal tract lies a rich source of 
immunocompetent cells that comprise a significant portion of the body’s T cells. While the 
peripheral immune system contains effector T lineage cells bearing the  T cell receptor (TCR) 
which are composed of either class II-restricted CD4+ T cells or class I-restricted CD8+T cells, the 
intraepithelial lymphocytes are distinguished by the predominant presence of homodimeric CD8 + 
T cells and T lineage cells containing the TCR [51]. The -T cell enriched Intraepithelial 
lymphocytes (IEL) function as a surveillance system for damaged or infected epithelial cells, and 
may modulate local immune responses by controlling cellular traffic and limiting mucosal access 
of inflammatory cells. Substantial numbers of TCR T cells are present in lamina propria of the 
gastrointestinal tract that display an activated/memory phenotype consisting mainly of MHC class 
II-restricted CD4+ T helper (Th) cells. However, the intestinal mucosa harbors all of the major  
Th-cell subsets (Th1, Th2, Th17, and Tfh) that are defined by their lineage-specific transcription 
factor expression, cytokine production, and subsequent immune function. Additionally, redundant 
regulatory strategies include naturally occurring and adaptive CD4+CD25+Foxp3+ regulatory T 
cells. A functionally specialized population of CD103+ dendritic cells that are enriched in the 
lamina propria of intestine and mesenteric lymph nodes (MLN) are highly effective in promoting 
the conversion of naive CD4+ T cells into Foxp3+ T cells in an antigen-specific manner and in 
maintaining the stability of preexisting Foxp3+ cell population [52,53]. Foxp3+ Treg cells are pivotal 
in the control of intestinal homeostasis and their action is achieved via a dual mechanism involving 
direct cell-to-cell interactions or the release of regulatory cytokines, TGF-  and IL-10 [54–56]. It is 
worthy of note that mice orally tolerized to a specific antigen may produce a great number of converted 
Foxp3+ T cells in the Peyer’s Patches (PP), lamina propria, and mesenteric lymph nodes [53]. 

The innate immune cells of the intestinal mucosa includes macrophages, dendritic cells, the M 
cells found on the dome epithelium of Peyer’s Patches and recognized for their endocytic activity, 
that are involved in critical activities pertaining to the initiation of pathogen defense, maintenance 
of tissue homeostasis [57–59]. Gastrointestinal macrophages are distinguished by possessing cell 
surface Fc receptors that bind the Fc portion of IgG immunoglobulin, complement C3b and C3d 
receptors, MHC Class I and Class II, Toll like receptors (TLR) [60,61], the F4/80 marker [62], 
cytokine receptors and the CX3CR1 receptor for fractalkine (CX3CL1). The chemokine receptor 
CX3CR1 is widely expressed by macrophages, dendritic cells, T cells, and intestinal epithelial cells. 
Importantly, dendritic cells are involved in the control of Treg development and function in the gut. 
Research by Neiss and coworkers has demonstrated the critical importance of CX3CR1+ dendritic 
cells (DC) in the surveillance and defense against pathogens since these cells can directly sample 
the intestinal lumen by use of their transepithelial dendrites [63], representing a pathway that is 
distinct from previously established pathways of antigen transit from the gastrointestinal lumen 
involving the specialized M cells of the epithelial layer. 
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During a gastrointestinal immune response, ingested antigens in the lumen enter the Peyer’s 
Patches via the specialized epithelial cells known as M cells present in the epithelial layer 
overlaying the PP. The M cells endocytose antigen, effectively transporting the antigen into the 
interior of the PP where dendritic cells and phagocytic cells process the antigen via intracellular 
metabolic and proteolytic degradation and modification. The resulting fragment [58,64], is transported 
to the surface of the cell where it is presented in conjunction with the major histocompatibility 
(MHC) gene molecule. The presentation of antigen is critical for the activation of the appropriate 
responding T cell, which contains a great variability of gene sequences, which must be rearranged 
to configure a mature, functional, TCR. This permits the specific recognition of the presented 
peptide sequence by the TCR of the responding T cell, and provides for the development of the 
adaptive immune response, initiating T cell activation and differentiation into antigen-specific 
effector cells. Antigen-specific FoxP3+CD4+ are critical for the control of effector responses in an 
antigen specific manner [65]. Following activation, the activated T cells migrate to the gut lamina 
propria effector site via an appropriate homing mechanism mediated by addressins-integrins [66]. 
The route of antigen sampling, the form and concentration of antigen, and the host’s immunologic 
status (age, previous sensitizations) will determine the course of immune responsiveness [67].  

Superantigenic Response in the Gastrointestinal Mucosa 

In contrast, an immune response driven by a superantigen presents the scenario in which the 
requirements for antigen internalization, processing, and expression are circumvented due to the 
characteristic binding of this class of molecule. The defining characteristic of a superantigen is its 
unconventional binding to the MHC class II molecules, and to non-antigen-specific sequences 
found on the  chain of the T cell receptors (TCR) [68] of humans and mice. The staphylococcal 
enterotoxins are recognized as superantigens [69], as is the staphylococcal toxic shock toxin [70], 
the Mls murine self-antigens [71], and Mycoplasma arthritidis mitogen [72]. They are distinguished 
not only by their characteristic binding, but also by the ensuing induction of a potent T cell 
proliferation. SEB, as a superantigen, possesses the ability to bind directly to the  chain of major 
histocompatibility complex (MHC) class II glycoprotein [73], outside the peptide-binding groove 
of antigen presenting cells, effectively bypassing normal antigen processing and presenting mechanisms. 
However, the binding of some SAgs to MHC proteins can be distinguished by an additional  
zinc-mediated, higher-affinity binding site on the HLA DR  chain mediated by the conserved H81 
histidine residue [74,75]. This interaction has been reported with SEA, SED, SEE, SEH [74–76], 
and can result in a crosslinking of the MHC on the surface of antigen-presenting cells [77]. The 
molecular interface of SEB with the T cell receptor occurs by SEB’s attachment to the external 
V  domain in the TCR, resulting in the stimulation of a large proportion of CD4+ and CD8+ T cells 
(5%–30%) without regard to antigenic specificity or repertoire [27,31,78]. Thus, bound SEB 
interfaces with 5 residues (Tyr50, Ala52, Gly53, Thr55, and Ser54) within the complementarity 
determining region 2 (CDR2) of the TCR V , 5 residues within FR3 (Ala67, Lys66, Tyr65, Lys57, 
Glu56), and to a lesser extent, two residues (Pro70, Ser71) within hypervariable region 4 (HV4), 
and a single His47 residue within framework region 2 (FR2). In contrast, the binding sites for 
SEC3 include 6 residues within CDR2 (Tyr50, Gly51, Ala52, Gly53, Ser54, Thr55), 3 residues 
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within FR3 (Glu56, Lys57, Lys66), and 2 residues (Pro70, Ser71) within HV4 [79]. Significantly, 
these differences demonstrate that the specificity of the SAg binding to the TCR is primarily 
determined by complementarity determining region 2 (CDR2) of the TCR V  chain, and framework 
region 3 (FR3). The activated T cells proliferate and release massive proinflammatory cytokines 
that can lead to the development of clinical symptoms such as fever, swollen lymph nodes. Critically, 
the immunotoxic effects of the SEs are ultimately dependent upon the presence of reactive T 
lymphocytes. Thus, T cell-deficient nude mice have been shown to be protected from SE-induced 
shock, weight loss, and death [80]. Severe combined immunodeficiency (SCID) mice, which are 
deficient in T and B cells, appear to be resistant to the enteropathic effects of SEB. In this instance, 
intraperitoneal administration of SEB into either immunologically intact normal Balb/c mice or 
reconstituted SCID mice induces a jejunal histopathology characterized by reduced villus height, 
increased crypt depth, and upregulated MHC class II expression. However, the SE-induced enteropathy 
can only be achieved when the SCID mice are reconstituted with either mixed lymphocytes or with 
CD4+ cells [81,82]. 

3. Immunopathology of the Staphylococcal enterotoxins within the Intestinal Mucosa 

When ingested, SEs of the classic serotypes function both as potent gastrointestinal toxins and 
superantigens; however, they also possess the ability to traverse the intact intestinal epithelium. 
This was demonstrated using a mouse model using B10.BR mice that were inoculated orally with 
either SEA or SEB. Blood serum obtained from these animals induced IL2 production in T 
hybridomas bearing the appropriate surface TCR, providing strong evidence that the toxin(s) 
readily crossed the intact intestinal epithelium. Using an in vitro culture system, Hamad and 
coworkers further showed that MHC class II-negative human intestinal epithelial cells (Caco-2) can 
transcytose SEB and other bacterial superantigenic toxins in a dose-dependent manner [83]. 
Interestingly, mutated SEB containing either a mutation in the TCR biding site (N23) or a mutation 
in the area that binds the MHC class II molecule (F44) were weak stimulators of T cell  
proliferation [84]. In their study, Hamad and coworkers demonstrated a marked reduction in 
transcytosis, indicating the importance of these residues in transcytosis [83]. SEB exposure has also 
been shown to reduce the expression of mucosal tight-junction and adherent-junction proteins, 
leading to increased permeability and intestinal secretion [85,86]. The disturbance of the intestinal 
epithelial tight junction is probably associated with the enhanced secretion of IFN-  and tumor 
necrosis factor (TNF) from lymphocytes. SEB treatment of rabbit intestinal segments instigates  
a rapid and large amount of structural destruction, and the damaging effect of SEB appeared to be 
more prominent in the small, rather than in the large, intestine. The primary target of the toxin was 
the epithelial cells along the length of the villi, followed by the lamina propria [87]. When ingested, 
SEs may cause emesis, exaggerated intestinal peristalsis, and pronounced alteration in intestinal 
mucosa structure when administered enterally in monkeys, dogs, or pigs [27]. The extent of the 
response reflects the toxin’s superantigenic capacity, by which SEs activate gastrointestinal T cells 
and provoke a “cytokine storm”. The numerous cytokines released include Th1 (IL-2 and IFN- ), 
Th2 (IL-4), and Th17 (IL-17) cytokines from CD4+ T lymphocytes as well as IL-1 , IL-6, IL-8, 
and TNF from activated macrophages and other cell types. These cytokines may act as 
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chemoattractants and induce expression of adhesion molecules, favoring localization of diverse 
immune cells responding to SE challenge. Notably, distinct cytokines stimulate functional 
maturation of immune cells and boost their response to SEs. In addition, many cytokines can affect 
intestinal epithelial cell functions, particularly ion and water transport. Early research in which rats 
were fed, portrayed the striking events induced by the toxin within the gastrointestinal tract; 
specifically, a rapid inflammatory response, confined primarily to stomach and duodenum [88]. 
The upper gastrointestinal tract of the challenged rats displayed a marked infiltration of different 
types of inflammatory cells in the epithelium and lamina propria, with some evidence of 
subepithelial edema and watery exudate containing cells and mucus. In a mouse model, intragastric 
administration of SEB has been shown to induce an early activation and expansion of responsive 
V 8+ T cells in PP and MLN [89]. RT-PCR analysis of cytokine mRNA in purified V 8+ T cells 
showed that SEB significantly upregulated the mRNA expression of IL-2 and IFN- . In the MLN, 
mRNA specific for IL-2 was increased by 100-fold and IFN-  mRNA was increased 20-fold. In the 
spleen, mRNA for IL-2 was increased 10-fold, while IFN-  was increased 5-fold. Data derived  
from this laboratory has demonstrated that ingestion of SEB by C57Bl/10J mice can result in  
a dose-dependent induction of hyperplastic proliferation in peripheral lymphoid organs such as the 
spleen (Figure 1), resulting in a hyperplastic proliferation that alters the normal follicular 
architecture in spleen and Peyer’s Patches (Figure 2) by 6 days after ingestion of the toxin [90] and 
a marked increase in apoptotic events as evidenced in both the spleen and Peyer’s Patches of 
treated mice when compared to normals. Further, ingestion of the toxin will also induce dramatic 
changes with respect to the localization of B220+ cells in the PP of the gastrointestinal tract [91]. In 
other research, intraperitoneal administration of SEB has triggered enterocolitis in mice [81,82] and 
rats [85,92,93], marked by intestinal recruitment of innate immune cells, activation of T helper 
lymphocytes, and enhanced release of TNF and IFN- . Intraepithelial lymphocytes are thought to 
play an important role in the pathophysiologic response to Staphylococcal infection. SEB challenge 
has also been shown to increase the  T lymphocyte population in PP, lamina propria, and 
epithelium [92]. Further, in the presence of SEB, human jejunal IEL have exhibited an enhanced in 
vitro cytotoxic effect on human C1R B-lymphoblastoid cells and IFN-  pretreated colonic 
adenocarcinoma cell clone (HT-29). This response was greater than what is induced by using IEL 
that were activated with either phytohaemagglutinin (PHA)-, IL-2-, or anti-TCR antibody. In this 
report, the enhanced cytotoxicity demonstrated by SEB-treated IEL, did not engage MHC class II, 
TCR, or CD1d [94]. 

4. Staphylococcal enterotoxins and Immune Tolerance 

Immune tolerance demonstrates a specific suppression of cellular or humoral responses that can 
be induced by repeated administration of an antigen, either at very large doses or at small doses that 
are below the stimulation threshold [67]. The two primary mechanisms that account for tolerance  
are clonal deletion (anergy) of antigen-specific effector cells and active suppression by regulatory  
T cells [95–97]. Oral tolerance is one of the most important forms of the induced tolerance, which is 
driven by prior administration of antigen by the oral route and presumably evolved to prevent 
destructive reactivity to normally occurring food proteins and commensal bacterial antigens in the 
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intestinal mucosa. Multiple factors may contribute to the development of tolerance, including 
antigen properties, route of exposure, and host susceptibility and age. However, the antigen’s dose 
is critical to the development of tolerance [98]. Larger doses of antigens lead to anergy [99] or 
deletion [97] of antigen-specific T cell clones, while induction of tolerance by small doses is 
mediated by regulatory cells (T reg). In vivo exposure of mice to SEs is has been implicated in 
inducing peripheral T cell tolerance. Mucosal introduction (by feeding) of SEA to neonatal mice 
has been shown to support the development of oral tolerance to OVA protein [100]. In these 
experiments, neonatal mice were exposed to SEA and fed OVA as adults, and intranasally 
challenged. Significantly, the animals demonstrated reduced production of serum IgE antibodies to 
the ingested challenge antigen and reduced inflammatory processes within the lungs. Other 
researchers have shown that oral administration of SEA and myelin basic protein results in an 
increase in Treg populations and IL-10 production [101].  

Figure 1. Staphylococcal enterotoxin B (SEB) induces apoptosis in mouse  
Spleen. (A) Normal splenic tissue from a 12 week-old C57BL/10J mouse as seen in  
10× magnification and 20× (B); Representative Peyer’s patch tissue excised from a  
12 week-old C57BL/10J mouse gavaged with SEB is shown in 20× magnifcation (C) 
and 40× (D). Tissues were excised 6 days following oral treatment. Immunohistochemical 
TUNEL staining of the tissues was performed where darkly stained cells are indicative of 
apoptosis. Note the darkly-stained apoptotic cells in the expanded follicular area of the 
SEB-treated spleen section. Staining was performed using a Trevigen TACSR TdT In 
Situ Apoptosis Detection Kit. 
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Figure 2. Staphylococcal enterotoxin B (SEB) induces apoptosis in mouse Peyer’s 
patches. (A) Normal Peyer’s patch tissue from a 12 week-old C57BL/10J mouse 
demonstrating germinal center containing lymphocytes; (B) Representative Peyer’s 
patch tissue excised from a 12 week-old C57BL/10J mouse gavaged with SEB. Tissues 
were excised 6 days following oral treatment. Immunohistochemical TUNEL staining of 
the tissues was performed where darkly stained cells are indicative of apoptosis. Note 
the darkly-stained apoptotic cells in the expanded follicular area of the SEB-treated 
Peyer’s patch section. Staining was performed using a Trevigen TACSR TdT In Situ 
Apoptosis Detection Kit. 

 

Mice injected with single dose of SEA demonstrate a rapid production of the Th1 proinflammatory 
cytokines IL-2, TNF, and IFN- , and serum IL-10 is not detectable. Repeated SEA challenges 
generated high levels of IL-10, but the production of IL-2, TNF, and IFN-  was impaired and 
gradually eliminated. Interestingly, pretreatment of the mice with neutralizing anti-IL-10 mAb 
before the SEA challenges resulted in an increased IFN-  and TNF response [102]. When 
stimulated with peptides in vitro, spleen cells from SEA-treated mice exhibited profound blocks in 
proliferation and IL-2 responses as compared to naïve spleen cells. Both SEA-treated CD4+ cells 
and supernatants from cultures of stimulated SEA-treated spleen cells had the capacity to inhibit IL-2 
production by stimulated naïve spleen cells [103]. The supernatant-mediated suppression could be 
blocked by addition of the antibodies against IL-10 and TGF- . However, only anti-TGF-  
antibody could partially restore the IL-2 production in co-cultures with the SEA-treated spleen 
cells, suggesting that efficient suppression of the co-cultured primary-stimulated spleen cells might 
be largely mediated by other mechanisms not involving IL-10 and TGF- , such as the direct 
contact of primary effector cells with the regulatory cells within the SEA-treated cell population. 

Repeated SEA or SEB exposure may induce anergy and regulatory T cell function in mice. The 
in vivo-tolerized CD4+ T cells are functionally similar to the natural Tregs, expressing elevated 
levels of CTLA and suppressing T cell proliferation [104,105]. Continuous stimulation of human 
CD4+CD25  cells or CD8+CD25  cells with SEB in vitro also leads to generation of adaptive 
Foxp3-expressing T cells with potent immuno-suppressive properties [106,107]. Spleen cells from 
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mice made tolerant to SEA and/or SEB by repeated injection of the toxins were able to transfer 
their state of unresponsiveness to naive syngeneic recipient mice in vivo and to primary-stimulated 
T cells in vitro [108]. The production of IL-2 and IFN-  following SE stimulation was greatly 
impaired in the animals adoptively transferred with the unresponsive spleen cells. Similarly, in the 
presence of CD4+ T cells from the SE-tolerant animals, the primary-stimulated T cells showed 
significantly reduced cytokine responses to SE in vitro [108]. The mechanism of the regulatory 
function of the SE-unresponsive cells likely involves the expression of CTLA and the secretion of 
IL-10 [109]. Further study demonstrated that in mice made unresponsive to SEB after chronic 
exposure to low doses of the toxin, the reactive CD4+TCR-V 8+ T cells with regulatory function 
contained two subpopulations, i.e., CD4+CD25+ Treg and CD4+CD25  T cells [110]. The Treg 
cells control the induction phase of the tolerant state and control primary SEB-induced T cell 
proliferation. The tolerant state could not be reached in thymectomized CD25+ cell-depleted mice and 
repeated injection of SEB was unable to protect these animals from lethal toxic shock. In contrast, 
CD4+CD25  T regulatory cells which did not express Foxp3 and CTLA, have been shown to exert 
a regulatory effect upon the SEB response. Namely, addition of purified CD4+CD25  from  
SEB-tolerant mice to primary cultures of normal spleen cells cultured with SEB resulted in a 
reduction of SEB-induced proliferation. These results indicate the regulatory role of the 
CD4+CD25  cells in the maintenance of the SEB tolerant state. However, a recent study from 
Eroukhmanoff et al. argued that repeated immunization with SEB did not really upregulate Foxp3 
expression. The increased frequency of Foxp3+ cells in spleen and MLN of immune tolerant mice 
was actually due to a reduced number of antigen-reactive conventional CD4+ T cells rather than the 
conversion of these cells to Foxp3+ Treg [111]. Breakdown of oral tolerance may lead to the 
development of some autoimmune diseases, some of which may include inflammatory bowel 
disease processes, such as ulcerative colitis and Crohn’s disease, and celiac disease. 

5. Staphylococcal enterotoxins in Inflammatory Bowel Diseases 

The etiologies of inflammatory bowel diseases such as ulcerative colitis and Crohn’s disease 
remain unclear but an uncontrolled T cell-mediated immune response to non-pathogenic 
commensal luminal bacteria in a genetically susceptible host has been proposed [112]. A growing 
body of evidence suggests that the SEs are implicated in the pathogenesis of inflammatory bowel 
diseases. A subgroup of Crohn’s disease patients display an increased number of V 8-expressing T 
cells, both CD4+ and CD8+, in peripheral blood and MLN [113]. A significant over-expression of 
V 5.1 and V 8 gene segments was also determined after long-term cultivation of colonic biopsies 
from Crohn’s disease patients versus controls [114]. In that study, the cultures were set up under 
conditions that favor T cell growth. Since neither feeder cells nor any exogenous antigens that may 
modify V  gene expression were applied, T cell activation was solely dependent on biopsy-derived 
endogenous stimulants and the results indicated a prior in vivo exposure to V 8-selective 
superantigens. Indeed, in vitro stimulation of colonic explants from patients with Crohn’s disease 
or ulcerative colitis with SEB or SEE led to the expansion of T cells expressing V 8 and a 
concomitant inflammatory cytokine release; the response was greater in the inflamed than  
non-inflamed tissues [114–116]. Interestingly, the cytotoxic function of V 8+ cells seemed to be 
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compromised in Crohn’s disease patients [115]. While V 8+ T cells seem to play a role in Crohn’s 
disease, selective expansion of T cells bearing TCR-V 4 has been demonstrated in patients with 
ulcerative colitis. Patients with skewed TCR-V 4-expressing cells are reported to have longer 
disease duration as compared with patients with low level of TCR-V 4 [117]. In this instance, 
Streptococcal mitogenic exotoxin Z-2 (SMEZ-2), produced by Streptococcus pyogene, is known to 
preferentially activate the TCR-V 4-bearing T cells. Patients with skewed TCR-V 4demonstrate 
significantly higher level of anti-SMEZ-2 antibodies, suggesting an intimate relationship between 
the bacterial toxin and the bowel disease status. Another pathway for the induction of inflammatory 
bowel disease has been associated with pre-existing chronic rhinosinusitis by a mechanism of 
swallowing sinusitis-derived SEB. Early studies documented an increased frequency of enterotoxigenic 
Staphylococcus aureus in the nares of individuals diagnosed with allergic rhinitis [118]. Patients 
with both ulcerative colitis and chronic rhinosinusitis present significant sinus infection with 
Staphylococcus aureus, accompanied by high levels of SEB in the sinus wash fluids, anti-SEB 
antibody in the sera, and anti-SEB positive-cells in the colonic mucosa [7]. After functional 
endoscopic sinus surgery for rhinosinusitis, these patients showed ameliorated intestinal 
inflammation. Bacteriologic analysis of removed sinus mucosal specimens showed that the colony 
number of cultured Staphylococcus aureus correlated with the decrease in disease severity of 
ulcerative colitis. When cultured in vitro with SEB, colonic biopsy-derived mast cells from the 
patients with both ulcerative colitis and chronic rhinosinusitis demonstrated massive degranulation 
and release of histamine and tryptase, as compared to the patients with ulcerative colitis only, or the 
healthy controls. Similarly, introducing sinusitis-derived SEB to murine gastrointestinal tract also 
caused increased colonic epithelial permeability and impaired mucosal barrier function [119]. Mice 
sensitized by intra-gastric gavage of ovalbumin (OVA) in the presence of SEB-containing sinus 
wash fluid from patients with chronic rhinosinusitis and then challenged with OVA, developed 
mucosal immunopathology in the colon, evidenced by marked degranulation of mast cells and 
eosinophils, infiltration of inflammatory cells, mucosal ulceration, and abscess formation in the 
lamina propria. In contrast, the inflammatory state was not induced in the mice sensitized to OVA only 
or when anti-SEB antibody was added to the sensitizing mixture. Likewise, intra-rectal 
administration of SEA and SEB resulted in colonic inflammation in a time- and dose-dependent 
manner. Moreover this treatment aggravated the illness in mice recovering from dextran-sodium 
sulfate-induced colitis [120]. In a SCID mouse model of colitis, feeding SEB to mice reconstituted 
with CD4+CD45RBhigh T cells resulted in an earlier onset of intestinal inflammation and more 
severe symptoms, which was accompanied by activation and expansion of SEB-reactive CD4+V 8+ 
T cells and marked impairment in CD4+CD25+Foxp3+ Treg cell development .  

6. Conclusions 

The SEs exert remarkable responsiveness in the gastrointestinal tract where they provoke 
diverse innate and adaptive immune events involving both exaggerated inflammatory and tolerant 
states. SEs are not only incriminated in food poisoning episodes but are also implicated in various 
inflammatory and autoimmune conditions such as those reviewed in this paper. That the toxins are 
able to exert such a diversity of activities in the digestive tract is extraordinary, but is evidently 
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associated with the unique local microenvironment. Despite intensive efforts, the nature of the 
intertwined interaction between SEs and the different varieties of cells, cytokines, signaling 
molecules, and transcription factors in intestinal mucosa is yet to be fully understood. The precise 
mechanisms that trigger the inflammatory or tolerance processes are fundamentally unknown. 
Although it remains to be established whether targeting SEs, either to block their superantigenicity 
or to use as a tool to generate immune tolerance to disease-inducing proteins, is appropriate or 
adequate, this approach has the potential to provide a therapeutic benefit in human food-borne and 
immune-based gastrointestinal diseases. 
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Treatment with the Hyaluronic Acid Synthesis Inhibitor  
4-Methylumbelliferone Suppresses SEB-Induced  
Lung Inflammation 

Robert J. McKallip, Harriet F. Hagele and Olga N. Uchakina 

Abstract: Exposure to bacterial superantigens, such as staphylococcal enterotoxin B (SEB), can 
lead to the induction of acute lung injury/acute respiratory distress syndrome (ALI/ARDS). To date, 
there are no known effective treatments for SEB-induced inflammation. In the current study we 
investigated the potential use of the hyaluronic acid synthase inhibitor 4-methylumbelliferone (4-MU) 
on staphylococcal enterotoxin B (SEB) induced acute lung inflammation. Culturing SEB-activated 
immune cells with 4-MU led to reduced proliferation, reduced cytokine production as well as an 
increase in apoptosis when compared to untreated cells. Treatment of mice with 4-MU led to 
protection from SEB-induced lung injury. Specifically, 4-MU treatment led to a reduction in  
SEB-induced HA levels, reduction in lung permeability, and reduced pro-inflammatory cytokine 
production. Taken together, these results suggest that use of 4-MU to target hyaluronic acid 
production may be an effective treatment for the inflammatory response following exposure to SEB. 

Reprinted from Toxins. Cite as: McKallip, R.J.; Hagele, H.F.; Uchakina, O.N. Treatment with  
the Hyaluronic Acid Synthesis Inhibitor 4-Methylumbelliferone Suppresses SEB-Induced Lung 
Inflammation. Toxins 2013, 5, 1814-1826. 

1. Introduction 

Exposure to staphylococcal enterotoxin B (SEB) resulting from infection with Staphylococcal 
aureus can result in life threatening complications due to activation of up to 40% of naïve T and 
possibly NKT cells [1–4]. This exaggerated response leads to the production of a number of  
pro-inflammatory cytokines including IL-1 , IL-2, IL-6, IFN- , and TNF-  [5,6], which can lead to 
endothelial cell injury, acute lung injury (ALI), acute respiratory distress syndrome (ARDS), and 
vascular collapse (shock) [7]. Due to its potential to cause widespread disease, its universal 
availability and ease of production, and dissemination SEB is currently listed by the Centers for 
Disease Control and Prevention (CDC) as a category B select agent. Currently, there are no known 
effective treatments for these conditions [8]. 

Modulation of the extracellular matrix can play an important role in the regulation of the 
inflammatory response. For example, a number of reports demonstrate that increased production 
hyaluronic acid is associated with various inflammatory conditions [9–11]. Under normal  
non-inflammatory conditions, hyaluronic acid exists primarily in its high molecular weight form 
(HMW-HA). However, under inflammatory condition low molecular weight hyaluronic acid  
(LMW-HA) accumulates [12]. Additional evidence suggests that LWM-HA has pro-inflammatory 
activity while HWM-HA has anti-inflammatory properties.  
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In recent work examining a possible role of HA in SEB-induced vascular damage we revealed 
that following SEB exposure, there was an increase in the level of HA in the lungs and that treatment 
with a HA blocking peptide led to a significant reduction in SEB-induced lung injury [13]. In the 
current study, we tested the hypothesis that inhibition of hyaluronic acid production will lead to a 
reduction in lung inflammation following exposure to SEB. To test this hypothesis we used the 
hyaluronic acid synthesis inhibitor 4-MU, and examined its effect on SEB-induced acute lung 
inflammation (ALI). Knowledge gained from this study will advance our understanding of the role 
of HA in SEB-mediated vascular damage and may ultimately lead to significantly improved 
treatment of symptoms associated with SEB exposure. 

2. Results and Discussion 

2.1. 4-MU Inhibits SEB-Induced Leukocyte Proliferation and Cytokine Production in Vitro 

Exposure to SEB leads to activation of lymphocytes, which is characterized by elevated 
proliferation as well as increased production of inflammatory cytokines. Studies were conducted to 
determine whether culturing lymphocytes with 4-MU had an effect on SEB-induced proliferation or 
cytokine production. To this end, spleen cells were cultured with various concentrations of 4-MU 
(0.1, 0.5, or 1.0 mM) or vehicle control and stimulated with SEB. The effects of 4-MU on  
SEB-induced proliferation were determined 48 h later by MTT assay and revealed that treatment 
with 4-MU at concentrations as low as 0.1 mM significantly reduced the proliferative response 
(Figure 1A). Next, the effects of 4-MU on cytokine production were examined by measuring the 
levels of cytokines in the culture supernatants following 48 h of culture using a cytometric bead 
assay. The results demonstrated that treatment with 4-MU significantly inhibited SEB-induced 
cytokine production (Figure 1B). Taken together, these results demonstrate that culturing spleen cells 
with 4-MU significantly inhibits the inflammatory response to SEB. 

2.2. 4-MU Treatment Leads to Increased Apoptosis in SEB-Exposed T lymphocytes in Vitro 

Mechanistically, 4-MU treatment has been shown to induce cell death in various cancers as well 
as in through the induction of apoptosis through and effect on HA production [14–16]. Furthermore, 
previous results from our laboratory demonstrated that SEB exposure leads to increased production 
of HA in the lungs and in separate studies we demonstrated an important role of CD44 in lymphocyte 
activation-induced cell death (AICD), suggesting the possibility that SEB-induced HA production 
may protect immune cells from apoptosis through binding CD44 [2,13]. This possibility is further 
supported by other studies that demonstrated a protective role of CD44 in lymphocyte  
survival [17,18]. Therefore, we examined whether treatment of SEB-exposed spleen cells with  
4-MU had an effect on the induction of apoptosis. To this end, spleen cells were exposed to SEB 
and then treated with 4-MU (0.1 and 0.5 mM) or vehicle control. The levels of apoptosis were 
determined 48 h later by Annexin V/PI (Figure 2A) and TUNEL (Figure 2B) assays. The results 
demonstrated that treatment with 4-MU at concentrations as low as 0.1 mM led to an increase in 
the levels of apoptosis suggesting that 4-MU may act to suppress the immune response to SEB 
through the induction of apoptosis. This effect was specific for SEB-exposed spleen cells as no 
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significant increase in apoptosis was seen in niave spleen cells following 4-MU treatment (data not 
shown). In addition, we examined whether treatment with 4-MU had an effect on apoptosis in specific 
leukocytes subsets. Spleen cells were exposed to SEB and then treated with 4-MU (0.5 mM) or 
vehicle control. The effect on the specific leukocyte subsets was determined 48 h later by staining 
the cells with fluorescently-labeled phenotype-specific mAbs followed by TUNEL staining. The 
results demonstrated that 4-MU treatment had little effect on B cell, dendritic cells, or NK cells, but 
specifically induced apoptosis in the T cell populations (Figure 2C). 

Figure 1. 4-MU inhibits SEB-induced leukocyte proliferation and cytokine production  
in vitro. Spleen cells from C57BL/6 mice were treated with 4-MU (0.1, 0.5, and 1.0 
mM) or vehicle control (DMSO) and then stimulated with SEB (2 g/mL). The effect 
of 4-MU on the proliferative response and cytokine production was determined 48 h later 
by MTT assay (A) and cytometric bead array (B), respectively. Asterisks indicate 
statistically significant difference when compared with vehicle controls, p  0.05. 
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2.3. 4-MU Treatment Suppresses SEB-Induced Hyaluronic Acid Synthase Expression and 
Accumulation of Soluble HA in the Lungs 

Previously, we reported that exposure to SEB led to an increase in the levels of soluble HA in 
the lungs of mice and that treatment with a HA blocking peptide could protect mice from  
SEB-induced lung injury [13]. It has been reported that 4-MU can reduce hyaluronic acid production 
through inhibition of the mRNA expression of hyaluronic acid synthases or through the depletion of 
UDP-GlcUA which are essential for HA synthesis [13,19–21]. In the current study we examined 
whether treatment with 4-MU had any effect on the hyaluronic acid synthase expression (HAS) or 
soluble HA levels in the lungs of SEB-exposed mice. Initially, experiments were conducted to 
examine the effects of 4-MU treatment on the expression of HAS in the lungs of SEB-exposed 
mice. To date three isoforms of hyaluronic acid synthase (HAS-1, HAS-2, and HAS-3) have been 
identified [22]. Exposure to SEB led to increased expression of all three isoforms, which was 
significantly inhibited by 4-MU treatment (Figure 3A). Next, we examined the effects of 4-MU on 
soluble levels of HA in the lungs of SEB-exposed mice. The results demonstrated that exposure to 
SEB led to significantly elevated levels of soluble HA in the lungs and that this increase was 
significantly reduced by treatment with 4-MU (Figure 3B). Taken together, these results 
demonstrated that SEB exposure alters lung levels of soluble HA possibly through increased 
expression of HAS mRNA and that treatment with 4-MU can significantly inhibit the accumulation of 
HA by reducing HAS mRNA expression. 

Figure 2. 4-MU treatment leads to increased apoptosis in SEB-exposed leukocytes  
in vitro. Spleen cells from C57BL/6 mice were treated with 4-MU (0.1, and 0.5 mM) or 
vehicle control (DMSO) and then stimulated with SEB (2 g/mL). The effect of 4-MU on 
SEB-induced apoptosis was determined 48 h later by Annexin V/PI (A) and TUNEL (B) 
assays, respectively. The level of apoptosis in individual immune cell subsets was 
determined by staining the spleen cells with phenotype-specific fluorescently-labeled 
mAbs followed by TUNEL staining (C). 
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Figure 2. Cont. 
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Figure 3. 4-MU treatment suppresses SEB-induced hyaluronic acid synthase expression 
and accumulation of soluble HA in the lungs. The effect of 4-MU on soluble HA levels 
in the lungs of SEB-exposed mice was determined by treating the mice with 4-MU  
(450 mg/mouse i.p.) or vehicle control (5% gum arabic) one day prior and on the day of 
SEB exposure (20 g/50 L PBS). The levels of lung hyaluronic acid and mRNA levels 
of HAS were determined 24 h later. HAS mRNA levels in whole lung extracts were 
determined by real-time RT-PCR (A). Hyaluronic acid levels in bronchoalveolar lavage 
fluid (BALF) were determined by ELISA (B). Asterisks indicate statistically significant 
difference when compared with the levels from vehicle-exposed mice, p < 0.05.  
Number sign indicates statistically significant difference when compared to PBS exposed 
mice, p < 0.05. 

 

2.4. 4-MU Treatment Protects Mice from SEB-Induced Acute Lung Injury  

SEB exposure can lead to acute lung injury, which is characterized by an increase in vascular 
permeability [16,23]. After demonstrating that treatment with 4-MU was effective at reducing the 
levels of HA in the lungs of SEB-exposed mice, we examined the effectiveness of targeting soluble 
hyaluronic acid synthesis using 4-MU as a mean to prevent SEB-induced increase in vascular 
permeability in vivo. Mice were treated one day prior to, and on the day of, SEB exposure with  
4-MU (450 mg/kg) or vehicle control and then exposed to PBS or SEB (20 g/50 L PBS). The 
effect of 4-MU on the SEB-induced inflammatory response was examined by determining levels of 
vascular permeability in the lungs (Figure 4). The results demonstrate that vascular permeability is 
significantly greater in SEB-exposed mice treated with vehicle control than in corresponding  
PBS-exposed mice. The degree of vascular permeability in the SEB-exposed treated with 4-MU was 
significantly less than that seen in SEB-exposed mice treated with vehicle. Specifically, the OD reading 
increased from 0.082 ± 0.026 in the PBS-exposed vehicle treated mice to 0.168 ± 0.030 in the  
SEB-exposed vehicle treated mice which represented a 105% increase in vascular permeability 
following SEB exposure. In contrast the OD reading in the 4-MU treated mice increased from 
0.079 ± 0.007 in the PBS-exposed mice to 0.100 ± 0.002 in the SEB-exposed mice representing  
a 24% increase in vascular permeability compared to the PBS exposed mice. Together, these results 
suggest that inhibition of hyaluronic acid synthesis by treating mice with 4-MU can lead to significant 
protection from SEB-induced lung injury. Furthermore, these results demonstrate that 4-MU 
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treatment alone did not lead to a significant toxicities in the lungs as the vascular permeability in 
the PBS-exposed mice was not significantly increased following treatment with 4-MU when 
compared to vehicle-treated mice. 

Figure 4. The effect of 4-MU on SEB-induced vascular permeability in vivo was 
determined by exposing mice to SEB, as described in the Material and Methods section, 
and treating the mice with 4-MU (450 mg/mouse i.p.) or Vehicle (5% gum arabic i.p.) 
one day prior, and on the day of, SEB exposure. Vascular permeability was determined as 
described Materials and Methods. Asterisks indicate statistically significant difference 
when compared with the Vehicle-treated controls, p < 0.05. 

 

2.5. 4-MU Treatment Suppresses SEB-Induced Inflammatory Cytokine Production in the Lungs 

A hallmark feature of SEB-induced acute lung injury is the activation of immune cells leading to 
a cytokine storm characterized by the release of large quantities of pro-inflammatory cytokines, 
such as IL-1 , IL-2, IL-6, IFN- , and TNF-  [5,16,23]. Therefore, the ability to prevent or treat the 
pathologies associated with SEB exposure relies on controlling the levels of SEB-induced 
cytokines. Experiments were set up to explore the potential use of 4-MU to reduce the SEB-induced 
increase in cytokine levels in the lung. To this end, groups of mice were treated with either vehicle 
control or 4-MU (450 mg/mouse i.p.) one day prior, and on the day of, SEB exposure. Following  
4-MU treatment the mice were exposed to either PBS or SEB (20 g/50 L PBS i.n.). BALF and 
whole lung tissue were harvested 24 h later. Cytokine mRNA levels in whole lung extract were 
determined by real-time RT-PCR (Figure 5A). Cytokine protein levels in the BALF were 
determined by cytometric bead array (CBA) (Figure 5B). The results demonstrate that exposure of 
vehicle-treated mice to SEB led to an increase in the expression of a number of cytokines, including  
IL-1 , IL-2, IL-6, IFN- , and TNF- , which are all reported to play a role in ALI/ARDS [13,23]. In 

* 
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comparison, treatment of mice with 4-MU led to a significant reduction in the SEB-induced 
increase in all cytokines measured. 

Figure 5. 4-MU treatment suppresses SEB-induced inflammatory cytokine production 
in the lungs. The effect of 4-MU on SEB-induced inflammatory cytokine production  
in vivo was determined by treating the mice with 4-MU (450 mg/mouse i.p.) or vehicle 
(300 L 5% gum arabic/mouse i.p.) one day prior to, and on the day of, SEB exposure. 
Following 4-MU treatment mice were exposed to SEB or PBS, as described in the 
Material and Methods section. The levels of BALF cytokine protein levels and total 
lung cytokine mRNA and were determined 24 h later. Cytokine mRNA levels in whole 
lung extracts were determined by real-time RT-PCR (A). The protein levels of 
cytokines in BALF were determined using a cytokine bead array (B). Asterisks indicate 
statistically significant difference when compared to the cytokine levels from SEB-
exposed vehicle-treated mice, p < 0.05. 
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Figure 5. Cont. 

 

3. Experimental Section  

3.1. In Vitro Proliferation Assay 

The spleens were harvested from euthanized C57BL/6 mice and placed into 10 mL of RPMI 
1640 (Gibco Laboratories, Grand Island, NY, USA) supplemented with 5% FCS, 10 mM HEPES, 
1 mM glutamine, 40 g/mL gentamicin sulfate, and 50 M 2-mercaptoethanol, referred to as complete 
medium. The spleens were prepared into a single cell suspension using a laboratory homogenizer, 
washed twice, and adjusted to 5 × 106 /mL in complete medium. The splenocytes (5 × 105 in  
100 L/well) were cultured in 96 well flat-bottomed plates in the presence of various concentrations 
of 4-MU and either left unstimulated or stimulated with 2 g/mL SEB for 48 h. The relative number 
of viable cells was determined using the MTT assay following the manufacturer’s (Trevigen, 
Gaithersburg, MD, USA) instructions. Briefly, 10 L of MTT reagent was added to each well and 
the plates were incubated at 37 °C for 4 h. Next, 100 L of detergent was added to each well and 
the plates were incubated in the dark for 4 h, after which the absorbance at 570 nm was determined 
using a microplate reader. 
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3.2. Bead Array Analysis of Cytokine Levels 

Cytokine assessment was carried out using the BD Cytometric Bead Array (CBA) (BD 
Bioscience, San Jose, CA, USA) for simultaneous detection of multiple cytokines (IL-2, IL-6, IFN-
, and TNF- ) in cell supernatants and bronchoalveolar lavage fluid (BALF) of PBS or SEB 

exposed mice. Briefly, test samples and PE detection antibody were incubated with capture beads 
for 2 h, in the dark, at room temperature. After which, all unbound antibodies were washed and the 
beads were resuspended in 300 L PBS. The cytokine levels were analyzed using a BD 
FACSAriaII cell sorter. Cytokine levels were calculated using the FCAP Array Software v3.0 (BD 
Bioscience, San Jose, CA, USA). 

3.3. Quantification of Apoptosis 

Spleen cells (5.0 × 106 cells/well) were cultured in 24-well plates in the presence of various 
concentrations of 4-MU (0.1 or 0.5 mM) or vehicle control and then stimulated for 48 h with SEB  
(2 g/mL). Next, the cells were harvested, washed twice in PBS, and analyzed for the induction of 
apoptosis using the TUNEL, and Annexin V/PI methods. To detect apoptosis using the TUNEL 
method the cells were washed twice with PBS and fixed with 4% P-formaldehyde for 30 min on 
ice. The cells were next washed with PBS, permeabilized by adding 70% EtOH for 20 minutes, and 
incubated with FITC-dUTP and TdT (Promega, Madison, WI, USA) for 1 h at 37 °C and 5% CO2. 
To detect apoptosis using Annexin/PI, the samples were stained with FITC labeled Annexin V and 
PI. The cells were incubated for 15 min at room temperature and subsequently analyzed by flow 
cytometric analysis. The samples were analyzed using a flow cytometer (FACSAria II, BD 
Biosciences, San Jose, CA, USA). In all experiments, 10,000 cells were analyzed using 
forward/side-scatter gating. The level of apoptosis in the individual immune cell subsets spleen 
cells was analyzed by flow cytometric analysis using fluorescently-labelled mAb specific for T 
cells (CD3), B cells (CD19), dendritic cells (CD11c), and NK (NK1.1). The level of apoptosis in 
activated vs. naïve cells was analyzed using mAbs specific for CD69. The level of apoptosis in 
these subsets was determined by TUNEL staining. 

3.4. Hyaluronic Acid Quantification 

HA levels in BALF of PBS or SEB exposed mice were measured by an ELISA-like assay 
according to the manufacturer’s protocol (Echelon Biosciences, Salt Lake City, UT, USA). 

3.5. RNA Isolation and Real-Time RT-PCR Analysis 

Total RNA was isolated from a single cell suspension of splenocytes or from whole lung using 
the RNeasy Mini Kit (Qiagen, Valencia, CA, USA). RNA concentration and integrity was 
determined spectrophotometrically. cDNA was synthesized by reverse transcription of 50 ng total 
RNA using the High Capacity cDNA Reverse Transcriptase Kit (Applied Biosystems, Carlsbad, 
CA, USA). Real-time PCR was performed using a SYBR Green PCR kit (Applied Biosystems). 
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Amplifications were performed and monitored using an ABI 7300 real-time PCR system (Applied 
Biosystems). The gene-specific primers for -actin have been previously described (17). In addition 
the following primers were used: IL-1  primers 5'-GAAATGCCACCTTTTGACAGTG-3' and 5'-
CTGGATGCTCTCATCAGGACA-3'; IL-2 primers 5'-TGATGGACCTACAGGAGCTCCTGAG-
3' and 5'-GAGTCAAATCCAGAACATGCCGCAG-3'; TNF-  primers 5'-CCAGTGTGGG 
AAGCTGTCTT-3' and 5'-AAGCAAAAGAGGAGGCAACA-3'; HAS-1 primers 5'-ACCTCA 
CCAACCGAATGCTT-3' and 5'-GAAGGAAGGAGGAGGGCG-3'; HAS-2 primers 5'-TGAGT 
ACAAAGAGGTTCGTTCAAGTT-3' and 5'-ATTGTCAGGGTGTGTTTGTTTCC-3'; HAS-3 
primers 5'- CTACTTTGTAGCTGCCCAGAATACTG-3' and 5'-GAGTAC AAAAAACAGCA 
CCGGAAT-3'; HYAL-1 primers 5'-GGCCTACCTAGGACTTCCTCAA-3' and 5'-CTATTCCC 
GTGACTGTGCCTAT-3'; HYAL-2 primers 5'-GACCTCAACTACCTGCAGAAGC-3' and 5'-
CCTTATAGTTCCG TTGGCACTG-3'; HYAL-3 primers 5'-GGAGCATTCACATCCTCTACCT-
3' and 5'-GTCGTCCAGAGACAGGAATCTC-3'. The threshold cycle (CT) method was used for 
relative quantification of gene transcription in relation to expression of the internal standard  

-actin. Fold changes of mRNA levels in SEB-stimulated immune cells relative to unstimulated 
cells was determined using the 2 Ct method [24]. 

3.6. Quantification of Vascular Permeability 

Vascular leakiness was studied by measuring the extravasation of Evan’s blue, which when 
given i.v. binds to plasma proteins, particularly albumin, and following extravasation can be detected in 
various organs as described previously [25]. Vascular leak was induced by injection of SEB, as 
previously described [13,23]. Briefly, groups of five mice were injected i.n. with SEB (20 g/50 L 
PBS) or PBS (50 L). The mice were exposed to SEB for 24 h. Two hours prior to harvesting the 
lungs, the mice were injected i.v. with 0.1 mL of 1% Evan’s blue in PBS. After two hours, the mice 
were exsanguinated under anesthesia, and the heart was perfused with heparin in PBS as described 
previously [7]. The lungs were harvested and placed in formamide at 37 °C for 16 h. The Evan’s 
blue in the organs was quantified by measuring the absorbance of the supernatant at 650 nm with a 
spectrophotometer. In experiments examining the effect of 4-MU on SEB-induced vascular 
permeability, mice were treated one day prior to, and on the day of, SEB exposure with vehicle or 
4-MU (450 mg/mouse, i.p.). The vascular permeability seen in SEB-exposed mice was expressed 
as percent increase in extravasation when compared with that of PBS-treated controls and was 
calculated as: (optical density of dye in the lungs of SEB-exposed mice)-(optical density of dye in 
the lungs of PBS-treated controls))/(optical density of dye in the lungs of PBS-treated control) × 100. 
Each mouse was individually analyzed for vascular permeability, and data were expressed as  
mean ± SEM percent increase in vascular permeability in SEB-exposed mice when compared to that 
seen in PBS-treated controls [13,23]. 

3.7. Statistical Analysis 

Student’s t-test or ANOVA was used to determine statistical significance and p < 0.05 was 
considered to be statistically significant. 
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4. Conclusions 

Exposure to bacterial superantigens, such as SEB, can lead to the induction of acute lung 
injury/acute respiratory distress syndrome (ALI/ARDS). Currently, there are no effective treatments 
for the resulting inflammatory response. Results from our previous study demonstrated an 
important role of hyaluronic acid in development of SEB-induced ARDS/ALI [13]. Specifically, 
we showed that SEB exposure leads to increased levels of hyaluronic acid in the lungs and that 
targeting hyaluronic acid using Pep-1 led to a significantly attenuated response to SEB in vitro and 
in vivo. In the current study, we explored an alternative approach to reduce hyaluronic acid levels in 
the lungs following SEB-exposure by targeting hyaluronic acid synthesis using 4-MU. The protective 
effects of 4-MU treatment were characterized by reduced expression of HAS-1, HAS-2, and HAS-3, 
and reduced levels of HA in the lungs of SEB-exposed mice. Furthermore, 4-MU treatment led to a 
reduction in SEB-induced lung permeability, and reduced cytokine production. Together, the 
findings of this study suggest that targeting hyaluronic acid synthesis might be a novel target for the 
treatment or reduction of SEB-induced lung injury. 
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Sulfasalazine Attenuates Staphylococcal Enterotoxin  
B-Induced Immune Responses 

Teresa Krakauer 

Abstract: Staphylococcal enterotoxin B (SEB) and related exotoxins are important virulence factors 
produced by Staphylococcus aureus as they cause human diseases such as food poisoning and toxic 
shock. These toxins bind directly to cells of the immune system resulting in hyperactivation of both 
T lymphocytes and monocytes/macrophages. The excessive release of proinflammatory cytokines 
from these cells mediates the toxic effects of SEB. This study examined the inhibitory activities of 
an anti-inflammatory drug, sulfasalazine, on SEB-stimulated human peripheral blood mononuclear 
cells (PBMC). Sulfasalazine dose-dependently inhibited tumor necrosis factor , interleukin 1 (IL-1) 

, IL-2, IL-6, interferon  (IFN ), and various chemotactic cytokines from SEB-stimulated human 
PBMC. Sulfasalazine also potently blocked SEB-induced T cell proliferation and NF B activation. 
These results suggest that sulfasalazine might be useful in mitigating the toxic effects of SEB by 
blocking SEB-induced host inflammatory cascade and signaling pathways. 

Reprinted from Toxins. Cite as: Krakauer, T. Sulfasalazine Attenuates Staphylococcal Enterotoxin  
B-Induced Immune Responses. Toxins 2015, 7, 553-559. 

1. Introduction 

Staphylococcal enterotoxin B (SEB) and structurally related bacterial exotoxins are etiological 
agents that cause a variety of diseases in humans, ranging from food poisoning, autoimmune diseases, 
and toxic shock [1–3]. These exotoxins potently stimulate host immune responses by binding directly 
to the major histocompatibility complex (MHC) class II molecules on antigen-presenting cells  
and specific V  regions of the T-cell receptors [4,5]. The staphylococcal exotoxins are also  
known as superantigens because of their ability to polyclonally activate T cells at picomolar  
concentrations [1,5]. Their interactions with cells of the immune system result in a massive release 
of proinflammatory cytokines and chemokines [6–11]. These proinflammatory mediators enhance 
leukocyte migration, promote tissue injury, and coagulation [12,13]. The cytokines, interleukin 1 (IL-1), 
tumor necrosis factor  (TNF ), and interferon gamma (IFN ) are pivotal mediators in animal models 
of superantigen-induced toxic shock [7,11]. 

Currently, there are no specific drugs available for treating superantigen-induced shock. However, 
intravenous immunoglobulin is protective if it is administered soon after SEB intoxication [14]. 
Targeting superantigen-induced host responses with anti-inflammatory drugs is an attractive strategy 
as some of these compounds block key signaling pathways induced by superantigens and the 
cytokines induced [15]. Sulfasalazine (SFZ) is a FDA-approved anti-inflammatory drug used 
clinically in the treatment of rheumatoid arthritis and Crohn’s disease [16]. The mechanism 
underlying the biological effects of SFZ in vivo is complex and not completely understood. SFZ has 
immune-modulatory effects including inhibition of cyclooxygenase- and lipoxygenase-dependent 
pathways, enhancing anti-inflammatory adenosine release from sites of inflammation, and reducing 
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leukocyte adhesion to endothelial cells [17,18]. This brief report presents the inhibitory activities of 
SFZ on SEB-activated human peripheral blood mononuclear cells (PBMC). 

2. Results and Discussion 

2.1. Effect of Sulfasalazine on Proinflammatory Mediators Release  

The potency of SFZ in blocking cytokines and chemokines in SEB-stimulated human PBMC was 
investigated since proinflammatory mediators play key roles in superantigen-induced toxic shock.  
Figure 1 shows that SFZ attenuated the production of IL-1 , TNF , IL-6, IL-2 and IFN  in  
SEB-stimulated PBMC in a dose-dependent manner. The production of the chemokines, monocyte 
chemotactic protein 1 (MCP-1), macrophage inflammatory protein (MIP)-1 , and MIP-1  was also 
reduced. Reduction of these mediators were statistically significant (p < 0.05) between SEB and SEB 
plus SFZ samples at concentrations of 0.25 to 1.25 mM of SFZ. SFZ did not affect the viability of 
the cells over the concentration range used in these studies (0.025–1.25 mM), as demonstrated by 
trypan blue dye exclusion test. Lactate dehydrogenase assay also confirmed the lack of cytotoxic 
effects of SFZ in the concentrations used (data not shown). 

 
(A) 

(B) (C) 

Figure 1. Dose-response inhibition of (A) interleukin 1  (IL-1 ), tumor necrosis factor  
(TNF ), and IL-6; (B) interferon  (IFN ) and IL-2; (C) monocyte chemotactic protein 
1 (MCP-1), macrophage inflammatory protein (MIP)-1 , MIP-1  production by peripheral 
blood mononuclear cells (PBMC) stimulated with 200 ng/mL of staphylococcal 
enterotoxin B (SEB) in the presence of various concentrations of sulfasalazine (SFZ).  
Values represent the mean ± SD of duplicate samples and results represent three 
experiments. Results are statistically significant (p < 0.05) between SEB and SEB plus 
SFZ samples at concentrations of 0.25 and 1.25 mM. 
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2.2. Effect of Sulfasalazine on T-Cell Proliferation 

Since SEB polyclonally activates T-cells, the effect of SFZ on SEB-stimulated T-cell proliferation 
was next examined. Figure 2 shows that SFZ effectively blocked T-cell proliferation, achieving 65% 
and 98% inhibition at 0.25 mM and 1.25 mM, respectively (p < 0.05).  

 

Figure 2. Inhibition of T-cell proliferation in PBMC stimulated with 200 ng/mL of SEB. 
Values represent the mean ± SD of triciplate samples and results represent three 
experiments. Results are statistically significant (p < 0.05) between SEB and SEB plus 
SFZ samples at concentrations of 0.25 and 1.25 mM. 

2.3. Effect of Sulfasalazine on NF B  

The transcription factor NF- B is a key regulator of inflammation and acts downstream of many 
cell surface receptors including MHC class II molecules and cytokine receptors [19,20]. Cell extracts 
from SEB-stimulated PBMC in the presence of SFZ indicated that SFZ reduced NF- B activation to 
3% of control cultures of SEB-stimulated cells without drug treatment (p < 0.05, Figure 3). 

The anti-inflammatory compound SFZ has been used clinically for decades to treat various 
inflammatory diseases such as rheumatoid arthritis and Crohn’s disease [16]. Its principal mode of 
action is inhibition of NF-κB, thereby down-regulating inflammation [21,22]. NF-κB is a key 
transcription factor involved in the regulation of a number of inflammatory cytokines, growth factors, 
and adhesion molecules [19]. A previous report indicated the activation of NF-κB in a human 
monocytic cell line treated with superantigens [23]. This study shows for the first time that SFZ 
reduces SEB-induced inflammatory mediators, T-cell proliferation and NF- B. 
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Figure 3. Inhibition of NF- B activation in PBMC stimulated with 200 ng/mL of SEB. 
Values represent the mean ± SD of duplicate samples and results represent two experiments.  

3. Experimental Section 

3.1. Materials 

Purified SEB was obtained from Toxin Technology (Sarasota, FL, USA). The endotoxin content 
of these preparations was <1 ng of endotoxin/mg protein as determined by the Limulus amoebocyte 
lysate gelation test (BioWhittaker, Walkersville, MD, USA). Human (h) recombinant (r) TNF , 
antibodies against hTNF , peroxidase-conjugated anti-rabbit IgG, and peroxidase-conjugated  
anti-goat IgG were obtained from Boehringer-Mannheim (Indianapolis, IN, USA). Human rIFN  and 
rIL-6 were obtained from Collaborative Research (Boston, MA, USA). Antibodies against IFN ,  
IL-2, and MCP-1 were obtained from BDPharMingen (San Diego, CA, USA). Recombinant IL-2, 
MCP-1, MIP-1 , MIP-1 ; antibodies against IL-1 , IL-6, MIP-1 , and MIP-1  were purchased from 
R&D Systems (Minneapolis, MN, USA). SFZ and all other common reagents were purchased from 
Sigma (St. Louis, MO, USA). 

3.2. Cell Culture 

Human PBMC were isolated by Ficoll-Hypaque density gradient centrifugation of heparinized 
blood from normal human donors. PBMC (106 cells/mL) were cultured at 37 °C in RPMI 1640 medium 
supplemented with 10% inactivated fetal bovine serum in 24-well plates as previously described [24]. 
Cells were stimulated with SEB (200 ng/mL) for 16 h. Varying concentrations (0.025, 0.125, 0.25, 1.25 
mM) of SFZ were added simultaneously with SEB. Culture supernatants were collected and analyzed 
for IL-1 , TNF , IL-6, IFN , IL-2, MCP-1, MIP-1 , and MIP-1 . Cell viability was determined by 
the trypan blue dye exclusion method. At the end of the experiments, cells were recovered and the 
number of trypan blue-positive cells was counted. Cells were 93%–98% viable in the presence or 
absence of SFZ with SEB using concentrations described above. Additionally, cell-free supernatants 
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were also tested for the presence of lactate dehydrogenase, an enzyme that is released from  
dead cells.  

T-cell proliferation was assayed with PBMC (106 cells/well), which were plated in triplicate with 
SEB (200 ng/mL), with or without SFZ, for 48 h at 37 °C in 96-well microtiter plates. Cells were 
pulsed with 1 Ci/well of [3H]thymidine (New England Nuclear, Boston, MA, USA) during the last 
5 h of culture as described previously [24]. Cells were harvested onto glass fiber filters, and 
incorporation of [3H]thymidine was measured by liquid scintillation.  

3.3. Measurement of Cytokines and Chemokines 

Cytokines and chemokines were measured by an enzyme-linked immunosorbent assay (ELISA) 
with cytokine- or chemokine-specific antibodies according to the manufacturer’s instructions, as 
previously described [24]. Human recombinant cytokines and chemokines (20–1000 pg/mL) were 
used as standards for calibration on each plate. The detection limit of each assay was 20 pg/mL. The 
cytokine and chemokine data were expressed as the mean concentration (pg/mL) ± SD of  
duplicate samples. 

3.4. NF- B Activation Assay 

NF- B activation was measured with a Trans-AM NF- B kit (Active Motif, Carlsbad, CA, USA) 
according to the manufacturer’s instructions. Nuclear extracts (10 g) containing NF- B protein from 
PBMC with SEB in the absence or presence of SFZ were added to the wells, followed by the primary 
antibody against p65 subunit of NF-κB and the horseradish peroxidase-conjugated secondary 
antibody. Optical density was determined on an absorbance plate reader at 450 nm. 

3.5. Data Analysis 

Data were expressed as the mean ± SD and were analyzed for significant differences by the 
Student’s t-test with Stata (Stata Corp., College Station, TX, USA). Differences between SFZ-treated 
and untreated control groups were considered significant if P was < 0.05. 

4. Conclusions 

Development of medical countermeasures for preventing SEB-induced toxic shock is urgently 
needed to improve the high morbidity and mortality associated with complications from systemic 
shock resulting from bacterial superantigen exposure. Receptor blockade and signal transduction 
pathway inhibition represent different approaches to block superantigen-induced effects with various 
degrees of effectiveness [15]. Anti-inflammatory drugs are potentially useful as they target many 
downstream signaling pathways affecting multiple cytokines and chemokines. Repurposing  
FDA-approved drugs represent a fast approach for discovery of therapies against SEB and other 
biodefense related agents as safety concerns, tolerability, bioavailability and mechanism of action of 
these drugs are known. The new use of a FDA-approved anti-inflammatory compound, SFZ, against 
the biological effects of SEB is shown in this report. A logical extension of the inhibitory effects of 
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SFZ on other staphylococcal superantigens may reveal broader applicability of its use and clinical 
potential. Further studies are underway to test the therapeutic efficacy of SFZ in various mouse 
models of superantigen-induced toxic shock.  
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Assessment of the Functional Regions of the Superantigen 
Staphylococcal Enterotoxin B 

Lily Zhang and Thomas J. Rogers 

Abstract: The functional activity of superantigens is based on capacity of these microbial proteins 
to bind to both the -chain of the T cell receptor (TcR) and the major histocompatibility complex 
(MHC) class II dimer. We have previously shown that a subset of the bacterial superantigens also 
binds to a membrane protein, designated p85, which is expressed by renal epithelial cells. This 
binding activity is a property of SEB, SEC1, 2 and 3, but not SEA, SED, SEE or TSST. The crystal 
structure of the tri-molecular complex of the superantigen staphylococcal enterotoxin B (SEB) with 
both the TcR and class II has previously been reported. However, the relative contributions of 
regions of the superantigen to the overall functional activity of this superantigen remain undefined. 
In an effort to better define the molecular basis for the interaction of SEB with the TcR -chain, we 
report studies here which show the comparative contributions of amino- and carboxy-terminal 
regions in the superantigen activity of SEB. Recombinant fusion proteins composed of bacterial 
maltose-binding protein linked to either full-length or truncated toxins in which the 81 N-terminal, 
or 19 or 34 C-terminal amino acids were deleted, were generated for these studies. This approach 
provides a determination of the relative strength of the functional activity of the various regions of 
the superantigen protein.  

Reprinted from Toxins. Cite as: Zhang, L.; Rogers, T.J. Assessment of the Functional Regions of the 
Superantigen Staphylococcal Enterotoxin B. Toxins 2013, 5, 1859-1871. 

1. Introduction 

The staphylococcal enterotoxins are members of a family of gram-positive pyrogenic exotoxins 
possessing superantigen activity. The staphylococcal enterotoxins, toxic syndrome shock toxin-1 
(TSST-1), and streptococcal pyrogenic exotoxins are structurally related proteins [1–3]. These 
bacterial superantigens possess two common properties. First, they bind with moderate affinity to 
major histocompatibility complex (MHC) class II dimers [4,5], and second, these toxins are 
recognized by the T cell receptor (TcR) in a -chain variable region allele-selective fashion [6,7]. It 
is now understood that the bacterial superantigens possess additional functional activities which are 
likely to involve other binding sites. For example, emetic activity which is dependent on the 
disulfide loop [8], and at least two binding sites which have been identified that are involved in 
epithelial cell binding activity [9,10]. 

The structural basis for the superantigen activity of these toxins has been the subject of intense 
research. Several approaches have been used to determine the regions of the bacterial superantigens 
involved in the mitogenic activity of these toxins. These include the use of synthetic peptides 
corresponding to regions of staphylococcal enterotoxin A (SEA) to block the activity of the native 
toxin [11,12], the analysis of the activity of proteolytic digestion fragments of several of the toxins 
including SEA, SEB, SEC1, SEC2, and TSST-1 [13–19], the use of monoclonal antibodies specific 
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for identified epitopes to neutralize superantigen activity [16–18], the characterization of recombinant 
mutant SEA, SEB, TSST-1, and streptococcal pyrogenic exotoxin A (SPEA) containing amino acid 
substitutions [20–24], and the analysis of toxin chimeras to localize regions involved in the TcR V  
allele selectivity [25,26]. Results from experiments carried out to determine the location of epitopes 
responsible for the biological activities of the superantigens have frequently appeared contradictory. 

Several of the bacterial superantigens have now been crystallized [27–30], and it has  
been suggested that the staphylococcal and streptococcal superantigens can be grouped  
evolutionarily [31,32]. Analysis of the SEB crystal structure indicates that this protein consists of 
two domains with predominant  sheet structure, and the amino- and carboxy-termini of SEB are in 
close proximity. The crystal structure data of the SEB/class II complex [33], and the complex of 
SEB with the TcR [34–36] have provided evidence that the both amino- and carboxy-terminal 
residues of SEB may participate in interaction with both the MHC class II and the TcR. However, 
the relative contributions of residues in these regions to the binding interactions of these toxins 
have not been entirely clarified. 

An additional approach utilized to identify regions of the toxins which contribute to superantigen 
activity involves the generation of recombinant truncations or internal deletions [37–41].  
Hedlund et al. [37] have reported results showing that an N-terminal 106-amino acid SEA 
truncation possesses normal MHC class II-binding activity, suggesting that the region 107–233 
possesses the epitopes strongly involved in this function. On the other hand, additional work [41] 
has shown that deletion of as few as 60 N-terminal amino acids results in greatly impaired SEB 
activity. It is clear, however, from the solution of the crystal structures of SEB [27] that the  
C-terminus of these bacterial superantigens folds back onto the N-terminal residues. 

One limitation in the use of a superantigen with altered structure is that the mutation may lead to 
unexpected conformational changes, or decreased stability. Several investigators have employed 
the fusion protein approach in an effort to stabilize the structurally altered proteins. Buelow et al. [39] 
have shown that certain C- and N-terminal truncations of SEB fused to protein A possess mitogenic 
activity. They also found, however, that the use of protein A resulted in significantly impaired 
fusion protein activity for both the full-length SEB and SEB truncations. 

In the present report, we describe a characterization of the functional activity of N- and C-terminal 
truncations of SEB using the recombinant truncation fused to bacterial maltose-binding protein 
(MBP). In an effort to assess superantigen activity of truncated SEB and the full-length SEB as 
fusion proteins, we have measured mitogenic activity, MHC class II-binding activity, and TcR V  
allele selectivity. Our results provide further information regarding the participation of both  
N-terminal and C-terminal residues in the superantigen activity of this toxin, and demonstrate that 
MBP fusions can be utilized to assess the functional activities of these microbial toxins. 

2. Results and Discussion 

2.1. Proliferative Responses of Murine Splenocytes to MBP-SEB Fusion Proteins 

We compared the mitogenic activity of the fusion proteins with that of SEB. The results of a 
representative experiment (Figure 1) show that the full-length SEB fusion protein (SEB-MBP) 
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induced a strong response, and the mitogenic activity of native full length SEB was approximately 
twice that of SEB-MBP (SEB ED50: 70 pmol; SEB-MBP ED50: 170 pmol). Surprisingly, the proliferative 
response induced by the truncated-SEB fusion proteins n 81SEB-MBP was also substantial, and 
was not significantly different from the full-length fusion protein (ED50 for n 81SEB-MBP:  
180 pmol). In contrast, the C-terminal truncations exhibited significantly reduced mitogenic 
activity relative to the full-length fusion protein. The c 19SEB-MBP fusion induced a response 
which was less than 20% of that observed with the full-length fusion (ED50 for c 19SEB-MBP: 
900 pmol). Control experiments show that MBP alone does not exhibit detectable mitogenic activity 
(data not shown). We have observed essentially identical results in experiments carried out with 
BALB/c and B10.BR mice. The results of these experiments suggest that the 81 amino-terminal 
and 19 carboxy-terminal amino acids of SEB are not mandatory for significant mitogenic activity. 
It is clear, however, that the potency of the c 19SEB-MBP fusion protein is greatly reduced 
relative to the full-length fusion protein or to native SEB alone. On the other hand, the deletion of 
34 carboxy-terminal amino acids (c 34SEB-MBP) appears to eliminate virtually all of the mitogenic 
activity of the superantigen. 

2.2. Analysis of Fusion Protein Binding to HLA Class II Antigens 

We attempted to analyze the HLA class II-binding characteristics of the MBP-SEB fusion 
proteins. Our experiments were carried out with fibroblasts transfected with HLA-DR1 (DAP.3-DR1). 
The results of binding experiments (Figure 2) show that these cells bind SEB with a dissociation 
constant (kd) of 141 nM. The Scatchard analysis is consistent with a binding density of 40,000 
binding sites per cell. We then carried out an analysis of the capacity of each of the fusion proteins 
to compete with SEB for binding to the HLA-DR-bearing cell line. The results of a representative 
experiment show (Figure 2) that SEB-MBP and c 19SEB-MBP bind to the transfected fibroblasts 
in a manner which is essentially equivalent to that of SEB. The average concentrations of  
SEB-MBP and c 19SEB-MBP required to achieve 50% competition with SEB for binding to 
DAP.3-DR1 (determined from the mean of four experiments) are approximately 32 and 35 pmol, 
respectively, compared with about 25 pmol for SEB. The binding by n 81SEB-MBP appears to be 
somewhat weaker, and the concentration for 50% of binding of SEB to DAP.3-DR1 is 85 pmol. 
These results suggest that the binding affinities of SEB, SEB-MBP, and c 19SEB-MBP for  
HLA-DR1 are essentially equivalent. It is clear that the c 34SEB-MBP fusion protein fails to 
exhibit any detectable competition for the binding of SEB to these cells. In addition, control 
experiments have shown that non-transfected fibroblasts fail to exhibit detectable binding by SEB, 
and finally, the MBP carrier protein does not exhibit detectable competition for the binding of SEB 
to DAP.3-DR1 (data not shown). 
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Figure 1. Proliferative response of murine C3H/HeJ splenocytes to staphylococcal 
enterotoxin B (SEB) or SEB-MBP fusion proteins. The proliferative response to various 
concentrations of SEB, SEB-MBP, n 81SEB-MBP, c 19SEB-MBP, and c 34SEB-MBP 
is shown. The response to MBP alone was not detectable (data not shown). Results 
show the mean of quadruplicate values ± standard deviation. The control responses (no 
mitogen added) were 6584 ± 890 cpm. 

 

2.3. Growth of Murine T Cells Following Stimulation with Fusion Proteins 

It is well established that T cells stimulated with bacterial superantigens expand in a TcR  
V -allele selective manner in the presence of IL-2 [42]. We attempted to characterize the V -allele 
selectivity following stimulation with the MBP-SEB fusion proteins. Following three days of 
stimulation with SEB or the fusion proteins SEB-MBP, n 81SEB-MBP or c 19SEB-MBP, 
purified murine T cells were cultured for two days with interleukin-2 (IL-2), and the surface TcR 
V -allele expression was determined. Our results (Table 1) show the expected expansion of cells 
bearing the responsive TcR V  8.1 and 8.2 alleles following stimulation with either SEB or the 
fusion proteins. Responding cells which bear CD25 and V 8.1 and 8.2 increase from 26.7% to 
between 53.4% and 68.3% of the total population following SEB or fusion protein stimulation. T 
cells which bear the nonresponsive TcR V 6 allele are reduced from 8.7% in the concanavalin A 
(Con A) control group, to between 1.5% and 3.3% in the SEB and fusion protein groups. Analysis 
of c 34SEB-MBP or MBP alone was not included in these studies, because these agents are not 
mitogenic and do not yield detectable levels of CD25-bearing T cells at the termination of culture. 
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Figure 2. Analysis of fusion protein binding to HLA-DR1-bearing cells. Binding of 
radiolabelled SEB to DAP.3-DR1 was carried out in competition with unlabelled SEB, 
SEB-MBP, n 81SEB-MBP, c 19SEB-MBP, and c 34SEB-MBP. The insert shows  
a representative Scatchard analysis for binding of SEB to DAP.3-DR1 cells. The inserts 
represent plots of bound/free (ordinate) vs. bound (abscissa). 
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Table 1. Frequency of murine TcR V  alleles following stimulation of C3H/HeJ mice 
with Con A, SEB, SEB-MBP, n 81SEB-MBP, or c 19SEB-MBP. Results are expressed 
as the percentage of T cells co-expressing CD25 and the respective TcR V  allele, and 
are the means (±SEM) of four independent experiments. 

Mitogen 
% of Total T cells 

V 6 V 8.1 V 8.2 V 8.3 V 7 
Con A 9.3 ± 0.7 6.4 ± 1.0 20.6 ± 3.3 6.0 ± 0.4 10.7 ± 2.3 
SEB 4.8 ± 1.6 11.0 ± 0.6 41.7 ± 4.0 20.9 ± 4.1 15.0 ± 1.2 

SEB-MBP 3.9 ± 2.2 11.9 ± 0.6 42.8 ± 2.8 20.2 ± 4.3 14.6 ± 0.5 
n 81SEB-MBP 3.0 ± 2.6 13.1 ± 0.9 44.4 ± 3.9 23.5 ± 3.8 16.1 ± 2.4 
c 19SEB-MBP 3.9 ± 2.9 13.9 ± 0.8 49.5 ± 9.3 22.4 ± 3.7 17.0 ± 2.1 

A variety of approaches have been utilized to identify the structural basis of bacterial 
superantigen activity. We have employed the recombinant truncation/deletion method in an effort 
to characterize the role of amino-terminal and carboxy-terminal amino acids in superantigen 
function. Our results strongly suggest that the amino-terminal 81 and carboxy-terminal 19 residues 
are not mandatory for substantial superantigen activity. These results may or may not be consistent 
with the experimental findings of some of the investigators who have examined the role of the 
amino-terminal region of the bacterial superantigens. Most noteworthy are the results of 
investigators who have generated mutant toxins by site-specific mutagenesis [20–24]. Using this 
approach, Kappler et al. [42] have identified three regions within the amino-terminal 61 amino 
acids of SEB which appeared to be involved in either the interaction with MHC class II or with the 
TcR. Harris et al. [22] generated mutant SEA toxins with amino acid substitutions at positions 25, 
47, and 48 which failed to exhibit normal mitogenic activity. On the other hand, a number of 
investigators have shown by amino acid substitution analysis with SEA, SEB, SEE, SPEA and 
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TSST-1 that numerous residues in both the amino- and carboxy-terminal regions of these toxins 
appear to be involved in superantigen function [20,22,23,26]. Based on the crystal structure of both 
SEB and TSST-1 [27,28], the residues identified by these investigators appear to reside on at least 
three separate faces of the superantigen. 

The crystal structure data of the complex of SEB with HLA-DR1 [33] provides evidence that the 
both amino- and carboxy-terminal residues of SEB participate in the interaction with the MHC 
class II. These sites are composed primarily of residues in the regions 43–47, 65–78, 92–96 and 
211–215. It is apparent from the crystal structure that roughly half of the residues of SEB which 
interact with class II are located in the amino-terminal 81 amino acids, and our studies with the 
truncation of these N-terminal amino acids retains substantial class II binding activity. However, 
we do observe a measureable reduction in class II binding activity with this truncation. On the 
other hand, our results suggest that the amino acids in the carboxy-terminal 158 residues contribute 
significantly to the class II interaction, and this is likely due to the contribution of the remaining 
class II-binding residues. Moreover, a comparison of our results with the two carboxy-terminal 
truncations shows substantial activity with the 1–220 region, but no detectable activity with the  
1–205 region. This suggests that very critical MHC binding residues are located in the 206–220 
region, and this would be fully in agreement with published crystal structure data showing MHC II 
contact sites in the 211–215 region [33]. 

The crystal structure of the complex of SEB with the TcR -chain reveals contact sites on the 
SEB surface that are distributed over both N-terminal and C-terminal regions [34–36]. These 
contact residues include T18, G19, L20, E22, N23, N60, Y91, F177, E210, and L214. Our results 
here show that substantial mitogenic activity is retained following deletion of the N-terminal 81 
amino acids, and this suggests that the loss of the TcR contact residues T18, G19, L20, E22, N23, 
and N60 are not mandatory for interaction with the TcR, both in terms of the proliferative response, 
and the TcR V -allele specificity of the response. In contrast, the mitogenic activity of the  
C-terminal truncations is much more substantially reduced, suggesting that the contact sites in this 
region have more substantial TcR interaction activity. Analysis of the results with the  
carboxy-terminal truncations suggests that residues in the 221–239 region contribute substantially 
to the interaction with the TcR, since the proliferative response is clearly reduced with this 
truncation, yet the interaction of this truncation with MHC-II remains essentially intact. It should 
be appreciated that while the interaction of the 1–220 region with TcR may be reduced (based on 
reduced mitogenic activity), the V -selectivity of this truncation remains unaltered. 

An additional approach to the question of the location of structural epitopes involved in superantigen 
function has been the generation of toxin chimeras. Results using SEA/SEE chimeras [25,26] have 
suggested that residues corresponding to residues 208 and 209 of SEB participate in TcR -chain  
allele selectivity. The crystal structure of SEB shows that residues in this region form a part of the 
surface of one face of the toxin. The location of the TcR interaction site in the region which 
includes the carboxy-terminal residues is consistent with the results reported here. The mitogenic 
activity of the fusion protein c 19SEB-MBP is significantly reduced relative to full-length SEB, 
while the class II-binding activity of this fusion protein is essentially normal. These results suggest 
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that the altered mitogenic activity of c 19SEB-MBP is due primarily to an altered ability to bind to 
the TcR. 

We have examined the TcR V -allele selectivity of the fusion proteins by fluorescence-activated 
cell sorter analysis. Our results show similar expansion of the responsive V  alleles in each of the 
fusion proteins when compared to the wild-type toxin. These results suggest that the reduced 
mitogenic activity of c 19SEB-MBP is not due to an apparent failure to selectively activate T 
cells. It should be pointed out, however, that analysis of this kind is not extremely sensitive to 
minor changes in selectivity, and it is possible that certain V  alleles may be more or less affected 
by loss of the 19 carboxy-terminal residues. 

The superantigen truncation/MBP fusion protein approach described in these studies should 
have value in identifying regions of the superantigen responsible for toxin activities which are 
dependent on other binding interactions. For example, human colon carcinoma cells bind SEB in a 
class II-independent manner [43]. Moreover, we have previously identified a membrane protein 
expressed by a renal epithelial cell line, designated p85, which binds to SEB, SEC1, 2, and 3 [44,45]. 
Our previous studies, using this truncation/fusion protein approach, showed that the binding of 
SEB to p85 was dependent on residues in the C-terminal 19 amino acids since deletion of these 
residues eliminates all detectable binding activity. Our attempts to identify this protein have been 
unsuccessful at this point, and we have not been able to identify a membrane protein with this 
molecular mass which would be a likely candidate [44,45]. Indeed, we have previously eliminated 
the possibility that this protein is either MHC-II or MHC-I, and we established that SEB bound to 
p85 on epithelial cells does not allow for a productive interaction with the TcR on T cells [44,45]. 
The most likely interpretation of this result is that the complex of SEB with p85 does not result in 
access to critical TcR binding residues (most likely within the carboxy-terminal 19 amino acids). 
More recently, studies have shown that a dodecapeptide region of SEB (SEB152–161) is involved 
in the transcytosis of enterotoxins across intestinal epithelial cell monolayers [10]. The precise 
nature of the functional activity of this region is not clear at this time, but additional binding studies 
with epithelial cell populations may reveal more detailed information about the interaction of SEB 
with these cell types. We suggest that the deletion/MBP fusion method may be particularly useful 
as these studies progress. 

Taken together, the results suggest that the activation of T cells by SEB involves interactions 
between multiple cell populations. It is generally accepted that for superantigens like SEB and 
SEC, the binding of superantigen to the MHC-II expressed by antigen-presenting cells (predominantly 
dendritic cells and macrophages) occurs first, and this binding stabilizes and concentrates 
superantigen for presentation to the appropriate T cells [36]. Depending on the anatomical site, it is 
possible that epithelial cells in the environment may also bind (via p85) these superantigens, and 
essentially “block” productive interaction with T cells. However, for the antigen-presenting cells 
that bind SEB via MHC-II, the final step is for the complex of MHC-II-SEB to initiate a productive 
binding interaction with the TcR. This then leads to induction of TcR signaling cascades that can 
lead to T cell activation and proliferation in a TcR V  allele-specific manner. One could view the 
activation of T cells with SEB as a part of a dynamic interaction of T cells with SEB-bound to 
epithelial cells (non-productive for the T cell), and SEB-bound to antigen-presenting cells (productive 
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for the T cell). This suggests that competition between epithelial cells and antigen-presenting cells 
for superantigen binding may dictate successful T cell activation and proliferation.  

3. Experimental Section 

3.1. Bacterial Strains and Plasmids 

Vectors used to generate the MBP fusion proteins, and for the expression of SEB, have been 
described in detail previously [45]. Briefly, the MBP fusion protein vector pMAL-C2 (New 
England Biolabs, Inc., Beverly, MA, USA) contains the malE gene upstream of a multiple cloning 
site, and the entB sequence, and truncations of the entB gene, were inserted to allow for the 
generation of MBP-fusion proteins with the carrier protein at the N-terminus of the inserted 
protein. The pMAL-C2 vector was engineered to remove the malE signal sequence in order to 
prevent the transport of MBP to the periplasmic space. 

3.2. SEB Constructs 

The construction of MBP-SEB expression vectors carrying full length, and truncated, entB 
sequences, including the procedures for cloning and PCR amplification, have been described 
previously in detail [45]. The constructs utilized for the present studies were pTR6532 (full-length 
SEB), pTR65816 (N-terminal 81 amino acid truncation), pTR65192 (C-terminal 19 amino acid 
truncation), and pTR65342 (C-terminal 34 amino acid truncation). 

3.3. Production of Fusion Proteins 

Fusion proteins were prepared from cultures of transformed E. coli as previously described [45]. 
Briefly, bacterial cultures grown to mid-log phase were treated with 1 mM isopropyl- -D-thiogalactoside, 
grown for an additional 3–4 h at 37 °C, and the bacteria were harvested and lysed with 25 mM Tris, 
pH 7.4, 10 mM EDTA, and 0.3% lysozyme. The treated bacteria were then subjected to rapid  
freeze-thaw, sonicated for 2 min, 0.5 M NaCl was added, followed by centrifugation at 10,000g for  
30 min at 4 °C. The lysate was collected and purified by chromatography on an amylose column  
(New England Biolabs). Fusion proteins were eluted from the amylose column with 10 mM 
maltose. The purified proteins (>95% pure) were subjected to SDS-PAGE analysis and the identity 
of proteins was confirmed based on electrophoretic mobility and reactivity by western blot analysis 
(the relative molecular mass values: SEB-MBP 70.6 kDa, n 81SEB-MBP 62.5 kDa, c 19SEB-MBP 
68.0 kDa, and c 34SEB-MBP 66.0 kDa). The western blot analysis was conducted using both 
polyclonal anti-MBP antibody (New England Biolabs, Beverly, MA, USA) and a monoclonal  
anti-SEB antibody, 2GD9, which recognizes a determinant in the C-terminal 140-amino acid  
region [18,46]. 

3.4. Proliferative Response Assay 

The proliferative response of murine splenocytes to SEB and the MBP fusion proteins was 
carried out as described previously [15], using endotoxin-unresponsive C3H/HeJ splenocytes. 
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Cultures of splenocytes (8 × 105 cells in a volume of 0.2 mL in Dulbecco’s modified Eagle’s 
medium (DMEM) supplemented with 10% FCS and 50 g mL 1 gentamicin). After 48 h, cultures 
were given 1 Ci of 3H-thymidine, and the cells were harvested after an additional 18 h. The 
proliferative response was assessed by measuring thymidine uptake. Mitogenic activity was 
assessed in part by determining the effective dose to elicit 50% of the maximal response (ED50). 

3.5. Radiolabelled Cell-Binding Assay 

The binding assay for the HLA-DR1-transfected murine DAP.3 clone DAP.3-DR1 [47] was 
carried out by a standard binding assay as described previously [48,49]. Briefly, the DAP.3-DR1 
cells at a density of 2 × 106 in 100 L of cold competitor were diluted in a binding medium 
composed of DMEM containing 1% bovine serum albumin (BSA), 25 mM HEPES, and 0.05% 
azide. An additional 100 L of 125I-SEB was added immediately, and the cells were incubated at 37 °C 
for 4 h. The cells were washed with binding medium, and then treated with 1 N NaOH. The 
radioactivity of the dissolved cells was determined with a gamma counter. SEB was radio-iodinated 
using the iodo-bead method as described previously [45]. A specific activity of 5–6 × 105 
DPM/pmol of SEB was normally achieved. 

3.6. Flow Cytometry Analysis of Superantigen-Induced Murine T Cells 

Using a minor modification of a standard protocol [7,49], murine T cells obtained from lymph 
nodes were purified by nylon wool and cultured at a density of 2 × 106/mL with 4 × 106 irradiated 
splenocytes and either Con A (10 g mL 1), SEB (1 g mL 1), MBP-SEB (2 g mL 1), or  
n 81SEB-MBP (8 g mL 1), or c 19SEB-MBP (10 g mL 1) in DMEM supplemented with  
0.1 mM non-essential amino acids, 1 mM sodium pyruvate, 50 g mL 1 gentamicin, 2 mM L-glutamine, 
10% FCS, 0.05 mM -mercaptoethanol, and 10 g mL 1 each of adenosine, uridine, cytosine and 
guanosine. The cells were harvested after 3 days, and viable T cells were returned to culture with 
IL-2 (25 U mL 1), cultured for an additional 2 days, and staining with antibodies for FACS 
analysis. Fluorescent antibody staining was carried out as described previously [50,51]. All monoclonal 
antibodies were obtained from Becton-Dickinson Laboratories (San Diego, CA, USA), and the 
cytometry was conducted using an EPICS Elite analyzer (Coulter Corporation, Hialeah, FL, USA). 

4. Conclusions 

We describe an approach to the localization of functional regions of superantigens in which 
truncations and/or deletions can be studied as fusion proteins using the maltose-binding protein. 
Our studies with SEB suggest that this approach allows for determination of T cell activation 
activity, as well as binding interactions with MHC class II or the alternative superantigen binding 
protein p85 since MBP does not possess functional activity on its own for either of these 
interactions. Finally, the studies presented here suggest that the superantigen functional activity of 
SEB is dominated by the contributions of residues in the C-terminal region of the protein. 
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Toxic Shock Syndrome Toxin-1-Mediated Toxicity Inhibited 
by Neutralizing Antibodies Late in the Course of Continual  
in Vivo and in Vitro Exposure 

Norbert Stich, Nina Model, Aysen Samstag, Corina S. Gruener, Hermann M. Wolf  
and Martha M. Eibl 

Abstract: Toxic shock syndrome (TSS) results from the host’s overwhelming inflammatory 
response and cytokine storm mainly due to superantigens (SAgs). There is no effective specific 
therapy. Application of immunoglobulins has been shown to improve the outcome of the disease 
and to neutralize SAgs both in vivo and in vitro. However, in most experiments that have been 
performed, antiserum was either pre-incubated with SAg, or both were applied simultaneously. To 
mirror more closely the clinical situation, we applied a multiple dose (over five days) lethal 
challenge in a rabbit model. Treatment with toxic shock syndrome toxin 1 (TSST-1) neutralizing 
antibody was fully protective, even when administered late in the course of the challenge. Kinetic 
studies on the effect of superantigen toxins are scarce. We performed in vitro kinetic studies by 
neutralizing the toxin with antibodies at well-defined time points. T-cell activation was determined 
by assessing T-cell proliferation (3H-thymidine incorporation), determination of IL-2 release in the 
cell supernatant (ELISA), and IL-2 gene activation (real-time PCR (RT-PCR)). Here we show that 
T-cell activation occurs continuously. The application of TSST-1 neutralizing antiserum reduced 
IL-2 and TNF  release into the cell supernatant, even if added at later time points. Interference with 
the prolonged stimulation of proinflammatory cytokines is likely to be in vivo relevant, as 
postexposure treatment protected rabbits against the multiple dose lethal SAg challenge. Our results 
shed new light on the treatment of TSS by specific antibodies even at late stages of exposure. 

Reprinted from Humanities. Cite as: Stich, N.; Model, N.; Samstag, A.; Gruener, C.S.; Wolf, H.M.; 
Eibl, M.M. Toxic Shock Syndrome Toxin-1-Mediated Toxicity Inhibited by Neutralizing Antibodies 
Late in the Course of Continual in Vivo and in Vitro Exposure. Toxins 2014, 6, 1724-1741. 

1. Introduction 

Sepsis is the most common cause of death in critically ill patients, and it results from the 
overwhelming inflammatory response of the host [1], as well as from the inability of the immune 
system to limit bacterial spread during an ongoing infection. Numerous clinical trials have been 
conducted with the aim of blocking the uncontrolled inflammatory cascade, but with limited 
success [2–7]. The most common causative organisms in patients with sepsis are Staphylococcus 
aureus, Pseudomonas aeruginosa and Escherichia coli [8]. Whereas in the 1980s the most 
frequently identified organisms were Gram-negative bacteria, Gram-positive bacteria have 
accounted for the greatest proportion of hospital admissions with sepsis in the last decade [8,9]. 
This might be a consequence of the increasing prevalence of multiresistant organisms such as 
methicillin-resistant S. aureus [10] and the wider use of prostheses and invasive vascular devices [11]. 
S. aureus causes significant illnesses, including pneumonia, acute kidney injury, infective 
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endocarditis, and toxic shock syndrome (TSS) [12]. Major contributors to these diseases are 
superantigens (SAgs), such as toxic shock syndrome toxin- 1 (TSST-1) and staphylococcal 
enterotoxin B (SEB), both of which remarkably hyperactivate the host’s inflammatory response. 

Numerous efforts have been undertaken to develop a specific therapy for TSS [13,14]. Therapies 
of sepsis have included the application of intravenous immunoglobulin (IVIG), which has been 
only partially useful [15]. Hyperimmune IVIG could be produced by vaccination with a recombinant 
attenuated SAg vaccine. These immunoglobulins could offer the advantage of both neutralizing 
SAgs and modulating the inflammatory reaction, e.g., by lowering the levels of circulating  
cytokines [16–18]. Since there is a strong relation between toxicity and increased serum levels of 
cytokines, many therapeutic approaches in animal models aimed at blocking these proinflammatory 
mediators [19–21]. However, anticytokine treatments have not been successful in clinical trials 
since sepsis is a complex process involving excessive and suppressed inflammatory and immune 
responses [22]. 

In studies using staphylococcal enterotoxin B (SEB), it has been shown that mouse and  
non-human primates were protected from SEB-induced TSS by the use of antibodies up to 4 h after 
toxin exposure [23]. Larkin et al. investigated the effect of monoclonal Fab fragments and whole 
monoclonal antibodies against SEB in an extensive kinetic study. Some of these antibodies bound 
their targets with very high affinity, and the protective effect in the mouse toxic shock model 
reached 68% [24]. In a rabbit model, IVIG reduced the toxic effects of exotoxins, but mainly when 
immunoglobulins and toxins were injected simultaneously and not when the application of 
antiserum was delayed [25]. Similar results were obtained in vitro when human PBMCs were 
stimulated with SEB, and T-cell responses could be inhibited by antibodies up to 12 h after SAg 
exposure [24]. 

In a rabbit infection model of TSS using S. aureus producing TSST-1, fatal disease could be 
inhibited by application of TSST-1-neutralizing monoclonal antibodies [26]. Notably, for 
protection in this model, the antibodies had to be given constantly before and during the challenge 
(on days 1, 0, 1). We chose the rabbit model, since the sensitivity and the susceptibility of humans 
and rabbits to SAgs is comparable. Furthermore, the pathological effects of SAgs are highly similar 
in humans and rabbits [12,27–29]. In the latter publication it was shown that rabbits could be 
protected from lethal pneumonia after having been challenged with SAg (SEB) followed by 
delayed administration of IVIG (up to 48 h). Moreover, it was shown that rabbit immune serum 
was protective when given prior to challenge.  

Another strategy to limit the overproduction of cytokines and to elicit a powerful antibody 
response against SAgs such as TSST-1 is achieved by vaccination. Rabbits which received TSST-1 
toxoids developed strong antibody titers that neutralized TSST-1 in TSS models in vitro and  
in vivo [30]. Mice vaccinated with mutant TSST-1 could be protected against S. aureus-induced 
septic death by neutralizing antibodies and downregulation of IFN  production [16]. Anti-SAg 
antibodies are widespread among the human population, and there is a good correlation between 
antibody titers and the inhibition of superantigenic effects of these toxins [31]. SAg-specific 
antibodies from pooled sera could suppress T-cell proliferation in vitro and protect mice against 
SAg-induced TSS [31]. In these previous studies, the toxin-neutralizing effect of antibodies was 
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mostly analyzed by in vivo and in vitro systems in which antibodies were present before toxin 
challenge (e.g., through vaccination): Antibodies and toxins were applied either simultaneously or 
after pre-incubation, or antibodies were given after a single challenge with toxin. However, patients 
usually receive clinical treatment several hours (if not days or weeks) after exposure to pathogens 
and their toxins, and during this lag period they are continuously exposed to an ongoing production 
of bacterial toxins. Continual exposure was achieved by inserting a pump, which showed that lethal 
doses were much lower under these conditions than with a bolus injection [27,30]. In the present 
study we applied defined amounts of recombinant TSST-1 wild-type (rTSST-1 wt) within  
a five-day period in a rabbit multiple dose challenge model, thus mimicking the clinical situation of 
systemic Gram-positive bacterial infection with continuous exposure to toxins over a longer time 
period. In this model, treatment with neutralizing antibodies given late in the course of toxin 
challenge fully protected from toxin-induced lethality. 

A major component involved in the pathogenesis of Gram-positive sepsis is the ability of 
bacterial antigens to induce an exaggerated release of proinflammatory and immune cell-activating 
cytokines, e.g., TNF , IFN , IL-6 and IL-2. The superantigenic characteristic to hyperactivate T 
cells might play a role in this context [12,32,33]. The effect of postexposure antibody treatment on 
T-cell activation, cytokine gene expression and the release of inflammatory cytokines following 
TSST-1 stimulation was assessed in an in vitro system. Toxin-neutralizing antiserum was added to 
PBMC cultures at different time points after superantigen exposure. Cytokine mRNA expression 
and protein secretion were analyzed in parallel in order to monitor gene expression patterns and 
cytokine release. Our results demonstrate that the release of cytokines into the supernatant 
decreases following neutralization of the stimulus, as long as the maximum cytokine concentration 
in the supernatant has not been reached. Cytokine mRNA is continuously produced upon 
stimulation with SAg toxin and is labile. Neutralization of the toxin stops cytokine gene 
transcription completely, if given within the first hours after toxin exposure.  

2. Results and Discussion 

2.1. Multiple Dose Lethal Challenge and Protection by Neutralizing Antibody 

We first examined whether rabbits could be protected against multiple dose lethal challenge 
with rTSST-1 by pre-incubation of toxin with antiserum before application. The control group (two 
rabbits) received 30 g of toxin per dose as explained in the legend to Table 1 (in this model the 
lethal dose range was between 20 and 40 g of rTSST-1 wt: number of rabbits that 
survived/number of animals that were challenged: 20 g per dose: 0/4; 30 g/dose: 1/11; 40 g per 
dose: 0/2; 100 g per dose: 0/4). The rabbits died at days 5 and 6. The second group (three rabbits) 
received neutralized toxin (as described in the Experimental Section) for each injection. All rabbits 
survived until nine days post challenge. The third group (three rabbits) received toxin until day  
3 (six injections) and neutralized toxin on days 4 and 5. All rabbits survived, were free of severe 
symptoms on day 5 and day 7, as determined by a veterinarian observing behavior, vital signs, 
mucosa of the nose, eyes and anus, and food and water uptake. The rabbits were euthanized 9 days 
post challenge. 
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We then examined whether rabbits could be protected against lethal challenge by passive 
transfer of TSST-1 antibodies injected at a site different from the one used for toxin administration. 
Multiple doses of 40 g or 30 g rTSST-1 were given (see legend to Table 1). One group of rabbits 
was injected with 2 mL of antiserum as described in the Experimental Section at a different site on 
days 2 and 3, while another group received 2 mL of antiserum on day 3 (after the 6th toxin dose), 
day 4 (after dose 7) and day 5 (after dose 9) (three doses). For timeline and detailed description of 
treatment see experimental section. The survival rates of all rabbits were monitored during these 
five days of continual challenge and for a further 7–9 days (Table 1). 

Table 1. Survival of rabbits challenged with multiple doses rTSST-1 and effect of  
anti-TSST-1 antiserum. 

Antiserum raised against
Days of 

treatment 
Survival 

(No. of animals that survived/total No. of animals challenged) 
- - 0/4 *  

Negative/irrelevant serum 1–5 0/3 ++  
TSST-1 variant 2, 3 5/5 ** p = 0.02 *** 
TSST-1 variant 3–5 5/5 ** p = 0.02 

TSST-1wt 3– 5 5/5 ** p = 0.02 
Notes: * Of 4 rabbits, 2 rabbits received 2 doses of 30 g rTSST-1 (days 1–4) and 1 dose of 30 g 
rTSST-1 (day 5), and 2 rabbits received 2 doses of 40 g rTSST-1 (days 1–4) and 1 dose of 40 g (day 5); 
++ Two rabbits were treated with antiserum raised against S. aureus alpha toxin, one rabbit was treated 
with pre-immune serum (days 1–5); ** Of 5 rabbits, 3 received 2 doses of 30 g rTSST-1 (days 1–4) and 
1 dose of 30 g rTSST-1 (day 5), and 2 rabbits received 2 doses of 40 g rTSST-1 (days 1–4) and 1 dose 
of 40 g rTSST-1 (day 5); *** Statistical significance of the difference between treatment and control 
group determined by chi-square analysis.  

In these experiments, rabbits survived the rTSST-1 challenge when treated with antiserum either  
on days 2 and 3, or on days 3, 4 and 5. Both types of antiserum (gained via immunization with  
TSST-1-wild-type or TSST-1-variant) were equally protective. Rabbits without protective 
antiserum died between four days and one week after the first challenge. Our data demonstrate the 
efficacy of anti-TSST-1 antibodies for the protection of rabbits, even when given delayed during 
continual exposure to bacterial toxin in an animal model that more closely resembles the clinical 
situation in patients suffering from systemic gram-positive bacterial infection. 

Multiple dose lethal challenge continual exposure, during which toxin concentrations are 
accumulated (over several days of treatment), leads to death. Since rTSST-1 challenge is not lethal 
for three days, treatment with immunoglobulin at that time point may have a prophylactic effect by 
neutralizing and preventing further accumulation of the toxin. 

2.2. Inhibition of T-Cell Proliferation 

As T-cell hyperactivation is a crucial step in the pathogenesis of Gram-positive systemic 
inflammatory syndrome, and given the positive effect of antiserum treatment late in the course of 
toxemia as described above, we examined whether the antisera used in our animal model of 
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continual toxin exposure could also inhibit superantigen activation of human T cells in vitro when 
applied after toxin stimulation of the cells. As a first readout for T-cell activation, T-cell 
proliferation assays were performed. As described in the experimental section, human PBMCs 
were stimulated with rTSST-1 wt, and antiserum was added at different times thereafter. Figure 1 
shows that T-cell proliferation was nearly completely inhibited when the antiserum was added at  
2 h and 4 h after TSST-1 stimulation. Addition at 7 h resulted in 20% inhibition of T-cell proliferation. 
Application of antiserum at later times did not have any influence on the TSST-1-induced 
proliferation of T cells. In the course of these experiments, two different neutralizing antibodies 
(raised against rTSST-1 wt or rTSST-1 variant) were used, but the inhibitory effect obtained using 
antiserum against rTSST-1 variant (one of the mutations is at the T-cell receptor binding site) or 
rTSST-1 wt was comparable: 3H thymidin incorporation at the end of the four-day culture period in 
the presence of negative serum was 60,186 ccpm ± 28,002 (mean ± SD, n = 4). When antiserum 
against rTSST-1 wt was added at 4 h, it was 25,110 ccpm (mean, n = 2). When antiserum raised 
against rTSST-1 mutant was added at 4 h, 3H thymidin incorporation was 19,783 ccpm (mean, n = 2). 
Therefore, results from both antisera were pooled for analysis. 

These results suggest that shortly after stimulation of the cells, before certain activation steps, 
e.g., IL-2 induction and IL-2 release into the culture supernatant have reached a threshold, antisera 
can still significantly inhibit superantigen-induced T-cell activation. Thereafter, T-cell activation is  
self-perpetuating, and it cannot be inhibited, even by complete neutralization of the stimulus still 
present in the cell culture. 

2.3. Kinetics of Inhibition of Cytokine Expression after rTSST-1 wt Stimulation for Defined  
Time Periods 

There is a strong association between superantigen toxicity and an exaggerated release of 
proinflammatory and immune cell activating cytokines [19–21]. Several therapeutic approaches in 
animal models aimed at blocking the action of these proinflammatory mediators [23–25]. To  
examine the effect of postexposure immune prophylaxis by antiserum treatment on the levels of 
superantigen-induced cytokines, we applied an in vitro system for monitoring the kinetics of the 
cytokine expression profile in human PBMC following stimulation with recombinant rTSST-1  
wild-type (rTSST-1 wt) and sequential neutralization of the toxin. We chose the expression of two 
cytokines produced early in vitro and also early after applying the toxin in vivo. We selected IL-2 
as an indicator of T-cell activation and determined TNF  as one of the cytokines produced by  
T cells and non-T cells that play a pivotal role in superantigen-mediated toxicity. The appropriate 
concentration of rTSST-1 wt (1 ng/mL) had been chosen by previous titration experiments  
(data not shown).  
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Figure 1. Inhibition of rTSST-1-induced T-cell proliferation by antiserum. Human 
PBMC were stimulated with 0.3 ng/mL rTSST-1 wt and cultured for four days as 
described in the experimental section. Antiserum generated against rTSST-1 was added 
at 2 h (n = 8), 4 h (n = 8), 7 h (n = 4), 9 h (n = 4), 24 h (n = 4), 2d (n = 4) or 3d (n = 4) 
after stimulation in a final dilution of 1:100. Each experiment was carried out in 
triplicate. Inhibition of proliferation is reported in percentage in relation to negative 
control serum, values represent the mean, and error bars indicate the standard deviation 
of multiple experiments. PBMC proliferative response following stimulation with 
rTSST-1 wt in the presence of negative serum was 60,186 ccpm ± 28,002 (mean ± SD, 
n = 4). The term “negative serum” refers to a serum derived from animals not 
immunized against TSST-1, i.e., preimmune serum. PBMC proliferative response 
following stimulation with rTSST-1 wt without antiserum was 43,388 ccpm ± 6510 
(mean ± SD, n = 4). Background proliferative response of cells cultured in medium 
alone was 1020 ccpm ± 462 (mean ± SD, n = 4). % inhibition was calculated as described 
in the experimental section using the following formula: % inhibition = 100 – ((ccpm 
3H thymidin incorporation in the presence of antiserum/ccpm 3H thymidin incorporation 
in control cultures containing negative serum) × 100). An asterisk indicates a statistically 
significant (p < 0.05) inhibition (paired Student’s t-test). 
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First, we examined human T-cell cytokine induction after rTSST-1 wt stimulation by studying 
the kinetics of IL-2 mRNA production applying RT PCR (Figure 2a,b). rTSST-1 wt led to a strong 
induction of IL-2 mRNA at 2 h, 3 h, 4 h, and 5 h with the maximum induction at 5 h (more than  
200-fold) (Figure 2a). At 24 h, IL-2 mRNA production returned close to baseline. We then studied 
the kinetics of toxin neutralization by adding neutralizing antibody to the culture of toxin-stimulated 
PBMC at 4 time points (1, 2, 3 and 4 h after addition of TSST-1), and analyzed IL-2 mRNA 
expression after 5 h of stimulation (Figure 2b). Induction of IL-2 mRNA at 5 h was completely 
blocked when antiserum was added after 1 h and 2 h of TSST-1 stimulation. Addition of antiserum 
after 3 h or later was too late to completely inhibit induction of IL-2 message, but even if given as 
late as 4 h, it had a slight inhibitory effect on cytokine induction. 

Moreover, the data depicted in Figure 2 indicate that the amount of superantigen-induced 
cytokine mRNA present in the cell culture results from a balance between ongoing production and 
continuous degradation, and that antiserum can significantly affect this steady state equilibration. 
Without antiserum, IL-2 mRNA levels were continuously increasing during five hours after toxin 
stimulation (Figure 2a). Neutralizing the toxin at 2, 3 and 4 h after toxin challenge led to a stop in 
newly produced IL-2 mRNA, with already induced cytokine mRNA being degraded. This process 
effectively led to decreased IL-2 mRNA levels when analyzed at 5 h (Figure 2b). Therefore, it 
appears likely that after neutralization of the stimulus, subsequent production of mRNA is 
abrogated and IL-2 mRNA decay seems to initiate immediately afterwards. The initiation of this 
effect could be observed immediately after neutralization. After 4 h of stimulation, newly produced 
mRNA accounts for more than 50% of the total IL-2 mRNA in the 5 h culture, and this increase is 
abolished by neutralization of the stimulus. 

Studying the kinetics of IL-2 secretion after rTSST-1 wt exposure, we found that the highest 
concentration of IL-2 in our system was detected at 24 h in the supernatant of the cultures  
(22,043 pg/mL) (Figure 2c). We then examined whether IL-2 release could be inhibited by 
neutralizing TSST-1 antiserum if given as postexposure immune prophylaxis at defined time 
points. In the first set of experiments, IL-2 protein was analyzed in the supernatant after 5 h (Figure 
2d). Subsequently, we followed IL-2 secretion over a period of 24 h, and added antiserum at 1 h,  
3 h, 5 h, 7 h, 9 h, 20 h and 22 h (Figure 2e). The results depicted in Figure 2d,e show that early 
application of antiserum could efficiently inhibit the release of IL-2. An addition of antiserum at  
1 h postexposure led to immediate and complete abrogation of IL-2 release. IL-2 concentration 
present at the respective time points of SAg neutralization did not significantly increase during the 
further culture period. Addition of neutralizing antibodies stopped protein secretion within the next 
hour. By comparing Figure 2c,d, one can see that protein levels with antiserum added at, e.g., 2 h 
(Figure 2d, IL-2 conc. 509 pg/mL), did not significantly exceed the levels produced in cultures at 3 
h without antiserum (Figure 2c, IL-2 conc. 631 pg/mL). 

However, even at late time points, such as neutralization after 7 h, a statistically significant 
inhibition could be observed, and the addition of antiserum at 20 h still showed a tendency towards 
reduced IL-2 secretion. 
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Figure 2. (a) Kinetics of IL-2 mRNA expression in human PBMC after stimulation 
with TSST-1 for designated time intervals. At the corresponding time point, cells were 
harvested for IL-2 mRNA fold induction analysis via RT PCR as indicated in the 
experimental section. The supernatant of these cultures served for determination of IL-2 
concentration (see Figure 2c); (b) IL-2 gene activation in human PBMCs at 5 h after 
TSST-1 stimulation and inhibition at different time points with anti-TSST-1 antiserum. 
Antiserum was added at 1 h, 2 h, 3 h and 4 h followed by PBMC harvesting at 5 h. IL-2 
mRNA expression was analyzed with real-time PCR as described in the experimental 
section. Stimulation with TSST-1 for 5 h without antiserum served as a control. 
Simultaneous addition of rTSST-1 wt and antiserum to PBMCs resulted in blocking of 
IL-2 mRNA expression (fold induction of 1; 1–2; median; interquartile range; n = 6). 
Simultaneous stimulation with rTSST-1 and negative serum led to a fold induction of 
151, 109–167; (median, interquartile range) (n = 5); (c) IL-2 concentration in the 
supernatant of cultured human PBMCs stimulated with 1 ng/mL TSST-1 for indicated 
periods. At the designated time points, cells were harvested and IL-2 protein 
concentration was assessed by ELISA; (d) Amount of IL-2 after 5 h of stimulation with 
rTSST-1 wt and addition of antiserum at 1 h, 2 h, 3 h, and 4 h. When antiserum and 
TSST-1 were applied simultaneously for 5 h, we detected 367 pg/mL, 292-379 pg/mL; 
(median, interquartile range) IL-2 in the supernatant (n = 3) at this time point. PBMCs 
in medium alone for 5 h secreted 6 pg/mL IL-2, 0–43 pg/mL; (median, interquartile 
range) (n = 6). When negative serum and rTSST-1 were given simultaneously for 5 h, 
3655 pg/mL, 2677–3944 (median, interquartile range) of IL-2 was detected in the 
supernatant (n = 3); (e) IL-2 secretion 24 h after stimulation. Antiserum was added to 
the culture at 1 h, 3 h, 5 h, 7 h, 9 h, 20 h, and 22 h and IL-2 secretion was determined at 
24 h. The data presented are representative of 6 separate experiments. PBMCs in 
medium alone for 24 h secreted 27 pg/mL, 15–282 (median, interquartile range) IL-2  
(n = 6). ** Statistically significant difference compared with stimulated PBMCs 
without antiserum using the Wilcoxon signed-ranks test (p < 0.001; n = 6). Box plot 
diagrams indicate the median (+), interquartile range (box) and minimum and 
maximum values (whiskers). 

 
(a) (b) 
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Figure 2. Cont. 

 
(c) (d) 

 
(e) 

In summary, T-cell activation in human PBMCs occurred quickly after stimulation with rTSST-1 
wt (as measured by IL-2 mRNA induction and secretion) and could be inhibited by postexposure 
antibody treatment at both, early (complete inhibition is given at 1 and 2 h after stimulation) and 
late, (partial inhibition) time points. After inhibition by antiserum, T-cell activation stopped 
immediately and IL-2 mRNA already induced was continuously degraded. On a protein level, IL-2 
secretion continued slightly after inhibition through antiserum for a short period of time (~1 h), and 
remained at this level in the 5 h culture period. 

Induction of the inflammatory cytokine TNF  followed different kinetics (Figure 3a). When 
TNF  mRNA induction was examined over a period of 24 h post rTSST-1 wt stimulation, TNF  
mRNA was rapidly induced at 1 h to maximum levels remaining relatively constant up to 5 h. At 
24 h, induction of TNF  mRNA was largely over. Our results indicate that TNF  was induced 
more rapidly than IL2 and maximum levels were reached as early as one hour after stimulation. 
Even in view of the different kinetics of mRNA-induction, addition of antiserum to the culture after 
stimulation could inhibit TNF  mRNA induction, although in contrast to IL-2, mRNA inhibition 
was not complete when antibody was added early (one hour) after stimulation (Figure 3b). Levels 
of TNF  mRNA produced were significantly reduced as antiserum inhibited newly induced 
mRNA, while mRNA already present was gradually degraded.  

With respect to protein secretion, maximum levels of TNF  in the cell supernatant were 
detected at 24 h (Figure 3c) (6008 pg/mL). At an early time point (i.e., 1 h), there was already a 
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slight but statistically significant increase in TNF  protein release detectable. Addition of antiserum 
hampered protein synthesis at early time points, but also at later times (e.g., 5 h), though TNF  
inhibition was less efficient than the one observed at IL-2 (Figure 3d,e). More than 9 h after 
stimulation, no inhibitory effect was observed. 

Figure 3. (a) Kinetics of TNF  mRNA expression in human PBMC after stimulation 
with TSST-1 for indicated periods. Cells were harvested and TNF  mRNA was 
analyzed via real-time PCR. The supernatant of these cultures served for analysis of 
TNF  protein secretion (see Figure 3c); (b) TNF  gene activation at 5 h after TSST-1 
stimulation. Antiserum was added to PBMCs at 1 h, 2 h, 3 h, and 4 h and TNF  mRNA 
expression was analyzed at 5 h. Simultaneous addition of TSST-1 and antiserum to 
PBMCs resulted in blocking of TNF  mRNA expression (fold induction of 1.5; 1–2.5, 
median, interquartile range; n = 6). Simultaneous addition of rTSST-1 and negative 
serum led to TNF  fold induction of 4 5, 38–50 (median, interquartile range) (n = 6); 
(c) TNF  concentration in the supernatant of cultured human PBMCs stimulated with 1 
ng/mL TSST-1 for indicated periods. TNF  concentration in the supernatant at 5 h (d) 
and 24 h (e) and the effect of antiserum. When antiserum and TSST-1 were applied 
simultaneously for 5 h, we detected 2 pg/mL, 1–13 (median, interquartile range) of 
TNF  in the supernatant (n = 3) at this time point. Negative serum applied 
simultaneously with rTSST-1 did not influence the accumulation of TNF  in the 
supernatant compared to rTSST-1 alone (4890 pg/mL, 4869–4911; median, 
interquartile range) (n = 3). PBMCs in medium alone secreted 0.5 pg/mL, 0–4; median, 
interquartile range TNF  at 5 h (n = 6) and 26 pg/mL, 15–74 (median, interquartile 
range) TNF  at 24 h (n = 6). ** Statistically significant difference compared with 
stimulated PBMCs without antiserum using the Wilcoxon signed-ranks test (p < 0,001; 
n = 6). Box plot diagrams indicate the median (+), interquartile range (box) and 
minimum and maximum values (whiskers). 

 
(a) 
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Figure 3. Cont. 
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3. Experimental Section  

3.1. In Vitro Cytokine Gene Expression Assay 

Peripheral blood mononuclear cells (PBMC) were isolated from heparinized blood of healthy 
human adults using density gradient centrifugation with Lymphoprep™ (Axis-Shield PoC, Oslo, 
Norway) as previously described [34]. PBMC were cultured in complete medium (RPMI 1640 
medium (Gibco), 10% FCS (HyClone, Logan, UK), 2 mM L-glutamine (Invitrogen, Paisley, UK), 
100 U/mL penicillin, and 100 g/mL streptomycin (Invitrogen)) at a concentration of 5 × 106/mL 
in 24-well flat-bottom tissue culture plates (Sarstedt, Newton, NC, USA) and stimulated with  
a final concentration of 1 ng/mL recombinant TSST-1 wildtyp (rTSST-1 wt) in humidified 
atmosphere (37 °C, 5% CO2) for time periods indicated in the text. Antiserum was added to the  
in vitro-stimulated PBMC at final dilutions of 1:100 at the time points indicated in the text. 

At the end of stimulation, cells were resuspended in culture medium and transferred to 
Eppendorf tubes followed by centrifugation at 4 °C and 2000 × g for 5 min. Cell pellets were 
frozen at 20 °C before extracting RNA. The supernatants were saved for analysis of protein 
concentration via ELISA. 

3.2. RNA Isolation and Reverse Transcription 

RNA was extracted from frozen PBMC pellets using the High pure RNA Isolation kit from 
Roche. RNA was then reversely transcribed into cDNA using the 2xRT Kit from Invitrogen 
(Paisley, UK) following the protocol of the manufacturer.  

3.3. Primer Design 

Gene-specific oligonucleotide primers were designed by hand and by primer design Primer 
Express® v2.0 software from Applied Biosystems (Foster City, CA, USA). Primer pairs were 
synthesized at MWG/Eurofins Biotech (Heidelberg, Germany) and at Invitrogen. cDNA standards 
were prepared as previously described [34]. The primer sequences used for amplification of human 
cytokine cDNAs by real-time PCR were as follows:  

IL-2-Forward:  5'- AAACCTCTGGAGGAAGTG-3';  
IL-2-Reverse:  5'- GTTCAGAAATTCTACAATGG-3';  
TNF -Forward:  5'- CTGTACCTCATCTACTCCC-3';  
TNF -Reverse:  5'- GAGAGGAGGTTGACCTTG-3';  
HPRT-Forward:  5'- AGGCCATCACATTGTAGCCC-3';  
HPRT-Reverse:  5'- GTTGAGAGATCATCTCCACCG-3'. 

3.4. Quantitative Real-Time PCR (QRT-PCR) and Quantification  

QRT-PCR was previously described [34]. In short, cDNA from samples and standards were 
simultaneously amplified on the same plate (MicroAmp, Applied Biosystems, Vienna, Austria) 
using an ABI Prism 7500-FAST (Applied Biosystems, Vienna, Austria) with the KAPA SYBR 
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FAST Super Mix from PEQLAB (Erlangen, Germany) and ROX as reference dye. At the end of 
the amplification, a melting curve analysis was performed. The number of target cDNA copy 
numbers in the cellular samples was calculated by creating a standard curve where the cycles at 
threshold (CT) were plotted against the logarithmic values of the cDNA standard copy number. 
The housekeeping gene HPRT served as an internal standard. Fold induction of mRNA expression 
was assessed from values normalized for the expression of HPRT and then related to the mean 
values derived from unstimulated PBMCs of three human donors.  

3.5. Lymphocyte Proliferation Assay 

PBMC were isolated as described elsewhere [34]. In 96-well round-bottom tissue culture plates 
(Sarstedt, Newton, NC, USA), 1 × 105 cells/well were then cultured in complete medium consisting 
of RPMI 1640 medium (Gibco), 10% FCS (HyClone, Logan, UK), 2 mM L-glutamine (Invitrogen, 
Paisley, UK), 100 U/mL penicillin, and 100 g/mL streptomycin (Invitrogen). PBMC were 
stimulated in triplicate with rTSST-1 wt in final concentrations of 0.3 ng/mL. Sera of rabbits, 
immunized with rTSST-1 wt or rTSST-1 variant, were added at different times in a final dilution of 
1:100. As a positive control, phytohaemagglutinin (PHA, Sigma–Aldrich, St. Louis, MO, USA) 
was used in a final dilution of 1:160. As a negative control, cells were grown in culture medium 
alone. Stimulated cells were cultured for four days in a humidified atmosphere (37 °C, 5% CO2). 
On day 3, 0.5 Ci/well 3H-thymidine (GE Healthcare, Chalfont St Giles, UK) was added and 18 h 
later plates were frozen and stored at 20 °C until harvesting onto glass fiber filters. Incorporated 
radioactivity was determined on a MicroBeta Trilux 1450 scintillation counter (Wallac, Turku, Finland) 
and expressed as ccpm. Percentage (%) inhibition was determined by calculating 100 – ((ccpm 3H 
thymidin incorporation in the presence of antiserum/ccpm 3H thymidin incorporation in control 
cultures containing negative serum) × 100). 

3.6. Animals 

New Zealand White male and female rabbits weighing between 1.5 and 2 kg were purchased 
from Charles River Laboratories (Sulzfeld, Germany). Animals were kept in standard care facilities 
according to the guidelines of the Austrian Ministry of education, science and culture, and had free 
access to food and water (Ssniff®, Alleindiaet fuer Kaninchen, Ssniff Soest, Germany). The animal 
experiments had been approved and controlled by the municipal Veterinary Department of the City 
of Vienna (Austria). 

3.7. Substances and Production of Antiserum  

rTSST-1 wt and its mutant form rTSST-1 variant were produced in our laboratory. The rTSST-1 
variant bears two mutations affecting the MHC binding site and the T-cell receptor binding site: 
G31R and H135A. The expression, purification and characterization of rTSST-1 wt and rTSST-1 
variant were extensively described elsewhere [18]. All substances were tested for their chemical and 
biological properties in our laboratory and were proven to be below the detection limit of the 
Limulus test for LPS (0.01 EU/mL). Antisera were obtained in rabbits after four immunizations. 
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Antiserum raised against wild-type TSST-1 had an ELISA titer of 46,330 and showed 99% 
inhibition of T-cell proliferation at a dilution of 1:100, when human PBMCs were stimulated with 
0.3 ng/mL rTSST-1 wt. Antisera raised against TSST-1 variant had ELISA titers of 49,921 and 
60,714 in two different rabbits and both sera showed 98% inhibition of T-cell proliferation when 
stimulated with 0.1 ng/mL rTSST-1 wt and an application of antiserum diluted 1:300. 

3.8. Multiple Dose Lethal Challenge  

Different quantities of TSST-1 wt (30 and 40 g) in 1 mL sterile PBS were given 
subcutaneously twice a day for four days and once on day 5. Lethality was monitored over a period 
of 7–9 days. 

3.9. Neutralization of rTSST-1 wt by Pre-Incubation with Antiserum 

Thirty g rTSST-1 wt were incubated in 1 mL undiluted antiserum at 37 °C overnight 
(neutralized toxin). Experimental design: two rabbits were challenged via multiple dose lethal 
challenge. Three rabbits were challenged with neutralized toxin at the same schedule. Three rabbits 
were challenged for three days (six injections) with toxin and, on days 4 and 5, with neutralized toxin.  

3.10. Passive Immunization with Antiserum  

One of two doses of rTSST-1 wt (30 g; 40 g) was dissolved in 1 mL PBS and given 
subcutaneously twice a day (at intervals of 6–8 h) for four days and once on day five. Two mL of 
antiserum was given subcutaneously either on days 2 and 3 or on days 3, 4, and 5 at different 
application sites. Lethality was monitored over a period of 7–9 days. 

4. Conclusions  

Taken together, our results demonstrate that treatment with neutralizing antibodies 
(hyperimmune serum) is protective late in the course of an ongoing exposure to TSST-1 in a 
multiple dose rabbit TSS model. In an in vitro system for monitoring the kinetics of cytokine 
release of human PBMCs after exposure to TSST-1 for defined periods, we show that IL-2 
concentration in the PBMC cell supernatant increases up to 24 h after stimulation. Neutralization of 
the toxin at early as well as late time points during stimulation (e.g., at 7 h) leads to a significant 
reduction of IL-2 release in the supernatant. In contrast, TNF  secretion reached its maximum very 
early, e.g., at 5 h, and plateaued at this level up to 24 h. Therefore, neutralization of the toxin given 
after 5 h only had a marginal effect on the release of this cytokine.  

It is well known that during T-cell activation, mRNA stability contributes significantly to 
changes in gene expression [35,36]. Large-scale gene expression profiling in activated T cells 
revealed that a large proportion of genes is regulated by mRNA stability [35,37]. Cytokine 
transcripts are labile [38] and regulated at the level of mRNA decay in a stimulus-specific manner. 
Activation of T cells by stimulation of CD28 led to selective stabilization of IL-2 and TNF  
transcripts. In the absence of anti-CD28, mRNA degradation of these cytokines was rapidly 
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induced [39]. We followed the kinetics of cytokine gene expression in the course of prolonged 
toxin exposure. The results of this study clearly indicate that in the presence of toxin, transcription 
of IL-2 and TNF  mRNA is ongoing and that the mRNAs of these cytokines are highly labile. It is 
likely that the gene expression of IL-2 and TNF  after exposure to TSST-1 is mainly regulated via 
mRNA turnover as it was shown for other modes of T-cell activation [39]. Both transcripts were 
rapidly induced upon stimulation with TSST-1. Neutralization of the toxin via addition of  
toxin-neutralizing antibodies immediately stopped cytokine gene transcription and the degradation 
of (already expressed) mRNA could be observed.  

Interference with the prolonged stimulation of proinflammatory and immune activating cytokines, 
e.g., by inhibiting continual cytokine gene transcription, is likely to participate in the protective 
effect of neutralizing antibodies given as a postexposure treatment in animal models mimicking the 
clinical situation of prolonged toxin exposure such as observed in our multiple dose lethal rabbit 
model of TSS. At this stage, it is premature to present the mode of action of TSST-1-neutralizing 
antibodies in our animal model. Dissociation of superantigen bound to immune cells by 
neutralizing antibodies is one possible explanation whereby antibodies could protect late in the 
course of TSST-1 exposure. However, it is more likely that multiple activating hits over time, i.e. 
repeated activation of T cells by superantigenic toxins, rather than a single stimulatory event at the 
first encounter of immune cells with superantigenic toxins, leads to the prolonged hyperactivation 
of inflammatory responses characteristic of TSS. Using a TCR transgenic mouse model, it has been 
shown that prolonged antigen stimulation (thus delivering multiple activating hits over time) fully 
activates CD4 T-cell response [40]. Preliminary results indicate that in either case, high affinity 
antibodies produced after repeated immunization are required for superantigen neutralization as 
opposed to toxin-binding antibodies observed relatively early in the course of rabbit vaccination 
(data not shown). A candidate vaccine intended for use in humans has to be detoxified, e.g., by 
mutations in the toxin sites responsible for binding to TCR and MHC class II. Such a double 
mutant toxin might theoretically be less effective in inducing neutralizing antibodies as it lacks 
epitopes crucial for toxin activity. This was not the case in our system, as titers of neutralizing 
antibodies induced by double mutant and wild-type TSST-1 were comparable. This is in good 
agreement with previous studies showing that nonvirulent mutant toxins were immunogenic in 
animals and humans, e.g., a licensed acellular pertussis vaccine [41], a recombinant toxoid vaccine 
against Clostridium difficile [42], a recombinant Clostridium perfringens epsilon toxin mutant 
vaccine [43], and a mutant recombinant SEB vaccine [44]. Further studies are required to explore 
the mechanism(s) by which neutralizing antibodies administered late in the course of toxin 
exposure interfere with a prolonged toxin-mediated stimulation of immune cells. These studies 
should investigate important and currently unknown characteristics of the neutralizing antibodies 
involved, such as toxin-binding affinity, half-life of binding to TSST-1, and linear and 
conformational epitopes recognized by these antibodies. 
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Superantigens Modulate Bacterial Density during 
Staphylococcus aureus Nasal Colonization 

Stacey X. Xu, Katherine J. Kasper, Joseph J. Zeppa and John K. McCormick 

Abstract: Superantigens (SAgs) are potent microbial toxins that function to activate large numbers 
of T cells in a T cell receptor (TCR) V -specific manner, resulting in excessive immune system 
activation. Staphylococcus aureus possesses a large repertoire of distinct SAgs, and in the context of 
host-pathogen interactions, staphylococcal SAg research has focused primarily on the role of these 
toxins in severe and invasive diseases. However, the contribution of SAgs to colonization by S. aureus 
remains unclear. We developed a two-week nasal colonization model using SAg-sensitive transgenic 
mice expressing HLA-DR4, and evaluated the role of SAgs using two well-studied stains of S. 
aureus. S. aureus Newman produces relatively low levels of staphylococcal enterotoxin A (SEA), 
and although we did not detect significant TCR-V  specific changes during wild-type S. aureus 
Newman colonization, S. aureus Newman sea established transiently higher bacterial loads in the 
nose. S. aureus COL produces relatively high levels of staphylococcal enterotoxin B (SEB), and 
colonization with wild-type S. aureus COL resulted in clear V 8-specific T cell skewing responses.  
S. aureus COL seb established consistently higher bacterial loads in the nose. These data suggest 
that staphylococcal SAgs may be involved in regulating bacterial densities during nasal colonization. 

Reprinted from Toxins. Cite as: Xu, S.X.; Kasper, K.J.; Zeppa, J.J.; McCormick, J.K. Superantigens 
Modulate Bacterial Density during Staphylococcus aureus Nasal Colonization. Toxins 2015, 7,  
1821-1836. 

1. Introduction 

Staphylococcus aureus is recognized as a major human pathogen causing a range of illnesses  
from superficial skin infections to invasive diseases including bacteremia, sepsis, pneumonia, and 
endocarditis [1]. Within the healthcare setting, S. aureus infections are particularly serious, including 
infection by methicillin-resistant S. aureus (MRSA) strains, and this pathogen is now the most 
significant cause of serious infections in the United States [1–4]. 

Despite the massive burden of disease, asymptomatic carriage by S. aureus is pervasive within 
human populations, being found most typically on the skin and in the nasal cavity. Nasal carriers 
have been defined as persistent, intermittent, or non-carriers, and although the definitions for each 
group can vary between studies, ~50% of the population are persistent or intermittent carriers, with 
some studies showing even higher levels of colonization [4,5]. S. aureus typically resides within the 
vestibulum nasi of the anterior nares and has been found colonizing the cornified layer of stratified 
squamous epithelium, keratinized surfaces and mucous debris, as well as hair follicles of the human 
nose [6]. Given these anatomical findings, it is not surprising that S. aureus is able to bind to both 
keratinized cells and desquamated nasal epithelia. These act as key host cells upon which S. aureus 
initiates colonization [7,8]. Nasal carriers of S. aureus are generally asymptomatic and healthy, 
forming a commensal relationship with the bacteria. However, colonization status increases the risk 
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of a severe infection from the carrier strain, although nasal carriers tend to have a better prognosis in 
the event of a staphylococcal infection [9]. This is thought to be due to specific immunity built up 
against the colonizing strain [10]. Bacterial components contributing to staphylococcal colonization are 
multifactorial and include host genetic factors that influence carrier status [11], as well as a variety of 
bacterial adhesins and cell-wall associated factors such as clumping factor B (ClfB) [12], wall teichoic 
acids [13], surface protein SasG [14], and iron-regulated surface determinant A (IsdA) [15]. 

Superantigens (SAgs) are a group of toxins produced by bacteria including S. aureus that mediate 
interactions between peptide-MHC class II and the CDR2 loop of the variable chain of the T cell  
receptor [16]. As SAg-mediated T cell activation is not dependent on the antigenic peptide presented 
in the MHC class II molecule, this response can activate very large numbers of the exposed T cell 
population and may, in rare cases, lead to a ‘cytokine storm’ disease known as the toxic shock syndrome 
(TSS). These toxins have also been implicated in many other diseases including infectious 
endocarditis, Kawasaki disease, atopic dermatitis, and various autoimmune diseases [16,17]. To date, 
more than twenty S. aureus SAgs have been identified including an operon of SAgs known as the 
enterotoxin gene cluster (egc) encoding staphylococcal enterotoxins (SE) G, I and SE-like (SEl) M, N, 
O and U [16,18]. 

Assessment of the humoral response from S. aureus colonized individuals have shown that 
persistent carriers produce high titer neutralizing antibodies with specificity for the SAgs produced 
by the carrier strain [10,19]. Additionally, assessment of antibody titers to seven different staphylococcal 
SAgs showed increased antibodies to toxic shock syndrome toxin-1 (TSST-1) and staphylococcal 
enterotoxin A (SEA) in persistent carriers compared with non-carriers [20]. Epidemiological studies 
of clinical isolates revealed a high prevalence of egc SAgs [21], as well as a negative correlation of 
these toxins with severe septic shock [22]. Nasal swabs from persistent carriers revealed that sea, sec 
and sel-o were actively transcribed; however, neutralizing antibodies against SEA and SEC, but not 
SEl-O, were detected in this cohort [23]. It was concluded that the robust antibody response against 
the non-egc SAgs was due to minor infections rather than colonization [23]. Also, vaccination  
of mice with SAg toxoids seems to protect only against the early phase of colonization (days 1  
and 3) [24] suggesting that SAgs may be involved in initial colonization, but further implications are 
difficult to extrapolate. Collectively, these studies have shed light on the highly complex nature of 
nasal colonization and hinted at a role for SAgs in nasal carriage in humans, and mouse infection 
models. However, the role of SAgs during nasal colonization, either for establishing initial 
colonization, or involvement in dissemination, has not been experimentally addressed. 

Human studies reveal low levels of bacteria in the nose, with 101–104 colony forming units (CFU) 
of S. aureus being typically isolated from nasal swabs [25]. We hypothesized that secreted SAgs may 
act as ‘checkpoints’ of colonization in order to maintain this state of commensalism and to prevent 
high bacterial densities through activation of the immune system, and subsequent elimination of 
invasive organisms. In order to test this hypothesis, we created isogenic SAg deletions of two  
well-characterized strains of S. aureus, and tested these strains against their wild-type counterparts 
in a SAg-sensitized murine model of staphylococcal nasal colonization. 
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2. Results 

2.1. SAg Deletion Strains Have Reduced Superantigen Production and Activity in vitro 

To assess the role of SAgs in experimental S. aureus nasal colonization, a mutant strain of  
S. aureus COL with a deletion of the seb gene was generated as described in Materials and Methods. 
Growth curve analysis of the SEB deletion strain compared to the wild-type counterpart showed no 
obvious growth defects in vitro (Figure 1A). As expected, S. aureus COL seb did not produce SEB 
as shown by the exoprotein profiles and Western blot analysis (Figure 1B). Additionally, we did not 
detect significant levels of IL-2 from DR4-B6 splenocytes treated with cultural supernatants from COL 

seb compared to wild-type COL (Figure 1C). Although S. aureus COL also encodes sei, sel-k and 
sel-x, these data indicate that SEB is the dominant SAg produced by S. aureus COL in vitro. The sea 
deletion mutant was generated in S. aureus Newman as previously described, and similarly, has been 
characterized as lacking superantigenic activity [26]. 

2.2. Lack of SEA Transiently Increases S. aureus Newman sea Nasal Colonization 

To investigate if SEA plays a role during murine nasal colonization, DR4-B6 mice pre-treated 
with streptomycin (Sm) were inoculated with 1 × 108 CFUs of S. aureus Newman or S. aureus 
Newman sea. S. aureus was detected in the nasal passages of both S. aureus Newman- and S. aureus 
Newman sea-infected mice up to day 14 post-inoculation. Generally, CFU counts were higher during 
the first week of colonization compared to the second week (Figure 2A). Infected mice did not show 
overt signs of infection (lack of piloerection, conjunctivitis, skin rashes, and dehydration, with 
normal activity levels), had no weight loss, and were generally healthy for the duration of the 
experiment (data not shown). Despite the apparent lack of infection, the lungs and livers of both 
infection groups revealed spread of bacteria beyond the nose, although the bacterial burdens in these 
organs were lower than in the nasal passage and generally very low by day 14 (Figure 2B,C). Bacteria 
were not detected in the kidneys or spleen (data not shown). No significant differences in bacterial 
loads were observed between bacterial strains on days 3 or 7 in the nasal passage. However, by day 
10, S. aureus Newman sea-colonized mice had increased CFUs compared to wild-type  
Newman-colonized mice (Figure 2A); however, this phenotype reverted to no differences between 
treatment groups by day 14. These data suggest that SEA does not play a major role during the initial 
stages of colonization, but may prevent higher bacterial densities from forming in the nose. While 
the lack of SEA production did allow higher bacterial densities to form, this transient difference did 
not result in better colonization at later time points, suggesting that it does not enhance the overall 
colonization capabilities of S. aureus Newman. No significant differences were observed in the 
spread of infection to other organs between wild-type and sea-null infections indicating that SEA 
likely does not influence dissemination in this model. 
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Figure 1. S. aureus COL seb does not produce staphylococcal enterotoxin B (SEB) and 
has greatly reduced superantigenic activity. (A) Growth curve analysis of S. aureus COL 
(black) and COL seb (red), grown in triplicate; (B) TCA-precipitated supernatants  
(5 OD units) showing the exoprotein and superantigen profiles of S. aureus COL and 
COL seb with detection of SEB production by anti-SEB antibodies using Western blot; 
(C) IL-2 production from DR4-B6 splenocytes activated with increasing concentrations 
of recombinant SEB, and bacterial supernatants diluted 1:10 from S. aureus COL and COL 

seb. Results shown as the mean ± SEM from a representative data set. 

2.3. SEA Does Not Skew V 3 Subsets in vivo 

We next aimed to evaluate if SEA was produced during S. aureus colonization by examining the 
V  profiles of infected mice. As SEA has been previously shown to skew murine V 3+ T cells during 
bacteremia [26], we analyzed the V 3 subset as well as levels of serum IgG against SEA in order to 
assess if SEA had in vivo activity. Analysis of the V 3+CD3+ lymphocytes from lymph nodes 
revealed no significant changes in this subset between S. aureus Newman or Newman  

sea-inoculated mice on any of the days analyzed (Figure 3), although there was a slight trend of 
decreased V 3+ T cells in wild-type Newman-colonized mice. These data suggest that SEA may not 
be produced in large amounts, or is weakly active, during the length of the experiment. Additionally, 
no IgG against SEA could be detected in Newman and Newman sea-inoculated mice sera (data not 
shown). Collectively, these data suggest that SEA was not produced in functional quantities in vivo 
during colonization. This may explain that lack of differences seen in bacterial burdens at earlier time 
points (Figure 2A), since the lack of SEA production by S. aureus Newman is functionally equivalent 
to infection with Newman sea. 
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Figure 2. Nasal colonization of DR4-B6 mice with S. aureus Newman sea results in a 
transient increase in bacterial load compared to wild-type Newman. DR4-B6 mice were 
infected nasally with 1 × 108 CFUs of S. aureus Newman or Newman sea (n = 6–9). 
Mice were sacrificed on days 3, 7, 10 and 14 and the (A) nasal passage; (B) lungs and 
(C) livers were assessed for overall S. aureus burdens. Each point represents an 
individual mouse and the line in each treatment group represents the median.  
The horizontal dotted line indicates the limit of detection. Data are pooled from of at least 
three independent experiments. Significant differences were determined by  
Mann-Whitney U test (*, p < 0.05). 
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Figure 3. S. aureus Newman nasal colonization does not result in significant changes in 
the percentage of V 3+CD3+ T cells. Analysis of lymphocytes from lymph nodes isolated 
from DR4-B6 mice nasally inoculated with 1 × 108 CFU S. aureus Newman or Newman 

sea (n = 3–4). Cells were stained with antibodies against CD3 and V 3 and gated on 
CD3+ lymphocytes, followed by gating on the V 3+CD3+ population. Data are shown as 
the mean ± SEM and significant differences (p < 0.05) were determined by unpaired 
student’s t-test (NS = not statistically different). 

2.4. SEB Decreases Nasal Colonization 

Unlike SEA, SEB is transcriptionally activated by the accessory gene regulator (agr)  
quorum-sensing system during exponential and late stages of growth [27] and this may also result in 
differential expression in response to environmental cues. Similar to colonization with S. aureus 
Newman, COL was found to colonize the nasal passages of infected mice in both treatment groups; 
however, colonization with wild-type S. aureus COL persisted with higher bacterial numbers  
(~103–104) (Figure 4A) compared to wild-type Newman (102–103) (Figure 2A), especially at later 
time points, suggesting that COL may be a better nasal colonizer than Newman in DR4-B6 mice. 
When mice were colonized with S. aureus COL seb, bacteria recovered from the nasal passages  
were ~100-fold higher in CFUs at all time points compared with wild-type COL colonization alone 
(Figure 4A). As with nasal colonization by S. aureus Newman, all mice were apparently healthy for 
the duration of the experiment with no overt signs of infection. Spread of the infection to the lungs and 
livers was also observed during S. aureus COL and COL seb colonization, although no significant 
differences were observed between CFUs of the two strains (Figure 4B,C). While a complete  
SAg-negative strain was not assessed (i.e., sel-k, sel-i and sel-x are still encoded within COL), these 
data suggest that production of SEB actually inhibited high-density colonization within the  
nasal passage. 
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Figure 4. Murine nasal colonization with S. aureus COL seb results in enhanced 
bacterial counts compared to wild-type COL. DR4-B6 mice infected nasally with  
1 × 108 CFUs of S. aureus COL (n = 6) or COL seb (n = 5) were sacrificed on days 3, 
7, 10 and 14. The (A) nasal passage, (B) lungs, and (C) livers were assessed for overall 
S. aureus loads. Each point represents an individual mouse and the line in each treatment 
group represents the median. The horizontal dotted line indicates the limit of detection. 
Data are pooled from of at least three independent experiments. Significant differences 
were determined by Mann-Whitney U test (*, p < 0.05; **, p < 0.01). 

2.5. SEB Induces Late V 8 Skewing but not Anti-SEB IgG during Nasal Colonization 

To evaluate if the phenotype observed during S. aureus COL colonization was SEB-dependent, 
we assessed V -skewing in mice colonized with wild-type S. aureus COL and COL seb to test for 
functional SEB activity in vivo. It is well-established that SEB targets V 8.1/8.2+ (henceforth V 8+) 
T cells in mice [28] and V 3 was used as an internal control. The murine V  subsets targeted by  
SEl-K, SEl-I, and SEl-X are unknown to date and thus could not be assessed for in vivo activity 
although these strains showed no superantigenic activity in vitro (Figure 1C). While no differences could 
be detected early, by day 10 there was a trend of decreased V 8+ T cells, which was significantly 
decreased by day 14 (Figure 5). Interestingly, anti-SEB IgG antibodies were not detected from either 
COL- or COL seb-colonized mice by day 14 (data not shown). The demonstrated V -skewing by 
day 14 indicates that SEB was produced and functional during S. aureus COL nasal colonization. 
Furthermore, the difference in bacterial loads between COL and COL seb (Figure 4A) at the early 
time points suggests that SEB was functioning early on during colonization, although we were not 
able to detect functional activity until the later time points. 
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Figure 5. Staphylococcal enterotoxin B (SEB) is produced during S. aureus COL nasal 
colonization and specifically interacts with V 8+CD3+ lymphocytes. Lymphocytes from 
lymph nodes isolated from DR4-B6 mice nasally inoculated with 1 × 108 CFU S. aureus 
COL or COL seb were analyzed using flow cytometry (n = 3–5). Samples were stained 
with antibodies against either CD3 and V 3 or CD3 and V 8. Each mouse sample was 
stained with both V 3 and V 8, using V 3 as the internal control. Samples were gated 
on CD3+ lymphocytes, followed by gating on the V 3+CD3+ or V 8+CD3+ population 
and expressed as a ratio of V 8+ CD3+ to V 3+CD3+ cells per mouse. Data are shown as 
the mean ± SEM and significant differences determined by unpaired student’s t-test  
(**, p < 0.01). 

3. Discussion 

This is the first study where the role of SAgs has been directly and experimentally assessed during 
a controlled model of nasal colonization using SAg-sensitive, humanized transgenic mice. Our findings 
reveal that different SAgs may play distinctive roles during colonization as SEA only transiently 
altered CFUs for S. aureus Newman nasal colonization, while SEB production reduced S. aureus 
COL colonization throughout all experimental time points. Although S. aureus Newman also 
encodes sel-x and COL additionally encodes sei, sel-k and sel-x, the in vitro stimulation data suggest 
that in our growth conditions, these SAgs are not made in high quantities by these strains and thus 
may not play a role in our model. However, future studies should assess a complete SAg deletion strain 
in comparison to wild-type colonization. 

Data from previous human studies suggest that SAgs may be involved during S. aureus 
colonization from two lines of evidence: real-time PCR analysis of nasal swabs from persistent 
carriers have demonstrated in vivo transcription of sea [23], and the finding that persistently-colonized 
individuals have increased levels of neutralizing antibodies against SEA and TSST-1 [20]. Although 
it has been suggested that non-agr regulated SAgs such as SEA may be involved during the early 
phases of colonization [29], this was not supported by our experimental model when we inoculated 
DR4-B6 mice with S. aureus Newman. SEA expression during Newman colonization is supported 
by the increase in bacterial colonization at day 10 by S. aureus Newman sea despite the lack of 
significant V -skewing. These data suggest that SEA was expressed in low amounts that transiently 



128 
 

 

inhibited the formation of higher bacterial densities in the nasal cavities. Conversely, the decrease in 
V 8+ T cells during colonization with S. aureus COL compared to COL seb mice is indicative of 
SEB expression by COL, which is responsible for the difference in nasal bacterial burdens. Direct 
comparison of the role of SEA versus SEB is difficult because they are encoded by two distinct 
strains. However, a notable difference between SEA and SEB lies in their regulation and expression: 
SEA is generally not produced in large amounts, whereas SEB production can reach high 
concentrations in vitro (Figure 1B), likely due to the activation of the agr two-component system. 
Thus, the high expression of SEB by S. aureus COL may have resulted in colonization with lower 
bacterial counts due to its inflammatory properties at all time points, while lower expression of SEA 
by S. aureus Newman did not have as dramatic differences. Although we have not genetically 
complemented the S. aureus COL seb strain, compared with wild-type COL, other than production of 
SEB the exoprotein profiles are virtually indistinguishable. 

The absence of anti-SAg IgG antibodies by day 14 is suggestive that either the SAgs were not 
processed as conventional antigens and presented to B cells, or that anti-SAg antibodies were not 
IgG isotypes and thus could not be detected by the assay employed. Human studies have concluded 
that colonization by S. aureus does not appear to induce a strong humoral response [23,30]. Thus, the 
high levels of anti-SEA antibodies in healthy subjects [20] may not be a result of persistent 
colonization, but rather breaches of the nasal mucosa from colonizing S. aureus, or skin infections. 
It has also been noted that anti-SAg antibodies are not always produced when the immune system is 
subjected to wild-type SAg, whereas SAg toxoids are much more immunogenic and are capable of 
forming robust anti-SAg antibodies [24,31], suggesting that SAgs can dysregulate the antibody 
response. Furthermore, it has been shown that naïve T cells exposed to SAgs will restrict antibody 
production, but will not affect ‘primed’ T cells [32], which may explain the lack of anti-SAg IgG in 
our colonized mice. TSS patients that fail to seroconvert after an episode may lead to recurrence, 
which has been attributed to the mechanisms of TSST-1 that prevent the development of Th2 responses, 
and thus T-cell dependent B cell activation [33,34]. 

Our study was extended to 14 days to observe differences in dissemination to other organs.  
agr-regulated SAgs such as SEB and TSST-1 may be involved in dissemination from the main 
bacterial colony, during which many exoproteins and virulence factors are produced, as opposed to 
cell-surface factors such as MSCRAMMs that are primarily involved in the initial colonization  
phase [29]. Surprisingly, we found bacteria in the lungs and livers of colonized mice as early as after 
three days, even though the mice did not show any overt signs of infection. However, there were no 
significant differences in the bacterial loads in these extra-nasal locations between the wild-type 
strains and their SAg deletion counterparts, suggesting that neither SEA nor SEB were involved in 
dissemination from the nasal cavity. 

While SAgs are generally thought to enhance virulence [16,35], including the development of 
toxic shock syndrome [36], the deletion of SAgs actually increased staphylococcal CFUs in the nasal 
cavity. Interestingly, although colonization with S. aureus Newman sea resulted in higher bacterial 
counts at day 10, this did not translate into long-term fitness and actually decreased back to  
wild-type levels by day 14. This suggests that higher bacterial densities in the nose may not be 
beneficial for asymptomatic colonization. Extending the length of the study may further clarify this 
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theory since COL seb maintained a higher bacterial density throughout the duration of the 
experiment. Although we did not observe differences in dissemination in our model during S. aureus 
COL and COL seb colonization, the highest bacterial counts in the lungs were mostly COL  

seb-inoculated mice, suggesting increased seeding from the higher bacterial counts in the nasal 
cavity. Given that bacteria colonizing the anterior nares are poised for both transmission between 
people and dissemination within the host, the vestibulum nasi is a desirable environment for S. aureus 
to reside in. Thus, S. aureus may utilize SAgs to prevent nasal bacteria from overwhelming this niche 
and breaching the mucosa, potentially leading to elimination by the immune system, thus acting as 
‘checkpoints’ of dissemination. Since higher densities of bacteria may result in a greater inflammatory 
response, maintaining a low presence in the nose may be an evolutionarily prudent tactic to maintain 
long-term asymptomatic colonization. This is supported by the low bacterial burdens isolated from 
human nasal carriers during asymptomatic colonization [25]. Thus, this work supports the clinical 
finding that SAgs are expressed during nasal colonization [23], and in the context of colonization, these 
toxins may play an important role for influencing bacterial densities during this commensal lifestyle. 
This provides evidence for a novel role for SAgs, contrary to the traditional role of having been associated 
with enhancing virulence in severe invasive diseases. 

4. Experimental Section 

4.1. Mice 

Six-to-twelve week old male and female HLA-DR4-IE (DRB1 * 0401) humanized transgenic 
mice lacking endogenous mouse MHC-II on a C57BL/6 (B6) background [37] (herein referred to as 
DR4-B6 mice) were used for all in vivo infection experiments. B6 mice were purchased from Charles 
River. All animal experiments were performed according to protocols approved by the Animal Use 
Subcommittee at Western University and in accordance with the Canadian Council on Animal Care 
Guide to the Care and Use of Experimental Animals. 

4.2. Bacterial Strains, Media and Growth Conditions 

Escherichia coli DH5  was used as a cloning host, grown in Luria Bertani (LB) broth (Difco; 
Mississauga, ON, Canada) at 37 °C with shaking at 250 rpm and supplemented with 150 g/mL 
ampicillin when necessary. Strains of S. aureus listed in Table 1 were grown in tryptic soy broth 
(TSB) (Difco) at either 30 °C or 37 °C with shaking, and supplemented with appropriate antibiotics 
(Sigma Aldrich; Oakville, ON, Canada). Growth curves were performed using a Bioscreen C MBR 
system (Thermo Labsystems; Milford, MA, USA). 

4.3. Selection of a Streptomycin-Resistant S. aureus Strain 

S. aureus strain Newman is a methicillin-sensitive clinical isolate from the 1950s that is commonly 
used in experimental studies of staphylococcal pathogenesis [38]. Initial attempts to colonize mice 
resulted in competition with endogenous bacterial species and poor S. aureus colonization. This 
phenomenon has been documented previously in the literature [41] and represents an additional 
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challenge for S. aureus to colonize in nature. However, for the purposes of testing our hypothesis, an 
antibiotic dosing regime was instated with streptomycin sulfate (Sm) in order to reduce the endogenous 
murine microbiota, as previously described [41]. Since S. aureus Newman is not naturally resistant to 
Sm, a Sm-resistant strain was generated by plating S. aureus Newman on Sm gradient TSA plates and 
selecting for bacteria with increased resistance. S. aureus Newman SmR was able to be grown in TSB 
containing 500 g/mL Sm. No loss of resistance was observed after daily 1% subcultures in TSB 
without Sm for up to 6 days. Since the growth rate was reduced with the inclusion of Sm, preparations 
of bacteria for inoculation into mice were cultured without Sm. spa genotyping [42] showed that S. 
aureus Newman SmR had the same genetic background as Sm-sensitive Newman and qRT-PCR 
showed normal levels of sea expression (data not shown). The sea gene was deleted in the Newman 
SmR background to maintain isogenicity as described [26]. For the remainder of the experiments, 
Newman SmR will be referred to as Newman and the isogenic sea deletion strain as Newman sea. 

Table 1. Bacterial strains used in this study. 

Strain Description Source 

S. aureus Newman 
Early methicillin sensitive isolate from secondary infection in a 

patient with tubercular osteomyelitis (Sm sensitive) 
[38] 

S. aureus Newman SmR S. aureus Newman resistant to Sm This study 
S. aureus Newman SmR sea sea-null S. aureus Newman (with resistance to Sm) [26] 

S. aureus RN4220 Restriction-deficient derivation of NCTC8325-4 [39] 
S. aureus COL Early methicillin-resistant strain of S. aureus isolated in the 1960s [40] 

S. aureus COL seb seb deletion strain of S. aureus COL This study 
E. coli DH5  Cloning strain Invitrogen 

4.4. Construction of S. aureus COL seb 

S. aureus COL is one of the earliest MRSA strains to be isolated in the 1960’s and data mining of 
the sequenced COL genome [40] revealed the SAgs: SEB, SEl-K and SEl-I (formerly SEQ [43]) as 
well as SEl-X. COL was found to be inherently resistant to Sm and thus did not require a new  
Sm-resistant strain to be generated. A markerless deletion was created in seb based on previously 
described methods [44]. Briefly, a 524-bp fragment upstream of seb was amplified using the primers 
5'-TAGGGATCCAGCTCGTGATATGTTGGGTAAA-3' and 5'-GGGCGGGTCGACTGAAATAAA 
TAATCTCTTATACA-3' along with a 505 bp region downstream of seb amplified by the primers 5'-
CGATGTCGACTATCTTACGACAAAGAAAAAGTGAAA-3' and 5'-TCAGGAATTCGAGATGC 
TTTGAAAGAAGCAAA-3'. These products were directionally cloned into pMAD, creating 
pMAD::seb which only includes 54 bp of the original 801 bp encoding seb. This knockout construct 
was methylated by S. aureus RN4220 and electroporated into S. aureus COL. To create the seb 
knockout, a single-integration event was first isolated, followed by subcultures in TSB without 
antibiotics grown at 30 °C. Since pMAD contains -galactosidase, patching of white colonies detected 
colonies that had lost resistance to erythromycin, evident of plasmid curing and screened by PCR to 
verify successful deletion of seb. 
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4.5. Detection of SAgs in Cultural Supernatants in vitro 

Bacterial cultures were grown overnight in TSB, cells were pelleted, and cell-free supernatants 
equivalent to 5.0 OD600 units of culture were collected. Proteins were precipitated with 10% 
trichloroacetic acid (TCA) overnight on ice, washed twice with ice-cold 70% ethanol and 
resuspended in Laemmli buffer as previously described [45]. Samples were analyzed on 12% 
polyacrylamide gels stained with Coommassie Brilliant Blue R-250. For Western blot analysis of SEB 
expression, samples were transferred to polyvinylidene difluoride (PVDF) membranes (Millipore; 
Etobicoke, ON, Canada) at 100V for 1 h. The membrane was blocked at roomed temperature for 1 h 
with PBS supplemented with 10% skim milk and 5% horse serum (Gibco; Burlington, ON, Canada). 
Following removal of the blocking buffer, the membrane was incubated with rabbit polyclonal  
anti-SEB antibodies (kindly provided by Patrick Schlievert, University of Iowa, IA, USA) diluted  
1:100 in PBS supplemented with 5% skim milk and 2.5% horse serum. The membrane was washed 
three times with PBS supplemented with 0.02% Tween-20 (Fisher Scientific; Ottawa, ON, Canada) 
(PBST), followed by incubation with IRDye-conjugated goat anti-rabbit secondary antibody  
(LI-COR Biosciences; Lincoln, NB, USA) diluted 1:10,000 in PBST supplemented with 5% skim 
milk and 2.5% horse serum for 1 h in the dark. The membrane was imaged using an Odyssey imager 
(LI-COR Biosciences). 

4.6. Assessment of Superantigenic Activity of S. aureus COL Strains in vitro 

Supernatants from S. aureus strains were tested for SAg activity using DR4-B6 splenocytes 
seeded into 96-well plates as described above. Titrations of recombinant SEB, and supernatants from 
overnight cultures of S. aureus COL and COL seb were diluted 1:10 were added to splenocytes for  
18 h at 37 °C, and supernatants were assayed for IL-2 by ELISA according to manufacturer’s instructions 
(eBioscience; San Diego, CA, USA). 

4.7. Staphylococcus aureus Nasal Colonization Model 

Twenty-four hours prior to inoculation, mice were administered drinking water supplemented 
with 2.0 mg/mL of Sm ad libitum, which was changed every 3–4 days for the duration of the 
experiment. Bacteria picked from a TSA plate were grown in 5 mL TSB overnight (16–18 h), OD600 
was adjusted to 1.0, subcultured 2% into 50 mL TSB and grown to OD600 ~ 3.0–3.5. The bacterial 
pellet was washed 3 times with Hank’s Buffered Salt Solution (HBSS) (Hyclone; Logan, UT, USA) 
and suspended at a concentration of 1 × 1010 CFU/mL in HBSS. Isofluorane-anesthetized mice were 
nasally inoculated by slowly pipetting 5 L into each nare and allowing the animal to breathe in the 
suspension naturally, resulting in a total inoculum of 1 × 108 CFU S. aureus per mouse. Mice were 
weighed and monitored daily according to animal ethics use protocol and sacrificed at days 3, 7, 10, 
and 14. To enumerate the amount of bacteria in the nose, euthanized mice were decapitated and the 
lower jaws removed. The entire snout was excised using the back of the mouth opening as an 
anatomical marker in order to include any bacteria in the nasal passage. The whiskers and 
surrounding skin were removed without touching the nose, and the remaining tissue was collected in 
HBSS. The kidneys, hearts, lungs, livers and spleens were also collected and all organs were 
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homogenized and serially diluted and plated on MSA (Difco) to differentiate between S. aureus and 
any endogenous bacteria. S. aureus CFUs were not different between plates containing Sm and 
without Sm (data not shown), thus Sm was not included in plates. Plates were enumerated after  
being incubated at 37 °C for 24 h. Counts less than 3 CFU/100 L were considered below the 
detectable limit. 

4.8. Determination of SAg Function in vivo 

Lymph nodes (cervical, axillary, brachial, inguinal, and popliteal) were isolated in toto from mice 
and pushed through a cell strainer to create a single cell suspension in PBS. Cells were stained with  
APC-conjugated anti-CD3 (clone 145-2C11) (eBioscience) and FITC-conjugated anti-V 3 (clone 
KJ25) (BD Pharmingen; Mississauga, ON, Canada) or FITC-conjugated anti-V 8 (clone KJ16) 
(eBioscience) and assayed by flow cytometry. Data were analyzed using FlowJo v.8.7. (Treestar; 
Ashland, OR, USA). 

4.9. Statistical Analyses 

All statistical analyses were performed using Prism v5.0 (GraphPad; La Jolla, CA, USA) with p < 
0.05 being considered significant. 
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Clostridium perfringens Epsilon Toxin: A Malevolent Molecule 
for Animals and Man? 

Bradley G. Stiles, Gillian Barth, Holger Barth and Michel R. Popoff 

Abstract: Clostridium perfringens is a prolific, toxin-producing anaerobe causing multiple 
diseases in humans and animals. One of these toxins is epsilon, a 33 kDa protein produced by 
Clostridium perfringens (types B and D) that induces fatal enteric disease of goats, sheep and cattle. 
Epsilon toxin (Etx) belongs to the aerolysin-like toxin family. It contains three distinct domains, is 
proteolytically-activated and forms oligomeric pores on cell surfaces via a lipid raft-associated 
protein(s). Vaccination controls Etx-induced disease in the field. However, therapeutic measures 
are currently lacking. This review initially introduces C. perfringens toxins, subsequently focusing 
upon the Etx and its biochemistry, disease characteristics in various animals that include laboratory 
models (in vitro and in vivo), and finally control mechanisms (vaccines and therapeutics).  

Reprinted from Toxins. Cite as: Stiles, B.G.; Barth, G.; Barth, H.; Popoff, M.R. Clostridium 
perfringens Epsilon Toxin: A Malevolent Molecule for Animals and Man? Toxins 2013, 5,  
2138-2160. 

1. Introduction 

Clostridium perfringens is a Gram-positive, spore-forming anaerobe residing in soil, water as 
well as the gastrointestinal tracts of various mammals, including humans. This ubiquitous bacillus 
is one of the most “toxic” of all known bacteria, collectively producing more than 15 different 
protein toxins/enzymes with diverse modes of action [1,2]. Pathogenic Clostridium species 
synthesize some of the most potent toxins that include tetanus and botulinum neurotoxins, 
respectively produced by Clostridium tetani and Clostridium botulinum. These bacteria are found 
in similar environments (i.e., soil) as long-lasting, quiescent spores that await a mammalian host and 
infection/intoxication opportunity.  

C. perfringens was first isolated by William Welch and George Nuttall (1892) at Johns Hopkins 
Hospital (Baltimore, MD, USA) following autopsy of a cancer/tuberculosis patient, eight hours  
post-death. In particular, they noted flammable gas bubbles perfused throughout the cadaver and 
especially within blood vessels. Gas (carbon dioxide plus hydrogen) and organic acids (acetic, 
butyric, lactic, etc.) are common byproducts of anaerobic metabolism by C. perfringens. C. perfringens 
has also been successively known in the literature as Bacillus aerogenes capsulatus, Bacillus 
welchii or Clostridium welchii [1–3]. Various diseases of animals and humans caused by C. perfringens 
are linked to protein toxins, and the next section succinctly describes the “major” and “minor” 
toxins produced by this bacterium. One of those toxins, epsilon, is this review’s focus as this 
protein impacts in many ways the veterinary and biodefense fields throughout the world.  
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2. Clostridium perfringens Toxins: Major and Minor (A Brief Overview) 

Protein toxins are important virulence factors of C. perfringens and have been a research focus 
of various laboratories around the world. For bacterial pathogens, toxins possessing diverse modes 
of action often play critical roles during disease, including food gathering and suppressing the 
host’s immune system. The four major toxins produced by C. perfringens either affect cell 
membranes directly by increasing permeability and causing ion imbalances (alpha, beta and epsilon 
toxins), or destroy the actin cytoskeleton (iota toxin) [1,2]. Intoxication by any of these clostridial 
proteins ultimately leads to cell dysfunction and death, as well as host suffering that can become 
fatal. Like the spores formed by other Clostridium and Bacillus species that enable survival in soil, 
protein toxins can play a pivotal role in bacteria surviving and subsequently thriving in an animal 
or human host. 

There are five toxin types (A, B, C, D and E) of C. perfringens based upon the production of one 
or more major protein toxins [1,2] (Table 1). These toxins are linked to diverse 
diseases/intoxications of humans and/or animals (Table 2).  

Table 1. Major toxins for C. perfringens typing. 

Toxin 
C. perfringens Type 

Cellular Target (mode of action) 
A B C D E 

Alpha + + + + + Membrane (phospholipid destruction) 
Beta  + +   Membrane (pore formation) 

Epsilon  +  +  Membrane (pore formation) 
Iota     + Actin (cytoskeleton destruction) 

Table 2. C. perfringens toxin types and associated diseases. 

Toxin Type Disease 
A Myonecrosis (gas gangrene in humans and animals); Necrotic enteritis of fowl plus piglets; 

Human food poisoning and antibiotic-associated diarrhea 
B Hemorrhagic enteritis in calves, foals and sheep; Dysentery in lambs 
C Necrotizing enteritis in humans (also popularly called pigbel, darmbrand or fire-belly), as 

well as in pigs, calves, goats and foals; Enterotoxemia in sheep (alias struck) 
D Enterotoxemia in lambs (known as pulpy kidney disease), goats and cattle 
E Enterotoxemia in calves and lambs. Similar enteric disease induced by iota-like toxin in 

rabbits, caused by Clostridium spiroforme 

For diagnostic purposes, major toxins of C. perfringens found in field samples or cultured 
isolates in vitro were historically neutralized in the laboratory by type-specific antisera in  
mouse-lethal and guinea-pig dermonecrotic assays [3]. Rapid genetic methods employing multiplex 
polymerase chain reaction (PCR) are now much more common for typing C. perfringens [4,5]. 
This technique is accurate and rapid; however, PCR merely suggests a gene’s presence and 
indicates neither expression levels nor quantities of an effector molecule (biologically-active toxin) 
that are ultimately responsible for causing physiological changes to a cell.  
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Detection of all major C. perfringens toxins has also been reported by various laboratories  
using ELISA technology [6–9]. Quantitation of epsilon toxin protein is also possible using a novel, 
mass spectrometry technique [10]. In contrast to ELISA or mass spectrometry, animal assays and 
toxin-susceptible cell cultures can effectively determine if biologically-active toxin (in conjunction 
with toxin-specific antibody use) exists in a sample. For any biological protein in a suspect sample, 
structural integrity is linked to many factors that include how quickly the sample is collected  
post-mortem, room temperature vs. refrigerated/frozen storage, how long the sample is stored 
before testing, etc. In particular, enterotoxins found in digesta can be altered by many “factors” 
such as proteases and non-specific protein binding naturally found in the intestinal tract.  

2.1. Alpha Toxin  

Type A strains of C. perfringens are most commonly found throughout the environment and 
linked to gas gangrene of animals and humans [1,11–15]. Alpha toxin facilitates gas gangrene due 
to C. perfringens infection, a life-threatening myonecrotic disease historically common with 
battlefield wounds [11,12]. Deep, penetrative wounds contaminated by soil harboring various 
clostridial species, including C. perfringens, are often to blame for this quickly advancing disease 
of thick-muscled body regions that include the buttocks, shoulder, arm and leg [11,14,15]. Prior to 
the 20th century and a true understanding of antisepsis, with a knowledge of specific etiological 
agents that cause infectious diseases like gangrene, an extremity wound could quickly result in an 
amputation that simply would not occur with today’s modern medicine [15]. Rapid treatment 
involving extensive surgical debridement, various antibiotics that include beta-lactams, clindamycin 
and/or metronidazole, as well as hyperbaric oxygen prove effective for most cases of  
C. perfringens-induced gangrene. Anti-toxin (historically, serum antibodies of equine origin) is 
another possible therapy for mitigating alpha-toxin induced myonecrosis [11,14,16].  
Recombinant-based technology generating human monoclonal antibodies could replace equine 
polyclonal, circumventing potentially life-threatening serum sickness. Regarding a prophylaxis 
perspective, vaccine studies from various groups using the carboxy-terminal (cell binding) domain of 
alpha toxin show protection in mice against either toxin-induced lethality or bacterial challenge in a 
gangrene model [17,18]. 

Alpha toxin is a zinc-containing phospholipase C (43 kDa), composed of two structural 
domains, that destroys eukaryotic cell membranes [19,20]. In 1941, C. perfringens alpha was the 
first bacterial toxin ascribed enzymatic activity [21]. Like beta, but unlike epsilon and iota, the alpha 
toxin is relatively susceptible to proteolysis by serine-type proteases such as trypsin and 
chymotrypsin. The amino-terminal domain contains a catalytic site and ganglioside (GM1a) binding 
motif, the latter being curiously similar to that found on C. botulinum neurotoxin [22]. Interaction of 
GM1a with alpha toxin promotes clustering/activation of tyrosine kinase A involved in signal 
transduction. The carboxy-terminal domain of alpha toxin binds to membrane phospholipids. 
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2.2. Beta Toxin  

Originally purified in 1977, beta toxin is a 35 kDa protein that shares sequence similarity with 
the alpha and gamma hemolysins of Staphylococcus aureus [23,24]. The toxin is responsible for 
fatal necrotic enteritis in animals and humans involving intestinal necrosis and bloody stools. In 
humans, diseases such as pigbel (Papua, New Guinea) or Darmbrand (post-World War II Germany) 
follow consumption of meat by individuals on a minimal protein diet with a low-basal level of 
pancreatic trypsin [25]. For some pigbel cases, individuals may have consumed trypsin inhibitor 
via sweet potatoes (a staple component of the normal diet) and/or be infected by round worms (Ascaris 
lubricoides) that release trypsin inhibitor into the intestinal lumen. Unusually high concentrations of 
protein in the intestinal tract facilitate C. perfringens types B (animal) or C (human) overgrowth, 
leading to lethal levels of beta toxin, which forms cation-selective channels in lipid membranes [26]. 
Tachykinin (neuropeptide) receptors play a role in beta-toxin induced fluid release from the 
circulatory system into tissue, suggesting involvement of the sensory nervous system [27]. This 
particular study in murine dermis reveals that beta intoxication is inhibited by tachykinin NK1 
antagonists, capsaicin and an omega conotoxin (Conus magus MVIIA) that specifically blocks  
N-type calcium-channels. 

2.3. Iota Toxin  

Iota toxin, discovered in 1943 by Bosworth [28], is unique among the major toxins of C. perfringens 
by consisting of two non-linked proteins that form a multimeric complex on susceptible cells, akin 
to the edema and lethal binary toxins from Bacillus anthracis [29]. Like C. perfringens, B. anthracis 
is a Gram-positive sporulating bacillus found in soil that uniquely causes various forms of anthrax 
(dermal, enteric and pneumonic) in animals as well as humans. For iota toxin, the cell-binding 
component (Ib or iota b) is an 81 kDa monomer that forms a heptamer following proteolytic 
activation of the 94 kDa protoxin. The complementary enzymatic component is an ADP-ribosyl 
transferase (Ia or iota a) of 45 kDa, which in complex with the Ib heptamer, travels from the cell 
surface via lipid rafts into endosomes. The Ia component translocates from an acidified endosome 
into the cytosol, through a transmembrane pore formed by the Ib heptamers. In the cytosol, Ia 
covalently transfers an ADP-ribose moiety from nicotinamide adenine dinucleotide (NAD) to 
Arg177 on globular (G) actin, which then prevents filamentous (F) actin formation. Destruction of 
the cytoskeleton ensues, ultimately killing an intoxicated cell unable to maintain intracellular 
trafficking necessary for homeostasis. 

In addition to the major toxins listed above, there is a sporulation-linked C. perfringens 
enterotoxin that causes a major form of food poisoning linked to meat consumption [30]. Finally, 
there are other C. perfringens proteins designated as minor toxins that can play prominent roles in 
pathogenesis. A list of these latter toxins/enzymes with putative activities is presented in Table 3.  
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Table 3. Minor toxins/enzymes of C. perfringens. 

Toxin/Enzyme Activity 
Beta 2 ? 
Delta Cytolysin 
Eta ? 

Gamma ? 
Kappa Collagenase 

Lambda Protease 
Mu Hyaluronidase 
Nu Deoxyribonuclease 

NanI, NanJ, NanH Neuraminidase 
NetB Hemolysin 

Theta (perfringolysin O) Oxygen-labile Hemolysin 
TpeL Glucosylation of Ras 

3. Epsilon Toxin (Etx): C. perfringens Most Toxic Toxin 

3.1. Natural Occurrence and a Potential Biological Warfare/Terrorism Agent? 

Etx produced by C. perfringens types B and D is involved in animal (goats, sheep and less 
frequently cattle) enterotoxemias that can be rapidly fatal and economically devastating [1,2,31]. 
Etx is the most potent of all C. perfringens toxins as determined by a 50% lethal dose (LD50 of  
~70 ng/kg body weight, ranking behind only the C. botulinum and C. tetani neurotoxins in classic 
mouse-lethal assays commonly used for clostridial toxins. C. perfringens is considered normal 
intestinal flora in ruminants. Resident types B and D can cause life-threatening illness in a “naïve” 
digestive system shortly after birth or following a diet change involving more carbohydrates. Given 
proper conditions, C. perfringens can rapidly proliferate in the intestines and concomitantly 
produce life-threatening levels of toxins, including Etx. The disease is strictly a toxemia that spills 
into the circulatory system, since bacterial invasion of intestinal tissue is not common. Experts 
naturally associate the Etx with veterinary maladies. Unlike various studies from multiple groups 
involving different animal species, the existing literature simply does not suggest that human 
intoxication by Etx naturally occurs even infrequently.  

Due to national and international concerns involving biological warfare/terrorism, C. perfringens 
Etx has thus received much attention from various governments [32]. The potential nefarious use of 
Etx against humans by rogues provides chilling insight into human psychology and fear mongering. 
The United States Department of Agriculture and Centers for Disease Control and Prevention have 
classified Etx as a select agent, like some bacterial diseases (brucellosis, glanders and typhus) plus 
other protein toxins such as ricin and staphylococcal enterotoxin B (SEB). However, modification 
in December 2012 of the select agents list has now removed C. perfringens Etx [33]. In France, Etx 
is still classified as a potential biological weapon requiring special authorization for laboratory 
work from the Agence Nationale de Securite du Medicament (ANSM). Varying opinions clearly 
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exist around the world regarding C. perfringens Etx, its potential nefarious use to promote societal 
fear, and subsequently imposed oversight to protect the governed masses. 

3.2. Chemical and Physical Properties  

C. perfringens Etx is coded on a plasmid and secreted as a protoxin (32.9 kDa), subsequently 
activated by extracellular serine-type proteases (trypsin/chymotrypsin) that remove 10–13 amino- 
and 22 or 29 carboxy-terminal residues, depending on the protease [31]. The protoxin contains a 
typical leader sequence (32 residues) that facilitates secretion from the bacterium’s cytosol into the 
environment. Activated toxin (29 kDa) is relatively resistant to proteases in the gastrointestinal 
tracts of mammals. 

Etx is an elongated, beta-sheet (100 Å × 20 Å × 20 Å) composed of three domains sharing 
conformation with other bacterial pore-forming toxins (PFTs) of the aerolysin-like family, such as 
Aeromonas hydrophila aerolysin and C. perfringens enterotoxin (Figure 1) [30,34,35].  

Figure 1. Crystal structures of C. perfringens epsilon toxin, C. perfringens enterotoxin,  
L. sulphureus lectin and A. hydrophila aerolysin. A basic, three-domain structure is 
evident for each protein [30,34–37]. Amino acids involved in pore-formation are in red. 

 

Furthermore, this protein family is produced by other diverse life forms that include a Brazilian 
tree (Enterolobium contortisiliquum), mushroom (Laetiporus sulphureus) and freshwater hydra 
(Chlorohydra viridis) [35]. Although primary sequence homology among the aerolysin-like family 
is relatively low (< 20% identity), conformations are strikingly similar. A hallmark of these 
convergently-evolving proteins involves synthesis as monomers that generate homo-oligomeric 
(hexameric or heptameric) complexes on a cell-surface membrane, leading to transmembrane  
pore formation. 

Two groups of PFTs exist, based upon using either amphipathic alpha-helix (alpha-PFT) or  
beta-hairpin (beta-PFT) structures for membrane insertion. Etx is a beta-PFT. Putative roles for Etx 
domains include: receptor binding (domain I–amino terminus); membrane insertion plus channel 
formation (domain II–central region); and proteolysis activation plus monomer-monomer 
interaction sites (domain III–carboxy terminus) [34,35]. Following loss of a carboxy-terminal peptide 
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from epsilon protoxin, there are subsequent monomer-monomer interactions that lead to  
homo-heptamer formation [38].  

Proteolysis is a common process that activates many bacterial toxins. For epsilon, this process 
induces conformational changes that facilitate homo-oligomerization of activated toxin on the 
external surface of a targeted, eukaryotic cell. This “protein priming” enables Etx to quickly act 
after binding to diverse target cells that include those of neuronal, renal and endothelial origins 
(described in detail below). Loss of the amino- and carboxy-termini from the epsilon protoxin 
generates a more acidic protein (isoelectric point of 5.4 vs. 8.0), perhaps favoring more productive 
receptor interactions [31,39]. For bacterial toxins produced intestinally and requiring proteolysis, 
proteases synthesized by resident bacteria (including C. perfringens lambda toxin, a 35 kDa 
thermolysin-like metalloenzyme) and the host are abundant [38,40]. Recent evidence, contrary to 
the existing paradigm, reveals that Etx can be activated intracellularly (in a select type D strain 
lacking lambda toxin), remains in C. perfringens until stationary/death phase and is then released 
into the environment after autolysis [41]. Identity of this protease, and a better understanding of this 
novel activation mode perhaps found in other protoxin-producing pathogens, remains a mystery.  

3.3. Cellular Target (Mode of Action) 

Etx induces pore formation in eukaryotic cell membranes via detergent-resistant,  
cholesterol-rich membrane domains (lipid rafts) that promote aggregation of toxin monomers into 
homo-heptamers [42,43]. The pro- and activated-toxin forms bind to lipid rafts, but the former do 
not generate oligomers. Lipid rafts play important roles in many diseases caused by bacteria (as 
well as associated toxins) and viruses [44]. In particular, caveolins 1 and 2 found in these 
extracellular domains on ACHN (human adenocarcinoma kidney) cells bind to Etx and facilitate 
toxin oligomerization [45]. Caveolins (1–3) are a family of integral-membrane proteins (~20 kDa 
each) important in caveolae-mediated endocytosis and cell signaling. An Etx oligomer (155 kDa), 
critical for biological activity: (1) rapidly (within 15 minutes) forms at 37 °C on the surface of 
Madin-Darby canine kidney (MDCK) cells; (2) is more stable towards sodium dodecyl sulfate and 
heat (100 °C) when formed at 37 °C vs. 4 °C; and (3) becomes internalized from the cell surface, 
promoting vacuole formation in the late endosomes and lysosomes [46,47]. Epsilon-treated MDCK 
cells readily swell, form multiple blebs, and ultimately lyse; however, blocking of acid-mediated 
endocytosis via chloroquine, monensin, or bafilomycin A1 has no effect upon the intoxication 
process [46]. Pretreatment of cells with proteinase K results in a smaller (95 kDa) Etx complex, 
suggesting involvement of a surface protein(s) during toxin oligomerization [46]. 

Sialidases (neuraminidases) produced by C. perfringens enhance binding of the bacterium and 
Etx to cultured cells [48]. Interestingly, certain mammalian cell lines upregulate their sialidase 
genes upon contact with C. perfringens. Increased toxin binding following sialidase activity has 
been described previously for another enteric pathogen, Vibrio cholerae, perhaps suggesting a 
conserved pathogenic mechanism between diverse, enterotoxin-producing bacteria [49]. 

When applied to cells, Etx forms transmembrane pores (>2 nm diameter) that rapidly facilitate:  
(1) free passage of 1 kDa-sized molecules; (2) decreased intracellular potassium levels; and  
(3) increased intracellular levels of chloride and sodium [46,50]. In addition to altering the 
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membrane, secondary effects of epsilon intoxication involve cytoskeletal dysfunction [51] affecting 
integrity of cell monolayers [42]. Disruption of cell monolayers provides further understanding of 
the subsequent dysfunction of vascular endothelium, edema and crossing of the blood-brain barrier 
by the toxin as well as albumin-sized (~65 kDa) molecules [52,53].  

4. A Veterinary Perspective on Etx: Field and Laboratory Findings 

Sheep and goats are the most frequent, natural hosts for C. perfringens Etx, cattle less so [54,55]. 
C. perfringens type D strains are more common than type B for epsilon-induced disease, although 
both toxin types produce Etx. Various factors can play a role in disease, including: (1) consumption 
of feed rich in fermentable carbohydrates; (2) poor nutritional status; (3) parasite infestation;  
(4) pregnancy toxemia; (5) tranquilizer (phenothiazine) use; and (6) overdose of a broad spectrum 
anthelmintic (netobimin) [54,55]. Although Etx can be found in the heart, lungs, liver and stomach 
following intoxication, it noticeably accumulates in the kidneys, causing what veterinarians 
classically refer to as pulpy kidney, or overeating, disease [1,2,31,56–58]; however, evidence for pulpy 
kidney disease is inconsistent, probably a post-mortem effect and thus not considered diagnostic. A 
combination of toxin detected in the small intestines and brain lesions is a strong diagnostic. 
Another indicator that kidneys are a primary target of Etx is that the very few, susceptible cell lines 
discovered to date are mostly of kidney descent from dog, mouse and human [31].  

Post-mortem findings in kidneys from either lambs or mice given Etx show similar results, 
including congestion, interstitial hemorrhage and degenerated epithelium in the distal tubules. 
Toxin accumulating in the kidney may be a host defense attempting to prevent lethal toxin 
concentrations in the brain [58]. During epsilon enterotoxemia of lambs, glucose excretion occurs 
via the urine and is perhaps a result of liver-released glycogen [59].  

C. perfringens Etx rapidly disrupts the blood-brain barrier, binds neuronal cells and causes  
lethality [31,52,56,60]. Among neuronal cell populations, the neurons are most susceptible 
followed by oligodendrocytes and astrocytes [61]. There can be swelling, vacuolation and necrosis 
in the brain. Edema in the brain (rat) post-Etx exposure increases aquaporin-4 levels in astrocytes, 
which may be a defensive attempt to reduce osmotic pressure surrounding sensitive neurons [62]. 
Aquaporins (aquaglyceroporins) are a family (n = 13 members in mammals) of 30 kDa-sized 
proteins that form tetrameric, membrane-channel complexes regulating water flow in various cell 
types, perhaps representing an exploitable therapeutic target against Etx. There is already a keen 
medical interest in aquaporins as: (1) a diagnostic indicator for certain autoimmune diseases (i.e., 
Sjogren’s syndrome and nephrogenic diabetes insipidus); and (2) a therapy for glaucoma, 
meningitis, stroke, epilepsy, cancer, pain as well as weight regulation [63]. Cerebral swelling and 
necrosis of the brain following Etx exposure can be due to multiple factors like reduced blood flow, 
hypoxia and/or direct toxicity on various cell types within the brain.  

Clinical signs linked to Etx given intravenously to calves, lambs and kid goats are dose 
dependent and occur within minutes for calves and up to three hours in lambs [64,65]. For kids, 
either deprived or reared with colostrum by non-vaccinated dams, and given a 120, 185 or 250 mouse 
(M) LD50/kg body weight dose of Etx, clinical signs are evident in all within 95 minutes [64]. In 
this same study, weaned lambs (colostrum-reared from non-vaccinated dams) given a 120 or  
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250 MLD50/kg body weight dose of Etx show clinical signs within 170 minutes. These animals 
experience a myriad of symptoms involving labored breathing (i.e., foam-filled airways, alveolar 
edema, etc.), excited/exaggerated movements, intermittent convulsions, loss of consciousness and 
death. Additional signs of epsilon intoxication include elevated blood pressure, fluid in the lungs 
and brain congestion with edema [31,65]. There are remarkable histological differences between 
brain lesions in kids, calves and lambs. Perivascular leakage of protein is evident in lamb and calf, 
but not kid, brains; however, all of these animal types suffer from central nervous system distress 
post-Etx exposure.  

More natural than an intravenous injection of purified toxin, duodenal inoculation of Angora 
goats (12–14 kg kids) with either whole culture, culture supernatant or washed cells of  
C. perfringens type D leads to: (1) diarrhea (dark green and foul smelling containing bowel 
mucosa, fibrin and sometimes blood); (2) respiratory distress (lung edema and froth in trachea/bronchi); 
(3) glycosuria (although not a uniform response by all animals); and (4) central nervous system 
dysfunction (i.e., recumbency, bleating, convulsions and opisthotonos) [66]. Similar symptoms are 
also evident in lambs, minus diarrhea, pseudomembrane formation or any overt histological changes 
in the intestines [54,67]. In lambs there can be sudden death or neurological manifestations  
during acute disease that include struggling, opisthotonos, convulsions, lateral recumbency and 
violent paddling.  

Etx differentially affects sheep and goats, as the former have more overt brain effects (i.e., 
lesions) while the latter are more affected in the gut (i.e., diarrhea with structural damage to the 
colon, but not small intestine) [68]. Regarding the intestinal tract, transit time of digesta is 
approximately the same for goats and sheep; therefore, differences in susceptibility within this 
organ might include other factors such as protease types/concentrations within the intestinal lumen 
and/or cell-surface receptor densities on the mucosal epithelia [66]. Gross pathology of dose- and 
time-based experiments upon ligated ileal and colonic loops in goats and sheep show that the ileum 
is not affected by Etx; however, in the colon of either species the goblet cells are missing and there 
is an excess of mucus, leukocytes and sloughed epithelial cells into the lumen [69]. Colonic lesions 
are more severe in goats and the colonic loops of either species retain more water at two and four 
hours, vs. controls, post-Etx administration. There is also fluid volume change in toxin-treated ileal 
loops of goats, but minimally so in sheep (fluid evidenced only at four, but not two, hours 
following a maximum dose). Sodium efflux into the lumen may play a role in fluid accumulation 
within the ileum and colon, post-Etx exposure.  

4.1. Small Animal Models  

The mode of action for Etx in vivo involves ion imbalance, endothelial disruption and edema. A 
vicious cycle is established by the toxin within the digestive tract and includes increased intestinal 
permeability that promotes higher, circulating levels of toxin throughout the body [61]. To more 
deeply understand Etx, or any other toxin, it is necessary to develop economically feasible, readily 
reproducible laboratory models in vivo that often include small animals such as mice. Furthermore, 
results from animal models critically advance vaccine and therapeutic developments.  
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Various laboratories have published efforts involving different routes of murine intoxication by 
Etx. One laboratory reveals that an intravenous injection of Etx into mice (2–4 LD50) yields 
seizures within 60 minutes [70]. Excessive glutamate release is proposed to cause neuronal damage 
(cell death) targeting the hippocampus, particularly pyramidal cells.  

In mice injected intraperitoneally with sub-lethal/lethal doses of Etx, electron microscopy of 
brain reveals that within just 30 minutes the end-feet of astrocytes (cerebellum) begin swelling with 
evident damage to the capillary endothelium [71]. Cytoplasmic boundaries of Etx-affected 
astrocytes are not well defined and often ruptured. Neurons, relative to astrocytes, are not affected 
by the toxin in this model. Other noticeable changes elicited by Etx in the brain, over time, include:  
1 h post-toxin–vacuole formation in endothelial cells; 2 h post-toxin–more prominent blebbing 
from endothelial cells and rupturing of astrocytes; 3 h post-toxin–morphological changes in the 
capillary endothelium that include multiple vacuoles with organelle disintegration, as well as a 
shrunken nucleus in granule cells; 5 h post-toxin–a few neurons become mildly shrunk with some 
vacuole formation; and 24 h post-toxin (following multiple sub-lethal injections)–platelet 
aggregation, swelling of astrocyte end-feet corresponding to clear, perivascular spaces. Perhaps 
hypoxia linked to capillary damage affects more drastically cell types with relatively low levels of 
oxidative enzymes, such as astrocytes and granule cells. This extensive study by Finnie also points 
out that varying results from similar studies involving Etx-induced damage to the brain could be 
linked to fixation techniques: immersion vs. perfusion [71].  

One study with C. perfringens type D culture supernatants (late-log phase, n = 39  
disease-causing strains collected from the 1940s–present), injected intravenously into mice, shows 
that Etx is required for lethality [72]. Trypsin added to these Etx-containing supernatants further 
increases lethal potency, while an Etx-specific monoclonal antibody prevents lethality. There is no 
correlation between alpha toxin and perfringolysin O concentrations with lethality in this model. 
For unknown reasons, not all supernatants of type D strains (approximately five percent) tested 
positive for Etx in vitro, yet by definition each of these bacteria contain the toxin gene. Such 
findings of silent Etx genes clearly have implications upon diagnosis and taxonomy. These studies 
nicely mimic those subsequently done in sheep, goats and mice, revealing that a genetic knockout 
of Etx derived from a wild-type D strain (sheep isolate, CN1020) does not cause disease following 
intraduodenal injection [73]. Complementation of this mutant with the wild-type toxin gene 
generates a phenotype that elicits Etx-based disease. In this study, clinical signs of Etx-intoxication 
in mice include depression, ataxia, circling and dyspnea. Overall, the above results strongly suggest 
that clostridial vaccines meant to prevent enterotoxemia should target Etx as an antigen [72,73].  

An extensive study by Goldstein et al. shows that orogastric-administered Etx causes fluid 
accumulation in the murine ileum, with toxin binding preferentially throughout the villus, vs. crypt, 
surface [74]. Such a model is more cost-effective than large animal models (sheep and goats) for 
studying the intestinal/systemic effects of C. perfringens Etx. Interestingly, this same study reveals 
that Ussing chamber experiments of either mouse or rat ileum, incubated with Etx (8000 LD50 on 
mucosal surface for 60 minutes), does not disrupt transepithelial resistance. However, a similar 
experiment with basolateral application of toxin (30 LD50) shows damage within 40 minutes, likely 
disrupting tight junction gaps. Entry of toxin into the blood stream could facilitate this latter event.  
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In this same study, horseradish peroxidase (44 kDa) minimally passes from the intestinal lumen 
into the zonula occludens of murine loops injected with Etx, suggesting minimal intestinal damage 
from the mucosal surface [74]. Intravenously-injected Evans blue dye, which binds to plasma 
proteins, leaks into the intestinal lumen within three hours after Etx administration in intestinal 
loops. Microscopy of rat and mouse intestinal loops reveals minimal effects upon the epithelium, 
with some shrunken cells and debris. Apoptotic cells are evident and contain condensed, 
fragmented nuclei plus degenerated organelles. Mild edema exists in the lamina propia of some, but 
not all, intestinal loops from animals treated with Etx.  

Another study by Fernandez-Miyakawa et al. uses oral administration of Etx-producing  
C. perfringens type D (n = 10 strains given at 8 × 109 colony forming units (CFU)/mouse), leading to 
strain-dependent degrees of lethality (0%–100%) [75]. Seizures, hyper-excitability, depression, 
tubular necrosis of kidney and lung edema are signs of intoxication in these animals. Mice are 
passively protected by a monoclonal antibody against Etx, further suggesting a critical role of the 
latter in this model. However, there is no correlation between in vitro production (protein amounts) 
of Etx and lethality.  

4.2. Detection  

The classic mouse assay involving toxin neutralization with C. perfringens type-specific antisera 
is used less these days, given non-animal alternatives. Relatively large numbers of C. perfringens 
type D (104–107 CFU/mL) can be isolated from Etx-affected sheep, but such data for goats are 
lacking to our knowledge [1]. Use of ELISA technology for specifically detecting Etx in intestinal 
contents is evidently, to date, one of the best ways to confirm intoxication [6,76]. As an example, 
ELISA testing (commercial kit) of various body fluids in Merino lambs (n = 15), each inoculated 
intraduodenally with C. perfringens type D culture (300 mL; 200–800 MLD50 of Etx), reveals 
respective 92%, 64% and 57% detection rates of Etx (0.075 MLD50/mL detection limit) in the 
ileum, duodenum and colon [6]. Animals were euthanized upon showing severe clinical signs (two 
to 26 hours post-toxin administration), and all fluids immediately frozen at 20 °C until processed 
within two months. Etx is also detected in 7% of the pericardial and aqueous humor fluids, but not 
in abdominal fluid or urine. 

An extensive, ovine-based study by Uzal et al. assesses four techniques for detecting Etx  
(200–0.0075 MLD50/mL) spiked in intestinal contents, pericardial fluid and aqueous humor [76]. A 
capture ELISA format with intestinal contents, using polyclonal antibody (0.075 MLD50/mL detection 
limit) adsorbed to the plate well, is more sensitive than a monoclonal antibody capture ELISA  
(25 MLD50/mL), counter-immunoelectrophoresis (50 MLD50/mL) or toxin neutralization in mice  
(6 MLD50/mL). One major caveat with the polyclonal capture ELISA, counter-immunoelectrophoresis 
and mouse-lethal neutralization assays is that all use polyclonal antibodies against C. perfringens 
type D that could recognize antigens other than Etx. However, specificity of each assay is 
confirmed by using intestinal contents from sheep (n = 12) that died of causes other than Etx. 
Further studies using intestinal contents from goats with experimental or natural epsilon 
intoxication essentially confirm results from the spiked toxin experiments. Altogether, these results 
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and those from other laboratories reveal that a properly crafted ELISA can be an effective method 
for detecting various toxins of C. perfringens [6–9].  

A novel liquid chromatography–mass spectrometry technique uses immunoaffinity beads to 
initially concentrate Etx or protoxin from a complex matrix, such as serum or milk [10]. Detection 
limits of the assay are 5 ng/mL for either toxin or protoxin, and results are possible within four 
hours of sample processing. Mass spectrometry avoids cross-reactivity issues inherent in any 
antibody-based assay; however, ELISA and mass spectrometry do not determine whether the 
detected protein toxin is biologically active.  

Payne et al. discovered that a cell culture assay employing MDCK cells, purified Etx diluted in 
culture medium and specific neutralizing antibodies (monoclonal) against Etx correlates well with 
the mouse lethal assay [77]. Of the twelve different cell lines tested, the MDCK is the only one 
susceptible (~15 ng Etx/mL detection limit). The toxin-resistant cell lines are quite varied and 
include: (1) kidney (African green monkey, Vero and MA104; bovine, MDBK; rat, NRK-59F; 
porcine, LLC-PK1; feline, CRFK); (2) lung (rat, JTC-19); (3) neuronal (rat, B65); (4) B 
lymphocyte (human, B12); (5) intestinal epithelium (rat, IEC-6); and (6) monocyte/macrophage 
(murine, P388.D1). Readout involves inhibited metabolism of a viability stain (tetrazolium salt) by 
Etx-intoxicated cells, quantitated by spectrophotometry. Experiments are not reported using “dirty” 
field samples, such as intestinal contents, that can contain potential confounding factors. Various 
lines used in cell culture assays with various clostridial toxins, and neutralizing antibodies, have 
proven useful over time.  

In addition to established cell lines, freshly isolated human kidney cells (tubular epithelial) behave 
like MDCK cells following Etx, which includes blebbing and large complex formation [46,78]. 
Perhaps future in vitro studies that support discovery of therapeutics and vaccines for biodefense 
should use human, vs. canine, kidney cells?  

5. Management of Etx Intoxication: Therapy and Prophylaxis 

Effective vaccines against Etx (described below) are readily available for animal use, thus 
obviating the need for a therapeutic in susceptible populations given this prophylaxis. In fact, 
vaccines that target C. perfringens type D (in particular Etx) are common reagents used for 
managing sheep and goat herds around the world [54]. There is certainly nothing (therapeutic or 
vaccine) against Etx approved for human use at this time. Findings from different laboratories and 
various in vivo/in vitro studies suggest that therapy is possible. Perhaps a proteomics-based 
approach following Etx exposure can reveal even more interesting, and unique, host-based targets 
for therapeutic intervention? This has recently been done using mice given Etx intravenously, with 
subsequent analysis of select organs (i.e., brain and kidney), plasma and urine for differentially 
expressed proteins [79]. The study reveals 136 different proteins with altered expression, post-toxin 
exposure. Similar to staphylococcal enterotoxins and expansion of distinct Vβ-bearing T cells [80], 
unique patterns of up- and/or down-regulated proteins might be useful in the future for diagnosing 
epsilon intoxication. 

A murine-based study using brain slices incubated with Etx and Etx-specific antibody shows 
that the toxin binds preferentially to the cerebellum, particularly oligodendrocytes and granule  



149 
 

 

cells [81]. Current-clamp experiments with granule cells reveal that Etx decreases resistance, 
induces membrane depolarization and ultimately increases glutamate release. In addition to release of 
lactate dehydrogenase into the medium, incubation of primary-cultured granule cells with Etx 
causes membrane blebbing, rapid increase of intracellular calcium levels (within five minutes of 
toxin exposure) and glutamate release. Overall, these studies importantly provide a brain  
cell-specific target/assay in vitro for testing novel therapeutics. 

Related murine endeavors in vivo by Miyamoto et al. reveal that riluzole, a benzothiazole  
(234 Da) therapeutic for human amyotrophic lateral sclerosis that prevents presynaptic glutamate 
release, minimizes murine seizures as well as glutamate release induced by Etx [70,82]. These 
results occurred after an intraperitoneal dose of riluzole (16 mg/kg body weight) given 30 minutes 
before an intravenous dose (2 or 4 LD50) of Etx. However, the drug was evidently not used as a 
therapeutic (i.e., administered after toxin exposure). Experiments with rats also show that riluzole 
(8 mg/kg body weight), as well as glutamate antagonists MK-801 or CNQX (3 mg/kg body weight 
and 100 nmole, respectively), decrease hippocampus damage following intravenous injection of 
Etx (100 ng/kg body weight, a minimum lethal dose in rats) [70,82]. Etx-induced damage to the 
brain differs between rats and mice, as in rats the cortex and hippocampus (pyramidal cells) are 
most affected vs. the mouse cerebral cortex and granular layer of the cerebellum [82]. Overt effects 
of toxin in rats include upper body tremor, limb rigidity and muscular incoordination followed by 
hypotonus and paralysis. Perhaps varying susceptibility of brain regions between species may be 
linked to receptor densities, an aspect not clarified in subsequent literature to our knowledge. 

A small-molecule library (151,616 compounds) and high-throughput screening have also been 
used with a MDCK cell-based assay (384-well plates) for discovering novel therapeutics against 
Etx [83]. In this study, Lewis et al. ultimately found three, structurally-unique inhibitors that afford 
protection against Etx but do not prevent toxin binding or oligomerization. These inhibitors 
seemingly affect pore function and/or an unidentified co-factor important in Etx intoxication. Two 
of these compounds (N-cycloalkylbenzamide and furo[2,3-b]quinoline) protect cells using various 
criteria. One experiment used a constant concentration of inhibitor added concomitantly with 
increasing concentrations of Etx needed to kill 50 percent of the cells (CT50). A post-exposure 
experiment shows that addition of either compound (50 M) up to 10 minutes after toxin (25 nM) 
exposure is protective in vitro. Such results logically lead to efficacy studies in animals, yet to be 
done or at least published to our knowledge. Furthermore, these inhibitors are specific for Etx as 
the related A. hydrophila aerolysin is not inhibited in similar assays [83].  

Another therapeutic approach against Etx includes dominant-negative inhibitors. These  
protein-based therapeutics have been used for other oligomer-forming bacterial toxins produced by 
Gram-positive and Gram-negative pathogens such as Bacillus anthracis, Escherichia coli and 
Helicobacter pylori [84–86]. Dominant-negative proteins are a recombinantly-attenuated version of a 
toxin generated by peptide deletion or amino acid substitution(s). Integration of a dominant-negative 
protein(s) into a wild-type toxin complex in solution or on a cell surface generates a non-functional 
toxin oligomer. Two dominant-negative inhibitors for Etx have been created via cysteine 
substitutions of isoleucine 51/alanine 114 or valine 56/phenylalanine 118 [87]. These particular 
paired mutations facilitate an intramolecular disulfide bond, restrict toxin insertion into the 
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membrane and cause oligomer dysfunction (decreased heat/detergent stability plus poor pre-pore to 
pore transition) that ultimately inactivates Etx in vitro. Although used only as an Etx inhibitor  
in vitro (MDCK cells), dose-dependently effective at a 1, 2, 4 or 8 (wild-type toxin):1 (dominant 
negative) mole mixture, these unique constructs should perhaps be tested in vivo for therapeutic 
and vaccine potential. 

Additional studies in mice show that the epsilon protoxin delays time to death when given 
intravenously before activated toxin. Protection presumably occurs by competitive occupation of  
cell-surface receptors, namely in the brain, by the protoxin [56]. These data further suggest the 
feasibility of a receptor-targeted approach for prophylaxis/therapy. In fact, Buxton had discovered 
many years prior to these studies that a formalin toxoid of the protoxin protects mice up to 100 minutes 
after Etx exposure [88]. These collective results indeed make sense as the protoxin and toxin share 
the same binding site and dissociation constant (Kd ~ 4–6 nM) on MDCK cells [89]. Plasma 
membrane integrity plus an unidentified O-linked glycoprotein are important for toxin binding, as 
determined by detergent solubilization, pronase or lectin pretreatment of cells. The detergent type 
(Triton X-100, sodium deoxycholate or sodium cholate), concentration and temperature also affect 
toxin binding. The latter results suggest cryptic receptors naturally hidden by membrane protein(s), 
lipid(s) and/or carbohydrate(s). This same study shows that Etx targets the distal and collecting 
tubules, but not those proximal, in cryosectioned mouse kidneys [89]. To date, work with receptor 
antagonists other than the epsilon protoxin have evidently not been pursued (at least published) by 
various laboratories. 

Identifying a toxin’s cell-surface receptor and understanding how toxin molecularly interacts 
with it can be very useful in formulating receptor-based therapies. The latter include toxin-binding 
antagonists and therapeutic targeting of susceptible cell populations throughout the body. Early 
receptor-binding studies employing radio-iodinated Etx reveal a heat-labile sialoglycoprotein, as 
pretreatment of rat synaptosome membranes with heat (70–80 °C for 10 minutes), neuraminidase, 
lipase or pronase effectively reduces saturable binding of the toxin [90]. The Kd values of Etx 
binding to rat brain homogenates and synaptosomal membrane fractions are 2.5 and 3.3 nM, 
respectively, thus very similar to Kd values in kidney cells [89,90]. Furthermore, a snake-venom 
presynaptic neurotoxin (beta-bungarotoxin from the many-banded krait, Bungarus multicinctus) that 
blocks acetylcholine release dose-dependently decreases binding of Etx, suggesting a common 
receptor for these protein toxins from diverse organisms [90]. However, the presynaptic neurotoxin 
produced by C. botulinum type A had no effect upon binding of Etx. Furthermore, sialidase  
pre-treatment of kidney cells and synaptosomes suggests different receptors for Etx [48,90]. 

Unique studies involving gene-trap mutagenesis show that hepatitis A virus cellular receptor  
1 (HAVCR1) is a receptor, or co-receptor, for Etx in MDCK cells [91,92]. It is also possible that 
HAVCR1 promotes Etx-induced: (1) intracellular signaling due to toxin binding or increased ion 
flow; and/or (2) protein-protein interactions (i.e., homo-oligomer formation). There are eight other 
proteins, including sphingomyelin synthase 2, that when not expressed lead to varying cell 
resistance towards Etx [91]. These results suggest that multiple cell factors play a role during epsilon 
intoxication; however, HAVCR1 is the only protein consistently linked to increased expression and 
Etx susceptibility in other cell lines. 
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The natural role of HAVCR1 (also known as KIM-1, Kidney Injury Molecule-1) involves  
T-regulatory cells and maintaining immunological balance throughout the body. HAVCR1 is a 
class I, integral-membrane, O-linked glycoprotein containing multiple isoforms varying within a 
mucin-like domain containing multiple glycosylation sites. The 100, but not 90, kDa variant of 
HAVCR1 binds Etx, perhaps due to increased length of the extracellular, mucin-like domain 
containing approximately 57 glycosylation sites [91]. Domain I tyrosines (residues 29, 30, 36, 196) 
on Etx are surface-accessible and contribute to toxin binding to HAVCR1 [34,92]. Replacement of 
any of these tyrosines with glutamic acid yields a non-toxic protein unable to bind cells (MDCK), 
yet these molecules possess a similar circular dichroism (CD) spectrum and resistance to trypsin 
digestion as the wild-type toxin. In contrast, mutagenesis of tyrosines 16 and 20, or phenylalanine 
37 does not decrease epsilon cytotoxicity. Replacement of phenylalanine 199 with glutamic acid 
yields a non-toxic protein with a unique CD spectrum, suggesting conformational differences vs. 
wild-type toxin. Although recent studies with Etx and HAVCR1 are intriguing, further studies must 
be done to more clearly understand the intimate interactions between these molecules. 

A subsequent, and contrasting, study by Bokori-Brown et al. interestingly suggests that 
aforementioned tyrosines 29, 30, 36 and 196 (when individually changed to alanine) do not play  
a role in binding/cytotoxicity of ACHN cells, in contrast to MDCK cells [92,93]. Such findings 
might suggest an alternative receptor(s) exploited by Etx, perhaps mediated by a beta-octyl-glucoside 
binding site within domain III. It is also quite possible that replacement of these tyrosines with an 
electroneutral alanine, vs. an electronegative glutamic acid, is too subtle of a change. Cumulative 
data from different laboratories indeed make this aspect of understanding epsilon intoxication 
complex and clearly unresolved to date. 

As stated earlier, Etx is primarily of veterinary concern and vaccines are used in the field [94–96]. 
Before the use of commercial vaccines against C. perfringens type D (Etx), more lambs died from 
enterotoxemia than all other diseases combined [94]. Lambs from ewes vaccinated three to four 
weeks before parturition have higher passive antibody titers against Etx vs. lambs from ewes 
vaccinated six weeks before parturition. Ewe-derived antibodies can evidently protect lambs up to 
twelve weeks of age. Recommendations that lambs be vaccinated twice before six weeks of age, 
regardless of ewe vaccination status, are evidently not warranted [94]. From a cost/benefit 
perspective, lambs marketed by five months of age may not need vaccinations if ewes are 
appropriately vaccinated against clostridial enterotoxemia [94].  

Parenteral hyperimmune sera can also generate passive protection for three to four weeks in 
weaned lambs [97]. However, animals showing clinical signs of epsilon intoxication cannot be 
saved by anti-toxin. Colostrum (bovine) containing anti-Etx antibodies, following multiple 
immunizations with a clostridial multicomponent vaccine, can also provide protection (circulating 
antibody) against Etx when fed to lambs within 48 hours of birth [98]. This antibody–rich product 
can be particularly useful for weak and/or orphaned lambs, as well as stored in relatively large 
quantities for long periods at 20 °C. It is also possible that a monoclonal antibody targeting a 
critical epitope, like the membrane insertion region of Etx, could be a better characterized, purified 
therapeutic vs. a heterogeneous population of antibodies in serum or colostrum [99,100]. 
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Antibodies generated by either active or passive immunization can effectively thwart C. 
perfringens Etx, when timely present.  

Human and animal vaccines have been quite effective over time against various diseases. 
However, many veterinary vaccines, such as those against C. perfringens (or other bacterial 
pathogens) and associated toxins, are frequently formaldehyde toxoids of culture filtrates that may 
also contain whole cells [101]. Although these vaccines can be efficacious and relatively 
inexpensive, they are typically too crude for human use [102]. Current veterinary vaccines 
containing epsilon toxoid can vary in protective efficacy [95]. This latter study tested seven 
commercially available, epsilon-toxoids available in Brazil and remarkably found only two of 
sufficient potency. Clearly, quality control can vary greatly which ultimately affects the bottom 
line: protection against disease. 

The vaccination schedule to counter epsilon enterotoxemia varies too, depending upon the 
animal species [96]. Two doses, containing aluminum hydroxide adjuvant, are usually given two to 
six weeks apart and then followed by an annual (sheep) or quarterly (goat) boost. Evidently 
immunoreactivity (antibody titers and duration) towards Etx-based vaccine is less in goats vs. 
sheep. An attempt to remedy this problem involved a specific study in goats, comparing liposome- 
vs. aluminum hydroxide- based vaccines (three doses at three week intervals) of epsilon toxoid [96]. 
The latter proved much more superior. In fact, the liposome-based vaccine did not elicit a significant 
antibody response towards epsilon toxoid. In animals, and likely humans too, an efficacious vaccine 
against Etx will probably not be a “one and done” that generates lasting protection. 

In contrast to relatively crude (multiple antigen) vaccines for Etx, recombinant technology can 
be helpful in many ways towards a better vaccine. The gene for Etx was first successfully cloned, 
sequenced and expressed in 1992, making subsequent work possible [103]. As one example, 
recombinant E. coli expressing Etx that is then inactivated by 0.5% formaldehyde at room 
temperature for 10 days can evidently be used as a cost-effective vaccine [95]. This vaccine can be 
administered at a much lower protein concentration (0.2 mg/dose) than current, chemically-detoxified 
epsilon toxoids derived from crude cultures of C. perfringens [95]. The standard recommendation 
by the National Institute for Biological Standards and Control (United Kingdom) is 9.2 mg of 
native Etx per dose. This latter study used a 1:1 emulsion of toxoid (0.2 mg/dose):aluminum 
hydroxide (2.5%–3.5%) for vaccination of goats, sheep and cattle [95]. Use of a more purified 
vaccine also affords easier quality control. A human vaccine against Etx will likely involve 
chemically (i.e., formaldehyde) or recombinantly (i.e., mutation of critical residues needed for 
receptor binding and/or oligomerization) detoxified versions of purified protein.  

In regards to recombinant-based attenuation, replacement of just one amino acid (histidine 106) 
with proline results in a non-toxic form of Etx (H106P) when tested by MDCK cytotoxicity and 
mouse lethality [104]. In contrast, a serine or alanine replacement of histidine 106 does not eliminate 
toxicity. The H106P protein (0.27 nmole/mouse given intraperitoneally with Freund’s incomplete 
adjuvant) affords vaccine-based protection against 1000 LD50 of intravenous, wild-type toxin.  

Further vaccine refinement, with minimal risk of aforementioned toxicity, involves use of a 
linear, B-cell epitope (amino acids 40–62 of Etx) linked to a carrier molecule (E. coli heat-labile 
toxin B subunit) [105]. In theory this could be useful, but a small protein fragment may adopt an 



153 
 

 

unnatural conformation (vs. that found on native protein) and subsequently elicit antibodies that 
don’t readily bind native protein. This particular study did not determine if this construct elicits 
protective antibodies in an animal model for epsilon intoxication. In our opinion, replacement of 
select amino acids involved in a critical step during the intoxication process (i.e., cell binding, 
oligomerization, etc.) typically does not grossly alter native conformation and thus represents a 
better vaccine strategy offering multiple epitopes to the immune system.  

6. Conclusions  

C. perfringens is one of the most “toxic” bacteria known, using different protein toxins in 
different ways to perpetuate itself. Many of these toxins are commonly linked to various diseases in 
many mammalian species. In particular, the Etx has been studied by various groups and is 
primarily a veterinary concern for some large animals. Vaccines of varying quality are available to 
combat epsilon enterotoxemia, for veterinary use only. A human equivalent for biodefense is not 
commercially available. As a therapeutic or prophylactic for humans, toxin-specific immunoglobulins 
might be helpful following nefarious application of Etx. Clearly, there is much more to learn 
regarding Etx, how it works and how to protect against it. Such knowledge goes a long way 
towards bettering the lives of animals and humans. 
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Recent Insights into Clostridium perfringens Beta-Toxin 

Masahiro Nagahama, Sadayuki Ochi, Masataka Oda, Kazuaki Miyamoto, Masaya Takehara 
and Keiko Kobayashi 

Abstract: Clostridium perfringens beta-toxin is a key mediator of necrotizing enterocolitis and 
enterotoxemia. It is a pore-forming toxin (PFT) that exerts cytotoxic effect. Experimental 
investigation using piglet and rabbit intestinal loop models and a mouse infection model apparently 
showed that beta-toxin is the important pathogenic factor of the organisms. The toxin caused the 
swelling and disruption of HL-60 cells and formed a functional pore in the lipid raft microdomains 
of sensitive cells. These findings represent significant progress in the characterization of the toxin 
with knowledge on its biological features, mechanism of action and structure-function having been 
accumulated. Our aims here are to review the current progresses in our comprehension of the virulence 
of C. perfringens type C and the character, biological feature and structure-function of beta-toxin. 

Reprinted from Toxins. Cite as: Nagahama, M.; Ochi, S.; Oda, M.; Miyamoto, K.; Takehara, M.; 
Kobayashi, K. Recent Insights into Clostridium perfringens Beta-Toxin. Toxins 2015, 7, 396-406. 

1. Introduction 

Clostridium perfringens is a gram-positive, rod-shaped bacterium. This organism is an anaerobic 
microorganism, but not a strictly anaerobic bacteria. C. perfringens strains elaborate four major 
toxins, named alpha-, beta-, epsilon- and iota-toxins, which have lethal, necrotic and cytotoxic 
activities, among others, and are categorized into five groups (types A to E) [1–5]. C. perfringens 
strains are known to be correlates with a variety of infectious disease: myonecrosis in humans and 
animals is due to type A strains, type B strains cause lamb dysentery, type C strains are associated 
with necrotizing enterocolitis (e.g., Darmbrand and Pig-bel), type D strains are correlated with 
enterotoxemia of sheep, and type E strains are the cause of enterotoxemia in calves and lambs. 
Individual major toxins have been considered to be an essential pathogeic agent in these diseases.  
C. perfringens type C, which produces alpha- and beta-toxin, causes hemorrhagic serious ulceration 
or mucous necrosis of the small bowel in humans, swine, and cattle [3–5]. Beta-toxin is appreciated 
to be the aetiological factor in necrotizing enterocolitis caused by type C strains [3–5].  

Beta-toxin belongs to a -pore-forming toxin family, which includes Staphylococcus aureus  
alpha-toxin, leukocidin, and gamma-toxin [5–7]. Cell lines that are susceptible to this toxin have 
been found. In addition, knowledge on its biological features, pathogenic role and action mechanism 
of beta-toxin has also been pooled. This review outlines recent knowledge on this issue and deals 
with the mechanism of beta-toxin. 

2. Pathogenesis of C. perfringens Type C 

Beta-toxin is elaborated by C. perfringens type B and C strain isolates and is the essential 
pathogenic agent of necro-hemorrhagic enteritis induced by C. perfringnes type C [4–7]. C. perfringens 
type C strain isolates also induce lethal infections ranging from necro-hemorrhagic enterocolitis to 
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enterotoxemia in pigs, cattle, sheep and goats, mainly in neonatal animals of numerous domestic 
animal species, in which the organism propagates in the small bowel and elaborates toxins [4,8,9]. 
Even though mature animals can contract such illness, they most often occur in the young  
animals [10]. Piglets are highly sensitive to type C infectious diseases [11,12], although similar 
infections occur in newborn calves [13], lambs [14] and goats. During periods of a type C infection, 
necro-hemorrhagic enteritis can be extensive, following incorporation of beta-toxin from the small 
bowel into the systemic circulation. Neurological symptoms such as tetanic contraction and 
opisthotonos have been recognized in those animals prior to death [4], suggesting the related 
neurological symptoms are attributed to toxins that are elaborated in the bowels but then uptaked into 
the circulation to influence viscera such as the brain. In naturally occuring necro-hemorrhagic 
enteritis in piglets, beta-toxin was shown to bind to vessel endothelial cells in the enteric  
mucosa [15,16]. In unvaccinated herds, the mortalities can reach 100%, causing significant economic 
losses [4,9]. 

In humans, strains of type C induce food-borne necrotizing enterocolitis (also named as 
Darmbrand or Pig-bel), which is an endemic disease in the Highland of Papua New Guinea [17,18]. 
The human-type infection is historically most strongly related to the Highland of Papua New Guinea, 
where it is recognized as Pig-bel and occurs in individuals after the ingestion of insufficiently cooked 
pork during certain ritualistic ceremonies [17,19]. Affected individuals with Pig-bel in Papua New 
Guinea present with serious bloody diarrhea, abdominal pain, distension and emesis. Surgical 
excision of necrotic tissues of the intestine is the last way to save patients. As Pig-bel in Papua New 
Guinea results from an increased consumption of pork, it is proposed that the illness is related to the 
intake of a high-protein food. More specifically, an essential agent in the severity of the disease is 
thought to be a change from a low-protein food (based on “kaw kaw”, sweet potato containing trypsin 
inhibitors that contribute to preservation of the protease-labile beta-toxin in Papua New Guinea) to a 
high-protein food. Low-protein ingestion for long periods generally appears to amount to chronic 
protein nutritional deficiency in peoples. As such, it is assumed that the circumstance in Germany 
just after World War II [18] was equal to that in Papua New Guinea. It is suggested that the 
abovementioned condition may be associated with an enteric canal mainly conditioned to  
a vegetarian diet unexpectedly being confronted with animal protein-rich diet [20]. Prior to 
vaccination campaign undertaken during 1970s and 1980s, type C-induced necrotizing enterocolitis 
was the most common etiology for death in children over the age of one in the Highlands of Papua 
New Guinea [17–21].  

Necrotizing enterocolitis caused by type C isolate is marked by mucosal necrosis influencing 
several regions of the proximal jejunum, which was validated by the endoscopic examinations 
observed in several cases. Necrotizing enterocolitis associated with type C isolates has been 
published in some countries [22–25]. A study of ten sporadic cases (five male, five female) indicated 
that the mean age was 43.1 years (12 to 66) [25]. Four patients died, showing a high death rate.  
Six patients had insufficiently controlled or nontreated diabetes, which could be associated with 
morbidity of infectious diseases, delayed gastric emptying and reduced intestinal mobility. Early 
manifestations were bloody diarrhea in three cases and abdominal pain in seven cases. Diets that had 
been taken by the affected individuals were of animal source in three cases, seafood in two cases, 
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turkey or chicken in two cases, food of vegetable source in one case, and none in two cases, indicating 
that there were no particular associations with particular foodstuffs [25]. The small intestine was 
influenced in eight cases and the colon in two cases. The infectious disease manifestations varied 
depending upon the term of illness and its seriousness, but general observations were mucosal 
necrosis with or without the formation of pseudomembrane, emphysema, and bleeding of the 
submucosal tissue [25]. Many toxins produced by bacteria were probably related to the mucosal 
necrosis. The alpha-toxin has phospholipase C and sphingomyelinase activities that destroy cell 
membranes by cleaving phosphatidylcholine and sphingomyelin. The beta-toxin causes transmural 
intestinal necrosis [25]. The risk factors for progression to this infectious disease contain decreased 
production of trypsin responsible for an inadequate protein food or pancreatic disease and the 
ingestion of diets containing an enrichment of trypsin inhibitor. Individually, these risk factors play 
a role in persistence of toxin in the alimentary tract during infection of type C. Spontaneous  
C. perfringens type C-induced necrotizing enterocolitis in humans showed acute, deep necrosis of 
the enteric mucosa accompanied with acute necrosis of blood vessel and severe hemorrhage in the 
submucosa and lamina propria. The disease is also raised in diabetic subjects. Immunohistochemical 
studies of tissue samples from a diabetic patient who died of necrotizing enterocolitis showed 
endothelial binding of the toxin in enteric lesion sites [25]. 

The administration of the toxoid type C filtrates containing of beta-toxin to Papua New Guinea 
tribes people resulted in a dramatic decrease in the frequency of necrotizing enterocolitis [26,27]. 
Springer and Selbitz [28] also reported that vaccination of sows with C. perfringens type C  
toxoid-containing vaccine and simultaneous treatment of a penicillin antibiotic preparation in piglets 
results in a marked decrease in piglet losses. Furthermore, we showed that immunization with the 
oligomer of the toxin, the inactive conformation, rescued mice from an intraperitoneal admistration 
with a culture filtrate of type C strains derived from Pig-bel patients [5]. Previous vaccination with 
an inactivated crude toxin preparation gained from culture filtrates of type C strains also protected 
against the development of the disease [1]. On the occasion of agricultural domestic livestock, 
immunization against type C enterocolitis is generally proposed in order to avoid destructive  
losses [4,20]. Beta-toxin is largely responsible for the mortality of type C infections, but we 
understand very little about its mode of action or the sensitive cell types. Several groups recently 
reported recombinant attenuated beta-toxin vaccines. Recombinant beta-toxoid produced by E. coli 
showed the elicitation of protective antitoxin antibody in rabbits [29]. Salvarani et al. [30] also 
reported that C. perfringens recombinant alpha-toxoid and beta-toxoid can be regarded as candidates 
for the establishment of a vaccine against C. perfringens type C. Recently, Bhatia et al. [31] reported 
that recombinant B-subunit of E. coli heat labile enterotoxin-putative B-cell epitope of beta-toxin 
(140–156 amino acid residues) fusion protein is a potential vaccine candidate against beta-toxin. 

3. Evidence for the Involvement of Beta-Toxin 

Current experimental investigations employing rabbit intestinal loop model and mice oral or 
intestinal inoculation models apparently showed that beta-toxin is the important pathogenic agent of 
type C strains, as described by usage of purified beta-toxin or isogenic null mutants of type C  
isolates [32–34]. As type C isolates typically produce alpha-toxin, beta-toxin and perfringolysin O, 
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the McClane group evaluated the roles of these toxins to the pathogenesis of type C disease using 
single and double isogenic toxin null mutants of type C disease isolate CN3685 [32,35–38]. In rabbit 
intestinal loops, inoculation of wild-type CN3685 induced necrosis of villous tip, which showed that 
there was early intestinal epithelial injury. On the other hand, the cpb null mutant induced neither 
intestinal necrosis nor accumulation of bloody fluid in rabbit intestinal loops [33]. Additionally, 
complementing the cpb null mutant to recover beta-toxin production notably elevated intestinal 
pathogenesis. On the other hand, a double mutant of CN3685 that did not produce alpha-toxin or 
perfringolysin O retained sufficient virulent in rabbit ileal loops. Furthermore, in the presence of 
trypsin inhibitor, beta-toxin induced bloody fluid accumulation in rabbit ileal loops. In the mouse 
model, wild-type CN3685 was 100% lethal, yet an isogenic cpb null mutant showed largely decreased 
lethality. In the meantime, an isogenic CN3685 double mutant failed to produce alpha-toxin or 
perfringolysin O exhibited only a modest reduction in lethality. Gurtner et al. [15] showed endothelial 
localization of beta-toxin in acute lesion sites of spontaneously developing necrotizing enterocolitis 
in piglets. Furthermore, anti-beta-toxin antibody blocked the intestinal pathogenesis of wild-type 
CN3685 [32]. Purified beta-toxin produced the intestinal injury of wild-type CN3685, and this 
damage was protected by anti-beta-toxin antibody [15]. Taking these finding together, the above 
studies suggest that beta-toxin plays a crucial role in the pathogenesis of type C isolate. 

Naturally occurring C. perfrigens type C enteritis in piglets showed binding of beta-toxin to 
vascular endothelial cells in lesion sites of necrotizing enterocolitis, which suggests that beta-toxin 
could cause vascular necrosis, hemorrhage and then hypoxic necrosis [39]. In a neonatal piglet jejunal 
loop model, beta-toxin was recognized in microvascular endothelial cells in intestinal villus during initial 
and development stages of lesion sites caused by C. perfringens type C enteritis, indicating that  
beta-toxin-caused endothelial injury is closely correlated with the initial stage of C. perfringens type 
C infection [40,41]. A direct binding between beta-toxin and endothelial cells might induce vascular 
necrosis and target destruction of endothelial cells, contributing to the virulence of necrotizing 
enterocolitis [15,16]. 

4. Beta-Toxin Gene and Regulation of Expression 

C. perfringens type B and C strain isolates carry the cpb gene. The beta-toxin gene exists in large 
plasmid DNAs in C. perfringens that also include the insertion sequence IS1151 [42,43]. Type B 
isolates contain either 65-kb or 90-kb cpb-encoding plasmids [44,45]. Type C strains are known to 
carry the beta toxin-coding gene on some plasmids ranging from ~65 to ~110 kb [45,46]. 

Vidal et al. [38] reported that many type C strains produce alpha-toxin, beta-toxin and 
perfringolysin O much more rapidly upon close interact with human intestinal Caco-2 cells than 
during their in vitro growth without these cells. Quick Caco-2 cell-caused up-regulation of the 
production of beta-toxin participates in the VirS/VirR two-component system, since increased in vivo 
transcription of the cpb and pfoA genes is inhibited by inactivating the virR gene. This is regained 
upon complementation to recover virR expression [35]. Moreover, this two-component system was 
shown to be needed for type C strain CN3685 to induce the production of beta-toxin in vivo and 
cause either enterotoxemia or necrotizing enteritis in experimental animal models [35]. Therefore, the 
quick Caco-2 cell-caused toxin production denotes the host cell:pathogen crosstalk influencing 
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production of toxin, which controls VirS/VirR [38,45]. C. perfringens contains a chromosomal operon 
with partly homology to the S. aureus operon coding components of the accessory gene regulatory 
(Agr) quorum-sensing system [45]. A recent study showed that the Agr-like quorum sensing  
system modulates the elaboration of beta-toxin and is needed for CN3685 to induce necrotizing 
enterocolitis [36]. In particular, by employing agrB null mutants and their complemented mutants, it 
was shown that the Agr-like quorum sensing system is necessary for CN3685 to induce intestinal 
damage in experimental animal models [36]. The dependence of CN3685 pathogenesis on the  
Agr-like quorum sensing system was demonstrated, in part, to be associated with the system’s 
regulation of enteric beta-toxin elaboration [36]. 

5. Characterization of Beta-Toxin 

Beta-toxin is a 34,861 Da protein, with the gene that encodes it being localized on virulence 
plasmids in C. perfringens [46]. The toxin is dermonecrotic and lethal, but non-hemolytic. Beta-toxin 
is extremely labile and highly sensitive to thiol group reagents and proteases [5,47,48]. The toxin 
(monomer) easily changes into the non-toxic oligomer in buffer [5]. Thereby, the beta-toxin-evoked 
pathogenesis can only occur under specific conditions. 

Beta-toxin is remarkably related at the amino acid levels to pore-forming toxins produced  
by Staphylococcus aureus: the A and B components of gamma toxin (22% and 28% similarity), 
alpha-toxin (28% similarity), and the S and F components of leukocidin (17% and 28%  
similarity) [5,49]. S. aureus alpha-toxin forms heptameric oligomer and inserts itself into cell 
membranes, leading to formation of functional pore [49]. The alpha-toxin is the archetype of a family 
member of those toxins with membrane-injuring activity. The above mentioned sequence similarity, 
thus, suggests that beta-toxin is also a member of pore-forming toxins [49–51]. Sakurai et al. [47,52] 
showed that beta-toxin activity is inhibited by sulfhydryl group-reactive reagents. This toxin has one 
cysteine residue at position 265, but the substitution of Cys-265 with Ser or Ala did not influence its 
activity [53]. However, the replacement of Cys-265 with a bulky side chain reduced its activity. 
Furthermore, replacement of residues (Y266, L268 and W275) in the vicinity of Cys-265 resulted in 
a complete loss of lethal activity [53]. These results suggest that the area near the Cys-265 in the 
toxin is needed for binding to this toxin’s receptor or formation of oligomer. Although the  
structure-activity relationship of beta-toxin has remained unclear, an early site-directed mutagenic 
study reported that the receptor-binding site of the toxin may be present in its C-terminal region [51]. 

6. Mechanism of Action of Beta-Toxin 

After beta-toxin was administered intravenously into rats, an elevation in blood pressure and a 
reduction in heart rate were concomitantly recognized [54,55]. Beta-toxin attacks on the autonomic 
nervous system control and then causes arterial contraction by the liberation of catecholamines, so it 
elevates the blood pressure. When injected into the skin of mice, the toxin induces dermonecrosis 
and edema. We previously described that beta-toxin causes the liberation of substance P,  
an agonist of tachykinin NK1 receptor, which is involved in the subsequent neurogenic plasma 
extravasation [56]. Furthermore, substance P liberated by the beta-toxin from sensory neurons causes 
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the liberation of TNF- , and these agents are responsible for plasma extravasation [57]. These results 
indicate that beta-toxin directly or indirectly attacks the central and the peripheral nerves. 

The Pothaus group revealed the binding of the toxin to intestinal endothelial cells in naturally 
infected pigs, a human, and in experimental pig models [39,41]. Furthermore, beta-toxin was shown 
to be extremely virulent to primary porcine and human endothelial cells and caused acute cell  
death [15,16]. Hence, it appears that a direct action of beta-toxin on endothelial cells in the bowel 
plays a role in the virulence of intestinal damage caused by C. perfringens type C strains. Beta-toxin 
was also found to cause necrosis in porcine endothelial cells [58]. Incubation of these cells with  
beta-toxin resulted in the typical biochemical and morphological behaviors of cells that had died due 
to necrotic cell death. Beta-toxin-caused necrosis included stimulation of the cell signaling events 
participating in calpain activation [58]. 

Steinthorsdottir et al. [59] found that beta-toxin formed an oligomeric complex on human 
umbilical vein endothelial cells. This toxin is known to shift readily to a multimeric form in vitro. 
The Tweten group [60,61] reported that beta-toxin could form potential-dependent, cation-selective 
channels in planar lipid bilayers composed of phosphatidylcholine and cholesterol (1:1). The pore 
sizes were determined to be approximately 12 Å in diameter, indicating that the toxin is an 
oligomerizing, pore-forming protein toxin. Beta-toxin causes swelling and disruption of the human 
leukemic HL-60 cell line [62]. Given that the incubation of cells with the beta-toxin caused the 
concurrent incorporation of Ca2+, Na+ and Cl  into them, and that the toxin-caused Ca2+ incorporation 
and swelling were strikingly inhibited by polyethylene glycols 600 and 1000, it seems likely that the 
morphological alterations in the cells caused by the beta-toxin is caused via functional pores formed 
by the toxin in the cell membrane [62]. We reported that beta-toxin formed an oligomeric pore of 
228 kDa, which is related to its cytotoxic effect, in lipid raft microdomains of HL-60 cells [62]. 
Methyl-beta-cyclodextrin, an agent involved in the selective encapsulation of membrane cholesterol, 
inhibited beta-toxin binding to lipid raft microdomains and cytotoxicity caused by the toxin. 
Additionally, the treatment of liposomes with beta-toxin induced the oligomer formation of the  
228 kDa of the toxin in liposomal membranes and the release of carboxyfluorescein from them. It 
seems likely that the complex of 228 kDa is a pore, showing that beta-toxin easily forms an oligomer 
as a functional pore in plasma membranes [62]. From these observations, it is clear that the toxin 
binds to specific receptors located principally in the lipid raft microdomains of HL-60 cells, forms 
functional pores in these rafts and causes cytotoxicity. We also reported that beta-toxin induce cell 
death of five human hematopoietic tumor cell lines (HL-60, U937, THP-1, MOLT-4 and  
BALL-1) [63]. U937 and THP-1 were highly susceptible to beta-toxin compared with HL-60. We 
further indicated that the toxin bound preferentially to susceptible cells. We showed that the toxin 
acts on various immune cells. Potassium efflux by the toxin in THP-1 cells caused the phosphorylation 
of p38 MAP and JNK kinases. This stimulation was not necessary for the toxin-caused cell death; 
partly, it was a stress reaction to beta-toxin for survival of cells, indicating that the MAP  
kinase-signaling cascade plays an important role in the protection from beta-toxin-induced 
cytotoxicity on THP-1 cells [63]. 
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7. Conclusions 

Beta-toxin produced by C. perfringens types B and C is known as the major virulence agent of 
necrotizing enterocolitis and enterotoxemia in humans and animals. Beta-toxin formed a functional 
pore of 228 kDa, which is associated with its cytotoxicity, in the lipid raft microdomains of sensitive 
cells. Additional study of the mode of action of beta-toxin has provided great insights into the 
implementation of new preventive strategies and the discovery of novel treatments. Our 
comprehension of the effect of beta-toxin in virulence of type C infectious disease is restricted, but 
the identification of its action mechanism should confer a basis for further investigation that may 
clarify its effect at the molecular and cellular levels and its predominant contribution to virulence. 
Elucidation of the accurate association of toxins with specific receptor would permit to design 
specific pharmacological inhibitors or to generate toxin molecules with modified specificity. Some 
progress has been made in developing vaccines against beta-toxin. Vaccines of varying quality are 
available to combat type C infection, for animals and humans use. Clearly, there is much more to learn 
regarding beta-toxin, how it works and how to protect against it. 
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Binding Studies on Isolated Porcine Small Intestinal  
Mucosa and in vitro Toxicity Studies Reveal Lack of  
Effect of C. perfringens Beta-Toxin on the Porcine  
Intestinal Epithelium 

Simone Roos, Marianne Wyder, Ahmet Candi, Nadine Regenscheit, Christina Nathues,  
Filip van Immerseel and Horst Posthaus 

Abstract: Beta-toxin (CPB) is the essential virulence factor of C. perfringens type C causing 
necrotizing enteritis (NE) in different hosts. Using a pig infection model, we showed that CPB targets 
small intestinal endothelial cells. Its effect on the porcine intestinal epithelium, however, could not 
be adequately investigated by this approach. Using porcine neonatal jejunal explants and 
cryosections, we performed in situ binding studies with CPB. We confirmed binding of CPB to 
endothelial but could not detect binding to epithelial cells. In contrast, the intact epithelial layer 
inhibited CPB penetration into deeper intestinal layers. CPB failed to induce cytopathic effects in 
cultured polarized porcine intestinal epithelial cells (IPEC-J2) and primary jejunal epithelial cells.  
C. perfringens type C culture supernatants were toxic for cell cultures. This, however, was not inhibited 
by CPB neutralization. Our results show that, in the porcine small intestine, CPB primarily targets 
endothelial cells and does not bind to epithelial cells. An intact intestinal epithelial layer prevents 
CPB diffusion into underlying tissue and CPB alone does not cause direct damage to intestinal 
epithelial cells. Additional factors might be involved in the early epithelial damage which is needed 
for CPB diffusion towards its endothelial targets in the small intestine. 

Reprinted from Toxins. Cite as: Roos, S.; Wyder, M.; Candi, A.; Regenscheit, N.; Nathues, C.;  
van Immerseel, F.; Posthaus, H. Binding Studies on Isolated Porcine Small Intestinal Mucosa and  
in vitro Toxicity Studies Reveal Lack of Effect of C. perfringens Beta-Toxin on the Porcine Intestinal 
Epithelium. Toxins 2015, 7, 1235-1252. 

1. Introduction 

The anaerobic, Gram-positive, spore-forming bacterium C. perfringens causes different  
diseases in humans and animals, such as septicemia, myonecrosis, enterotoxemia, food poisoning 
and enteritis [1]. Classification into five types is based on the production of four major toxins:  
Alpha- (CPA), beta- (CPB), epsilon (ETX)- and iota-toxin (ITX) [2]. C. perfringens type C produces 
CPA and CPB; however, additional toxins, such as beta-2 toxin, enterotoxin, perfringolysin and TpeL 
can be secreted [3,4]. C. perfringens type C causes necrotizing enteritis (NE) in newborn animals 
and in humans [1]. Piglets are most commonly affected and, as in all affected hosts, the hallmark 
lesion of NE is a severe, segmental, necro-hemorrhagic jejunitis [5]. The exact role of different toxins 
in the pathogenesis of the disease is not known yet. Experimental studies using genetic approaches 
and animal models of disease clearly demonstrated that CPB is the essential virulence factor of type 
C strains [6]. 
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CPB is a soluble 35 kDa monomer protein that is thermo-labile and highly sensitive to degradation 
by trypsin [4]. It is a member of the beta-barrel pore-forming toxin family and forms oligomeric  
pores in several susceptible immune cell lines [7,8]. Other studies showed that CPB is required for  
C. perfringens-induced necrotic enteritis in rabbit ileal loops and that purified CPB can produce 
similar lesions [6]. In this model, lesions were reminiscent of early epithelial damage and thus CPB 
might also directly act on intestinal epithelial cells. So far, it is however unknown whether epithelial 
necrosis is caused by a direct effect of the pore-forming toxin on intestinal epithelial cells or 
indirectly [9,10]. Our recent work showed that endothelial cells are highly susceptible to CPB [11,12] 
and that pore-formation in endothelial cells rapidly leads to necrotic cell death [13]. In spontaneous 
disease CPB can be demonstrated in endothelial cells [14,15] and this also correlated to early vascular 
lesions in an experimental infection model in pigs [16]. Based on these results, we hypothesized that 
endothelial cells in the small intestine are the primary target for CPB. This however would require 
that CPB can pass the intestinal epithelial barrier to penetrate into deeper mucosal tissue. A direct 
toxic effect of CPB on porcine small intestinal epithelial cells is possible and this would facilitate 
toxicity on endothelial cells. Our hypothesis was however based on analyses of spontaneous end 
stage lesions [14] and early lesions in experimentally infected piglets [16]. Although we could not 
demonstrate CPB binding to epithelial cells in these studies, they were not suitable to investigate 
early epithelial toxicity as they represent stages where tissue necrosis has already begun. 
Additionally, the piglet intestinal loop model would require a relatively high number of lethal 
infectious experiments to closely monitor initial interactions of CPB with the small intestinal 
epithelium. The aim of our study was therefore to evaluate binding of CPB to cells in the porcine 
small intestinal mucosa and the toxic effect of CPB on cultured porcine small intestinal epithelial 
cells. To achieve this, we chose two experimental approaches: (I) CPB binding studies using neonatal 
porcine jejunal cryosections and tissue explants; (II) cellular toxicity studies using a porcine jejunal 
epithelial cell line (IPEC-J2) and primary porcine jejunal epithelial cells. 

2. Results 

2.1. Cellular Binding of CPB in Porcine Jejunal Cryosections 

Immunohistochemical stainings of cryosections incubated with supernatants of C. perfringens 
type C NCTC 3180 and type C JF 3721 localized CPB at the endothelium in all layers of the jejunal 
wall (Figure 1A,B). In contrast, no CPB signal could be demonstrated at the epithelium. 

2.2. Cellular Binding of CPB in Porcine Jejunal Explants 

Histological sections of the porcine neonatal jejunal explants revealed no morphological 
differences between explants incubated with C. perfringens type C or type A supernatants or toxin 
free control medium. All explants, regardless of the incubation protocol, remained well preserved for 
the first 4 h of the experiment and afterwards showed early signs of autolysis, such as detachment of 
epithelial cells. The maximum length of the experiments was therefore set at 6 h of incubation. 



174 
 

 

 

Figure 1. Immunohistochemical localization of CPB (Clostridium perfringens  
beta-toxin) in porcine jejunal cryosections. Cryosections of porcine neonatal jejunum 
were incubated with C. perfringens type C NCTC 3180 supernatant (diluted 1:10 in 
PBS). CPB was subsequently detected by immunohistochemistry on endothelial cells 
(arrowheads) in the lamina propria (A) and submucosa (B), but not on epithelial cells 
(arrows). (C) Magnification of B depicting endothelial CPB signal. Representative 
pictures from one out of two independent experiments, magnification 400×. 

Immunohistochemical staining of all explants incubated with C. perfringens type C supernatants 
showed binding of CPB to the endothelium (Figure 2A). No CPB signal at the epithelium was 
detectable. In all explants, a weak endothelial signal in vessels and capillaries located directly at the 
cut margins of the explants was visible from 1 h onwards. These signals were not present in vessels 
located more than 50 m from the cut border and were due to diffusion of CPB into the tissue from 
the cut edges and therefore neglected for our analyses. In unmodified explants, weak endothelial 
signals in the superficial lamina propria of the villi became evident after 2 h of incubation  
(Figure 2B); a weak signal in the submucosa of unmodified explants was detectable after 3 h of 
incubation (Figure 2C). Mechanical damage to the epithelium resulted in the rapid appearance of 
moderate to strong signals at the endothelium in the villi (Figure 2A,B). Binding to the endothelium 
in the submucosa was moderate in these preparations (Figures 2C and S1). Detachment of the tunica 
serosa and tunica muscularis led to the rapid appearance of a stronger CPB signal at the endothelium, 
especially within the submucosa compared to unmodified explants (Figures 2A,C and S1). 
Detachment of the tunica serosa and tunica muscularis, however, did not lead to an increased signal 
intensity at endothelial cells in the villi compared to unmodified explants up to 3 h of incubation 
(Figure 2A,B). Signal intensities were only increased compared to unmodified explants at 4–6 h of 
incubation. Pre-incubation of the C. perfringens type C supernatants with neutralizing anti-CPB 
antibodies (mAb-CPB) resulted in complete inhibition of CPB signals in all preparations (Figure S2). 
Multi-way ANOVA, corrected for animal and time, showed significant differences in scores between 
the three preparations in the binding of CPB to villous and submucosal endothelium (p-values 
<0.0001). In the case of villous endothelium, all preparation groups showed a significant difference 
from each other in Tukey-Kramer multiple comparison tests. Explants with a damaged epithelium had 
a significantly higher chance of exhibiting a moderate or strong signal at the endothelium in villi 
compared to unmodified explants (OR: 55.3; 95% CI: 15.3–199.0) and explants with a detached 
mucosa (OR: 4.5; 95% CI: 1.5–13.5) (Figure 2B). For the binding site endothelium-submucosa, detached 
mucosa explants differed significantly from explants with damaged epithelium or unmodified 
explants. The chance of detecting a moderate or high signal at the endothelium in the submucosa in 
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explants with a detached mucosa was significantly higher than in unmodified explants (OR: 94.0; 
95% CI: 24.9–355.3) and explants with a mechanically damaged epithelium (OR: 59.5; 95% CI: 
17.5–202.1) (Figure 2C). There was no significant difference in signal intensities at submucosal 
endothelia between explants with mechanically damaged epithelium and unmodified explants (OR: 
1.6; 95% Cl: 0.49–5.0) (Figure 2C). 

 

 

Figure 2. Immunohistochemical localization of CPB in the subepithelial lamina propria 
of porcine jejunal explants. (A) Jejunal explants were either unmodified (unmodified), 
the epithelium was mechanically damaged (damaged epithelium), or the tunica serosa 
and tunica muscularis were mechanically detached (detached mucosa). Explants were 
incubated with C. perfringens type C supernatant (JF 3721 diluted 1:10 in RPMI), fixed, 
and CPB was detected by immunohistochemistry. After 2 h of incubation, mild to 
moderate CPB signals were detected at endothelial cells close to the damaged epithelium 
whereas undamaged explants showed no or only very mild signals at 2 h. After 5 h of 
incubation CPB signals were overall stronger in tissue with a mechanically damaged 
epithelium. Binding of CPB to the epithelium was not detectable in any explant. 
Representative pictures from one out of three independent experiments, magnification 
400×. (B) Mean CPB signal scores and standard deviation at endothelium-villi of eight 
explants in three independent time course experiments. (C) Mean CPB signal scores and 
standard deviation at endothelium-submucosa (fotographs depicted in Figure S1) of eight 
explants in three independent time course experiments. 
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These results showed that CPB has a high affinity to endothelial cells in porcine jejunal explants. 
Despite the lack of epithelial signals in immunohistochemistry, binding of small amounts of CPB to 
epithelial cells, which could be missed using this technique, cannot be excluded. However, intact 
small intestinal epithelium seems to act as a diffusion barrier for CPB and prevent tissue penetration 
of the toxin to reach endothelial cells in the lamina propria and deeper intestinal layers. 

2.3. Trans Epithelial Electrical Resistance Measurements (TEER) 

2.3.1. Apical Exposure of Polarized Porcine Small Intestinal Cells Layers to C. perfringens Type C 
Culture Supernatants and rCPB 

To evaluate the effect of C. perfringens type C culture supernatants and purified recombinant CPB 
(rCPB) on the porcine intestinal epithelium, a porcine jejunal epithelial cell line (IPEC-J2) forming 
a polarized continuous and tight epithelial layer on Transwells® [17] was apically incubated with late 
log phase culture supernatants of two C. perfringens type C strains diluted in cell culture medium.  
Non-inoculated, sterile TGY and supernatants of a C. perfringens type A strain (JF 3693) were used 
as negative controls. Apical incubation with undiluted sterile TGY reduced the TEER below 1 k  
cm2 but did not do so at a 1:2 dilution. Therefore, all culture supernatants were used at a 1:2 dilution 
in cell culture medium to achieve maximum CPB concentrations. Similar to TGY, the C. perfringens 
type A supernatant did not have a significant effect on TEER. As a positive control, we used the  
pore-forming toxin aerolysin (100 ng/mL) which is known to damage epithelial cells [18]. Apical 
incubation of IPEC-J2 with aerolysin resulted in a significant drop of TEER values below 1 k  cm2 
within 1 h and a subsequent further decline (Figure 3A). The NCTC 3180 supernatant used at a 1:2 
dilution (7.5 g CPB/mL) induced a drop of TEER values below 2 k  cm2 at 2 h which subsequently 
further declined (Figure 3A). The supernatant of JF 3721 (2.2 g CPB/mL) induced a drop in TEER 
below 2 k  cm2 starting at 12 h (Figure 3A). Pre-incubation of both type C supernatants with 
neutralizing mAb-CPB did not reduce this effect. Additionally, both C. perfringens type C culture 
supernatants used at a 1:10 dilution, which contained CPB at a concentration of 1.5 g/mL (NCTC 
3180) and 440 ng/mL (JF 3721), did not cause a drop of TEER below 2 k  cm2 over 48 h (Figure S3).  

Dunn’s Z multiple comparison test revealed a significant difference between TEER values of 
Transwells® of the TGY control group and Transwells® which had been incubated with aerolysin, 
neutralized or non-neutralized NCTC 3180 supernatants for 1 h–48 h. TEER values of Transwells® 
which had been incubated with neutralized JF 3721 supernatant differed significantly from the TGY 
control group at 12 h–48 h, whereas TEER values of Transwells® incubated with JF 3721 differed 
significantly at 24 h–48 h. No significant differences were present between Transwells® incubated 
with type C supernatants (NCTC 3180, JF 3721) and the corresponding supernatants pre-incubated 
with neutralizing anti-CPB antibodies. No significant differences were detected between TEER 
values of Transwells® that had been incubated with C. perfringens type A and the TGY control group. 
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(A) 

Figure 3. (A) Apical exposure of IPEC-J2 cell layers to rCPB does not affect the TEER. 
IPEC-J2 cells grown on collagen coated Transwells® were incubated with C. perfringens 
supernatants (diluted 1:2 in cell culture medium), TGY (1:2), or rCPB (32 g/mL) in the 
apical compartment. Aerolysin used as positive control caused a rapid and sustained drop 
in TEER. Apical incubation of type C supernatants caused a drop of TEER values within 
2 h (NCTC 3180) or 12 h (JF 3721) below 2 k  cm2. rCPB did not cause a drop of TEER 
below 2 k  cm2, similar to type A supernatants and TGY used as controls. Values 
represent means of three independent experiments with a total of eight separate 
Transwells®. Error bars represent two-fold standard deviation. Asterisks indicate values 
which differ significantly from the TGY control group. (B) Endothelial cells (PAEC)  
co-cultivated in the basolateral compartment of Transwells® of IPEC-J2 cells apically 
exposed to rCPB (32 g/mL) did not exhibit a cytopathic effect. (C) Mechanical damage 
of the IPEC-J2 layer resulted in cytopathic effects in co-cultivated PAEC when the same 
supernatant as in B was added to the apical compartment. Co-cultivation was performed 
for 48 h. 

Our results using C. perfringens type C culture supernatants indicated that CPB was not likely to 
be the epithelium damaging factor in our experiments. To further evaluate whether CPB was directly 
toxic to the intestinal epithelium, we incubated polarized IPEC-J2 cells with purified rCPB at a 
concentration of 32 g/mL. Recombinant CPB was previously shown to be highly toxic to primary 
endothelial cells at concentrations of 13 ng/mL, which was in the same range of toxicity as  
C. perfringens type C derived CPB [11]. Even at these approximately 2000-fold higher 
concentrations, rCPB did not induce a drop of TEER in polarized IPEC-J2 cells (Figure 3A). A lack 
or the complete loss of cytotoxic activity of rCPB was excluded by incubating PAEC monolayers 
grown in 96-well plates with apical medium/toxin preparations at the end of each experiment. After 
48 h of apical incubation of IPEC-J2, rCPB preparations still induced cell death in PAEC. This effect 
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was inhibited by antibody mediated neutralization of CPB. To evaluate whether rCPB was able to pass 
the polarized IPEC-J2 layer in the Transwells®, PAEC were co-cultivated in the basolateral chamber. 
Using this approach, no cytopathic effect was observed after 48 h of apical incubation of the IPEC-J2 
with rCPB (Figure 3B). Mechanical destruction of the IPEC-J2 layer before apical incubation with 
rCPB resulted in marked cytotoxicity in co-cultivated PAEC (Figure 3C). 

2.3.2. Basolateral Exposure of Polarized Porcine Small Intestinal Cells Layers to C. perfringens  
Type C Culture Supernatants and rCPB 

Basolateral exposure of IPEC-J2 cell layers to aerolysin as a positive control resulted in a rapid 
and complete loss of the TEER of polarized IPEC-J2 layers (Figure 4). TGY did not have an effect 
on the TEER up to a dilution of 1:5 and the control C. perfringens type A supernatant also did not 
induce a drop in TEER below 2 k  cm2 at this concentration. Basolateral incubation of polarized  
IPEC-J2 cells with the supernatant of NCTC 3180 diluted 1:10 in cell culture medium resulted in a 
rapid decline of TEER. After 1 h, TEER values dropped below 2 k  cm2 and subsequently declined 
(Figure 4). Pre-incubation of the supernatants with neutralizing mAb-CPB did not reduce this effect. 
Basolateral incubation with supernatant of JF 3721 diluted 1:10 in cell culture medium did not induce 
a drop of TEER values below 2 k  cm2 (Figure S4), however increasing the concentration to a 1:5 
dilution resulted in a significant drop at 24 h with a subsequent further decline (Figure 4).  
Pre-incubation with mAb-CPB had no effect on this drop in TEER. Recombinant CPB at a 
concentration of 32 g/mL did not induce a significant drop in TEER when applied basolaterally. 
Dunn’s Z multiple comparison tests revealed a significant difference between TEER values of the 
TGY control group and TEER values of IPEC-J2 grown on Transwells® which had been incubated with 
aerolysin and the supernatant of NCTC 3180 (1:10) neutralized with mAb-CPB from 1 h–48 h. TEER 
values of non-neutralized NCTC 3180 differed significantly from 2 h to 48 h from the TGY control 
group. TEER values of Transwells® incubated with supernatant of JF 3721 neutralized or  
non-neutralized differed significantly from 24 h to 48 h from the TGY control group. Similar to 
apical exposure no significant differences were present between Transwells® incubated with type  
C supernatants (NCTC 3180, JF 3721) and the corresponding neutralized supernatants. Similar to 
apical exposure experiments, 32 g/mL CPB in the basolateral chamber of the Transwells® did not 
reduce the TEER below 2 k  cm2. 

Culture supernatants were considerably more toxic when IPEC-J2 cell layers where exposed 
basolaterally compared to apical exposure. However, lack of inhibition of the toxic effect by 
neutralization of CPB and the lack of effect of high rCPB concentrations again indicated that CPB was 
not essential for this effect. 
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Figure 4. Reduction of TEER upon basolateral exposure of IPEC-J2 cells to C. 
perfringens type C culture supernatants but not rCPB. IPEC-J2 cells were incubated in 
the basolateral compartment of the Transwell® with the same toxins and supernatants 
(diluted 1:10 and 1:5) as in Figure 3. Aerolysin and the C. perfringens type C supernatant 
NCTC 3180 (1:10) caused a rapid and sustained drop in TEER. This effect could not be 
inhibited by neutralization of CPB using mAb-CPB. Supernatants of JF 3721 induced a 
drop in TEER within 12 h and supernatants of JF 3693 within 48 h. rCPB (32 g/mL), 
or TGY (1:5) resulted in a small drop of TEER values, which however never dropped 
below 2 k  cm2 and subsequently increased towards the end of the experiment. Values 
represent means of three independent experiments with a total of eight separate 
Transwells®. Error bars represent two-fold standard deviation. Asterisks indicate values 
which differ significantly from the TGY control group. 

2.4. Exposure of Primary Porcine Small Intestinal Epithelial Cells to C. perfringens Type C 
Culture Supernatants and rCPB 

To exclude that the lack of effect of CPB on polarized IPEC-J2 cell layers was cell line specific, 
we additionally cultured primary porcine neonatal jejunal epithelial cells. Exposure of primary 
jejunal epithelial cell monolayers to NCTC 3180 supernatants caused a cytopathic effect at a dilution 
of 1:20–1:40 (Figure 5). JF 3721 supernatants caused a cytopathic effect at a dilution of 1:2–1:20  
(Figure 5). For both type C supernatants, this cytopathic effect was still detectable after pre-incubation 
with neutralizing antibody mAb-CPB (Figure 5). Recombinant CPB at a concentration of 32 g/mL 
(Figure 5) or supernatant of C. perfringens type A JF 3693 (data not shown) did not cause a cytopathic 
effect in primary jejunal epithelial cells. 
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Figure 5. Lack of cytopathic effect of CPB to primary porcine jejunal epithelial cells.  
rCPB added to the cell culture medium did not cause a cytopathic effect on primary 
porcine intestinal epithelial cells. Exposure of these cells to C. perfringens type C NCTC 
3180 and JF 3721 supernatants caused a cytopathic effect, which was not inhibited by 
pre-incubation with mAb-CPB. Incubation time 48 h. 

3. Discussion 

C. perfringens type C causes lethal necrotizing enteritis in animals and humans. We previously 
showed that endothelial cells are targets for CPB in the porcine small intestine. However, a direct 
toxic effect of CPB on intestinal epithelial cells was also possible. Using porcine small intestinal 
mucosal explants and cryosections incubated with C. perfringens type C culture supernatants, we 
now confirmed that CPB preferentially binds to endothelial cells in the porcine small intestinal 
mucosa but not to epithelial cells. Mechanical damage to the epithelium of intestinal explants led to 
a more rapid binding of CPB to endothelial cells and overall stronger CPB signals at the endothelial 
lining of vessels. Our results suggest that undamaged intestinal epithelium acts as a barrier against 
tissue penetration of CPB. To further evaluate the potential toxic effect of CPB on porcine small 
intestinal epithelial cells, we investigated the effect of C. perfringens type C culture supernatants and 
purified rCPB on polarized IPEC-J2 cells. These cells form continuous and tight polarized epithelial 
layers when grown on permeable filters [17] and have frequently been used as a model to investigate 
the interaction between the porcine intestinal epithelium and bacterial pathogens [19,20]. Apical and 
basolateral exposure of these cells to medium containing 32 μg/mL rCPB, a concentration which is 
approximately 2000-fold higher than the reported toxicity to primary porcine endothelial  
cells [11,12], did not affect the TEER of IPEC-J2 cell layers. This indicates that CPB alone was not 
toxic to the polarized epithelium. Additionally, we could not detect any toxicity on co-cultivated 
endothelial cells in the basolateral compartment when IPEC-J2 cells were exposed apically to rCPB, 
despite the fact that the toxin in the apical chamber was still active on endothelial cells at the end of 
the experiment. Additionally, rCPB did not affect primary porcine intestinal epithelial cells. 
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In contrast to purified rCPB, the supernatants of two C. perfringens type C strains, one NCTC 
reference strain and a pathogenic porcine isolate, disrupted the epithelial IPEC-J2 layer when 
incubated at the apical and basolateral side. The supernatants were generated in TGY bacterial culture 
medium under conditions optimized for CPB production and were used at the maximum 
concentration which allowed exclusion of adverse effect by the bacterial culture medium itself. They 
contained 7.5/1.4 (apical/basolateral exposure to NCTC 3180) or 2.2/0.88 (apical/basolateral 
exposure to JF 3721) μg/mL CPB, concentrations that were 150–500 fold higher than the toxic 
concentration for endothelial cells [11]. The same supernatants, albeit at lower concentrations, were 
also toxic to primary porcine small intestinal epithelial cells. Importantly, the toxic effect of type C 
supernatants was not reduced when they were pre-incubated with neutralizing anti-CPB antibodies. 
This indicates that CPB was not responsible for the cytopathic effects. 

From our results, we conclude that CPB is non-toxic to polarized IPEC-J2 and primary porcine 
jejunal epithelial cells at concentrations which are regularly secreted by C. perfringens type C isolates 
under normal growth conditions during late log phase. 

In addition, our results show that CPB by itself cannot pass the intact IPEC-J2 polarized epithelial 
layer under the culture conditions used in our experiments. Together with our data showing decreased 
tissue penetration in unaltered mucosal explants, this suggests that CPB by itself does not readily 
pass the intact small intestinal epithelial layer. The most likely explanation for these observations is 
that intestinal epithelial cells are inert to CPB and that the toxin cannot pass the epithelium either by 
the paracellular route, which would require damage to tight junctions, or transcellularly. It should be 
mentioned that the IPEC-J2 cell line grown on Transwells® are unlikely to fully match all 
physiological properties of the porcine neonatal jejunal epithelium. For example, the small intestinal 
epithelium of newborn piglets also contains vacuolated fetal-type enterocytes (VFE), which enable the 
transfer of intestinal contents across the epithelium [21]. Therefore, for example trans- or para-cellular 
transport of CPB occurring in vivo at the jejunal epithelial barrier in newborn piglets cannot be excluded 
by our results. 

Our results further indicate that other secreted factors can induce cytopathic effects in intestinal 
epithelial cell cultures. In contrast to the effects in cell culture systems, lytic effects of culture 
supernatants on mucosal explants were not detected. However, as this approach is limited by the 
onset of post-mortem autolytic effects, it is not well suited to detect such effects. The effect observed 
in cell culture could be due either to a direct toxicity of secreted factors to epithelial cells or the result 
of damage to the underlying collagen layers which were used in both cell culture systems. Given the 
complex pathogenesis of clostridial enteric infections, it is likely that several factors contribute to an 
initial epithelial damage that, in the case of C. perfringens type C infections, enables CPB to penetrate 
the epithelial barrier and act on endothelial cells. Such effects do not necessarily have to be related 
to direct toxicity by a particular toxin or enzyme. Recently several publications suggested synergistic 
effects of secreted C. perfringens toxins in gas gangrene [22] but also enteric infections. 
Verherstraeten et al. [23] reported on synergistic effects of PFO and CPA in bovine C. perfringens 
type A induced necrohemorrhagic enteritis and Ma et al. [24] demonstrated a synergistic effect of 
enterotoxin (CPE) and CPB from pathogenic human C. perfringens type C isolates in rabbit ileal loops. 
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Our strains did not carry the cpe gene; thus, CPE as a contributing factor can be excluded in  
our experiments. 

In limited evaluations we were not able to correlate the toxic effects to the level of alpha-toxin 
(CPA), perfringolysin (PFO) and collagenase. We did not investigate the contribution of further 
toxins known to be produced by C. perfringens type C strains such as Tpel or beta-2-toxin. Further 
studies including exposure to purified toxins or enzymes and toxin gene knockout mutants of  
C. perfringens would be needed to identify particular virulence factors which are involved in 
intestinal epithelial damage. In addition, genome and plasmid sequencing of C. perfringens type C 
strains and analyses of culture supernatants might reveal additional virulence factors in the future. 

Interestingly, purified CPB alone injected into rabbit ileal loops rapidly causes necro-hemorrhagic 
lesions [25] which raises the question whether CPB alone could act on epithelial cells. However,  
it should be taken into account that ileal loop models in any species represent an unphysiological 
condition in the intestine. Disruption of normal intestinal motility and passage will unequivocally 
lead to changes in the microflora and could have rapid functional effects on the small intestinal 
mucosal barrier, which might not be depicted by morphological studies. In addition, the ligations 
themselves will induce pressure and ischemic damage to the intestinal wall and also epithelium 
which, at least locally, will disrupt the epithelial barrier of the intestine. In this respect, it is 
noteworthy that control loops in the experiments of Ma et al. [24] inoculated with culture medium 
alone histologically also showed very minor lesions. These might be sufficient to allow CPB to pass 
the intestinal epithelium and target susceptible cells in the lamina propria and deeper layers of the 
mucosa. Another reason for the discrepancy between our results and the effects of purified CPB in 
rabbit intestinal loops and a recently developed mouse oral and duodenal inoculation model [26] 
could be different susceptibilities of cells in rabbits, mice and pigs to CPB. CPB is a beta-barrel pore 
forming toxin [27]. These toxins are secreted as monomers and bind to susceptible target cells via 
specific receptors, where they oligomerize and finally form a membrane spanning pore [27]. Cellular 
receptors of CPB and therefore their distribution on different cells and in different species are still 
unknown. Beta-toxin has been shown to form oligomeric pores in several human immune cell  
lines [7,8] and endothelial cells [28]. In immune cell lines and endothelial cells [13] this leads to 
rapid cell death. Many other cells, such as Hela-, Vero-, CHO-, MDCK-, Cos-7-, P-815, PC12 and 
fibroblasts cells, were reported to be insensitive to CPB [7,11,12,29,30]; however, literature 
comparing cellular susceptibilities to CPB is rare. The most likely explanation for this effect is the 
differential expression of CPB receptors on these cells. Similarly, receptors could be differentially 
expressed between different species and therefore the different models used to study the mode of 
action of CPB might not directly be comparable. 

4. Conclusions 

In conclusion, we confirmed that in the porcine small intestine, CPB preferentially binds to 
endothelial cells and that it does not appear to bind to small intestinal epithelial cells nor does it have 
a direct toxic effect on the porcine small intestinal epithelium. This further supports the hypothesis 
that local damage to the intestinal vasculature mediated by CPB is a key trigger for the development 
of the disease. Additional secreted factors but also intestinal environmental changes occurring during 
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the onset of C. perfringens type C enteritis are potentially involved in primary epithelial damage, 
which is required for the diffusion of CPB through the intestinal epithelial barrier to reach its main 
target: endothelial cells. Together with results from recent studies by other groups, we can 
hypothesize on several key events in the pathogenesis of C. perfringens type C enteritis (Figure 6). 
Further research will be needed on the complex interaction of C. perfringens with the intestinal 
microenvironment, the mucosa and associated immune system, epithelium damaging factors and 
receptor identification of different toxins in order to gradually complete our picture of the complex 
pathogenesis of clostridial enteric diseases. 

 

Figure 6. Hypothesis on key events of C. perfringens type C induced necrotizing enteritis in pigs 
triggered by CPB: Enteric disease most likely results from a coordinated interplay between 
different events and factors. (1) The disease starts with colonization and rapid proliferation of  
C. perfringens type C. (2) Initial epithelial damage/irritation could be caused by secreted toxins 
and/or be due to the altered luminal environment. This enables CPB to pass the epithelial barrier 
and diffuse into the lamina propria. 3. Due to the high susceptibility of endothelial cells to CPB, 
even small amounts of CPB reaching the endothelium result in local vascular leakage. (3) This 
increases epithelial damage and leakage of blood and tissue components into the intestinal lumen 
which favors clostridial growth and toxin production [31]. (4) Due to the high proliferative capacity 
of C. perfringens under these local environmental conditions, a vicious cycle of CPB induced 
hemorrhage, accelerated clostridial growth and toxin secretion develops. (5) This would explain 
the rapidly progressing hemorrhage and necrosis of the small intestine, the hallmark lesion of  
C. perfringens type C enteritis. In addition, toxins from the intestinal lumen can be absorbed into 
the systemic circulation and cause enterotoxemia. Toxicity of CPB to immune cells [8] could 
additionally contribute to the disease at various stages. Not depicted in our hypothesis model is 
the mucous layer on the epithelium. Currently, we have no knowledge about interactions of  
C. perfringens type C with this important protective layer in the small intestine. 
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5. Experimental Section 

5.1. Production of C. perfringens Culture Supernatants, Recombinant CPB and Aerolysin 

C. perfringens strains used were: The porcine C. perfringens type C strain JF 3721 [11] (genotype: 
cpa, cpb, cpb2, pfo, tpel) isolated from an outbreak of NE in 2006, the type C reference strain NCTC 
3180 (sheep peritonitis isolate; genotype: cpa, cpb, cpb2, pfo, tpel) and the porcine C. perfringens 
type A strain JF 3693 [11] (porcine isolate; genotype cpa, cpb2, pfo) were grown anaerobically on 
blood agar plates. Overnight anaerobic cultures were produced using liquid TGY broth (trypsin 
glucose yeast extract broth, 3% tryptic soy broth (BD 286220), 2% D(+) glucose (Merck Millipore, 
Darmstadt, Germany), 1% yeast extract (BD 212750), 0.1% L-cysteine hydrochloride  
(Sigma-Aldrich, St. Louis, MO, USA) as described previously [11]. Aliquots of these cultures were 
transferred to 50 mL TGY and cultivated until they reached late-log phase. The cultures were then 
chilled on ice and centrifuged (Hettich, Rotanta 460 R, 2602 g, 4 °C, 20 min). Supernatants were 
sterile filtered using 0.22 m Millex GV filter units (Merck Millipore, Darmstadt, Germany) and 
stored on ice until use in the experiments within the next three hours. The amount of CPA in the 
supernatant was quantified using an Alpha Toxin Elisa Kit (Bio-X Diagnostics, Jemelle, Belgium) 
with C. perfringens phospholipase C (Sigma-Aldrich, St. Louis, MO, USA) as standard. Collagenase 
activity was quantified using the EnzChek® Gelatinase/Collagenase Assay Kit (Molecular Probes®, 
Lifetechnologies™, Carlsbad, CA, USA) according to the manufacturer’s recommendation. 
Western-blots to quantify CPB in culture supernatants were carried out as described [11]. 
Perfringolysin activity was measured using a dilution horse erythrocyte hemolysis assay as described 
previously [32,33]. Toxin concentrations of the C. perfringens strains were: JF 3721: 4.4 g/mL CPB, 
24 U/mL CPA, 3343.56 U/mL collagenase activity, 4 PFO activity Log2 (titer); NCTC 3180: 15 

g/mL CPB, 110 U/mL CPA, 5179.04 U/mL collagenase activity, 5.75 PFO activity Log2 (titer); 
JF 3693: 33 U/mL CPA, 4041.69 U/mL collagenase activity, 4.25 PFO activity Log2 (titer). 
Expression and purification of rCPB was performed as described [11]. Cytotoxic activity of rCPB 
and C. perfringens type C culture supernatants to primary porcine endothelial cells (PAEC) was 
verified before every experiment and was similar to our previous study, where diluted  
C. perfringens type C supernatants containing 15 ng/mL CPB and rCPB concentrations of 13 ng/mL 
were still toxic to PAEC [11]. Proaerolysin was kindly provided by F. G. van der Goot (Global Health 
Institute, Ecole Polytechnique Federale de Lausanne, Lausanne, Switzerland) and activated as  
described [34]. 

5.2. Jejunal Explants, Histology, Immunohistochemistry 

All animal procedures were approved by the Bernese Cantonal Veterinary Office and the ethical 
committee of the Faculty of Veterinary Medicine, Ghent University. Four neonatal, colostrum 
deprived piglets were deeply anaesthetized (Stresnil® 0.05 mL/kg, Sanochemia Pharmazeutika AG, 
Neufeld, Austria; Ketanerkon® 0.15 mL/kg, Streuli Pharma AG, Uznach, Switzerland; Morphasol 
0.03 mL/kg, Dr. E. Gräub AG, Bern, Switzerland) and euthanized by exsanguination. The jejunum 
was immediately harvested and transferred to PBS containing 1× antibiotic/antimycotic (Ab/Am, 
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Gibco®, Lifetechnologies™, Carlsbad, CA, USA). Sections of 10 cm were opened and flushed 
several times. The samples were transferred to RPMI 1640 (Gibco®, Lifetechnologies™, Carlsbad, 
CA, USA; Catalog number 21875) containing 1 × Ab/Am and 150 g/mL trypsin inhibitor (TI, 
Trypsin inhibitor from Glycine max (soybean), Sigma-Aldrich, St. Louis, MO, USA). Intestinal 
samples were prepared in three different ways: Explants remained unmodified (unmodified), the 
epithelial layer was damaged by scraping with a scalpel blade (damaged epithelium), or the tunica 
serosa and tunica muscularis were mechanically detached by pulling with forceps, with only the 
submucosa and mucosa remaining (detached mucosa). The explants were then cut in approximately  
1 cm sections and transferred to 6-well-plates. Each well contained 6 mL of C. perfringens culture 
supernatant diluted 1:10 in RPMI (1 × Ab/Am, 150 g/mL TI). TGY diluted 1:10 in the same medium 
and medium without additives were used as controls. The explants were incubated at a temperature of 
37 °C. At different time points (1, 2, 3, 4, 5, 6 h) explants were placed in 10% buffered formalin and 
fixed for 24 h at room temperature (RT). Tissue sections were then embedded in paraffin and 
routinely processed for histology, cut into 5 m sections and stained with hematoxylin and eosin 
(HE). Immunohistochemical analyses were performed using monoclonal anti-CPB antibodies  
(mAb-CPB 10 A2, Centre for Veterinary Biologics, Ames, IA, USA) as described previously [15]. 
Each experiment using tissue explants was performed independently three times on tissue from 
different piglets. Binding of CPB to endothelial cells within villi or the submucosa and/or epithelial 
cells was determined by light microscopy and graded according to the following grading scheme:  
0 = no signal, 1 = weak signal, only a small number of vessels (up to 30%) were affected,  
2 = moderate signal, a moderate number of vessels (30%–70% of vessels) were affected 3 = strong 
signal, most vessels (more than 70%) were affected. 

5.3. Binding Studies in Intestinal Cryosections 

Jejunal tissue of a freshly euthanized colostrum deprived neonatal piglet was flushed several times 
in PBS, embedded in Tissue Tek O.C.T Compound. (Sakura Finetec USA, Torrance, CA, USA) and 
frozen in liquid nitrogen. Blocks were stored at 80 °C and cut at a temperature of 20 °C into  
4.5 m sections using a cryomicrotome. Tissue sections were mounted on Superfrost® plus glass 
slides (Thermo Scientific, Waltham, MA, USA) and were stored at 20 °C. Tissue sections were 
incubated for 15 h at 4 °C with supernatant of C. perfringens strains NCTC 3180, JF 3721, JF 3693 
diluted 1:10 in PBS. No fixation was performed prior to immunostaining. Sections were washed with 
PBS and immunohistochemical detection of CPB was performed using the same protocol as for 
paraffin sections [15]. The experiment was performed independently twice on tissue sections from 
two different animals. 

5.4. Antibody Neutralization Experiments  

C. perfringens type C culture supernatants were pre-incubated with neutralizing mAb-CPB for 1 h 
as previously described [11]. 
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5.5. Cell Cultures 

Primary porcine aortic endothelial cells (PAEC) were obtained and grown as described [11]. The 
intestinal porcine jejunal cell line (IPEC-J2) [19] was grown in cell culture medium (DMEM/Ham’s 
F12, Gibco; 2× Insulin-Transferrin-Selenium (Gibco®, Lifetechnologies™, Carlsbad, CA, USA); 5% 
fetal calf serum (FCS); 1 × Ab/Am; 1 × L-Glutamine (Gibco®, Lifetechnologies™, Carlsbad, CA, 
USA). For the isolation of primary porcine intestinal epithelial cells 20 cm segments of jejunum were 
obtained from a freshly euthanized piglet and transferred to a petri dish containing Hanks’ balanced 
salt solution (HBSS, Gibco; 5 × Ab/Am). Segments were rinsed with HBSS 5 × Ab/Am and opened 
longitudinally. The mucosa was mechanically detached from the tunica muscularis and tunica serosa 
and cut into 3 mm pieces. These were washed with HBSS 5 × Ab/Am, transferred to 15 mL HBSS  
1 × Ab/Am containing 10 g/mL Collagenase/Dispase (Roche Diagnostics GmbH, Mannheim, 
Germany) and incubated for 60 min at 37 °C under gentle agitation. Finally, the tissue was dissociated 
by incubation in trypsin EDTA, sieved using BD Falcon® cell strainers (70 m, Fisher Scientific, 
Lucens, Switzerland, REF 352350) and centrifuged (131 g, RT, 15 min). The cell pellets were 
resuspended in medium (DMEM; 5% FCS; 1× Insulin-Transferrin-Selenium; 5 ng/mL epidermal 
growth factor (EGF, Invitrogen™, Lifetechnologies™, Carlsbad, CA, USA); 1 × Ab/Am) and seeded 
at a density of 3 × 104/cm2 onto collagen coated (4 g collagen (bovine collagen 1, Cultrex®, Trevigen, 
Gaithersburg, Maryland, USA)/cm2) 6-well plates. Medium was replaced after 24 h and then every  
3 days. Initially isolated cells reached confluency after 7–14 days. Epithelial origin of primary cells 
was confirmed using immunofluorescence for cytokeratin. These primary porcine intestinal epithelial 
cells were then seeded on collagen coated 8-well Nun™ Lab Tek™ (Thermo Scientific, Waltham, MA, 
USA), grown for 5 days until confluency and fixed with acetone for 10 min at 20 °C. Cells were 
incubated 1 h RT with monoclonal anti-cytokeratin 18 antibody (Sigma-Aldrich, St. Louis, MO, 
USA) followed by AlexaFluor goat-anti mouse IgG (Lifetechnologies™, Carlsbad, CA, USA). All 
washing steps were performed with PBS pH 7.5, three times for 5 min. 

5.6. Transepithelial Resistance Measurements 

IPEC-J2 were seeded onto Transwell® (Sigma-Aldrich, St. Louis, MO, USA) membranes  
(6.5 mm Transwell®-COL Collagen-Coated 0.4 pore PTFE Membrane Insert) with a density of 
105/Transwell® and kept in culture for 8–14 days, until trans epithelial electrical resistance (TEER) 
reached a minimum of 2 k /cm2. These TEER values are indicative of a continuous epithelial layer 
with tight junction formation [35]. TEER was measured using the EVOM2 Voltohmmeter (World 
Precision Instruments, Sarasota, FL, USA). Diluted rCPB, C. perfringens culture supernatants or 
control medium was added either in the apical (containing 200 μL fluid) or the basolateral chamber 
(containing 1 mL fluid) of the Transwell®. C. perfringens culture supernatants diluted 1:2 for apical 
incubation and 1:5 or 1:10 for basal incubation in cell culture medium were used. Higher 
concentrations of supernatants were not used because at these concentrations non-inoculated (sterile) 
TGY started to affect TEER values. Confluent monolayers of PAEC grown on fibronectin (1 g 
fibronectin (Fibronectin, plasma, purified human, Calbiochem)/cm2) coated glass cover slips were 
placed in the basolateral compartment (24-well cell culture plates) of Transwell® for co-cultivation 
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experiments. To test for residual CPB activity in medium from the apical chamber at the end of the 
experiments, twofold dilution steps of the medium in this chamber were added to confluent  
PAEC grown in 96-well plates. Cytopathic effects in PAEC were evaluated after 24 h of incubation 
by light microscopy. 

5.7. Cytotoxicity in Primary Porcine Jejunal Epithelial Cells  

For detection of cytopathic effects in primary intestinal epithelial cells, two-fold dilution steps of 
rCPB and supernatants of C. perfringens strains were added to confluent monolayers grown in 
collagen coated 96-well plates. Cytopathic effects were evaluated after 24 h of incubation by  
light microscopy. 

5.8. Statistical Analyses 

Statistical analyses were carried out using NCSS 9 Data software (NCSS, LLC, Kaysville, UT, 
USA). Multi-way ANOVA was performed to assess differences in signal intensity between the three 
different preparation groups (unmodified, damaged epithelium, detached mucosa) of the explant 
study. Values were corrected for time and animal, at different locations of the endothelium (i.e., in 
villi and submucosa) and epithelium separately. Identification of different groups was done via 
Tukey-Kramer multiple comparison tests. Since not all model assumptions were met (e.g., the 
dependent variable was not truly continuous), a multivariable logistic regression analysis was 
performed to confirm results of the previous analyses. Therefore, the dependent variable was recoded 
into two categories (no to weak signal (0,1); moderate to strong signal (2,3)) whereas the same 
independent variables were used. Differences in signal strength (binary variable) between the binding 
sites endothelium-villi and endothelium-submucosa for unmodified explants were assessed via chi2 
test. Kruskal-Wallis tests were performed to assess differences in TEER values between the different 
incubation groups for each point in time separately. Dunn’s Z multiple comparison tests were used 
to identify significant differences between different incubation groups. 

Supplementary Materials 

Supplementary materials can be accessed at: http://www.mdpi.com/2072-6651/7/4/1235/s1. 
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Clostridium and Bacillus Binary Enterotoxins: Bad for the 
Bowels, and Eukaryotic Being 

Bradley G. Stiles, Kisha Pradhan, Jodie M. Fleming, Ramar Perumal Samy, Holger Barth 
and Michel R. Popoff 

Abstract: Some pathogenic spore-forming bacilli employ a binary protein mechanism for 
intoxicating the intestinal tracts of insects, animals, and humans. These Gram-positive bacteria and 
their toxins include Clostridium botulinum (C2 toxin), Clostridium difficile (C. difficile toxin or 
CDT), Clostridium perfringens ( -toxin and binary enterotoxin, or BEC), Clostridium spiroforme 
(C. spiroforme toxin or CST), as well as Bacillus cereus (vegetative insecticidal protein or VIP). 
These gut-acting proteins form an AB complex composed of ADP-ribosyl transferase (A) and  
cell-binding (B) components that intoxicate cells via receptor-mediated endocytosis and endosomal 
trafficking. Once inside the cytosol, the A components inhibit normal cell functions by mono-ADP-
ribosylation of globular actin, which induces cytoskeletal disarray and death. Important aspects of 
each bacterium and binary enterotoxin will be highlighted in this review, with particular focus upon 
the disease process involving the biochemistry and modes of action for each toxin. 

Reprinted from Toxins. Cite as: Stiles, B.G.; Pradhan, K.; Fleming, J.M.; Samy, R.P.; Barth, H.;  
Popoff, M.R. Clostridium and Bacillus Binary Enterotoxins: Bad for the Bowels, and Eukaryotic 
Being. Toxins 2014, 6, 2626-2656. 

1. Introduction 

The Clostridium and Bacillus genera represent ubiquitous bacilli commonly found in soil, water, 
and gastrointestinal tracts of insects and animals, as well as humans. Both genera grow in  
low-oxygen environments; however, the clostridia are better adapted for anaerobic life with varying 
aerotolerance among different species. Pathogenic Clostridium and Bacillus species have developed 
unique mechanisms for survival within and outside of numerous host types, as evidenced by the 
various diseases frequently linked to their protein toxins and spores that include gas gangrene, food 
poisoning, antibiotic-associated diarrhea, pseudomembranous colitis, and enterotoxemia [1–5]. As 
subsequently described, a select group of bacterial binary enterotoxins can play pivotal roles in 
diverse diseases which also further accentuates the differences existing within this toxin family. 
The similarities, and dissimilarities, among these protein toxins suggest interesting evolutionary 
routes employed by some pathogenic Clostridium and Bacillus species. Common themes for these 
bacterial binary enterotoxins are: (1) the A and B components are secreted from the bacterium as 
separate proteins (not a holotoxin); and (2) enzymatic modification of globular (G) actin that 
destroys the filamentous (F) actin-based cytoskeleton and ultimately the intoxicated cell [6]. 

2. Pathogenic Bacilli and Binary Enterotoxins: Some of the Basics 

The protein components of C. botulinum C2 toxin [7], C. difficile toxin (CDT) [8], C. perfringens 
-toxin and binary enterotoxin (BEC) [9,10], C. spiroforme toxin (CST) [11] as well as B. cereus 
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vegetative insecticidal protein (VIP) [12] are produced as separate A and B molecules not 
associated in solution. Table 1 lists the gene locations and molecular weights of these toxin components. 

Table 1. Clostridium and Bacillus binary enterotoxins and components. 

Toxin Components Gene Location Protein Mr (kDa) 
C. perfringens type E -toxin 140 kb plasmid [13]  

Ia  45 [13] 
Ib  94 precursor [13] 
  81 activated [13] 

C. perfringens type A BEC 54.5 kb plasmid [10]  
BECa  47 [10] 
BECb  80 [10] 

C. spiroforme CST chromosome [14]  
Sa  44 [11,14] 
Sb  92 precursor [11,14] 

  76 activated [11,14] 
C. difficile CDT chromosome [8]  

CDTa  48 [8] 
CDTb  99 precursor [8] 

  75 activated [8] 
C. botulinum types C and D 

C2 
chromosome [15] or  
107 kb plasmid [16] 

 

C2I  49 [17] 
C2II  81 precursor [15] 

  60 activated [18] 
B. cereus VIP chromosome [19]  

VIP2  52 [20] 
VIP1  100 precursor [20] 

  80 activated [20] 

The cell-binding components are enzymatically inert (as ascertained by existing assays) and 
produced as precursor molecules activated by various serine-type proteases like chymotrypsin or 
trypsin derived from the bacterium, host, or exogenous addition in vitro [21,22]. Loss of an  
N-terminal peptide (~20 kDa) from B precursor evidently causes conformational changes that 
facilitate oligomerization and subsequent docking with an A component(s). 

The Clostridium and Bacillus binary enterotoxins are encoded by plasmid or chromosome-based 
genes with 27%–31% G + C content [23]. As just one specific example, the -toxin, there are two 
open reading frames with 243 non-coding nucleotides that separate the Ia and Ib genes. Mature Ia 
and Ib respectively consist of 400 and 664 amino acids [13]. The A and B components of 
Clostridium and Bacillus binary enterotoxins, except those for C2 or the recently described BEC, 
are respectively synthesized with a signal peptide of 29–49 and 39–47 residues [23]. The C2 and 
BEC toxins are uniquely linked to sporulation and released into the environment following sporangium 
lysis, thus obviating the need for a signal peptide and secretion [10,24]. It remains a curious 
mystery as to why similar, intestinal-acting toxins like the bacterial binary enterotoxins portrayed 
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in this review are produced under quite different conditions (sporulation versus vegetative growth) 
by the same genus (Clostridium). Sequence identities between the sporulation-linked C2 and BEC 
components are only 29% and 41% for their A and B components, respectively [10]. 

Further comparisons of amino acid sequences among the Clostridium and Bacillus binary 
enterotoxin components reveal common evolutionary paths, as they share: (1) 80%–85% identity 
within the -toxin family; (2) 31%–40% identity between C2 and -family ( , CDT, CST) toxins; 
and (3) 29%–31% identity between VIP and equivalent clostridial toxin components, which overall 
suggests that these toxin genes were derived from a common ancestor. Although unproven, it is 
plausible that the binary enterotoxin genes originated from an ancestral Clostridium and were 
horizontally transferred between Bacillus and Clostridium species via plasmids capable of inserting 
them into the bacterial chromosome, as evidenced by the CDT, CST, and C2 toxin genes. In fact,  
plasmid-borne genes for the  and C2 toxins are flanked by insertion sequences [13,16,23].  
In contrast, BEC appears unique and not simply a variant of these other binary toxins [10]. 

2.1. Clostridium perfringens: -Toxin and Binary Enterotoxin (BEC) 

C. perfringens was first discovered in 1891 and consists of five serotypes (A–E), classically 
based upon four lethal, dermonecrotic toxins ( , ,  and ) neutralized by type-specific antiserum 
in animal assays [2,25–27]. Although not part of the typing scheme, sporulation-linked enterotoxin  
(C. perfringens enterotoxin or CPE) is also mouse lethal, causes erythema in guinea pigs, and 
linked to a major form of food poisoning found throughout the world [28,29]. Genetic methods 
involving multiplex PCR are now more commonly used than animal assays by many diagnostic 
laboratories for toxin typing of C. perfringens isolates [30–33]. 

The -toxin was initially described in 1943 by Bosworth [34], and its binary nature elucidated in 
the mid-1980s by exploiting cross-reaction and neutralization with C. spiroforme antiserum [9,35]. 
-toxin consists of iota a (Ia) and iota b (Ib). Individually, Ia or Ib are considered relatively nontoxic 

but together form a potent cytotoxin lethal to mice and dermonecrotic in guinea pigs [9,35,36]. Ia is 
an ADP-ribosyltransferase using nicotinamide adenine dinucleotide (NAD) to mono-ADP-ribosylate 
arginine [37], specifically R177, on muscle and non-muscle types of G-actin [6,38,39]. Ib, which 
lacks any discernible enzymatic activity, binds to a cell-surface protein(s) and subsequently translocates 
Ia into the cytosol of a targeted cell via acidified endosomes [40–44]. 

The -toxin is exclusively produced by type E strains and implicated in sporadic diarrheic 
outbreaks among calves as well as lambs [2,4,34,45–47]. Like the other binary enterotoxins 
described in this review, -toxin requires proteolytic activation as first described by Ross et al. in 
1949 [21,47]. It was subsequently discovered, after cloning and sequencing of the -toxin gene, that 
proteolytic activation of Ib protomer (Ibp) into Ib occurs at A211 [13] which then facilitates Ia 
docking [42], formation of temperature- and voltage- dependent, cation-selective channels (K+ 
efflux, Na+ influx) [48,49], as well as SDS-stable heptamers on cell membranes [49,50] and in 
solution [40,49]. Further studies in artificial membranes and cells focused upon Ib-induced channels 
show: (1) 6-fold higher permeability for K+ versus Na+; (2) blockage by Ia only at pH  5.6;  
(3) decreased pH (to 4.6) does not open Ib channels, and in fact closes them (i.e., pH 3.7 shuts 50% 
of the channels); (4) that like the C2II component of C2 toxin, Ib-generated channels conduct 
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various quaternary ammonium ions; and (5) that chloroquine does not block -induced channels, in 
contrast to those formed by C2II [48,51]. Ib heptamers generated in solution do not induce K+ release 
and are readily digested by pronase after binding to Vero (African Green Monkey kidney) cells at 
37 °C, unlike Ib heptamers that form on the cell surface [49]. Like C2II, Vero cell-bound Ibp is not 
subsequently activated over time or after incubation with an excess of trypsin or chymotrypsin [50]. 
To date, extensive proteolytic activation studies similar to those for C2II and Ib have not been 
conducted with the other Clostridium and Bacillus binary enterotoxins. 

For unknown reasons, pepsin, proteinase K, subtilisin or thermolysin activate Ibp more 
efficiently in solution than V8 protease, thrombin or even trypsin [21]. The zinc-dependent, lambda 
protease produced by some strains of C. perfringens also effectively activates -toxin, as well as the 
protoxin form of epsilon [52]. This makes sense as older cultures of C. perfringens type E generate 
proteolytically-activated -toxin [9,35,47]. Furthermore, the Ia molecule is also proteolytically 
activated by these same enzymes with a resultant loss of 9–13 amino acids (N-terminus), but it is 
still uncertain whether proteolysis of Ia increases: (1) docking efficiency to cell-bound Ib;  
(2) translocation efficiency into the cytosol; and/or (3) ADP-ribosyltransferase activity [21]. 
Proteolytic activation of Ia is seemingly unique among the Clostridium and Bacillus binary 
enterotoxins. It is noteworthy that amongst another family of AB toxins composed of heterologous 
proteins that form holotoxins in solution, such as Escherichia coli heat labile, Shigella dysenteriae 
shiga, and Vibrio cholerae cholera enterotoxins, the enzymatic A components are also processed by 
serine-type proteases. The difference with Ia is that these other A components form A1 and A2 
subunits linked by a disulfide bond, subsequently reduced within the target cell’s endoplasmic 
reticulum [53–57]. 

Intriguingly, a study by Nagahama et al. suggests that dose-dependent binding of only Ib  
( 100 ng/mL) to A431 (human epithelial) and A549 (human lung) cells (eight different lines 
tested) can cause rapid loss of ATP and cytotoxicity [58]. This is an interesting twist from the 
Clostridium and Bacillus binary enterotoxin paradigm not involving lipid-raft based 
oligomerization, unlike that previously described for -toxin by different groups using different cell 
lines [59,60]. It is possible that similar analysis with other binary enterotoxins portrayed in this 
review might yield equivalent results, thus promoting new ways of thinking. 

In addition to the -toxin, Yonogi et al. recently describe a novel, binary enterotoxin of  
C. perfringens (BEC) produced by different type A isolates implicated in two food-borne 
gastroenteritis outbreaks in Japan [10]. This report reveals two components for BEC [BECa  
(47 kDa) and BECb (80 kDa)] which share no sequence similarity with the single-chain CPE, yet 
like CPE, are produced during sporulation. Cultural conditions for BEC production involve 
Duncan-Strong medium used specifically for sporulation of C. perfringens, in which these 
genetically-distinct outbreak isolates were CPE negative. Crude culture supernatants from either 
BEC-producing isolate cause fluid accumulation in rabbit intestinal loops and suckling mice. 

BEC is coded on a large plasmid containing 55 open reading frames (ORFs), in which 39 ORFs 
encode for proteins of unknown function. A limited screen of 36 other C. perfringens isolates 
(human intestine) reveals only one that harbors the genes for BEC, suggesting minimal prevalence 
throughout nature, to date. There is respectively 36%–43% and 28%–44% amino acid sequence 
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identity of BECb and BECa with complimentary components of other Clostridium and Bacillus 
binary enterotoxins. The sequence data suggest BEC to be a novel toxin, and not a variant of those 
previously described in the literature. Although biological activity on Vero cells and in suckling 
mice is optimal when recombinantly-produced and purified BECa and BECb are combined, BECb 
alone ( 1 g) can cause fluid accumulation in mice. Furthermore, enterotoxic activity of culture 
supernatant from a parent strain is knocked out by targeting the becB gene. BEC, like all other 
Clostridium and Bacillus binary enterotoxins presented in this review, modifies G-actin via ADP-
ribosylation using NAD as substrate. 

2.2. Clostridium spiroforme Toxin (CST) 

Like C. perfringens, the distinctly-coiled C. spiroforme also causes diarrhea (spontaneous or 
antibiotic-induced) but only in rabbits [1,61–68]. Although C. spiroforme was first isolated from 
human feces, correlation with human disease has not been definitively proven [69]. Rabbits are 
most susceptible to C. spiroforme-induced diarrhea during stressful periods that include lactation, 
old age, weaning, and an altered diet [64]. The Sa and Sb components of CST are respectively 
analogous to Ia and Ib of the -toxin, as first determined by crossed-immunoelectrophoresis and 
neutralization studies with C. perfringens type E antiserum [1,11,35,70]. 

During the late 1970s it was thought that C. perfringens was causing colony outbreaks because 
type E antiserum neutralized the cytotoxic effects of cecal contents from diarrheic rabbits [62,71–74]. 
C. perfringens type E was however not isolated, and in 1983 a strong correlation was established 
between the presence of disease and C. spiroforme [1,62,64]. A clever selection process for 
clostridial spores was employed by Borriello and Carman involving heat (80 °C/10 min) or ethanol 
(50%/1 h at room temperature) treatment of cecal contents [1]. PCR-based detection methods for  
C. spiroforme (16S rRNA) as well as the toxin (Sa and Sb) genes have now been published [75]. A 
vaccine consisting of formalin-toxoided, C. spiroforme culture supernatant has been used 
experimentally but subsequent efforts are lacking in the literature [76]. The importance of vaccine 
development is further suggested, as antimicrobials used for treating rabbit colonies during a  
C. spiroforme outbreak have become less effective against this pathogen [77]. 

2.3. Clostridium difficile Toxin (CDT) 

C. difficile was first described in 1935 and considered normal, healthy intestinal flora in  
infants [78]. Relative to C. perfringens and C. botulinum outlined in this review, the toxin-linked 
pathogenicity of C. difficile was determined relatively recent (~35 years ago, like that for  
C. spiroforme). In the United States, C. difficile infections cost the healthcare industry and patients 
billions of dollars every year [79]. The rise of C. difficile as a nosocomial and community-acquired 
pathogen can be attributed to multiple factors that include smoking, hospital design, highly 
dynamic bacterial genome, long-term care residency, advancing age (>65 years, involving 
decreased immunity and increased visits to healthcare facilities), as well as use of proton-pump 
inhibitors and antibiotics [79–81]. In fact, C. difficile is attributed to more nosocomial infections 
than the highly-heralded strains of methicillin-resistant Staphylococcus aureus [82]. Treatment 
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options are few but include ironically antibiotics (i.e., vancomycin, metronidazole, or more recently 
fidaxomicin) plus experimental methods such as fecal flora transplant as well as intravenous 
immunoglobulins and vaccines that target C. difficile toxins [83–85]. 

C. difficile produces various toxins (i.e., toxins A and B) in addition to CDT, and represents  
a major cause of enterocolitis (C. difficile associated diarrhea, or CDAD) often nosocomially 
acquired following use of antibiotics [5,8,79,82,83,86]. It is possible for C. difficile to be pathogenic 
with only CDT, but not toxins A and B, further suggesting the pathogenic potential of CDT in 
humans [87]. However, in a common hamster model for C. difficile colitis, a toxins A/B  
negative-CDT positive strain colonizes but does not cause disease [88]. A pseudomembrane 
consisting of white blood cells, fibrin, mucin, dead cells (bacterial and host), as well as viable 
bacteria is the hallmark of severe disease caused by C. difficile. Recurring bouts of C. difficile 
colitis are particularly problematic for some unfortunate patients. There is a correlation between the 
presence of CDT (CDTa and CDTb) genes and increased disease severity (i.e., mortality) elicited 
by different “epidemic” strains (i.e., PCR ribotypes 023, 027, and 078) of C. difficile found 
throughout the world [86,89,90]. 

Besides humans, animals involved in food production (cattle, chickens, pigs, rabbits, sheep), 
wildlife (elephant), and even pets (cats, dogs) can be colonized by C. difficile and its transmission 
likely goes either human to animal or in reverse [91–93]. Furthermore, commercially available 
meats and vegetables can harbor C. difficile and thus represent other environmental sources for 
human colonization [94–96]. It is not only food, but water contaminated by C. difficile spores is 
also a concern before and after treatment [97,98]. Clearly, exposure to C. difficile can naturally occur 
throughout our everyday existence. One important issue not resolved is relative infectious dose of C. 
difficile spores needed to elicit human disease which hinges upon aforementioned factors, and likely 
others yet unknown. 

To further understand relative amounts of CDT produced by C. difficile in the gastrointestinal 
tract and during culture, a monoclonal antibody (Mab)-based ELISA has been developed for 
detecting CDTb [99]. The findings suggest that in vivo production of CDT is ~20-fold higher in 
human feces versus in vitro culture, thus highlighting obvious (and unknown) differences existing 
between the intestinal tract and a broth tube. Furthermore, like -toxin and CST, CDT also shares 
much structural similarity (i.e., 80% and 82% amino acid sequence identity of CDTa (48 kDa) and 
CDTb (75 kDa) with C. perfringens Ia and Ib, respectively) [8,13,22,23,100]. These three  
toxins represent the -family that does not include C. perfringens BEC, C. botulinum C2 toxin, or 
B. cereus VIP. 

Additional structural commonalities of CDT with other -family toxins are highlighted by 
interchangeable protein components that result in biologically-active chimeras [11,22,100,101]. 
Interestingly, C. difficile, C. perfringens and C. spiroforme are all associated with gastrointestinal 
diseases in humans and/or animals [1,4,5,34,86,102], and the synthesis of common binary 
enterotoxins with interchangeable protein components likely reveals a shared evolutionary path for 
these ubiquitous pathogens in a common niche. Although not described in the literature, it is 
plausible that co-colonization by two binary enterotoxin-producing species could result in 
chimeric-toxin induced damage to the gastric epithelium in vivo. 
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Regarding CDT prevalence among hospital/patient isolates in the United Kingdom and United 
States, C. difficile strains analyzed in the early 2000s respectively revealed only 6% and 16% 
containing both CDTa and CDTb genes [5,86,103,104]. Barbut and colleagues found an 11% 
prevalence rate of CDT-producing strains in a French hospital from 2000–2004 [89]. In another 
study from the Netherlands (2005), a survey of 17 hospitals revealed a higher (30%) presence of 
both CDT genes among C. difficile isolates [105]. Furthermore, this same study revealed that 36% 
of patients with CDAD were community (not nosocomial) acquired cases. A very recent Romanian 
study of CDAD cases at one hospital in Bucharest (2011–2012) discovered that 69% of C. difficile 
isolates were CDT positive [106]. Finally, increasing prevalence of CDT-positive strains has been 
noted over time in Italy [107]. Overall, these and other studies suggest a disturbing trend revealing 
the importance of CDT in C. difficile pathogenesis and increasing prevalence around the world. 

2.4. Clostridium botulinum C2 Toxin 

C. botulinum (Bacillus botulinus) was first described in 1895 following a food poisoning 
incident in Belgium [108]. Like C. perfringens, the neurotoxin types (A-G) of C. botulinum are 
classically determined by mouse lethal assays with toxin-specific antisera [4,26,109]. In contrast to 
the classic botulinum neurotoxins, the C2 toxin produced by types C and D lacks neurotoxicity but 
induces vascular permeability, necrotic-hemorrhagic lesions, as well as a lethal fluid accumulation 
in lungs and intestinal tracts of various animals [7,110–118]. C2 toxin is synthesized by  
C. botulinum during sporulation [24] and incorporated into the spore coat [119], which is akin to 
CPE and BEC of C. perfringens [10,28,120]. Pioneering work on the cell binding and translocation 
component (C2II), as well as enzyme component (C2I), of C2 toxin was initiated in the late 1970s. 
This effort by Dr. Ohishi’s laboratory was the first describing protein synergy employed by any 
Clostridium or Bacillus binary enterotoxin. 

Trypsin activation of the 81-kDa C2II precursor into C2IIa (60 kDa) occurs between K181 and 
A182 [18], generating stable C2IIa homoheptamers in solution [121]. The C2IIa complex mediates 
biological effects on cells, in conjunction with an ADP-ribosyltransferase (C2I), that involve the 
formation of ion-permeable channels in lipid membranes [122]. Electron microscopy of C2IIa 
oligomers on lipid bilayers reveals annular heptameric structures with inner and outer diameters of  
20–40 and 110–130 angstroms, respectively [121]. Although C2II precursor binds to cells, it will 
not dock with C2I or facilitate cytotoxicity [123,124].  

There are intriguing physical (molecular weights and epitopes), as well as functional 
(cytotoxicity), variations between C2I and C2II components produced by different C. botulinum 
strains [125,126] that perhaps is not surprising from an evolutionary perspective. Comparable 
structural and functional data are lacking for the other Clostridium and Bacillus binary 
enterotoxins. Finally, following earlier reports that C2I possesses ADP-ribosyltransferase activity 
specific for arginine [127], the intracellular substrate of C2 toxin was identified in 1986 as actin via 
modification of R177 [128–130]. These results represent a ground-breaking discovery of a new 
family of bacterial ADP-ribosylating proteins that target the actin cytoskeleton. 
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2.5. Bacillus cereus Vegetative Insecticidal Proteins (VIPs) 

In contrast to the aforementioned clostridial binary enterotoxins, the binary-based B. cereus 
VIPs target corn pests (i.e., Northern and Western corn rootworms) but neither animals nor  
humans [3,12,131]. Additionally, lepidopterans are evidently not affected by the binary VIPs [12]. 
The B. cereus VIPs are composed of VIP1 (~86 kDa cell-binding component) and VIP2 (~54 kDa  
ADP-ribosyltransferase that targets actin) produced during the growth, not sporulation, phase [12,19]. 
VIP1 and VIP2 do not share structural similarity with VIP3 produced by Bacillus thuringiensis, a 
protein that does kill various lepidopteran species evidently through pore formation in the midgut 
epithelium [132]. In addition to its insect killing properties, B. cereus can cause human food 
poisoning via other protein toxins [3,133] and is considered a nonlethal intestinal symbiont of 
various soil-dwelling insects such as roaches, sow bugs, and termites [134]. 

Overall, the prevalence of binary enterotoxins in two different genera and diverse species 
suggests a shared evolutionary success. The striking similarities, and dissimilarities, in structure 
and function of these Clostridium and Bacillus proteins will now be addressed below. 

3. Protein Structure and Function 

Crystal structures are available for the A components of , CDT, C2, and VIP toxins (Figure 1).  
All of these enzymes contain two domains, in which the N-terminus promotes interactions with the 
B component and the C-terminus possesses enzymatic activity. Use of PDBeFold (Protein Data 
Bank in Europe, version 2.59) reveals that the secondary structure of Ia, versus CDTa, C2I and 
VIP2, is respectively 93%, 69% and 82% matched along with Z scores of 19.8, 12.4 and 11.9. In 
contrast, for the B components there is only a low quality structure available for C2II [135]. 
Additionally, various studies have further investigated the structure and function of the C2, , and 
more recently CDT toxins by employing various techniques as follows. 

3.1. C. botulinum C2II and C2I 

Like the other Clostridium and Bacillus binary enterotoxins in this review, the C-terminus of 
C2II facilitates receptor-mediated binding on the cell surface, as deletion of only seven C-terminal 
residues effectively prevents C2IIa interactions with cells [18]. Antisera specific for the C-terminus 
(domain 4; residues 592–721), but not domains 1 (residues 1–264) or 3 (residues 490–592), block 
C2IIa binding to cells as determined by Western blots and cytotoxicity [18]. Neutralizing epitopes 
are sterically hindered after C2IIa-cell interactions, as addition of domain-4 specific antiserum does 
not afford neutralization. Deletion studies focused upon the N-terminus of C2II reveal that residues 
1–181, lost after proteolytic activation of the C2II precursor, may be important for proper folding 
of the molecule [18]. Mutagenesis of the C2II gene within a conserved region of domain II (amino 
acids 303–331) results in a protein devoid of voltage-gating, but not chloroquine binding or 
translocation of C2I into the cytosol [139]. 
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Figure 1. Ribbon plots of crystal structures for the A components from  ([136]; Protein 
Data Bank (PDB) ID = 1GIQ), C. difficile toxin (CDT) ([137]; PDB ID = 2WN8),  
C2 ([135]; PDB ID = 2J3Z), and vegetative insecticidal protein (VIP) ([12];  
PDB ID = 1QS1) toxins using Chimera (version 1.9) provided by the University of 
California, San Francisco, CA, USA [138]. Orange = alpha helix; Purple = beta sheet. 
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Figure 1. Cont. 

 

For the C2I molecule, residues 1–87 primarily mediate binding to C2IIa heptamers and 
translocation across the endosomal membrane [140]. Alignment of C2I amino acids 1–225 with 
VIP2 residues 60–275 reveals common, surface-exposed -helices. In particular, residues 12–29 of 
C2I are akin to the first -helical structure encompassing residues 71–85 in VIP2 [12]. Further 
analysis of component A crystals from different Clostridium and Bacillus binary enterotoxins 
shows two structurally similar domains possessing the same folding patterns, perhaps a result of gene 
duplication (Figure 1). 

X-ray crystallography of both C2 toxin components has been reported at varying resolutions, 
evaluating particularly the conformational effects of different pH [135]. For C2I, there are minimal 
effects upon structure at pH 3 versus 6.1, which mimics endosomal acidification necessary for 
translocation of C2I through a C2IIa-created pore into the cytosol. As C2I has a minimum diameter 
of 40 angstroms, and the inner pore diameter formed by oligomeric C2IIa is maximally 32 angstroms, 
there is likely unfolding of C2I facilitated by low pH and contact with C2IIa. Orientations of the  
N- and C-terminal domains of C2I are the same as that discovered for Ia and VIP2 [12,135,136]. 
For C2II there is also little change in shape at pH 4.3 and 6.0; however, the C-terminal domain 
used for binding cell-surface receptor was not readily resolved and suggests plasticity [135]. 

Crystallography of other bacterial ADP-ribosyltransferases like Bordetella pertussis pertussis  
toxin [141], Corynebacterium diphtheriae diphtheria toxin [142], E. coli heat-labile enterotoxin [143], 
Pseudomonas aeruginosa exotoxin A [144], as well as VIP2 [12] reveals within the C-terminus:  
(1) two antiparallel -sheets flanked by a pair of -helices; and (2) a highly conserved catalytic  
domain containing an EXE motif found in prokaryotic as well as eukaryotic  
ADP-ribosyltransferases [6,13,23,136,145]. In contrast, overall sequence similarity of these toxins 
within the C-terminus is low. Studies focused upon the EXE motif of C. botulinum C2I show that 
an E387Q mutation prevents ADP-ribosyltransferase, but not NAD-glycohydrolase, activity while 
the same alteration of E389 inhibits both [146]. 

3.2. C. perfringens Ib and Ia 

Like C2II, four distinct domains on Ib have also been described via deletion mutagenesis and 
antibody studies [50,147]. For instance, cleaving just ten amino acids from the C-terminus (domain 4) 
prevents Ib binding to Vero cells, and Ib peptides containing 200 C-terminal residues are 
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competitive inhibitors of the toxin [147]. On the other end of Ib, deletion of just 27 N-terminal Ib 
residues from domain 1 prevents Ia docking without affecting cell binding of this construct that 
also effectively competes with -toxin in vitro [147]. In this same study, three Mabs targeting an  
N-terminal epitope (residues 28–66) had no effect upon Ib binding or cytotoxicity. These 
immunoreagents might not occupy the Ib site necessary for Ia docking, or perhaps oligomerization 
of Ib and/or docking of Ia readily displace these antibodies. In contrast, two Mabs recognizing 
unique Ib epitopes within C-terminal residues 632–655 afford protection against  cytotoxicity. One 
Mab prevents Ib binding to cells while the other does not, yet the latter efficiently prevents Ib 
oligomerization on the cell surface [50,147]. Results for the latter Mab further reveal the 
importance of Ib oligomerization on biological activity of -toxin, as do studies with Ibp, a 
molecule that remains as a cell-bound monomer [42,50]. None of these Mabs recognize Ib on the 
cell surface, suggesting that epitopes are not accessible after binding to receptor. Furthermore, 
oligomerization of Ib also does not occur on Vero cells at 4 °C, although there is binding to the cell 
surface, while -toxin resistant cells (MRC-5, human lung) bind Ib without subsequent 
oligomerization [42,50]. The cumulative data clearly support Ib oligomerization for biological 
activity of -toxin. 

All aforementioned Mabs against Ib recognize Ibp or C. spiroforme Sb in an ELISA and 
Western blot [147]. C2II is also recognized in an ELISA by one Mab that prevents Ib binding to 
cells, but C2 cytotoxicity is not neutralized in vitro. C2II and Ib bind unique receptors via their  
C-terminus and share little sequence similarity within this region [13,15,18,42–44,147–149], thus 
these distinct biological characteristics make this finding of Mab cross-reactivity quite curious. 

There is also a calcium binding motif (DXDXDXXXDXXE) found within the N-terminus of B 
components from these binary enterotoxins, as well as in the distantly-related protective antigen of 
Bacillus anthracis edema and lethal toxins [150,151]. The proposed role played by chelation of 
calcium involves maintenance of protein conformation that affects A docking, as evidenced by  
-toxin [151]. 

To date, there is no crystal structure for Ib but that for Ia is available [136,150,152] (Figure 1). 
Analysis of Ia reveals two domains that share conformational, but little sequence, similarity. Other 
A components in this binary-enterotoxin family have the same structure, typical of ADP-ribosyl 
transferases targeting actin [152]. Further highlighting structural commonalities among these 
proteins is the catalytic C domain of Ia (residues 211–413) [13] and VIP2 (266–461) [12] that are 
quite similar, possessing 40% sequence identity and equivalent surface charges. One obvious 
difference between Ia and VIP2 is the spatial orientation of the first glutamic acid found within the 
conserved catalytic motif, 378EXE380 of Ia. Like C2I [146], the first glutamic acid within the EXE 
motif of Ia facilitates ADP-ribosyltransferase, but not NAD-glycohydrolase, activity [153].  
Further analysis of Ia reveals that R295 and E380, which are conserved residues among  
ADP-ribosyltransferases [154–157], are also important for Ia catalysis [145,153]. The 338STS340 
motif is located near the active site of Ia and other ADP-ribosyltransferases. Alanine replacement 
of any residue in the STS motif of Ia, especially the first serine, decreases enzymatic activity [153]. 
Extensive mutagenesis studies of Ia that focus upon the NAD binding cavity reveal that Y246 and 
N255 are important for ADP-ribosyltransferase, but not NAD-glycohydrolase, activity unlike Y251 
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involvement in both [153]. The binding of actin and NAD by Ia is accomplished by five loop 
structures, via ionic and van der Waals interactions [152]. All ADP-ribosyltransferases within the 
Clostridium and Bacillus binary-enterotoxin family (BECa, C2I, CDTa, Ia, Sa, and VIP2) target  
G-actin, which is a commonly conserved protein found throughout nature that plays a pivotal role 
in the cytoskeleton and homeostasis [6,8,10,38,39,70,100,128,152,158]. 

3.3. C. difficile CDTa and CDTb 

In contrast to the C2 and  toxins, less biochemical work has been done with the CDT 
components. Crystal data at different pH (4.0, 8.5 and 9.0) reveal conformational shifts for CDTa, 
particularly within the active site at low pH [137]. Structure-function studies show that the same 
amino acids are also necessary for enzymatic activity, in which Ia shares respectively 40% and 
84% overall sequence identity with C2I and CDTa [13,23,101,146]. Amino acids necessary for 
ADP-ribosylation are similar between Ia (R295, R296, R352, Q300, N335, E378, E380) and CDTa 
(R302, R303, R359, Q307, N342, E385, E387) [137,145]. NAD and NADPH, sources of  
ADP-ribose for enzymatic transfer to G-actin, also uniquely make direct contact with S345 in 
CDTa which suggests differences in substrate interactions versus Ia [137]. The EXE motif of  
ADP-ribosyltransferases, part of the ADP-ribosyl turn-turn (ARTT) loop important for stabilizing 
substrate-enzyme complexes, differ regarding substrate contact made by Ia and CDTa [137,152,153]. 
The E385 and E387 of CDTa do not make contact with NAD or NADPH, unlike the equivalent 
E378 and E380 of Ia [136,137]. The STS motif found in CDTa is important in ligand binding and 
possibly catalysis. 

Unlike the C-terminal, enzyme-critical similarities of A components for the Clostridium and 
Bacillus binary enterotoxins, the N-terminal domains can differ. For instance, Ia (residues 1–210) 
and VIP2 (60–265) contain only 20% sequence identity, dissimilar surface charges, and different 
conformations as a contains an additional  helix (residues 61–66) [12,13,19,136]. Relative to 
enzymatic components of the other binary enterotoxins, the Ib docking region on Ia is more 
centrally located within the N-terminal domain (residues 129–257) [136,159], versus C2I residues 
1–87 that interact with C2II (137) or CDTa residues 1–240 docking to CDTb [101]. Overall, these 
data reflect evolutionary variation within the Clostridium and Bacillus binary enterotoxins. 

4. Intoxication Process 

4.1. Toxin Binding to Cell 

To access the cytosol and G-actin, the Clostridium and Bacillus binary-enterotoxin family must 
initiate intoxication via B components binding to a targeted cell via a receptor(s) to form a 
homooligomer complex. This acts as a platform for docking of A to the cell surface. To further 
understand the binding and oligomerization properties of B components on cell surfaces, studies  
have delved into the role(s) played by lipid rafts [59,60,160]. Lipid rafts are cholesterol-rich, 
detergent-insoluble (at 4 °C) “structures” or “microdomains” located on the cell membrane. These 
microdomains inadvertently serve as attachment, entry, and sometimes exit sites cleverly pirated by 
various bacteria, viruses, and toxins [161–164]. Results suggest that C. perfringens Ib, but not Ibp, 
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localizes into these membrane microdomains on Vero cells that are susceptible to -toxin [59,60]. 
Comparable studies with C2IIa have been reported, and in fact the phosphatidylinositol 3-kinase 
pathway is necessary for C2 toxin internalization via lipid rafts [165]. Finally, the cell-surface 
receptor for CDT, CST and -toxin is lipolysis-stimulated lipoprotein receptor (LSR) which forms 
clusters in lipid rafts following binding of CDTb, precursor CDTb, or just the receptor binding 
domain (amino acids 677–876) of CDTb [43,160]. It appears that for , CDT and C2 toxins, lipid 
rafts are necessary for oligomer formation although monomeric B components can evidently bind 
to receptor located outside of these microdomains. To date, comparable studies have not been 
reported for the other Clostridium and Bacillus binary enterotoxins.  

By using polarized CaCo-2 (human colon) cells, Blöcker et al. [40] discovered that the Ib 
receptor is primarily localized onto the basolateral membrane. Richard et al. [41] revealed that Ib 
traverses CaCo-2 cells from either the apical or basolateral surface and internalizes Ia found on the 
distal side, even when Ia is added 3 h after Ib. In this latter study, addition of Ib-neutralizing 
antiserum or Mabs with Ia on the opposite surface versus Ib does not affect  cytotoxicity. Two 
different groups reveal that Ib rapidly binds to Vero cells at 37 °C and forms a large complex  
(>200 kDa) in less than 1 min that remains evident for at least 2 h [49,50]. Over time, Ib oligomers 
decrease on/in cells and tailing is evident in Western blots, suggesting lysosomal degradation of the 
oligomer into smaller protein species that appear on the plasma membrane [49,166].  

These collective data [49,50] are relevant to earlier work by Sakurai and Kobayashi [36] 
showing that Ia injected intravenously into mice 2 h after Ib causes death, suggesting extended 
availability of Ib in vitro and in vivo. Furthermore, if toxin neutralizing antiserum targeting Ib is 
given just 5 min after an Ib + Ia injection, mice are not protected against lethality. In this same 
study it was also discovered that Ib given intradermally to guinea pigs, followed by intraperitoneal 
Ia, elicits a dermonecrotic lesion at the Ib injection site. Evidently, Ia remains in circulation for an 
extended period and is neutralized by antibody given 2 h after an Ia injection. In summary, Ia 
“locates” Ib in the body via general circulation, perhaps a common characteristic of not just  but 
other Clostridium and Bacillus binary enterotoxins that could be exploited for therapeutic 
purposes? Comparable discoveries were reported by Simpson [118] for C2 toxin in mice and rats. 

In regards to receptor binding, much work has been done in the past with C2II. The C2II precursor 
and proteolytically-activated C2IIa bind to intestinal cells and brush border membranes [167]; 
however, only C2IIa has hemagglutinating properties with human and animal erythrocytes, which is 
a process competitively inhibited by various sugars like N-acetylgalactosamine, N-acetylglucosamine,  
L-fucose, galactose, or mannose [168]. Trypsin or pronase pretreatment of human erythrocytes 
prevents C2IIa-induced hemagglutination, thus suggesting a glycoprotein receptor. Furthermore, 
chemical mutagenesis of CHO cells generated those resistant to C2 toxin because they lack  
N-acetylglucosaminyltransferase I activity necessary for synthesizing asparagine-linked 
carbohydrates [148,169]. These mutant cells are still susceptible to -toxin, providing  
evidence that C2IIa and Ib recognize unique receptors. Additionally, pretreatment of cells with 
various lectins or glycosidases does not affect Ib binding, suggesting that the receptor (or part of)  
is not a carbohydrate [42]. C2IIa and Ib form voltage-dependent channels in lipid  
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membranes [48,122,139,170–172], likely employing hydrophobic and hydrophilic amino acids 
(i.e., C2II residues 303–331) for insertion into the membrane [139]. 

In contrast to C2IIa, which binds and facilitates C2I-mediated cytotoxicity in all tested 
vertebrate cells [123,149,168,169,173,174], the cell-surface receptor for Ib is not as ubiquitous [42]. 
Recent studies by Papatheodorou et al. very nicely reveal LSR as the cell-surface receptor for the  
-family toxins (CDT, CST, and ) [43,160,175]. LSR is a transmembrane lipoprotein found in 

various tissues and naturally facilitates lipoprotein clearance and tight junction formation, as well 
as plays a critical role in cell development [43]. Additional studies by Wigelsworth et al. provide 
evidence that CD44 also promotes intoxication of these same toxins [44]. Like LSR, the CD44 
glycoprotein is also a single-pass transmembrane protein with multiple functions. CD44 acts as a 
receptor for multiple ligands, transduces signals, and is exploited by certain bacteria and viruses for 
cell entry. These independent discoveries of LSR and CD44 were made using different methodologies 
that respectively include single-gene knockouts of human, near-haploid leukemia cells (HAP1) and 
proteomic analysis of lipid rafts from Ib-treated versus untreated Vero cells [43,44,176]. How LSR 
and CD44 might interact to affect  intoxication remains unresolved to date. 

Moreover, it was recently shown in cancerous breast epithelial cells that reduced LSR  
levels significantly decrease -toxin sensitivity while overexpression of CD44 conveys toxin 
resistance [177]. Overexpression of CD44 in LSR-expressing cell lines correlates with decreased, 
toxin-stimulated formation of lysosomes and cytosolic levels of -toxin. These data suggest that 
CD44 drives -toxin resistance through inhibition of endocytosis in cancerous breast epithelial cells 
and highlights the importance of cell-type specificity during intoxication. Discovery of LSR and 
CD44 involvement in -family intoxications provides invaluable insight towards potential 
therapeutics targeting: (1) the cell-surface interactions of these toxins; and (2) breast cancer cells. 
To our knowledge, receptor-binding studies for B. cereus VIP1 have not been reported in the literature. 

4.2. A Docking to B and Internalization 

N-terminal domains within the A and B components of each Clostridium and Bacillus binary 
enterotoxin are intimately involved in forming an AB complex on the cell surface. After binding to 
a surface receptor, intracellular-acting bacterial toxins use two major pathways for gaining entry 
into the cytosol. There is retrograde routing through the Golgi apparatus and endoplasmic 
reticulum, employed by S. dysenteriae shiga [53,178] and V. cholerae cholera [56,179] toxins, 
which is inhibited by brefeldin A that subsequently causes protein accumulation within the 
endoplasmic reticulum [180]. The other route exploited by bacterial toxins involves translocation 
from acidified early endosomes into the cytosol, like that employed by diphtheria toxin [181],  
B. anthracis edema/lethal toxins [182], and the Clostridium/Bacillus binary enterotoxins described 
in this review. Subsequent transport of vesicles from early to late endosomes involves microtubules 
depolymerized by nocodazole, which inhibits trafficking into late endosomes [40,121,183,184]. 
Neither brefeldin A nor nocodazole influence the biological activity of C2 or  toxins on cells. 
However, translocation of A components for C2, , or the edema and lethal toxins across the 
endosomal membrane is blocked by bafilomycin A, which inhibits vacuolar-type ATPases that 
acidify the endosome [40,121,185,186]. Decreased pH evidently induces conformational changes 
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that promote membrane insertion of the heptameric B complex, followed by translocation of the A 
component(s) across the endosomal membrane. This is a process mimicked on the cell surface by 
simply lowering media pH [40,51,121,172,181,185,187]. It is not clear if B heptamers of these 
Clostridium and Bacillus binary enterotoxins enter the cytosol with the A components or remain 
attached to the endosomal membrane, possibly recycling to the cell surface in a degraded  
form [41,124,166]. 

Figure 2. Basic model showing cell-surface binding and internalization of Clostridium 
and Bacillus binary enterotoxins. 

 

To leave the endosome and enter the cytosol, A components of C2, CDT, and  toxins traverse 
the endosomal membrane via chaperones such as heat shock protein 90 (Hsp90) and protein-folding 
enzymes that include the peptidyl-prolyl cis/trans isomerases cyclophilin A [188–190], cyclophilin  
40 [191], and FK506 binding protein (FKBP) 51 [192]. Hsp90 is a highly conserved ATPase 
produced by all eukaryotic cells that provides an essential housekeeping role by regulating various 
proteins associated with cell signaling [193]. Inhibitors of Hsp90 (geldanamycin, radicicol), 
cyclophilins (cyclosporine A), and FKBPs (FK506) effectively delay C2-, CDT-, or -induced 
cytotoxicity because they block the pH-dependent translocation of A components into the cytosol 
(Figure 2). The inhibitors have no effects upon ADP-ribosyltransferase activity, binding to  
cell-surface receptor(s), or endocytosis. 

Although unproven, the A components of Clostridium and Bacillus binary enterotoxins likely 
unfold and thread through toxin-generated channels in the membrane into the cytosol as proposed 
for diphtheria toxin [194]. Ratts et al. [195] report that Hsp90 and thioredoxin reductase, found in a 
cytosolic complex, are both required to transport diphtheria toxin from the endosome. Intriguingly 
different is that geldanamycin and radicicol are necessary for inhibiting diphtheria cytotoxicity, 
whereas either drug alone inhibits CDT, C2, or  cytotoxicity. Thioredoxin reductase might cleave 
the disulfide bond between the A and B chains of diphtheria toxin, like that for the C. tetani tetanus 
toxin and C. botulinum neurotoxin A [196]. However, disulfide bonds and reductive activation 
have never been described for any of the Clostridium and Bacillus binary enterotoxins. 
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4.3. ADP-Ribosylation: Destruction of the Actin Cytoskeleton, Intoxicated Cell, and Perhaps  
the Host 

Once inside the cytosol, the A component can mono-ADP-ribosylate G-actin that subsequently 
disrupts F-actin formation and the cytoskeleton. The basic mechanism of ADP-ribosylation 
employed by BEC, C2, CDT, CST,  and VIP toxins is remarkably conserved by diverse bacteria 
from many different genera. All known ADP-ribosylating toxins use NAD as a source of  
ADP-ribose. There are at least four bacterial groups of ADP-ribosylating toxins based upon 
intracellular targets, that include: (1) elongation factor 2 modified via histidine variant 
(diphthamide) by diphtheria toxin and exotoxin A through an N- and C-terminal active site, 
respectively; (2) heterotrimeric G-proteins modified via cysteine by pertussis toxin, or arginine by 
E. coli heat labile enterotoxin and cholera toxin through an N-terminal active site; (3) Rho and Ras 
GTPases respectively modified via asparagine by C. botulinum C3 exoenzyme and arginine by  
P. aeruginosa exoenzyme S through a C-terminal active site; and (4) G-actin modified via arginine 
through a C-terminal active site. This last group includes B. cereus VIP [12,19,131], C. botulinum 
C2 toxin [128–130,197], and the -toxin family of C. difficile CDT [100,101], C. perfringens  
-toxin [38,39,136,152,156,198] as well as C. spiroforme CST [70,199]. From a sequence similarity 

perspective, C. perfringens BEC appears to be distinct from all other Clostridium/Bacillus binary 
enterotoxins and the actin residue modified has not been identified to date [10]. 

Actin (~42 kDa, G monomer) is found in all eukaryotic cells and structurally conserved between 
diverse species [200,201]. Many important eukaryotic efforts depend upon actin and include 
maintenance of cell structure, homeostasis, as well as the immune system. However, some 
pathogenic viruses and bacteria exploit the actin cytoskeleton for cell entry, intra- and inter-cellular 
movement, and in the case of Clostridium and Bacillus binary enterotoxins, targeting of the actin 
cytoskeleton causing cell death [6,201]. 

The actin-ADP-ribosylating enterotoxins of Clostridium and Bacillus species can be subdivided 
into two groups. C2 toxin, the first bacterial toxin discovered to mono-ADP-ribosylate actin, exclusively 
modifies R177 on / -nonmuscle, as well as -smooth muscle, isoforms [6,128–130,202–206]. The 
-family toxins are less discriminating and mono-ADP-ribosylate R177 found on all G-actin isoforms, 

that includes skeletal muscle [39,206]. Perhaps varying substrate specificities lie in CDTa, Ia, and 
Sa having an actin-binding sequence of LKDKE versus LKTKE for C2I [6,8,13,23,152,207]. 
Modification of actin by C. perfringens BEC likely occurs at R177, but this remains unconfirmed 
along with recognition of different actin isoforms [10]. F-actin does not represent a substrate target 
for any of these bacterial binary toxins, but ADP-ribosylation of G-actin inhibits assembly into  
F-actin strands and cytoskeletal development [6,129,136,197,202–204,208,209]. From a 
bacterium’s perspective for survival, disruption of a eukaryote’s cytoskeleton can prevent 
phagocytosis [210] and intracellular trafficking of vesicles necessary for homeostasis. Furthermore, 
the , CDT and C2 toxins induce microtubule-based protrusions from epithelial cells in just 90 min 
after toxin exposure [211,212]. Length of these cellular extensions is concentration dependent, as 
lower amounts of toxin cause longer protrusions. These actin-free protrusions respectively promote 
C. difficile adherence ~5- and 4-fold to intoxicated Caco-2 cells and intestinal tract of gnotobiotic 
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mice, probably slowing bacterial elimination from the intestinal lumen as well as increasing  
toxin-based damage to the mucosa [211,212]. In particular, CDT reroutes vesicles containing 
fibronectin from the basolateral membrane to apical protrusions that ultimately promote bacterial 
adherence [212]. This was evident on cultured cells treated with CDT and in murine intestines 
(cecum and colon epithelium) following infection by CDT-producing C. difficile (ribotype 027). 
Correspondingly, intracellular levels of fibronectin are decreased in Caco-2 cells following CDT or 
C2 toxin exposure. The authors reveal that secretion of fibronectin from an intoxicated cell is 
dependent upon matrix metalloproteases and calcium signaling [212]. 

Ultimately, a susceptible cell exposed to a sufficient dose of Clostridium or Bacillus binary 
enterotoxin dies and releases valuable nutrients into the environment, that become readily available 
for bacterial consumption. From a research perspective, toxins that modify actin are invaluable 
tools for studying the cytoskeleton and numerous cell processes during both homeostasis and  
disease progression. 

5. Conclusions 

As presented in this review, the enteric-targeting binary toxins from various Clostridium and 
Bacillus species possess unique characteristics yet commonly target the cytoskeleton, specifically 
actin. Historically, the discovery of C. perfringens -toxin in 1943 was the first for any Clostridium 
or Bacillus binary enterotoxin [34]. Subsequently, the multi-component nature of C. botulinum C2 
toxin, C. perfringens -toxin, C. spiroforme CST, C. difficile CDT, B. cereus VIP, and C. perfringens 
BEC were respectively elucidated in 1980 [7], 1986 [9,35], 1988 [70], 1997 [8], 1999 [12], and 
2014 [10]. There have been many subsequent studies exploring the biochemistry and biological 
effects for some of these toxins. Clearly there is more work to be done, particularly involving the 
evolution and therapeutic potential of these enterotoxins. 

Further exploration by researchers employing gene probes and specific toxin antibodies will 
likely unveil new binary toxins produced by other bacteria, and perhaps those from different 
genera. As one example of very recent discovery, C. perfringens BEC was isolated in Japan from 
human food-poisoning strains of type A [10]. This toxin, although employing a basic binary 
mechanism, is also structurally distinct from all of the other Clostridium and Bacillus binary 
enterotoxins described in this review. Further study will perhaps unveil intriguing insight involving 
the evolutionary paths taken by binary enterotoxin-producing Clostridium and Bacillus species. 
Finally, it is evident that a knowledge-based understanding of the past will foster additional 
creative efforts, by various international groups, targeting these fascinating proteins. 
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The Combined Repetitive Oligopeptides of Clostridium 
difficile Toxin A Counteract Premature Cleavage of the  
Glucosyl-Transferase Domain by Stabilizing  
Protein Conformation 

Alexandra Olling, Corinna Hüls, Sebastian Goy, Mirco Müller, Simon Krooss, Isa Rudolf, 
Helma Tatge and Ralf Gerhard 

Abstract: Toxin A (TcdA) and B (TcdB) from Clostridium difficile enter host cells by  
receptor-mediated endocytosis. A prerequisite for proper toxin action is the intracellular release of 
the glucosyltransferase domain by an inherent cysteine protease, which is allosterically activated by 
inositol hexaphosphate (IP6). We found that in in vitro assays, the C-terminally-truncated TcdA1–1065 
was more efficient at IP6-induced cleavage compared with full-length TcdA. We hypothesized that 
the C-terminally-located combined repetitive oligopeptides (CROPs) interact with the N-terminal 
part of the toxin, thereby preventing autoproteolysis. Glutathione-S-transferase (GST) pull-down assays 
and microscale thermophoresis confirmed binding between the CROPs and the glucosyltransferase 
(TcdA1–542) or intermediate (TcdA1102–1847) domain of TcdA, respectively. This interaction between 
the N- and C-terminus was not found for TcdB. Functional assays revealed that TcdB was more 
susceptible to inactivation by extracellular IP6-induced cleavage. In vitro autoprocessing and 
inactivation of TcdA, however, significantly increased, either by acidification of the surrounding 
milieu or following exchange of its CROP domain by the homologous CROP domain of TcdB. 
Thus, TcdA CROPs contribute to the stabilization and protection of toxin conformation in addition to 
function as the main receptor binding domain. 

Reprinted from Toxins. Cite as: Olling, A.; Hüls, C.; Goy, S.; Müller, M.; Krooss, S.; Rudolf, I.; 
Tatge, H.; Gerhard, R. The Combined Repetitive Oligopeptides of Clostridium difficile Toxin A 
Counteract Premature Cleavage of the Glucosyl-Transferase Domain by Stabilizing Protein 
Conformation. Toxins 2014, 6, 2162-2176. 

1. Introduction 

Toxins A (TcdA) and B (TcdB) are the main virulence factors of Clostridium difficile and 
predominantly responsible for C. difficile-induced diseases, ranging from mild diarrhea to 
fulminant pseudomembranous colitis and toxic megacolon [1,2]. Following secretion into the gut, 
the toxins enter their target cells via receptor-mediated endocytosis after binding to the cell surface, 
at least by the C-terminally-located combined repetitive oligopeptides (CROPs) [3–5]. Endosomal 
acidification triggers conformational changes of TcdA and TcdB, resulting in vesicle membrane 
insertion and translocation of the N-terminus into the cytosolic compartment [6]. The outer  
N-terminal subunit harbors the glucosyltransferase (GT-) domain, which inactivates small Rho 
GTPases by mono-glucosylation. This leads to disruption of the actin cytoskeleton and, consequently, 
cell rounding [7]. As a prerequisite for substrate modification, the GT-domain is cleaved off and 
released into the cytosol by the action of the adjacent cysteine protease domain [8]. The function of 
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the inherent protease is allosterically activated by reducing conditions and the binding of cytosolic 
inositol hexakisphosphate (IP6) [9]. The importance of autocatalytic processing with regard to toxin 
action becomes evident by TcdA A541G542A543, a cleavage-resistant mutant, which results in about 
a 75-fold reduction of cytotoxic potency compared to wild-type TcdA. Instead, extracellular 
cleavage prevents toxin-mediated cellular effects [10]. Although structural and functional 
elucidation of the individual toxin domains allowed insights into the multistep process of toxin 
uptake and toxicity, the interaction of the functional domains in the context of the full-length toxin 
is rarely investigated. Besides a low resolution analysis of TcdB-structure obtained by small-angle 
X-ray scattering (SAXS) [11], Pruitt and co-workers presented a structural model of full-length 
TcdA based on negative stain electron microscopy followed by 3D-reconstruction and mapping of 
the known functional domains [12]. These analyses revealed a closely-packed conformation of 
TcdA at neutral pH, assuming intramolecular contacts between the individual domains. Under 
acidic conditions, the molecule takes on a more elongated shape, reflecting toxin unfolding, 
necessary during endosomal translocation. 

In order to understand the interaction of the functional toxin domains, which leads to a 
conformation that enables the protection of enzymatic domains and molecule flexibility, we 
analyzed a putative binding between the CROPs and other domains of the toxins and evaluated the 
functional consequences by in vitro cleavage assays. Here, we report that the CROPs of TcdA 
tightly interact with the residual molecule, which prevents premature autoproteolysis and, thus, 
inactivation of the toxin. In addition to the commonly accepted function in receptor binding, we 
therefore propose that the CROPs, at least of TcdA, play an important role in the conformation 
stability and protection of the toxin. 

2. Results and Discussion 

2.1. Efficiency of pH-Dependent Autoprocessing Differs between Full-Length TcdA and  
C-Terminally-Truncated Toxin Fragments 

Intracellular autoproteolytic processing of TcdA and TcdB was emulated in a cell-free system 
by incubating the toxins in the presence of inositol hexakisphosphate (IP6) and dithiothreitol 
(DTT). IP6/DTT-incubation of fragment TcdA1–1065, which lacks the intermediate and the CROP 
region of TcdA, resulted in about a 50% cleaved glucosyltransferase (GT-) domain at pH 7.4, 
whereas IP6-induced cleavage of the full-length toxin was completely ineffective (Figure 1A). 
Interestingly, the reduction of pH to an acidic milieu stimulated autoprocessing of TcdA dramatically, 
as shown by western blot analysis targeting the 62-kDa GT-domain. We therefore systematically 
compared full-length TcdA and fragment TcdA1–1065 with regard to the pH-dependency of cleavage 
(Figure 1B). Densitometric evaluation of western blots detecting the cleaved GT-domain illustrates 
that autoproteolytic processing of C-terminally-truncated TcdA1–1065 is more efficient the more the 
surrounding milieu gets neutralized (right panel). Opposite results were obtained with full-length 
TcdA, whose cleavage efficacy continuously decreases with neutralization from pH 5 to pH 7 by  
a factor of five (left panel). 
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Figure 1. pH-dependent efficacy of autoproteolytic cleavage of toxin A (TcdA) and 
TcdA fragments. (A) Inositol-hexakisphosphate (IP6)-induced cleavage of TcdA (308 kDa) 
and TcdA1–1065 (120 kDa) at pH 5.0 and pH 7.4. The TcdA-specific immunoblot 
illustrates unprocessed toxins and the cleaved glucosyltransferase domain (62 kDa);  
(B) Western blot (upper panel) and densitometric analyses (lower panel) reflecting the 
cleaved GT-domain of TcdA and TcdA1–1065 in dependence of pH. Data are presented 
as means ± SD (n = 3). 

 

Assuming that the cleavage activity of partially-denaturated toxin at pH 5 is solely determined 
by the cysteine protease activity, a cleavage efficiency of roughly 10% can be estimated for TcdA, 
as well as for TcdA1–1065. From this, it can be extrapolated that at pH 7, about 2% of the holotoxin 
and about 70% of TcdA1–1065 will be cleaved. These observations indicate that the intramolecular 
structures of the full-length toxin impede autoproteolytic cleavage at neutral pH, however, which 
are abrogated either under acidic conditions or in the case of toxin fragments lacking the  
C-terminus, respectively. The latter hypothesis indicates that the C-terminally-located CROPs are 
essentially involved in the maintenance of a closed, cleavage-protecting conformation and may 
even form an intramolecular bonding. Further flow cytometry experiments using HT-29 cells 
supported the assumption of the CROPs interacting with the rest of the toxin. Binding of 
fluorescently-labeled TcdA1–1874, a mutant solely lacking the CROPs, was monitored and illustrated 
by a right shift in fluorescence (green curve) in Figure 2. To our surprise, previous saturation of the 
cell surface with the isolated TcdA CROP domain (amino acids 1875–2710) dramatically increased 
the intensity of fluorescence emitted from subsequent bound TcdA1–1874 by a factor of 50 (red curve). 

In an earlier study, we found that enhanced binding of truncated TcdA1–1874 to HT29 cells  
pre-incubated with TcdA CROPs was associated with a faster internalization process, as 
determined by glucosylated Rac1 [4]. Interestingly, pre-incubation of HT29 cells with TcdA- or 
TcdB CROPs did not enhance the internalization of the homologous TcdB1–1852 (Figure 3), which 
also indicates a lack of interaction of TcdB CROPS with the residual protein. 
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Figure 2. TcdA located combined repetitive oligopeptides (CROPs) facilitate the 
binding of TcdA1–1874 to HT29 cells. Flow cytometry analysis shows the binding of 
fluorescently (Atto488)-labeled TcdA1–1874 to HT29 cells (green curve) and to HT29 
cells preloaded with TcdA CROPs (red curve). The blue peak with the black line 
represents the autofluorescence of HT29 cells in the absence of labeled TcdA1–1874. The 
excitation and emission wavelengths of the fluorophore are 501 nm and 523 nm, 
respectively, setting the band-pass width to 10 nm. 

 

Figure 3. TcdB CROPs do not facilitate the uptake of TcdB1–1852. Western blots showing 
the level of non-glucosylated Rac1 (upper panel) as a marker for the intracellular 
action of TcdB in HT-29 cells in triplicate. -Actin (lower panel) served as the loading 
control. Rac1 glucosylation by CROP-truncated TcdB1–1852 was not altered in dependence 
of the pre-incubation of cells with the CROPs of TcdA or TcdB, respectively. 

 

2.2. The TcdA CROPs, but Not the CROPs of TcdB, Interact with the Rest of the Respective Toxin 

In order to analyze a potential interaction between the C-terminal CROP domain and the  
N-terminal part of the toxin, we performed glutathione-S-transferase (GST) pull-down assays using 
GST-fused CROPs as bait. Therefore, we coupled either GST or GST-CROPs to GSH beads, 
followed by incubation with the TcdA CROP deletion mutant, TcdA1–1874. Toxin fragments used 
for pull-down experiments are shown in Figure 4a. 
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Figure 4. TcdA CROPs interact with TcdA1–1874. (A) TcdA/TcdB are multi-domain 
toxins with a glucosyltransferase domain (GTD), cysteine protease domain (CPD), a 
hydrophobic region (HR), an intermediate domain (IMD) and the CROPs;  
(B) Glutathione-S-transferase (GST) (mock) or GST-TcdA CROPs were coupled to 
GSH beads and used as bait to precipitate CROP-truncated TcdA1–1874. Coomassie 
staining proves equal applied amounts of GST and GST-TcdA CROPs (left panel). 
Immunoblot with -TcdA1–1065 shows the input and precipitation of truncated TcdA 
(right panels); (C) Binding of intermediate TcdA1102–1847, the glucosyltransferase 
domain, TcdA1–542, and the CROP-deletion mutant, TcdA1–1874, to GST-fused TcdA 
CROPs was analyzed. Immunoblot targeting GST reflects equal amounts of bait (upper 
panel); immunoblot against the Penta-His tag displays the input and bound fraction of 
the N-terminal toxin fragments (lower panel). 

 

Immunoblot analyses with an antibody targeting the N-terminal part of TcdA ( -TcdA1–1065) 
revealed that TcdA1–1874 was specifically precipitated by the CROPs of TcdA, whereas almost no 
signal was detected when applying GST-coupled beads (mock) as negative bait (Figure 4B). 
Coomassie staining proved equal amounts of input. However, the question was which domain of 
TcdA interacts with the CROPs. Referring to the structural model of Pruitt and co-workers, which is 
based on negative stain electron microscopy followed by 3D reconstruction [12,13], we applied the 
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N-terminal GT-domain (TcdA1–542) or the poorly-characterized intermediate region of TcdA 
(TcdA1102–1847) to beads and checked for binding to the CROPs (Figure 4C). An immunoblot 
against GST ensured that equal amounts of beads were used (upper panel). Input and bound toxin 
fragments were detected through a C-terminal histidine epitope (lower panel). The GT-domain, as 
well as the intermediate region were precipitated by the CROPs, though with less affinity than 
mutant TcdA1–1874, which comprises all toxin domains, except the CROPs. Moreover, binding 
affinity neither increased by simultaneous incubation of all isolated domains nor by using a 
fragment consisting of amino acids 543–1847 (Figure S1). Thus, a distinct domain responsible for 
the observed CROP-interaction could not be identified. This phenomenon was specific to TcdA 
fragments, since TcdB CROPs immobilized at beads were not capable of precipitating the 
homologous N-terminal TcdB fragments (Figure 5). 

Figure 5. TcdB CROPs do not associate with TcdB1–1852. Immunoblots showing  
pull-downs of GST-fused TcdB CROPs and TcdB fragments (TcdB1–543 and TcdB1–185). 
Precipitation of TcdA1–1874 by GST-TcdA CROPs served as the positive control. 

 

While TcdA1–1874 was confirmed to be precipitated by TcdA CROPs, neither the isolated 
glucosyltransferase domain of TcdB (TcdB1–543) nor the respective CROP-deletion mutant,  
TcdB1–1852, was detected in the pull-down approach with the CROPs of TcdB (lower right panel). 

In order to verify the results and to quantify the binding affinities, we took advantage of 
microscale thermophoresis (MST), a novel and sensitive method that enables the monitoring of the 
complex formation between fluorescent and non-fluorescent proteins under close-to-native 
conditions. We therefore titrated EGFP-fused toxin fragments (300 nM) with increasing 
concentrations of unlabeled TcdA or TcdB CROPs and plotted the resulting thermophoresis signals 
against the respective CROP concentration (Figure 6). 
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Figure 6. The determination of binding affinities using microscale thermophoresis. 
Microscale thermophoresis measurements were done to quantify the binding of  
EGFP-fused TcdA1–1874 ( ), TcdA1–542 ( ) and TcdA1102–1847 ( ) to unlabeled CROPs. 
EGFP alone was used as the negative control (mock). The resulting thermophoresis 
signal was normalized and plotted against the respective CROP concentration. Data 
were fitted by the Hill slope, and the equilibrium binding constant KD was obtained. 
Data are presented as means ± SEM (n  4). The R-squared (R2) reflects the goodness 
of the respective fit. (A) The substrate Rac 1 was used as the positive control for 
binding to TcdA1–1874 (KD = 3.32 ± 0.36 M); (B) Binding of TcdA1–1874 to TcdA 
CROPs resulted in a binding constant of 1.44 ± 0.07 M (R2 = 0.98). The affinity of the 
shorter toxin fragments, TcdA1–542 and TcdA1102–1847, was less, with KD values of  
2.96 ± 0.18 M (R2 = 0.96) and 3.06 ± 0.18 M (R2 = 0.89); (C) In contrast to the 
CROP domain of TcdA, the TcdB CROPs did not interact with the toxin fragments. 

 

Since Rac1 is a target substrate of the clostridial toxins, it was used as the positive control and 
titrated to the fluorescent CROP-deletion mutant, TcdA1–1874 (KD = 3.32 ± 0.36 M). In addition to 
a standard cytotoxicity assay (Figure S2), the observed dose-dependent binding to Rac1 ensures the 
correct folding and functionality of the respective EGFP-fused toxin fragments. Similar to the  
pull-down assays, MST revealed almost identical binding affinities of the glucosyltransferase  
(TcdA1–542) and the intermediate domain (TcdA1102–1847) of TcdA with the CROPs, resulting in KD 
values of 2.96 ± 0.18 M ( ) and 3.06 ± 0.18 M ( ), respectively (Figure 6B). In fact, TcdA1–1874, 
comprising all toxin domains, except the CROPs, bound the TcdA CROP domain with enhanced 
affinity (KD = 1.44 ± 0.07 M) compared to the shorter toxin fragments. In contrast, none of the 
analyzed TcdA mutants showed concentration-dependent binding to the CROPs of homologous 
TcdB (Figure 6C). 

2.3. Intramolecular Interactions of TcdA Protect from Its Premature Autoproteolytic Cleavage 

As indirect proof of intramolecular bonding, IP6-induced cleavage of different toxins and 
chimeras was performed. Based on the previous results, we assume that the close conformation 
observed at neutral pH for TcdA originates from its CROP domain and sterically hinders the 
binding of IP6 and subsequent activation of the inherent cysteine protease. This might explain the 
inefficient processing of TcdA at neutral pH, which is observed following the application of the  
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co-factors, IP6 and DTT (Figure 7A, first panel). The amounts of the cleaved GT-domain were 
semi-quantified by western blotting to 4.52% ± 1.17% (Figure 7B). Under the given conditions, the 
cleavage of a chimera comprising the amino acids 1–1874 of TcdA and the CROPs of TcdB differs 
significantly, as this mutant is characterized by a ten-fold increase in autocatalysis compared to 
wild-type TcdA (41.06% ± 1.77%). This behavior reflects an impaired conformation that allows 
IP6-binding and cleavage induction, which shows that toxin structure and inhibition of premature 
cysteine protease activation is predominantly determined by the CROP domain. Interestingly, this 
seems to be true only for TcdA, since TcdB was efficiently processed at neutral pH (31.71% ± 6.86%), 
though being exposed to 100-fold less IP6. However, an inhibitory function of the TcdA CROPs 
only becomes important towards the N-terminus of TcdA, rather than the N-terminus of TcdB. This 
conclusion was drawn from a chimera of TcdB1–1852 and the TcdA CROP domain, which was as 
efficiently processed as wild-type TcdB (42.04% ± 4.07%). The linkage between toxin conformation 
and function was further investigated by a functional assay. As previously shown, extracellular 
cleavage of the toxins prevents the cytopathic effect of TcdA and TcdB [10]. Rounding of cells 
treated with TcdA or TcdB, which were previously incubated with IP6/DTT, correlates well with 
the cleavage efficacies described above (Figure 8). Incubation of toxin with IP6/DTT at pH 7 hardly 
affected the potency of TcdA towards 3T3 fibroblasts, due to an ineffective toxin cleavage. In 
addition to the exchange or deletion of the CROP domain, the protective conformation of TcdA is 
also impaired during acidification, allowing IP6-induced cleavage, and results in the abrogation of 
the cytopathic effect. In contrast, due to quantitative processing, even at pH 7, TcdB is functionally 
inactivated in the presence of IP6/DTT, and thus, does not significantly affect cell morphology. 
Cleavage efficiency at pH 5, however, was even less than at pH 7, since the cysteine protease 
activity itself is reduced under acidic conditions, as could be seen for TcdA1–1065 (compare  
Figure 1A). IP6 as an ingredient of dietary fiber is physiologically present in the human large 
intestine at concentrations reaching 4 mM [14]. Therefore, the necessity for the protection of the 
cysteine protease by, e.g., intramolecular structures, is obvious. This begs the question of how the 
TcdB structure is stabilized in vivo and protected from premature autoproteolytic cleavage. It is 
conceivable that external factors, hence intermolecular interactions, rather than an intramolecular 
structure, stabilize TcdB. This might ensure faster conformational alterations of the toxin and, 
consequently, a quicker translocation process. Whether both toxins adapt to different niches with 
TcdA, as the less susceptible molecule, ensuring basic cytotoxicity and TcdB predominantly 
focusing on efficacy, needs to be elucidated. 
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Figure 7. The CROPs of TcdA protect from premature autoproteolytic toxin inactivation. 
(A) Autocatalytic processing of TcdA, TcdB and the chimeras, TcdA1–1874-TcdB 
CROPs and TcdB1–1852-TcdA CROPs, respectively. Cleavage was induced by the addition 
of IP6 and DTT at pH 7.0. Specific antibody directed against the glucosyltransferase 
domain (GTD) of TcdA (indicated by the arrow) was applied in the case of TcdA and 
TcdA1–1874-TcdB CROPs ( -TcdA 542) and against the homologous domain of TcdB in 
the case of TcdB and TcdB1–1852-TcdA CROPs ( -TcdB 543); (B) The bar chart shows 
the densitometrical evaluation of the cleaved glucosyltransferase domain. The cleavage 
efficacy of TcdA differs significantly from that of chimera TcdA1–1874-TcdB CROPs  
(*** p < 0.0001) and TcdB (* p = 0.017), respectively; ns = not significant. 

 

3. Experimental Section 

3.1. Antibodies and Reagents 

Monoclonal anti-Rac1 antibody recognizing non-glucosylated Rac1 (clone 102, BD PharMingen, 
Heidelberg, Germany); -actin antibody (clone AC15, Sigma-Aldrich, Hamburg, Germany); GAPDH 
antibody, Penta-His antibody (Qiagen, Hamburg, Germany), HRP-conjugated secondary mouse 
antibody (Rockland, Gilbertsville, PA, USA); Bacillus megaterium expression system (MoBiTec, 
Göttingen, Germany); Inositol hexakisphosphate (Calbiochem/Merck, Darmstadt, Germany). 

3.2. Expression and Purification of Recombinant Toxins 

The C. difficile toxins (strain VPI 10463, GenBank Accession No. X51797) were recombinantly 
expressed in the B. megaterium expression system as C-terminally His-tagged fusion proteins, 
unless otherwise noted. Expression and purification was performed following the standard 
protocol, as described previously [15]. Cloning of recombinant TcdA and TcdB, the isolated TcdA 
CROPs (TcdA1875–2710), the CROP deletion mutants TcdA1–1874 and TcdB1–1852, as well as fragment 
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TcdA1–1065 is described elsewhere [3,16]. The C-terminally EGFP-fused constructs, TcdA1–1874-EGFP 
and TcdA1–542 D285/287N-EGFP, were generated by mobilization of tcdA 1–5622 bp and tcdA 1–1626 
bp from the host plasmids by the SpeI or SpeI and BamHI restriction sites, respectively, and 
ligation into the modified B. megaterium expression vector pHIS1522 harboring the egfp gene 
(pHIS1522-EGFP). The construct encoding N-terminally EGFP-labeled TcdA1102–1847 was cloned 
by amplification of egfp from vector pEGFP-C1 (BD Biosciences Clontech, Heidelberg, Germany) 
and insertion through BamHI restriction sites into pQE30 plasmid harboring base pairs tcdA  
3304-5541. The GST-tagged CROPs of TcdA and TcdB were generated by amplification of base 
pairs tcdA 5623-8130 (sense: 5'-AGCTAGATCTTATAAAATTATTAATGGTAAAC; antisense: 
5'-AGTCGGATCCGCCATATATCCCAGGGGCTTTTAC) and tcdB 5542-7098 (sense:  
5'-AGCTGGATCCCCAGTAAATAATTTGATAA; antisense: 5'-AGCTGAATTCCTTCACTAA 
TCACTAATTG) using the vector, pWH-TcdA, or genomic DNA of C. difficile strain VPI 10463 
as the template, respectively. The resulting amplicons were digested with BamHI and EcoRI in the 
case of TcdB and restriction enzymes BglII and BamHI in the case of TcdA and were ligated into 
the prepared pGEX-2T vectors (GE Healthcare, Hamburg, Germany). Expression of the respective 
GST-tagged gene products occurred in TG1 E. coli following IPTG induction. 

Figure 8. Premature autoproteolysis affects cytotoxicity. (A) Representative phase 
contrast microscopy of 3T3 fibroblasts treated with TcdA or TcdB at pH 7 or pH 5 in 
the absence or presence of IP6/DTT. Cell rounding confirms the successful 
internalization of the glucosyltransferase domain, which is prohibited by extracellular 
IP6/DTT-induced cleavage. Scale bars represent 50 m; (B) Quantification of relative 
non-glucosylated Rac1 (in relation to GAPDH) by specific antibody (mean ± SD, n = 3). 
Immunoblots were performed from the samples shown under (A); Representative 
immunoblots are shown in the inserts above the bars. 
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Figure 8. Cont. 

 

Purification of the His-tagged toxins and fragments was achieved by Ni2+ affinity chromatography. 
For pull-down experiments, the cleared supernatants of bacterial lysates harboring GST-fused 
TcdA or TcdB CROPs were incubated with GSH beads overnight at 4 °C in order to obtain the 
bead-coupled CROP domain. Afterwards, the beads were collected by centrifugation at 1000× g, 
washed three times with 50 mM Tris (pH 8.0), 80 mM NaCl and 0.5% Triton X-100 and used for 
precipitation experiments. 

Chimera TcdB1–1852-TcdA1875–2710 consists of the TcdA CROP domain fused to the CROP-deletion 
mutant of TcdB. It was generated by amplification of tcdA 5623–8130 using primers 5'-
AGCTGGATCCTTTATAAAATTATTAATGGTAAACAC (sense) and 5'-AGTCGCATGCCC 
GCCATATATCCCAGGGGCTTTTAC (antisense) and ligation into plasmid pHIS1522-TcdB  
1–1852 through BamHI and SphI restriction sites. The reciprocal chimera harboring CROP-truncated 
TcdA1–1874 and the TcdB CROPs was cloned by mobilization of tcdA 1–5622 from plasmid  
pWH-TcdA by SpeI restriction and ligation into the respective SpeI digested vector, pHIS-TcdB 
1848–2366. All constructs are listed in Table S1, showing the location of tags and providing data 
about linker and additional amino acids as carry-over from the cloning strategy. 

3.3. Generation of Specific Antibody 

For the generation of specific antibodies, either TcdA fragment 1–1065 or the  
glucosyltransferase-inactive mutant (D286/288N) of TcdB fragment 1–543 were expressed in  
B. megaterium and purified by affinity chromatography and gel extraction. First, immunization of a 
New Zealand rabbit was performed after the standard protocol with 100 g of protein followed by a 
single boost after four weeks. Blood was collected four weeks after boost immunization. The 
specificity of anti-serum was checked by western blot using the antigens, as well as full-length 
TcdA and TcdB as positive and negative controls. 
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3.4. Flow Cytometry 

Mutant TcdA1–1874 was fluorescently labeled with Lightning-Link™ Atto488 as previously 
described [3], and binding to HT29 cells in dependence of TcdA CROP pre-incubation was 
analyzed by flow cytometry. Therefore, adherent cells were suspended by Accutase treatment, and 
500,000 cells were incubated at 4 °C for 30 min, either directly with 4 nM of fluorescent labeled 
TcdA1–1874 or after pre-incubation for 30 min with non-labeled TcdA CROPs (TcdA1875–2710) at  
4 °C. Cells were washed twice with ice-cold PBS by centrifugation at 200× g for 5 min at 4 °C to 
eliminate non-bound toxins and finally subjected to flow cytometry (FACScan flow cytometer; 
Becton Dickinson, Heidelberg, Germany). Ten thousand events were monitored per condition. 

3.5. Pull-Down 

Pull-down experiments were performed in binding buffer (50 mM Tris, 80 mM NaCl, 5 mM KCl, 
1 mM CaCl2, 1 mM MgCl2, 1% (v/v) NP-40, pH 7.4) at 4 °C for 2 h. As bait, GST-fused TcdA or 
TcdB CROPs coupled to GSH beads were used, previously blocked for 2 h at 4 °C in 50 M Tris  
(pH 8.0), 80 mM NaCl, 0.1% NP-40 (v/v) and 1% BSA (w/v). Precipitation was done in a total 
volume of 200 L with 180 pmol of GST-tagged CROPs and 50 pmol of the respective toxin 
fragment or H2O as the control. Previous to incubation, a sample of each approach was taken as the 
input control. Following binding, beads were pelleted by centrifugation at 1000× g for 5 min at  
4 °C and washed three times in 20 mM Tris (pH 8.0), 80 mM NaCl, 0.5% Triton X-100. Finally, 
toxin fragment-bound beads were resuspended in Laemmli buffer; proteins were denaturized for  
10 min at 95 °C, and the soluble fraction was subjected to SDS-PAGE and western blotting. 

3.6. Microscale Thermophoresis (MST) 

Thermophoresis was used to determine the binding affinities between the TcdA or TcdB CROP 
domain and N-terminal TcdA fragments. Therefore, a fixed concentration of 300 nM EGFP-fused 
TcdA1–542, TcdA1102–1847 or TcdA1–1874, respectively, was titrated with 20 M to 0.01 M of TcdA 
or TcdB CROPs in 20 mM Tris, 50 mM NaCl (pH 7.4). As a positive control, a concentration 
series of recombinant Rac1 was applied. In order to allow binding, samples were incubated at least 
30 min at room temperature followed by centrifugation for 5 min at 15,000× g to eliminate 
potential precipitates. Experiments were performed in standard or hydrophilic capillaries using a 
NanoTemper Monolith™ NT.115 instrument for green dye fluorescence according to Duhr, Braun 
and co-workers [17]. Thermophoresis signals for each of the 16 capillaries were monitored, which 
harbor different ratios of binding partners. The normalized fluorescence at a given time point was 
plotted against the concentration of unlabeled CROPs. The resulting sigmoidal curves were 
normalized, and the means ± SEM (n  4) to each data point were determined. Data points were 
finally fitted by the Hill slope, and KD values were obtained. 
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3.7. IP6-Induced Cleavage 

Two hundred sixty nanomoles of toxins were incubated for 2 h at 37 °C in 50 mM Hepes (pH 
range 5.0–8.0, as indicated) and 2 mM dithiothreitol supplemented with 10 M inositol 
hexakisphosphate (IP6) in the case of TcdB and TcdB1–1852-TcdA1875–2710 or 1 mM IP6 in the case of 
TcdA, TcdA1–1065 and TcdA1–1874-TcdB1848–2366, respectively. For cytotoxicity assays, samples were 
taken, neutralized to pH 7.4 and applied to 3T3 fibroblasts at final concentrations of 30 to 900 pM. 
In order to evaluate cleavage efficacies, cleavage reactions were stopped by boiling at 95 °C for 5 
min in Laemmli sample buffer, and after neutralization, samples were subjected to SDS-PAGE and 
western blot analyses. Antibodies were directed against the N-terminus of TcdA ( -TcdA 542) or 
TcdB ( -TcdB 543), respectively. Densitometrical evaluation is illustrated as a bar diagram 
showing only IP6/DTT-induced cleavage minus the background signal in the absence of the 
inducers. Data are presented as the means ± SEM (n = 3). 

3.8. Cell Culture and Cytotoxicity Assay 

3T3 mouse fibroblasts were cultivated under standard conditions in Dulbecco’s modified 
Eagle’s medium (DMEM) supplemented with 10% fetal bovine serum (FBS), 100 M penicillin, 
100 g/mL streptomycin. For cytotoxicity assays, cells were seeded in 24-well chambers and 
grown for 48 h to sub-confluence. Cleaved and non-cleaved samples were neutralized to pH 7.4, 
diluted in medium and applied to the cells with final toxin concentrations of 30 pM of TcdB or 
TcdB1–1852-TcdA1875–2710 and 900 pM of TcdA or TcdA1–1874-TcdB1848–2366, respectively.  
Toxin-induced cell rounding was monitored by light microscopy after 3 h of incubation. 

3.9. Western Blotting 

Protein samples were separated by SDS-PAGE and transferred onto a nitrocellulose membrane.  
After blocking with 3% (w/v) BSA and 2% (w/v) nonfat dry milk in TBST (50 mM Tris HCl pH 
7.2, 150 mM NaCl, 0.05% (v/v) Tween-20), the membrane was incubated overnight with the 
primary antibody at 4 °C. Following washing with TBST, it was incubated for 45 min at room 
temperature with horseradish peroxidase-conjugated secondary antibody in TBST. Detection was 
performed by means of chemiluminescence. Rac1-glucosylation as a direct marker for intracellular 
toxin action was determined as described earlier [18]. 

3.10. Statistical Analysis 

Two-tailed t-tests were performed using GraphPad Prism 5.02 (GraphPad Software, San Diego, 
CA, USA, 2008) to evaluate statistical significance. Significance was set at a p-value of <0.05. 
Data are presented as the mean ± standard error of the mean (SEM). 

4. Conclusions 

The present study describes the CROPs of TcdA to shield toxin conformation. Beyond the role 
as the main receptor binding domain, the C-terminal CROPs interact with the N-terminal part of the 
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toxin to prevent premature cleavage and, thus, inactivation of the toxin. In line with this, a lack of 
interaction between CROPs and the N-terminus in TcdB correlated with more efficient 
autoprocessing. We conclude that the C. difficile toxins complement one another, together providing 
full pathogenic potential under any given condition: TcdA is less potent, but robust against 
different milieu circumstances, and TcdB, though being more susceptible, ensures efficient 
cytotoxicity, due to its high potency. 
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Abstract: Clostridium perfringens enterotoxin (CPE) is a three-domain polypeptide, which binds to 
Claudin-3 and Claudin-4 with high affinity. Because these receptors are highly differentially 
expressed in many human tumors, claudin-3 and claudin-4 may provide an efficient molecular tool 
to specifically identify and target biologically aggressive human cancer cells for CPE-specific 
binding and cytolysis. In this review we will discuss these surface proteins as targets for the detection 
and treatment of chemotherapy-resistant gynecologic malignancies overexpressing claudin-3 and -4 
using CPE-based theranostic agents. We will also discuss the use of fluorescent c-CPE peptide in the 
operative setting for real time detection of micro-metastatic tumors during surgery and review the 
potential role of CPE in other medical applications. 
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Santin, A.D. Clostridium Perfringens Enterotoxin (CPE) and CPE-Binding Domain (c-CPE) for the 
Detection and Treatment of Gynecologic Cancers. Toxins 2015, 7, 1116-1125. 

1. Introduction 

Clostridium perfringens enterotoxin (CPE) is a single polypeptide of 35 kDa. It consists of three 
domains; (1) C-terminal domain I, which is responsible for receptor binding; (2) domain II, which is 
responsible for oligomerization and membrane insertion; and (3) domain III, which may participate 
in physical changes when the CPE protein inserts into membranes. CPE is comprised of 319 amino 
acids. It is the virulence factor responsible for Clostridium perfringens type A food poisoning, which 
is the second most commonly reported food-borne illness in the United States [1]. The structure and 
function of CPE has been investigated through the characterization of the functional properties of 
enterotoxin fragments and point mutations [2–6]. The CPE290–319 COOH-terminus fragment is 
adequate for high-affinity binding to target cell receptors. However, this fragment is not capable of 
initiating large complex formation or causing cytolysis [7]. Of note, the CPE290-319 COOH-terminus 
fragment inhibits cytolysis of target cells by full-length CPE [8]. Residues CPE45-116 are essential for 
large complex formation and cytotoxicity. When the NH2 terminus is deleted, a CPE45-319 fragment 
is generated, which facilitates enhanced large membrane complex formation and cytotoxic activity [9]. 
Claudin-3, claudin-4, claudin-6, claudin-8 and claudin-14 [10,11] have been shown to represent 
natural receptors for CPE; they are the members of the transmembrane tissue-specific claudin 
proteins capable of facilitating CPE binding and cytolysis [12,13]. 
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2. Role of Novel Treatments in Chemotherapy Resistant Gynecologic Cancer 

Although many patients with gynecologic malignancies may initially respond to cytoreductive 
surgery plus platinum/taxane chemotherapy, and/or radiation, many experience recurrences and a  
poor-prognosis [14–16]. The development of cisplatin resistance reduces therapeutic effectiveness. 
Resistance mechanisms are often a result of intrinsic pathway activation used during development or  
as a defense mechanism against environmental toxins [17].  

Patients with platinum-resistant/refractory ovarian cancer are known to have a poor prognosis and 
are classified as having chemotherapy-resistant/refractory ovarian cancer [18]. In these cases,  
single-agent therapies are used to treat this subset of patients. These include paclitaxel, doxorubicin, 
and topotecan. The response rate is low, at approximately 10%–15%, and overall survival is 
approximately 12 months [19]. Trials of combination chemotherapy in platinum-resistant ovarian 
cancer have failed to improve overall survival. Notably, it increases toxicity [20]. An encouraging 
discovery in ovarian cancer research has been that chemotherapy-resistant ovarian tumors express 
claudin-3 and -4 genes at considerably higher levels when compared with chemotherapy-naive 
ovarian tumors [21,22]. Preclinical studies have investigated the utility of this finding and have found 
that chemotherapy-resistant ovarian cancer cell lines continue to display substantial sensitivity to 
CPE in vitro and in vivo despite their resistance to multiple different chemotherapeutic agents [23]. 

For patients with endometrial cancer who failed first line therapy, a combination regimen is the 
most effective. However, there is no established and universally recommended second-line agent in 
this disease. In patients with measurable disease, second-line agents produce a response in only 50% 
of patients and a complete response is infrequent. While progression free survival (PFS) and overall 
survival (OS) times are improving, the 5-year survival rate with advanced/recurrent measurable 
disease is still <10% [16]. Low initial complete response rates and the high rate of recurrence and/or 
progression suggest de novo and/or rapidly developing drug resistance. The underlying causes of 
drug resistance are multifactorial. In endometrial cancer, the resistance is mostly related to the 
overexpression of -tubulin subtypes and/or the multidrug-resistance gene (MDR-1). Inhibition of 
apoptosis via alterations in the extrinsic and intrinsic apoptosis pathways and the PI3KCA pathway 
are also known to occur [16]. 

Patients with recurrent cervical cancer, which is not amenable to surgery or radiation, have a poor 
prognosis. The most common treatment for recurrent or metastatic cervical cancer is a combination 
of paclitaxel and cisplatin or paclitaxel, cisplatin and bevacizumab [24–26]. Although not curative,  
these treatments result in median survival times of 1–1.5 years. When a patient progresses after this 
initial therapy for a recurrence or metastases, there are no FDA approved or NCCN level 1 or 2A 
therapies available and therefore, options are limited [24–27]. 

2.1. Claudins 

Before Mikio Furuse and Shoichiro Tsukita discovered claudins-1 and -2 in 1998, it was thought 
that tight junctions were mediated by occludins alone [28]. The discovery of this new class of proteins 
within tight junctions led to an investigation into the proteomics of tight junctions. Ultimately, this 
led to the discovery of additional claudins, most notably, claudins-3 and -4 [29]. Today there are  
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27 members of the claudin family of proteins. This family of proteins is primarily known for the  
role they play in mediating tight junctions between cells; they create a physiologic tight barrier,  
which prevents unregulated diffusion of water, lipids, proteins and anions. Many claudins (claudins-1,  
-3, -5, -11, -14, -19, and tricellulin) have sealing functions as well. Other claudins form channels 
across tight junctions which feature selectivity for cations (claudins-2, -10b, and -15), selectivity for 
anions (claudin-10a and -17), or are permeable to water (claudin-2). For several claudins  
(claudins-4, -7, -8, -16, and occludin), we still do not understand their exact function, as their effects 
on epithelial barriers are inconsistent [30]. What we know, however, is that the importance of 
claudins in maintaining a normal physiologic state is clear and the dysregulation of their expression 
and/or interaction plays an important role in carcinogenesis. 

Claudins-3 and -4 are upregulated in a number of cancers, including ovarian, uterine, breast, 
prostate and pancreatic [9,31–34]. Additionally, claudin-3 overexpression is associated with 
increased malignant potential in colorectal cancer and breast cancer [35,36]. Claudin-3 and -4 have 
also been studied in uterine serous carcinoma, carcinosarcoma, and high-grade serous ovarian cancer, 
all of which are known for their aggressive behavior. Claudin-4 in particular is expressed in 
approximately 70%–90% of ovarian cancers and is differentially expressed across subtypes with the 
lowest expression seen in the clear cell subtype. In these tumors, differential expression of  
claudin-3 and -4 between cancerous and normal tissue suggest that these proteins may be  
exploited as either markers for early detection of carcinogenesis or as targets for tumor directed 
therapy [32,37–40].  

2.2. Claudins as a Target of CPE 

Since claudin-3 and -4 genes are highly and differentially expressed in biologically aggressive 
malignancies (including ovarian carcinoma), they represent a viable detection and treatment  
target [41]. Claudin-3 and -4 are natural receptors for Clostridium perfringens enterotoxin (CPE). 
The use of CPE for clinical benefit in claudin-3 and -4 expressing tumors has been evaluated. For 
example, in breast cancer, CPE-mediated toxicity was achieved by using claudin-3 and -4 as  
targets [42]. Furthermore, in prostate cancer, CPE-mediated cytotoxicity was identified when using 
claudin-4 as a target [43]. Lastly, claudin-4 was used as the target for CPE-mediated cytotoxicity in 
pancreatic cancer [44]. 

The expression of claudin-6 has been reported in multiple human cancers, including rhabdoid 
tumors, breast cancers and gastric cancers [45]. Claudin-6 is also expressed in ovarian cancer and 
may represent a novel functional receptor for CPE [10]. Interestingly, knock out claudin-6, as was 
done with UCI-101, an ovarian cancer cell line that is highly sensitive to CPE, decreased sensitivity 
to the toxin. Furthermore, when claudin-6 is overexpressed, different ovarian cell lines that are 
resistant to the effects of CPE become sensitive [10]. Lastly, binding assays reveal that CPE can bind 
claudin-6 in cells and this binding is associated with CPE cytotoxicity [10]. As a result of this 
research, claudin-6 has been established as a receptor for CPE and is now considered a therapeutic 
target in ovarian cancer and other cancers. 
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2.3. Claudin-3 and -4 Are Potential Targets for CPE-Based Theranostics  

As natural receptors for CPE, claudin-3 and -4 are the members of the trans-membrane  
tissue-specific claudin family most capable of mediating CPE binding and cytolysis [12]. When the 
CPE toxin binds to cells, small pores form in the plasma membrane and osmotic equilibrium is lost. 
As a result, rapid cell death occurs [13]. The C-terminal fragment of CPE (c-CPE peptide) is 
composed of the CPE amino acids 184 to 319 with the receptor-binding region being in amino acids 
290 to 319. c-CPE is a non-toxic ligand of claudin-3 and -4 and has fewer antigenic determinants.  
c-CPE can cause disruption of the tight junction barrier and thereby enhancing drug absorption 
through mucosal surfaces in a reversible and concentration-dependent manner [46]. A relatively low 
dose of c-CPE sensitizes epithelial ovarian cancer cells to the cytotoxic effects of carboplatin and 
paclitaxel in a claudin-4 dependent manner. Compared with single agent paclitaxel or carboplatin, 
the addition of c-CPE to paclitaxel is able to significantly suppress large tumor burdens by inhibiting 
tumor cell proliferation and accelerating apoptosis [47]. Furthermore, c-CPE can target TNF  to 
ovarian cancer cells and has been used as a carrier for other bacterial toxins aimed at claudin-4 
positive tumor cells [48]. Yuan et al., linked the c-CPE to TNF . With c-CPE-TNF, they 
demonstrated 6.7-fold greater toxicity against the claudin-3 and -4 positive human ovarian carcinoma 
cells than free TNF, indicating that specific targeting to tumor cells expressing high levels of  
claudin-3 and -4 was achieved [48]. Unfortunately, thus far, this clinical application has been limited 
due to its failure to concentrate at the site of tumors and the associated side effects. 

Several research groups have reported using claudins-3 or -4 as targets for fluorescent molecule 
binding as a means to assist with the localization of ovarian and breast cancer cells [40,49]. c-CPE, 
when used as an intraperitoneal (i.p.) chemosensitizer, decreases tumor density and improves drug 
penetration by surface diffusion in ovarian cancer cells [50]. Since ovarian carcinoma is largely a 
disease of the peritoneal cavity and claudin-3 and -4 are not expressed in mesothelial cells, the 
utilization of i.p. treatment with full length CPE may have great potential for claudin-4 expressing 
ovarian tumors. Pharmacologic studies in ovarian cancer patients have demonstrated a therapeutic 
advantage to i.p. CPE and a significant reduction in systemic toxicity when compared with an 
identical dose of the drug given intravenously. Strategies to limit CPE toxicity to normal tissues 
already exist in vivo and are based on the local delivery of the blocking CPE peptide fragment to gut 
and lung via enteral and inhalation routes, respectively. These observations, combined with the 
finding that ovarian cancer remains confined to the peritoneal cavity for much of its natural history, 
suggest that i.p. administration of CPE in human patients harboring chemotherapy-resistant/residual 
disease may result in reduced toxicity and better therapeutic responses compared with identical doses 
of CPE given intravenously. Consistent with this view, multiple i.p. injections of sublethal doses of 
CPE every three days significantly inhibited tumor growth in 100% of mice harboring claudin-3  
and -4 positive, chemotherapy resistant, ovarian tumor xenografts [23]. 

Other work in the area of chemoresistant ovarian cancer has demonstrated that CD44+ ovarian  
cancer stem cells represent a proportion of cancer cells capable of sustaining tumor growth and  
chemo-resistance. These cancer stem cells highly express genes encoding claudin-4. Casagrande et al. 
showed that multiple doses of i.p CPE were effective for the eradication of claudin-4 expressing 



242 
 

 

chemoresistant ovarian cancer stem cells in mice harboring these xenografts. They showed a 100% 
reduction in tumor burden in half of the mice treated (p < 0.0001) [21]. In this study, recombinant 
CPE was not found to induce toxin-associated side effects. It should be noted, however, that repeated 
i.p. administrations were required in order to attain a therapeutic effect [51].  

Another novel approach of safely targeting claudin-3 and -4 expressing ovarian tumor cells is 
through gene therapy. Intra-tumoral gene transfer of CPE-expressing vectors can be employed for 
selective suicide gene therapy of claudin-3 and -4 positive tumors. In one study, 72 hours after gene 
transfer, up to 100% cytotoxicity was noted in claudin-3 and -4 expressing tumor lines. The in vivo 
data from this study also revealed inhibition of ovarian cancer xenograft growth in SCID mice [52].  

2.4. c-CPE-Based Diagnostic Agents in Gynecologic Cancers 

Imaging of claudin-3 and -4 represents a promising diagnostic approach for identifying metastatic 
chemotherapy-resistant ovarian cancer [40]. When injected intravenously in mice harboring i.p. 
chemotherapy-resistant ovarian cancer, the non-toxic carboxy-terminal fragment of CPE (c-CPE) 
conjugated to the fluorescent FITC molecule revealed a preferential accumulation in the ovarian 
tumor when compared to the normal surrounding tissue. More importantly, the fluorescent c-CPE 
identified ovarian tumor spheroids isolated from the mouse ascites [40]. This research demonstrated 
that using a FITC-conjugated CPE peptide in vitro and in vivo revealed binding to multiple primary 
chemoresistant ovarian carcinoma cell lines and xenografts. This suggests that CPE peptide is a good 
candidate for tumor therapy and/or the development of new diagnostic tracers (i.e., radioisotopes), 
including the use of near-infrared fluorescent imaging to identify microscopic metastatic ovarian 
cancer preoperatively or at the time of tumor recurrence [40]. It also suggests that c-CPE can be 
complexed to biocompatible nanocarriers for the delivery of contrast agents (i.e., iron oxide) or 
therapeutics (i.e., chemotherapy, gene therapy) [8].  

Another interesting approach is c-CPE conjugated to fluorescent dyes (i.e., FITC or IRDye 
CW800). It has been employed as an intra-operative imaging system aimed at guiding surgeons to 
identify residual disease during real-time debulking surgery [40]. Real-time intra-operative approach 
imaging has recently been reported in humans undergoing surgery for ovarian cancer using folic acid 
conjugated to the FITC molecule [53]. The success of such a strategy resides on the fact that ovarian 
cancer metastases are commonly found attached to the organs of the peritoneal cavity and therefore 
easily exposed to the illumination source [54]. Uterine Serous Carcinoma (USC), a biologically 
aggressive variant of endometrial cancer, spreads in a pattern similar to high-grade ovarian  
cancer [55]. Furthermore, USC expresses high levels of claudin-3 and -4 and in vitro and in vivo is 
extremely sensitive to CPE [32]. This suggests that fluorescent c-CPE may be useful intra-operatively 
for the management of USC. Claudin-3 and -4 are also overexpressed in other solid tumors such as 
pancreatic, breast and prostate cancer [9,34,51,56]. The work of Kominsky et al. in particular showed 
that claudin-3 and -4 were consistently expressed in breast cancer brain metastasis, while negligibly 
expressed in healthy regions of the Central Nervous System (CNS) [51]. In line with this, intracranial 
administration of the full length CPE in mice harboring metastatic breast cancer in the brain 
significantly prolonged their survival compared to control animals. This suggests that c-CPE-based 
theranostic approaches may be useful for breast cancer brain metastasis identification.  
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2.5. Future Directions 

Currently, there are no early detection systems used to identify microscopic, recurrent and/or 
chemotherapy resistant gynecologic tumors. There are also no established or clinically effective 
treatment regimens available. Experimental results suggest that by using claudin-3 and -4 as targets 
and also as receptors for c-CPE conjugated to fluorescent dyes, toxins, and radioisotopes or combined 
with biodegradable/biocompatible nanoparticles for use in imaging, we will be able to diagnose and 
treat disease earlier and on orders of magnitude smaller than what is currently detected with imaging 
modalities today [40]. This novel approach is desperately needed to identify and ultimately achieve 
a cure for uterine and ovarian cancer that is recurrent and/or chemotherapy resistant. 
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Cholera Toxin B: One Subunit with Many  
Pharmaceutical Applications 

Keegan J. Baldauf, Joshua M. Royal, Krystal Teasley Hamorsky and Nobuyuki Matoba 

Abstract: Cholera, a waterborne acute diarrheal disease caused by Vibrio cholerae, remains 
prevalent in underdeveloped countries and is a serious health threat to those living in unsanitary 
conditions. The major virulence factor is cholera toxin (CT), which consists of two subunits: the A 
subunit (CTA) and the B subunit (CTB). CTB is a 55 kD homopentameric, non-toxic protein binding 
to the GM1 ganglioside on mammalian cells with high affinity. Currently, recombinantly produced 
CTB is used as a component of an internationally licensed oral cholera vaccine, as the protein induces 
potent humoral immunity that can neutralize CT in the gut. Additionally, recent studies have revealed 
that CTB administration leads to the induction of anti-inflammatory mechanisms in vivo. This review 
will cover the potential of CTB as an immunomodulatory and anti-inflammatory agent. We will also 
summarize various recombinant expression systems available for recombinant CTB bioproduction. 

Reprinted from Toxins. Cite as: Baldauf, K.J.; Royal, J.M.; Hamorsky, K.T.; Matoba, N. Cholera Toxin 
B: One Subunit with Many Pharmaceutical Applications. Toxins 2015, 7, 974-996. 

1. Introduction 

1.1. Cholera 

Cholera is a highly contagious acute dehydrating diarrheal disease caused by Vibrio cholerae.  
There are over 200 serogroups of V. cholerae known to date; however, only two (O1 and 139 
serotypes) are responsible for the vast majority of outbreaks [1,2]. The pathology of cholera results 
from V. cholerae colonization in the small intestine and subsequent production of the cholera  
toxin (CT).  

V. cholerae are found in coastal waters and deltas due to their preference for salinity in water;  
however under proper conditions (warm and sufficient nutrients), V. cholerae can grow in low 
salinity environments [3]. Natural disasters (e.g., floods, monsoons, and earthquakes) and poor 
sanitation are major players in the spread of cholera epidemics. Symptomatic individuals can shed 
the organism from 2 days to 2 weeks after infection and recently shed organisms (5–24 h after shedding) 
have hyperinfectivity; in this state the infectious dose is 10 to 100 times lower than non-shed 
organisms (~106 bacteria) [4,5]. This can lead to the rapid spread of cholera in densely populated 
areas without proper management of patients and their waste. 

The most common symptom of cholera is a life-threatening amount of watery diarrhea, causing 
an extreme loss of water, up to 1 L per hour, which can lead to death within hours of the first onset of 
symptoms if left untreated [3]. The diarrhea is usually painless and not accompanied by the urge to 
evacuate the bowels. Early in the illness, vomiting can be a common symptom as well.  
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Cholera is considered endemic in over 50 countries, but it can manifest as an epidemic, as has 
recently been the case in Haiti (2010–present), a country previously not exposed to cholera [6–8]. 
Reported world incidences of cholera increased from 2007 until a peak of approximately  
600,000 cases in 2011 [9]. In 2012, the number of reported cases decreased to approximately 245,000 
with 49% of the cases resulting from the ongoing outbreak in Haiti and the Dominican Republic. 
However, the World Health Organization (WHO) estimates the actual global burden of the disease to 
be between 3 and 5 million cases per year and 100,000 to 130,000 deaths per year [10]. Additionally, 
a more virulent strain of V. cholerae O1 is making inroads in Africa and Asia [11]. The WHO 
suggests there should also be concern for the spread of antibiotic-resistant strains of V. cholerae. This 
has already been shown with V. cholerae O139 and some isolates from V. cholerae O1 El Tor, which 
have acquired resistance traits for co-trimoxazole and streptomycin [3]. It is clear that cholera, despite 
its long history, is still an emerging disease that is necessary to combat.  

1.2. CT 

CT produced by V. cholerae, is the main virulence factor in the development of cholera. The 
molecular characteristics of CT and its toxic effects in humans have been well characterized [12–14]. 
CT is an 84 kD protein made up of two major subunits, CTA and CTB [15,16] (Figure 1). The CTA 
subunit is responsible for the disease phenotype while CTB provides a vehicle to deliver CTA to 
target cells. CTA is a 28 kD subunit consisting of two primary domains, CTA1 and CTA2, with the 
toxin activity residing in the former and the latter acting as an anchor into the CTB subunit [17]. The 
CTB subunit consists of a homopentameric structure that is approximately 55 kD (11.6 kD 
monomers) and binds to the GM1-ganglioside; found in lipid rafts, on the surface of intestinal epithelial 
cells [13]. The exact mechanism of delivering CTA1 into the intracellular space is still not fully resolved; 
however, the current understanding is that CT is endocytosed and travels through a retrograde transport 
pathway from the Golgi apparatus to the endoplasmic reticulum (ER) [12–14,17,18]. Recently, it has 
been shown that CT can also move from the apical to basolateral surface of epithelial cells via 
transcytosis, enabling transport of whole CT through the intestinal barrier [19]. CTA is dissociated 
from CTB after the toxin reaches the ER and translocated to the cytosol via the ER-associated 
degradation pathway [15]. Intoxication occurs when CTA1 enters the cell cytosol and catalyzes the 
ADP ribosylation of adenylate cyclase, which leads to increased intracellular cAMP. This increase 
in intracellular cAMP results in impaired sodium uptake and increased chloride outflow, causing 
water secretion and diarrhea [12,17]. 

1.3. Current Vaccines 

The emergence of a more virulent strain of V. cholerae, coupled with the increasing number of 
endemic and newly exposed countries suggests a growing need for a consistent vaccination strategy. 
Currently, there are two WHO pre-qualified vaccines for cholera: Dukoral® (SBL Vaccin AB, 
Stockholm, Sweden) and Shanchol® (Shantha Biotechnics Limited, Basheerbagh, India). Dukoral® 
contains killed V. cholerae (Inaba and Ogawa serotypes of V. cholerae O1) and recombinant (r) CTB, 
while Shanchol® contains the killed V. cholerae (serogroups O1 and O139) [20]. Due to the 
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cross-reactivity of anti-CTB antibodies to heat labile enterotoxin (LTB), Dukoral® is also effective 
against enterotoxigenic Escherichia coli (ETEC), an advantage not offered by Shanchol®. On the other 
hand, Shanchol® is a less expensive cholera vaccine than Dukoral® because the latter includes costs 
related to rCTB, i.e., recombinant production, a buffer to neutralize stomach acid to prevent rCTB 
degradation and additional storage space and logistics. In a vaccination cost analysis study performed 
in 2012, it was found to cost approximately US$10 to purchase two doses of Dukoral® and 
approximately US$3 to deliver those doses [21]. However, these costs could be reduced by 
developing cost-effective rCTB production methods (see below) and formulating the vaccine in a 
solid oral dosage form able to pass through the stomach and dissolve in the small  
intestine [22].  

 

Figure 1. Cholera toxin (CT) crystal structure. (A) CT (side view; Protein Data Bank 
[PDB] ID: 1XTC). The CTA subunit is shown in red (CTA1 in dark red and CTA2 in 
light red) and the CTB subunit is shown in blue; (B) CTB (top view; PDB ID: 1XTC 
with CTA subunit removed). Each monomer of the B subunit is show in a different color. 
Images were created in Accelrys Discovery Studio Visualizer 2.5. 

Interestingly, a field trial performed in 1985 suggests that a whole cell-killed vaccine with CTB 
(WCB) may be more efficacious than a whole cell-killed vaccine without CTB (WC) [23]. Children 
2 to 10 years old were almost completely and significantly protected (92%) from cholera after  
3 vaccinations with WCB compared to a non-significant 53% protection for WC for the first six months 
after vaccination. Hence, children were far better protected with the CTB-containing vaccine. In older 
populations (>10 years old) both vaccines showed similar protective efficacy over 6 months; the WCB 
vaccine protected 77% of the adults compared to 62% with the WC vaccine. Additionally, perhaps 
most importantly, the WCB vaccine significantly protected against severe cholera episodes (89% 
protective) versus no significant protection by the WC vaccine (44% protective). Lastly, within 
approximately the first 6 months following vaccination, the WCB vaccine significantly protected the 
recipients while WC vaccine recipients lost protective efficacy approximately 3 months after 
vaccination. This short-term enhanced protection could provide a significant implication for a 
reactive vaccination strategy to contain outbreaks. 

The same population was also tracked for three years following vaccination and differences 
between WCB and WC vaccination were further elucidated [24]. Again, it was found that 2–5 year 
old children, who received all three vaccine doses, were significantly protected when receiving the 
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WCB vaccine for up to 2 years following vaccination when compared to the placebo group. At no 
point was WC vaccine significantly protective of the 2–5 year old cohort in this study. For up to  
3 years following vaccination both WCB and WC protected study participants over the age of 5. 
Additionally, the number of doses needed to see strong protection against cholera was another point 
of differentiation. WCB vaccination required two doses to provide significant protection while the 
same level of protection was not achieved with the WC vaccine until a third dose was administered. 
It should be noted that WCB contains non-recombinant CTB (purified from CT) and thus should not 
be confused with the currently available Dukoral®, which contains rCTB.  

In this regard, a more recent work has been performed to evaluate the protective efficacy of 
Dukoral® in adults and children [25]. The study by Alam et al., divided children into 2 groups: young 
(median age 5) and older (median age 10) and had an adult group with a median age of 32. Significant 
antibody responses in all groups were seen 3 days following the first dose in all study groups and 
continued to day 42 in all groups. However at day 90, the next time point in the study, both groups 
of children lost the antibody response while the adult antibody response persisted until at least  
270 days following the second vaccination. Additionally, a 2005 study in Mozambique showed that 
an rCTB whole cell-killed vaccine was able to protect at similar levels of the WCB vaccine used in 
Bangladesh [26]. The results from this study also confirmed that the vaccine containing rCTB may 
have improved protection in severe cases of cholera. Confounding these results, a field trial 
performed in Peru in 1994 is often reported as having negative results (increased cholera infection) 
in rCTB vaccine recipients [27]. However, the study did report positive protection after a booster 
third dose was given just prior to the start of the next cholera outbreak season in Peru. Additionally, 
this study evaluated only two time points, 1 year and 2 year protection, which could have overlooked 
the early protection (<6 months after vaccination) observed previously with WCB [28]. Lastly, the 
fact that a single booster provided protection during the second year of the study suggests that an 
rCTB containing vaccine does in fact protect against cholera outbreaks. 

Shanchol® has been studied in both Bangladesh and Haiti; participants in both studies showed 
strong immune responses to the two dose vaccine regimen [20,29]. In 2012, Shanchol® was used in 
an outbreak in Guinea and found to be effective in protecting adults from cholera infection [30]. 
These findings were thought to be in line with results seen with Dukoral®, but there was no rCTB 
vaccine group in this study to compare to. An advantage to Shanchol® is that it has been tested in 
children as young as 1 year old and protection has been noted in this young population [29]. The lack 
of a large scale study comparing Shanchol® and Dukoral® makes any comparison difficult. 

A recent paper may help elucidate the potential benefit of including rCTB in any cholera vaccine. 
Although mice do not develop cholera, a model of pulmonary V. cholerae infection has recently been 
established [31]. In this model, severe pneumonia was induced in mice and was found to be fatal 
within several days of inoculation with V. cholerae. Interestingly, mice vaccinated intranasally, twice 
with Dukoral® prior to V. cholerae challenge, were significantly protected compared to controls. 
Unvaccinated animals died within 24 h of the challenge while none of the mice vaccinated died for up 
to 7 days following challenge. Notably, Dukoral® without rCTB showed no protection in this model, 
while protection was restored upon inclusion of rCTB. These results provide unequivocal evidence 
that rCTB is essential in protecting mice from the lethal pneumonia induced by V. cholerae infection. 



253 
 

 

Coupled with the earlier findings with WCB vaccines in the field trial, it is suggested that, in the case of 
cholera outbreaks, vaccines containing rCTB may provide immediate benefit to vaccine recipients that 
would not be seen in rCTB-free vaccines.  

2. CTB as a Vaccine Adjuvant 

In addition to its toxic properties, CT is also known to have strong mucosal immunogenic  
properties that have been investigated for beneficial use as well as inducing an allergic response in 
animal models [32–37]. CT has also been shown previously to have adjuvant potential when 
incorporated into mucosal vaccines [38–40]. However, the toxicity of CT made its use in humans 
undesirable and work now focuses on removing the toxicity from the molecule while maintaining 
the adjuvant effect. The CTB subunit was previously shown to induce an immune response without 
the toxicity associated with the CTA subunit [41]. CTB has proven to be a strong adjuvant to 
uncoupled antigens when administered via the nasal route but less so when administered  
orally [15,42,43]. However, the nasal route of administration is not preferred due to the potential risk 
for developing Bell’s palsy [44–46]. Fortunately, it was found that by coupling the antigen to CTB, 
a much stronger response is achieved via the oral administration route [47]. We should also point out 
that the adjuvant potential of CTB has also been shown in large animal models, indicating that the 
adjuvant potential is scalable to higher species [48–50]. The utility of CTB becomes apparent when 
looking at the various disease states in which it has been used as an adjuvant: bacterial and viral 
infections, allergy, and diabetes have been targeted [51–53]. Also, an interesting approach to resolving 
cocaine addiction has been attempted by binding rCTB to succinylnorcocaine, which has been tested 
in a Phase IIb randomized double-blind placebo-controlled trial [54,55]. The hypothesis behind the 
vaccine was that the anti-cocaine antibodies may block the uptake of cocaine in the brain from the 
blood. While the results were inconclusive, with only ~40% of participants achieving inhibitory 
antibody concentrations in the blood, this study shows potential utility of CTB-based vaccines in 
addiction therapy. 

For a general overview of the work on CTB as a vaccine adjuvant, readers are referred to thorough 
reviews published previously [41,56,57]. For this review we will focus on some findings not 
addressed in these previous reviews.  

2.1. CTB-Based Immunogens against Bacterial Pathogens 

Development of vaccines against several bacterial pathogens has been attempted recently by 
conjugating antigens to CTB to induce immune responses against the bacteria. Helicobacter pylori 
is a bacterium that infects greater than 50% of the world population and can cause a variety of 
gastrointestinal diseases [58]. Specifically, H. pylori urease, a two subunit enzyme, has been targeted 
by linking both subunits (UreA and UreB) of the enzyme to CTB. Guo et al. described a fusion 
protein of rCTB with the B cell epitope of UreA (denoted rCTB-UA) that was expressed in  
E. coli [58]. In a mouse immunization experiment they found that rCTB-UA could induce antibodies 
to UreA and UreB proteins, which inhibited the activity of H. pylori urease. In a follow up paper, the 
group showed prophylactic and therapeutic dosing with rCTB-UA could protect mice from H. pylori 
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infection [47]. This work has resulted in a second generation epitope vaccine (rCTB-UE) which not 
only consists of the original B cell epitope but a T helper cell epitope from both UreA and  
UreB [51,59]. In a Mongolian gerbil model of H. pylori infection, rCTB-UE protected  
against infection and decreased inflammation in the gastric tissue (inflammatory cytokines and 
histology) [59]. Additionally, the paper showed that the immune-protective mechanism of rCTB-UE 
was related to the upregulation of microRNA-155, which led to the activation of T helper (Th)1 and 
B cell immune responses against H. pylori infection. Meanwhile, Kono et al. showed protection from 
a fatal systemic infection of Streptococcus pneumonia in 10 day old mouse pups immunized via 
breast milk from mothers [60]. The mothers were intranasally immunized with Pneumococcal surface 
protein A (PSPA) and CTB and the anti-PSPA antibodies were present in serum and breast milk of 
the mothers. Through breast feeding, the offspring were protected from S. pneumonia infection. This 
study provided an important finding that mucosal immunization of a female population with vaccines 
containing CTB may be able to protect their offspring during early stages of life, when they are most 
vulnerable to respiratory diseases. 

2.2. CTB-Based Immunogens against HIV 

Viral pathogens have also been targeted by CTB-based vaccine development research. Given that 
CTB has the ability to induce potent mucosal humoral immune responses, perhaps the best 
opportunity to exploit CTB may be found in vaccines against mucosally transmitting viruses, such 
as human immunodeficiency virus (HIV-1). Indeed, a number of studies have used CTB as a mucosal 
adjuvant component of experimental HIV-1 vaccines [61–67].  

Over the past decade, we reported a series of studies demonstrating that rCTB-MPR649–684, a rCTB 
fusion protein displaying a peptide spanning the HIV-1 gp41 membrane proximal region, is capable 
of inducing gp41-binding antibodies in mice and rabbits [61,68–71]. These antibodies efficiently 
blocked transcytosis of primary HIV-1 isolates in a human tight epithelial model, suggesting that  
rCTB-MPR649–684 protein may provide an effective prophylactic vaccine preventing HIV-1 mucosal 
transmission [61,69,70]. In a separate study, CTB was co-administered with a plasmid generated from 
an envelope protein (gp1455m) of HIV-1 intramuscularly to mice [64]. The immune response by 
intramuscular dosing with gp1455m and CTB was significantly enhanced when compared to gp1455m 
alone. This study confirms that CTB, while an effective adjuvant via the nasal or oral administration 
routes, can also be considered for intramuscular dosing vaccine regimens to enhance the immune 
response. Meanwhile, Maeto et al. evaluated if supplementing a DNA plasmid expressing an HIV-1 
Env and Interleukin-12 (IL-12) with CTB could enhance the immune response after intranasal 
immunization in mice [63]. IL-12 had previously been reported to enhance an antigen-specific 
immune response by the intranasal vaccination route [72]. In this study, not only did the combination 
enhance the immune response to the HIV-1 Env antigen but also significantly decreased the 
concentration needed to trigger Interferon (IFN)- , a Th1 cytokine, production by 3 times. HIV-specific 
CD8 responses in spleen and genital tract and genito-rectal draining lymph nodes were effectively 
improved, showing cytotoxic T cell responses with higher avidity, polyfunctionality and cytolytic 
activity. Hence, the results indicate that a greater adjuvant effect can be achieved when CTB is  
co-administered with another adjuvant.  
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2.3. Novel CTB-Based Vaccine Delivery and Antigen Conjugation Methods 

In the majority of previous studies, CTB has been administered directly to mucosal surfaces via 
the intranasal or oral routes. In contrast, Hu et al. recently reported a novel approach of delivering 
CTB to the mucosa. In this study, they orally administered genetically engineered Bacillus subtilis 
to mice and guinea pigs, which expressed multiple epitopes of the foot-and-mouth disease virus and 
rCTB [73]. This method induced a significantly stronger immune response compared to the 
commercially available vaccine in the gut and lung, although upon viral challenge, the commercial 
vaccine provided slightly better protection in immunized animals.  

In addition to mucosal routes of administration, CTB has been used as a component of a skin  
patch to vaccinate against hepatitis B virus in mice. The study was aimed at showing that 
transcutaneous immunization, involving microneedles which penetrate the stratum corneum without 
contacting nerves followed by applying a medicated patch to the area, could effectively produce 
antibodies against the hepatitis B surface antigen (HBsAg). CTB showed the ability to not only 
enhance the immune response against HBsAg but also extend the duration of protection through the 
transcutaneous immunization route [74]. Combined with results of other studies using a similar  
strategy [75–78], there is now a compelling reason to explore the development of transcutaneous 
vaccines including CTB as an adjuvant.  

While antigen-CTB coupling has been most commonly achieved by chemical crosslinking to 
specific functional groups of amino acid residues or genetic fusion to the N- or C-terminus of CTB, 
an alternative approach has been seen in the literature that uses the CTA2 domain to link antigens to 
CTB [52,79,80]. For example, this approach was used for a vaccine against West Nile virus, in which 
the domain III (DIII) region of the virus was used as the antigen genetically fused to the CTA2 domain 
(see Figure 1). The DIII-CTA2 protein was co-expressed with rCTB to form a chimeric CT-like 
molecule, DIII-CTA2/B [52]. Intranasal delivery of DIII-CTA2/B in mice produced DIII-specific 
antibodies that could trigger complement-mediated killing. Although not as heavily studied as 
conventional CTB C/N-terminal fusion methods, the CTA2/B strategy may provide a useful means 
to develop a vaccine comprising a relatively large antigen. 

Lastly, CTB has been incorporated into other alternative drug delivery systems such as liposomes, 
microspheres and nanoparticles. Harokopakis and colleagues found that coating liposomes with 
rCTB enhanced the immune response against the saliva-binding region of S. mutans AgI/II  
adhesin [81]. O’Hagan et al., encapsulated rCTB in poly(lactide-co-glycolide) microparticles, which 
showed comparable humoral immunogenicity with CTB admixed with CT upon oral administration 
in mice [82]. In a more recent example, a DNA vaccine for cholera (pVAX-ctxB) encapsulated in 
microspheres, allowing the vaccine to pass through the acidic environment of the stomach, has shown 
the ability to generate an immune response in mice [83]. 

3. CTB in Inflammation 

Besides the mucosal vaccine adjuvant activity summarized above, recent studies have revealed 
that CTB can also induce anti-inflammatory and regulatory T cell responses. Indeed, the protein was 
shown to suppress immunopathological reactions in allergy and autoimmune diseases (reviewed  
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in: [57]). In a mouse model, the airway administration of CTB ameliorated experimental asthma [84]. 
Furthermore, the anti-inflammatory and immunoregulatory effects of CTB are effectively conferred 
on bystander protein antigens that are chemically or genetically linked to CTB; oral administration of 
rCTB chemically cross-linked to a peptide from the human 60 kD heat shock protein was shown to 
mitigate uveitis of Behcet’s disease in a Phase I/II clinical trial [85]. Meanwhile, rCTB was also 
shown to mitigate the intestinal inflammation of Crohn’s disease in mice and humans [57].  
Below, we will highlight some of these and a few other recent findings regarding CTB as an anti-
inflammatory agent. 

3.1. CTB’s Anti-Inflammatory Activity in Various Inflammatory Diseases 

Type 1 Diabetes Mellitus induces cellular oxidative stress which leads to chronic inflammation 
and secondary effects such as: atherosclerosis, blindness, and stroke [86]. CTB has been used to target 
multiple anti-inflammatory agents that alone were either short lived or could not effectively induce 
an immune response. An example of this comes from Odumosu et al., who fused glutamic acid 
decarboxylase (GAD) to rCTB (GAD-rCTB) and showed suppression of dendritic cell activation in 
human umbilical cord blood isolated dendritic cells [87]. Dendritic cells are often implicated in islet 

-cell loss in Type 1 Diabetes so this presents an attractive therapeutic option. Additionally, the group 
showed that pro-inflammatory cytokines, IL-12 and IL-6, were down-regulated while IL-10 was 
significantly increased in vitro using dendritic cells. Another study was performed incorporating 
GAD with rCTB and a recombinant vaccinia virus (rVV) by Denes et al., which co-administered the 
rVV-rCTB-GAD generated in their lab with Complete Freund’s adjuvant (CFA) to see if multiple 
adjuvants could further enhance the immune response to the vaccine [88]. Vaccination with both 
rVV-rCTB-GAD alone and CFA alone showed some measureable protection in the NOD mouse 
model of diabetes compared to control animals given PBS at approximately 39 weeks of age. 
However, when rVV-rCTB-GAD and CFA were combined, hyperglycemia was delayed further to 
43 weeks of age. Overall, the study showed by combining the vaccines, NOD mice could be protected 
from hyperglycemia and pancreatic islet inflammation better than either vaccine alone. 

CTB had previously been shown to protect against uveitis resulting from Behcet’s disease in a  
clinical trial performed in 2004 [85]. This work linked a T cell proliferative peptide (p336–351) to 
rCTB, which conferred protection on 5 of 8 patients following withdrawal of all immunosuppressive 
drugs. Other CTB conjugates have also been evaluated in a mouse model of uveitis and shown 
promise more recently [89]. Shil and colleagues delivered two components of the Renin-angiotensin 
system (RAS) to the retina, ACE2 and Ang-(1–7) by fusing them to rCTB and administering them 
orally to mice. Protection was noted by decreased inflammatory cytokines (e.g., IL-6, IL-1 , and  
TNF- ) and inflammation scoring. Additionally, these components were significantly elevated in the 
retina of the mice. This study showed that CTB can also be used as a delivery system to inflamed 
tissue and not just to enhance an immune response. 

Atherosclerosis, an inflammatory condition, has recently become a target for rCTB fusion  
proteins [90–92]. In 2010, a mouse model of atherosclerosis showed protection by nasal 
administration of an rCTB fusion protein (p210-CTB) [91]. The p210 portion is derived from the 
apolipoprotein B-100 (ApoB100) peptide sequence as an alternative to a low density lipoprotein. 
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Indeed this vaccination strategy reduced atherosclerotic lesion formation and provided some clues to 
mechanism. IL-10 was significantly upregulated by p210-CTB, while transforming growth factor-  
(TGF- ) was not, which led the authors to hypothesize that T regulatory 1 (TR1) cells may be 
responsible for the protection. However, FoxP3 was upregulated thus the authors could not rule out 
some level of protection from the FoxP3+ T regulatory cell population as well. Interestingly, TR1 
cells are believed to play a more important role when immunity is conferred through nasal 
administration [93]. A second rCTB-linked protein targeting both ApoB100 and cholesteryl ester 
transfer protein (implicated in atherosclerosis pathogenesis) was explored more recently, in a proof 
of concept study, in which antibodies were detected in mouse serum to the target proteins [92]. In 
this study, the route of administration was by foot pad injection, so it will be interesting to see if 
altering the route of administration will have impacts on the efficacy and/or mechanism of protection 
from atherosclerosis.  

Liver inflammation and fibrosis were also significantly blunted by an intranasal administration  
of a rCTB-Sm-p40 egg antigen immunodominant peptide fusion in mice following infection with 
Schistosoma mansoni, which results in schistosomiasis [94]. This protection was associated with a 
significant increase in TGF-  in the mesenteric lymph node (MLN) CD4 T cells and granuloma cells. 
The studies on atherosclerosis and this study suggest that CTB may have a compartmentalized effect 
on TGF-  production in tissues, since both conjugates were administered intranasally, yet only the 
MLN CD4 T cells and liver granuloma cells showed elevated TGF- . 

Organ transplantation can lead to rejection through inflammation. In a rat model of kidney 
transplantation, an anti-inflammatory D-amino acid decapeptide, RDP58, chemically conjugated to 
CTB was shown to enhance the survival time compared to the therapeutic compound alone [95]. 
Allergic inflammation in mouse airways has also been shown to be reduced by CTB administration, 
not only in a preventative sense but also in mice that have already been sensitized to airway 
inflammation [84]. 

Lastly, CTB has shown in animal models as well as clinical trials to be effective in decreasing 
inflammation in Inflammatory Bowel Disease (IBD). IBD is subcategorized into Crohn’s disease and 
ulcerative colitis. In 2001, Boirivant et al. showed that oral administration of rCTB protected against 
Trinitrobenzene Sulfonic Acid (TNBS) induced intestinal inflammation, which is a mouse model 
resembling Crohn’s disease [96]. This finding was further explored to reveal that IL-12 and IFN-  
were significantly downregulated by rCTB administration in TNBS induced colitis [97]. In addition, 
rCTB inhibited both STAT-4 and STAT-1 activation and downregulated T-bet expression. These 
results showed a possible mechanism for protecting against inflammation by inhibiting Th1 cell 
signaling. The protection seen in the TNBS colitis model was confirmed in a human clinical trial, in 
which rCTB significantly decreased inflammation in mild to moderately active Crohn’s disease [98]. 
However, IFN-  did not correlate with the reductions in Crohn’s disease activity index in the patients. 
This might suggest that CTB reduced inflammation in humans through more than inhibition of Th1 
cell signaling. On the other hand CTB’s effect in ulcerative colitis, which is another form of IBD 
involving inflammatory signaling and pathogenesis that is different from that of Crohn’s disease, is 
currently not known. As noted earlier in the atherosclerosis and liver fibrosis studies, CTB’s  
anti-inflammatory potential seems to be mediated by different pathways despite having the same 
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route of administration. In this regard, it is of particular interest to investigate whether oral 
administration of CTB may have therapeutic potential in both Crohn’s disease and ulcerative colitis.  

3.2. Recombinant or Non-Recombinant CTB: Conflicting Results of CTB’s Anti-Inflammatory 
Activity in in Vitro Experiments 

While a number of studies have reported the anti-inflammatory activity of CTB in vitro and in 
vivo, the quality of the CTB used in those studies has not been consistent, which may have had a 
significant impact on the results of some of those studies. Hence, before concluding this section, we 
would like to point out the potential influence that the quality of the CTB may have on the outcome of 
anti-inflammatory studies, particularly those using cell culture experiments. 

Many of the early studies have used non-recombinant CTB obtained from a commercial source, 
which is prepared from the CT holotoxin by chemical dissociation of CTA and CTB subunits. As a 
result, there is a trace amount of CT and CTA subunit remaining in the CTB product [99]. In a 
conventional in vitro assay using the murine macrophage cell line RAW264.7, we found that a 
commercial CTB product (Sigma-Aldrich, St. Louis, MO, USA; C9903), which contains 0.5% of 
CT according to the datasheet provided, significantly inhibited the production of TNF  induced by 
lipopolysaccharides (LPS), while rCTB produced in E. coli (purified to >95% homogeneous 
pentamer, with <0.003 endotoxin unit/ g) failed to show such an effect (Figure 2A) [100]. Notably, 
in this assay picomolar concentrations (<10 ng/mL) of CT exerted strong anti-inflammatory activity 
(Figure 2B). These results indicate that the trace amount of CT contamination in non-recombinant 
CTB products could have a major impact on results generated in similar assay systems. Hence, care 
should be taken when choosing the source of CTB for anti-inflammatory studies. It should be noted 
that some of the groundbreaking studies showing CTB’s anti-inflammatory activity outlined above, 
including human clinical studies, have used rCTB. Consequently, there is compelling evidence for 
the immunotherapeutic potential of rCTB in various inflammatory disorders.  

4. rCTB Production Methods 

Given that CTB exerts strong mucosal immunomodulatory effects and rCTB is currently used  
in the WHO-prequalified oral cholera vaccine Dukoral® (see above), the protein has provided an 
attractive target for various recombinant production platforms. These include prokaryotic cells such 
as genetically modified V. cholerae, E. coli, Bacillus and Lactobacillus, as well as eukaryotes ranging  
from yeast cells to multicellular organisms such as silkworms and plants (Table 1) [100–126]. In cell 
culture systems rCTB is produced in fermenters and bioreactors [102–108]. Alternatively, in plant 
expression systems, rCTB is expressed in whole plants grown in controlled growth rooms or  
greenhouses [100,101,112–126]. 

Plant-based production of rCTB has been approached from two different angles. One approach is 
to vaccinate individuals with raw or minimally processed edible tissues of transgenic plants 
expressing rCTB (edible vaccines). For example, carrots, rice, tomatoes, potatoes and maize have 
been engineered to produce rCTB using transgenic technologies [101,112–119,121–125]. Among 
these, rice has provided the most advanced platform thus far towards an edible cholera vaccine. Yuki 
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and colleagues have developed a transgenic rice expressing rCTB in the seed endosperm and showed 
that oral administration of the rice seeds induced CT holotoxin-neutralizing antibodies in mice and 
non-human primates [126]. No major side effects, including an IgE response to rice endogenous 
proteins, were observed. Interestingly, however, rCTB was shown to be N-glycosylated upon 
expression in plant cells. To avoid this unique post-translational modification, the same group created 
a mutant of CTB by replacing the corresponding Asn residue to Gln, and showed that the mutant 
expressed in transgenic rice endosperm was similarly effective to the original rice-based vaccine in 
mice and macaques [115]. These studies suggest that the rice-based experimental vaccine may 
provide a cost-effective oral cholera vaccine. It remains to be seen whether the approach of using 
edible plant tissue to deliver vaccines could be feasible from regulatory and public acceptance 
standpoints. 

 

Figure 2. CT, not rCTB, inhibits the release of TNF-  by Raw 264.7 cells stimulated 
with LPS. (A) Commercial non-recombinant CTB containing a trace amount of CT 
(CTB+CT) significantly reduces the production of TNF-  due to LPS stimulation. Raw 
264.7 cells were pretreated with 10 g/mL rCTB (produced in E. coli [100]), CTB+CT 
(Sigma-Aldrich, St. Louis, MO, USA; catalog no. C9903), or PBS, and a final 
concentration of 1 g/mL LPS was added and incubated for 24 h. TNF-  levels in cell 
supernatants were determined using a commercial ELISA kit (eBioscience, San Diego, CA, 
USA). Data represent the mean ± SEM (n = 4). a: p < 0.001, compared to PBS; b: p < 0.05, 
compared to PBS + LPS and rCTB + LPS (one-way ANOVA with Bonferroni multiple 
comparison tests); (B) Picomolar levels of CT inhibit the production of TNF- . Raw 
264.7 cells were pretreated for 2 h with varying concentration of CT, and a final 
concentration of 0.1 g/mL LPS was added and incubated for 6 h. The 50% inhibitory 
concentration (IC50) of CT was determined by non-linear regression analysis (GraphPad 
Prism 5.0, GraphPad Software, Inc., La Jolla, CA, USA) to be 0.49 pM. Data represent 
the mean ± SEM (n = 2). The TNF-  level of PBS + LPS was 4516.8 ± 791.1 pg/mL 
(mean ± SEM; n = 2). 
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A second approach is to produce rCTB in non-food or feed plants and isolate the immunogen from 
the tissue for vaccination. This has been undertaken in several tobacco family plants (Nicotiana 
tabacum and N. benthamiana) [100,112,119–121]. Daniell et al expressed rCTB in chloroplasts of 
transplastomic tobacco plants which enabled a high-level accumulation of glycosylation-free  
rCTB in leaf tissue. Alternatively, we have recently developed a transient mass production platform 
for a non-glycosylated variant (Asn4 Ser) of rCTB in N. benthamiana using a plant virus vector 
system [100]. Over 1 g of the rCTB variant was produced in 1 kg of tobacco leaf (corresponding to 
1000 doses of Dukoral® vaccine) in 5 days post vector inoculation. The protein was efficiently purified 
via conventional chromatographical processes and shown to be virtually identical to original CTB in 
terms of physicochemical stability, GM1-ganglioside binding affinity and oral immunogenicity in 
mice. A major advantage to this method of production is that it is rapidly scalable based on the need 
for rCTB production, which could obviate the need for large vaccine stockpiling. Although the 
requirement of protein purification may reduce a previously conceived advantage offered by  
plant-based systems, it would in turn provide superior controls to the quality and dosage of vaccines 
and eliminate potential side effects associated with impurities. 

5. Concluding Remarks 

While first being recognized for its role in the delivery of the virulence factor of V. cholerae, the 
works highlighted in this paper show CTB’s broad utility as a cholera vaccine immunogen, vaccine 
adjuvant (through co-administration or conjugation), immune modulator and/or anti-inflammatory 
agent. This has led to the development of various rCTB expression systems in an effort to make the 
protein more efficient and widely available. Given that CTB appears to provide additional efficacy to 
killed bacteria-based cholera vaccines, development of alternative rCTB production and delivery 
methods may significantly contribute to cholera prevention and control. Because of the capacity to 
induce potent mucosal humoral immune responses, antigen-CTB fusion provides a promising strategy 
for vaccines against enteric pathogens and mucosally transmitted diseases. On the other hand, the 
immunotherapeutic potential of CTB in inflammatory diseases warrants further investigations; 
despite a number of studies demonstrating CTB’s anti-inflammatory effects, the underlying 
mechanism remains to be fully disclosed. This could be partly due to the inconsistent quality of CTB 
used in those studies and also attributed to different pathways altered by CTB, depending on the 
route/mode of administration and inflammatory conditions. Since many inflammatory diseases 
involve chronic and recurring inflammation, long-term immunological and toxicological impacts of 
repeated CTB administration need to be investigated. Nevertheless, several early-stage clinical trials 
have paved the way for the development of CTB-based anti-inflammatory agents. In summary, CTB 
has shown utility in many disease states and may ultimately be a compound with many diverse 
applications. The works highlighted in this paper show great promise for a single protein having 
multiple applications and perhaps allowing for an evolution in vaccine development.  
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Do the A Subunits Contribute to the Differences in the 
Toxicity of Shiga Toxin 1 and Shiga Toxin 2? 

Debaleena Basu and Nilgun E. Tumer 

Abstract: Shiga toxin producing Escherichia coli O157:H7 (STEC) is one of the leading causes of 
food-poisoning around the world. Some STEC strains produce Shiga toxin 1 (Stx1) and/or Shiga 
toxin 2 (Stx2) or variants of either toxin, which are critical for the development of hemorrhagic colitis 
(HC) or hemolytic uremic syndrome (HUS). Currently, there are no therapeutic treatments for HC or 
HUS. E. coli O157:H7 strains carrying Stx2 are more virulent and are more frequently associated 
with HUS, which is the most common cause of renal failure in children in the US. The basis for the 
increased potency of Stx2 is not fully understood. Shiga toxins belong to the AB5 family of protein 
toxins with an A subunit, which depurinates a universally conserved adenine residue in the  

-sarcin/ricin loop (SRL) of the 28S rRNA and five copies of the B subunit responsible for binding 
to cellular receptors. Recent studies showed differences in the structure, receptor binding, 
dependence on ribosomal proteins and pathogenicity of Stx1 and Stx2 and supported a role for the B 
subunit in differential toxicity. However, the current data do not rule out a potential role for the A1 
subunits in the differential toxicity of Stx1 and Stx2. This review highlights the recent progress in 
understanding the differences in the A1 subunits of Stx1 and Stx2 and their role in defining toxicity. 

Reprinted from Toxins. Cite as: Basu, D.; Tumer, N.E. Do the A Subunits Contribute to the 
Differences in the Toxicity of Shiga Toxin 1 and Shiga Toxin 2? Toxins 2015, 7, 1467-1485. 

1. Introduction 

Shiga toxin producing Escherichia coli (STEC) strains such as E. coli O157:H7, as well as other 
serotypes, are the major causative agents of severe gastroenteritis, which can lead to life-threating 
complications including hemorrhagic colitis (HC) and hemolytic uremic syndrome (HUS) [1,2]. 
HUS is the most common cause of renal failure in children in the US [3]. The recent multi-state 
outbreak of E. coli O157:H7 in the US and a HUS outbreak in Germany in 2011 caused by E. coli 
O104:H4 highlight the public health impact of this pathogen [4–7]. STEC strains produce Shiga toxin 
1 (Stx1) and/or Shiga toxin 2 (Stx2) or variants of either toxin. E. coli strains carrying Stx2 are more 
virulent and are more frequently associated with HUS [8–10]. However the molecular basis for the 
higher potency of Stx2 is unknown. Although extensive research is being undertaken to develop effective 
vaccines and therapeutics to protect against HUS, there are no current therapies available. In order to 
develop inhibitors against Shiga toxins, there is a need for better understanding of their underlying 
mechanism of toxicity. 

Shiga toxin (Stx) from Shigella dysenteriae and Stx1 (Stx1) and 2 (Stx2) from Shiga toxin-producing 
Escherichia coli (STEC) are a family of structurally and functionally related proteins [5,11]. Stx, Stx1 
and Stx2 are ribosome inactivating proteins (RIPs), a class of proteins that irreversibly damage the 
ribosome catalytically by modifying the large rRNA and inhibiting protein synthesis [12–16]. RIPs 
are present throughout the plant kingdom and are also found in bacteria [12–14]. RIPs are  
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N-glycosidases that remove a specific adenine from the highly conserved -sarcin/ricin loop (SRL) 
in the 28S rRNA of the large ribosomal subunit [12–14]. Irreversible modification of the target 
adenine blocks elongation factor (EF)-1- and EF-2-dependent GTPase activity and renders the 
ribosome unable to bind EF-2, thereby blocking translation [17,18]. The RIPs are divided into three 
types based on their physical properties. Type 1 RIPs such as pokeweed antiviral protein (PAP), 
trichosanthin (TCS) and saporin are single chain, highly basic monomeric enzymes, approximately 
30 kDa in size [19–21] Type 2 RIPs consist of an A chain and variable number of B chains. The A 
chain is the active chain, while the B chain can bind receptors on the surface of eukaryotic cells and 
mediate retrograde transport of the A-chain to the cytosol. Potent toxins like ricin, abrin and Shiga 
toxins fall into this category. Type 3 RIPs are synthesized as inactive precursors (proRIPs) that require 
proteolytic processing to occur between the amino acids involved in formation of the active site [13,15]. 
Because of their potent and selective toxicity, RIPs have been exploited as potential agents of 
bioterrorism and have garnered interest for use in antiviral and anticancer therapy [14,22,23]. Shiga 
toxin and its B subunit have been investigated as novel therapeutic agents against pancreatic cancer 
and colon cancer [24,25]. 

2. Structure 

Stx derives its name from the dysentery causing bacteria, Shigella dysenteriae, which was first 
described by Kiyoshi Shiga in 1898. While Stx from S. dysenteriae differs from Stx1 by one amino  
acid [26,27], Stx1 and Stx2 have only 56% amino acid similarity [28] and are antigenically  
distinct [28–30]. STEC can produce either one type of toxin or a combination of variants of one or 
both types of toxin [31]. Stx1 and Stx2, which are also referred to as Stx1a and Stx2a [32], are type 
II RIPs, which consist of a catalytically active A chain associated with a pentamer of B subunits 
responsible for the binding of the Shiga toxins to their common cellular receptor, 
globotriaosylceramide (Gb3) [33,34]. The B subunits (7.7 kDa each) form a central pore which 
harbors the C-termini of the A subunit [35]. The crystal structure of the Stx1 B subunit pentamer, 
bound with Gb3 shows that each B monomer contains three distinct binding sites for the glycan 
component of Gb3, referred to as Pk trisaccharide, -D-Galp-(1-4)- -D-Galp-(1-4)- -D-Glcp-(1-O) 
for a total of 15 sites [36]. Of these three binding sites (labeled 1–3), site 2 has the highest occupancy 
of electron density defining the position of the trisaccharide, while site 1 has the lowest [36,37]. The 
only known exception to this Gb3-dependence of Shiga toxins is for the Stx2 variant Stx2e, which 
exhibits specific affinity for globotetraosylceramide (Gb4) [38,39], although Stx1 and Stx2 can bind 
to Gb4 weakly [40]. Stx2e has recently been shown to bind to the Forssman glycolipid, which makes 
this subtype unique among the Stx subtypes [41]. Recently, the crystal structure of Stx2 bound to a 
Pk derivative has been published [42]. This structure showed that only two of three previously 
identified binding sites on the B5 pentamer was functional in Stx2, indicating that there are 
differences in receptor binding between Stx1 and Stx2a [42]. 

The A subunit of Shiga toxin consists of A1 and A2 chains which are bound together by a disulfide 
bond between C242 and C261 forming a loop [43]. The X-ray crystal structures of Shigella Stx and 
Stx2 are highly similar [34,35]. However, structural differences have been identified between Stx1 and  
Stx2 [34,35]. In Stx1, part of the active site is blocked by the A2 chain, while it is accessible in  
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Stx2 [35]. The active site of Stx2 is accessible to the adenine substrate and Stx2 cleaves the adenine 
when it is crystallized in the presence of adenosine [44]. In the crystal structure, the A subunit in 
Stx2 is in a different orientation with respect to the B subunit, which may affect receptor affinity of 
Stx2 [35]. The C-terminus of Stx2 extends through the pore formed by the B pentamer, which is 
thought to interfere with receptor binding [35]. However, it is not known if the A subunits contribute 
to the interaction of the holotoxins with the receptor and whether the A subunit interferes with Gb3 
binding. Stx1 and ricin have been shown to interact with human neutrophils, which do not express 
Gb3 or Gb4, through their A subunit without inducing their internalization [45]. TLR4 has recently 
been identified as the receptor that recognizes the A subunits of Stx1 and Stx2 in human  
neutrophils [46]. 

Once the toxins bind the globotriaosylceramide (Gb3) receptor, they are endocytosed by a  
clathrin-dependent or independent pathway [11,47]. They then undergo retrograde transport to the 
Golgi apparatus and then to the endoplasmic reticulum (ER). The active A1 subunit is cleaved 
enzymatically from the A2-B5 complex [43]. The cleavage occurs between R251 and M252 in Shiga 
toxin and Stx1 and between R250 and A251 in Stx2 by the furin protease. After cleavage, the A1 
fragment remains bound to the A2 fragment through the disulfide bond. The A1 chain is then released 
from the A2-B5 complex by reduction of the disulfide bond in the ER and undergoes retrotranslocation 
from the ER into the cytosol where it depurinates the ribosome and inhibits protein synthesis [11,47]. 

3. Catalytic Activity and Cytotoxicity of Stx1 and Stx2 

3.1. Differences in Cytotoxicity 

An extensive review on the pathophysiology of Stx-related disease in different animal models can 
be found in [48] and is briefly described here. Epidemiological studies suggest that majority of the  
HUS-associated fatalities are caused by E. coli O157:H7 strains carrying Stx2 [8–10]. Previous 
studies using Shiga toxins have shown that while Stx2 is more potent in animal models, Stx1 is more 
toxic to Vero cells [49,50]. The 50% lethal dose for purified Stx2 was 400-fold lower than for Stx1 
in a mouse model, and only Stx2-treated mice developed renal complications and death [49,51]. 
However, animal models have limitations compared with the observations from humans and do not 
replicate the disease in humans. Nonhuman primate models (Baboon) showed renal damage 
consistent with HUS upon intravenous injection of the toxins. Treatment of non-human primates with 
four doses of 25 ng/kg Stx2 caused HUS, while an equal dose of Stx1 had no effect [50]. In another 
study comparison of the effects of the two toxins showed interesting differences, including different 
proinflammatory responses and different timings with delayed organ injury after Stx2 challenge [52]. 
Baboons treated with Stx1 developed HUS within two to three days, while those with Stx2 took 
longer (3–5 days), indicating the role of other factors in producing delayed renal injury upon 
challenge by Stx2. Furthermore, Stx1 incited a stronger proinflammatory response earlier, while the 
proinflammatory response induced by Stx2 was gradual and delayed by several days [52]. A 
subsequent study using baboon models showed that both Stx1 and Stx2 can affect kidney function. 
Although Stx2 was found to cause more severe damage to the kidney than Stx1, the damage inflicted 
on the kidney by Stx1 was significant [53]. 
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In comparison to animal models studies in Vero cells suggested that the cytotoxicity of Stx1 is  
10-fold greater than Stx2 [49]. The basis for the differential toxicity of Stx1 and Stx2 in animal 
models versus mammalian cell lines is unknown. Shiga toxins trigger endothelial damage in kidney 
and brain by targeting Gb3. However, differences have been observed in the sensitivity of endothelial 
cells to Stx1 and Stx2. The current knowledge of endothelial cell damage caused by Stx1 and Stx2 
is reviewed in [54]. Stx2 had a higher potency for human renal microvascular endothelial cells 
(HRMEC) than to human umbilical vein endothelial cells (HUVEC), where toxicity of Stx1 and Stx2 
was similar [55]. These results indicated selective sensitivity of renal endothelial cells to Stx2 
although the renal endothelial cells possessed fewer Gb3 receptor binding sites for Stx2 than  
Stx1 [55]. The Stx receptor distribution in the different renal cell populations and the sensitivity of 
the different kidney cell types to Stx1 and Stx2 is reviewed in [11]. Comparison of cellular injury 
induced by Stx1 and Stx2 in human brain microvascular endothelial cells (HBMEC) and HUVEC 
derived EA.hy 926 macrovascular endothelial cells indicated that these cell lines had differential 
susceptibility to the toxins. HBMEC cells were over 1000-fold more susceptible to Stx2, while EA.hy 
926 cells were around 10-fold more susceptible to Stx1 [56]. Stx1 caused both necrosis and apoptosis, 
while Stx2 induced mainly apoptosis in both cell lines [56]. The basis for the differential 
susceptibility of endothelial cells to Stx1 and Stx2 is not well understood. Holotoxin stability, 
enzymatic activity and receptor affinity were proposed as potential factors contributing to the 
differential toxicity. In addition, the cytotoxicity comparisons between Stx1 and Stx2 in animals and 
cells are critically dependent on the specific batches of toxin used and can vary accordingly. 

The B subunits of Stx1 and Stx2 have been hypothesized to play an important role in mediating 
the differences in potency. The B subunits of Stx1 and Stx2 display differences in receptor 
recognition, as well as in the number of potential binding sites [57,58]. Studies in Vero cells 
demonstrated that Stx1 has a higher affinity for the Gb3 receptor [49,59–61]. Using purified Gb3, it 
was shown that Stx1 has a 10-fold higher affinity for Gb3 compared to Stx2 [59]. It has been 
suggested that Stx1 might bind to Gb3 variants in the lung, preventing it from reaching more 
susceptible organs, such as the kidneys, whereas Stx2 binds preferentially to Gb3 variants in kidney. 
As a result, Stx1 shows decreased binding to kidney cells, which are the main targets for lethality in 
mice [62]. Analysis of binding kinetics to the glycolipid receptor analog using surface plasmon 
resonance (SPR) showed that Stx1 bound to the receptor analog better than Stx2 and had faster 
association and dissociation rates [40]. These results suggest that the differences in binding kinetics 
and affinity of the B subunits for the Gb3 receptor may be responsible for the greater toxicity of Stx1 
to Vero cells. 

The B subunits of Stx1 and Stx2 also display differences in structural stability [63]. The B 
pentamer of Stx1 was more stable than the B pentamer of Stx2 and bound the receptor with higher 
affinity than the B pentamer of Stx2 [63]. Moreover, while Stx1B subunits were able to bind 
glycolipids only as a stable pentamer, Stx2B subunits bound to glycolipids in lower oligomeric  
states [63]. These results suggested that differences in receptor affinity and receptor binding 
preferences may contribute to the differential toxicity of Stx1 and Stx2 by affecting their targeting to 
susceptible tissues. 
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Stx A/B subunit chimeras, where the A and B subunits of the two toxins have been interchanged, 
were used to study the contribution of the individual A and B subunits to toxicity [59]. The holotoxin 
as well as the chimeric toxins were used in mouse and in Vero cells to differentiate the roles of the 
subunits in toxicity [49,59]. However, the chimeric toxins were usually found to be less stable than 
the holotoxins due to incorrect folding [59] or showed equivalent cytotoxicity [64]. Chimeric toxins, 
created by operon fusions displayed cytotoxicity intermediate to Stx1 and Stx2 [37] or did not 
produce a functional chimera [65]. Therefore, clear conclusions regarding the role of each subunit in 
toxicity could not be deduced from these studies. A recent study used the A2 subunit along with the 
B subunit to increase the stability of the chimeric toxin [66]. The binding of the chimeric toxins to 
the Gb3 receptor and their translocation through the monolayers of the polarized HCT-8 cells were 
dependent on the origin of the B subunit, and the chimeric toxin with the Stx1B subunit had a higher 
affinity for the receptor than the Stx2B chimera. The toxicity of the chimeric toxins to Vero and 
HCT-8 cells indicated the importance of the origin of the B subunit although the B subunit accounted 
for less than 50% of the differential toxicity for Vero cells [66]. Perhaps, due to the instability of the 
chimeric toxins at pH 3, the oral administration of the chimeric toxin where the A subunit was from 
Stx1 in mice required at least 10 times more toxin as compared to native Stx2, while Stx1 or the 
chimeric toxin where the A subunit was from Stx2 failed to show any mortality in mice, even at a 
very high concentration. This study highlighted the importance of the B subunit in the differential 
toxicity of Stx1 and 2. The differential lethality in mouse was thought to take place at the level of 
toxicity to the kidney [66]. However, although in vivo results indicate that the B subunits are involved 
in differences in the severity of the intoxication, they do not rule out a potential role for the A subunits 
in the differential toxicity of Stx1 and Stx2. The critical question regarding why Stx2 is more potent 
than Stx1 in vivo still remains unanswered. 

3.2. Differences in Catalytic Activity 

The A subunits of Shiga toxins and ricin play a critical role in the toxicity of each toxin. They 
have the same catalytic activity and show conservation in amino acids at the active site. Mutagenesis 
studies identified Glu167, Arg170, Tyr77, Tyr114, Trp203 and Arg205, which are critical for the 
catalytic activity and are conserved between Stx1 and Stx2 [67–72]. Current knowledge about the 
mode of action of the A subunits is obtained from studies with either cultured cell lines or in vitro 
systems. In vivo studies at the molecular level or at the level of the whole organism are limited due 
to the extreme cytotoxicity of these toxins and the lack of available model systems. Using the yeast,  
Saccharomyces cerevisiae as a model, we identified the amino acids critical for the cytotoxicity of 
Stx1A and Stx2A and showed that the activity of the A subunits can be differentiated [70]. The results 
showed that Asn75 and Tyr77 were more critical for the depurination activity of Stx2A, while 
Arg176 was more critical for the depurination activity of Stx1A. Analysis of solvent accessible 
surface areas indicated that Asn75 and Tyr77 were more exposed in Stx2A, while Arg176 was more 
exposed in Stx1A [70]. Arg176 was subsequently shown to be critical for ribosome binding of  
Stx1A1 [73], suggesting that there may be differences in the ribosome binding of Stx1A1 and Stx2A1. 

Several studies used cell-free translation inhibition assays to compare the enzymatic activity of 
the A subunits of Stx1 and Stx2 [49,50]. The A subunits displayed similar translation inhibitory  
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activities [49,59,74], leading to the conclusion that the enzymatic activities of the A subunits are not 
responsible for the toxicity differences between Stx1 and Stx2. As a result the role of the A subunit 
in the differential potency of Stx1 and Stx2 has not received much attention. Since translation 
inhibition is a downstream effect of depurination, these assays did not directly compare the catalytic 
activity of Stx1A1 and Stx2A1 on the ribosome. Further, while in some studies the holotoxin was 
used [49], in others the holotoxin was activated by digestion with trypsin to release the A1 chain from 
the A2-B5 complex and/or by chemical treatment with DTT to break the disulfide bond between the 
A1 and the A2 chains [50,75]. These methods frequently yield variable amounts of activated protein 
and can cause degradation, preventing comparison of enzymatic activity directly [75]. Therefore, due 
to technical limitations, the role of the A1 subunit in increased potency of Stx2 has not been fully 
investigated and a direct comparison of the catalytic activity has not been carried out. 

The unanswered questions regarding the relative catalytic activity of RIPs highlight the 
importance of quantitative assays, which allow direct comparisons of the depurination activity. Our 
group developed a quantitative real-time PCR (qRT-PCR) assay that can directly measure the 
catalytic activity of the RIPs on ribosomes in vitro or in yeast and in mammalian cells in vivo [76,77]. 
The qRT-PCR assay exhibited a much wider dynamic range than the previously used primer 
extension assay and increased sensitivity [76]. Sturm and Schramm described a quantitative enzyme 
coupled luminescence assay to examine the kinetics of depurination by RIPs [78]. In this assay, 
adenine released by depurination is converted to AMP by adenine phosphoribosyl transferase 
(APRTase) and then to ATP by pyruvate orthophosphate dikinase (PPDK). The light generated by 
ATP via firefly luciferase is detected using a luminometer [78]. The qRT-PCR and the enzyme 
coupled luminescence assay have been used to examine the activity of the ricin toxin A chain (RTA) 
and its mutants [79]. A highly sensitive and quantitative assay using SPR was developed by our 
group to examine the interactions RIPs with ribosomes [16,75,80,81]. The development of these 
assays will allow direct comparisons of the binding and depurination kinetics of the A1 subunits of 
Shiga toxins and will help determine whether the A1 subunits of Stx1 and Stx2 have a significant role 
in their differential toxicity. 

4. Ribosome Interactions 

Although the SRL is the primary substrate for all RIPs, ribosomal proteins play an important  
role in of the depurination of intact ribosomes by RIPs. While the Km of RTA for rat ribosomes  
and naked 28S rRNA are similar, RTA depurinates ribosomes almost 105-fold greater than the naked 
28S RNA [82], suggesting that not only the target RNA sequence, but also the structure of the 
ribosome plays a significant role in the catalytic activity of RIPs. 

Previous studies have shown the importance of the ribosomal phosphoproteins (P) of the P-protein 
stalk for the depurination activity of the RIPs [73,75,80,81,83,84]. Ricin has been shown to crosslink 
to the stalk protein P0 and the ribosomal protein L9 [85]. Trichosanthin (TCS), which is a type-1 
RIP, has been shown to interact with P0, and P1 proteins of the ribosomal stalk using yeast-two 
hybrid analysis and by in vitro binding assays [86]. The last 11 residues of P2, which are conserved 
in P0, P1 and P2 have been found to be critical for the interaction with trichosanthin (TCS) [87]. The 
crystal structure of TCS complexed to a peptide corresponding to the C-terminal domain (CTD) of 
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human P2, SDDDMGFGLFD, showed that the conserved DDD motif at the N-terminal region of 
this peptide interacts with the positively charged K173, R174, and K177 residues in TCS, while the 
C-terminal region is inserted into a hydrophobic pocket [88]. Using yeast mutants deleted in the stalk 
proteins ( P1 and P2) and highly sensitive SPR and depurination assays, our group provided the 
first evidence that the ribosomal stalk proteins are essential for the cytotoxicity of RTA in vivo and 
that the ribosomal stalk is the main landing platform for RTA on the ribosome [80]. We subsequently 
showed that multiple copies of the stalk proteins accelerate the recruitment of RTA to the ribosome 
for depurination [89]. 

The ribosomal P-protein stalk is a lateral flexible protuberance of the large ribosomal subunit, 
which recruits translational factors to the ribosome and participates in the GTPase activation by  
EF-Tu and EF-G. The eukaryotic P protein stalk consists of 11 kDa P1 and P2 proteins bound to a 
larger P0 protein. P1 and P2 dimerize via their helical N-terminal domains, whereas the highly 
conserved C-terminal tails of P1 and P2 interact with the translational GTPases (tGTPases) [90]. 
Although the stalk is relatively conserved in eukaryotes there are some notable differences between 
the stalk structure in mammals and in yeast. The human ribosomal stalk contains two identical 
heterodimers of P1 and P2 bound to P0 assembled into a pentameric complex [91,92]. In contrast the 
yeast pentameric stalk consists of four different proteins P1 , P1 , P2 , P2  [93] which form two 
different heterodimers [94], P1 -P2  and P2 -P1 , bound to P0 [95,96]. The human P1 has 40%–47% 
sequence identity with P1  and P1  and human P2 has 53%–56% sequence identity with P2  and  
P2  [97,98]. The prokaryotic equivalent of P1 and P2 are L12 proteins bound to a smaller P0 equivalent 
L10 [99]. In bacteria, the stalk structure can be a pentamer or heptamer [100], while in archaea the 
ribosomal stalk is a heptamer [101]. Although the eukaryotic and prokaryotic stalk proteins are 
analogous in function, there is no sequence homology between these related proteins [91,92]. 

Using the yeast-two-hybrid and pull-down experiments in HeLa cells, it was demonstrated that 
the A1 chain of Stx1 interacts with the P0, P1 and P2 proteins of the P-protein stalk [84]. Removal 
of the last 17 amino acids of P1 or P2, but not P0 abolished the interaction between Stx1A1 and the 
human ribosomal stalk proteins, suggesting that the conserved CTD of P1/P2 proteins allows Stx1 to 
access the SRL [84]. To determine if Stx1A and Stx2A require the ribosomal stalk for depurination 
in vivo, we examined their depurination activity and cytotoxicity in the yeast P protein deletion 
mutants [75]. Our results showed that ribosomal stalk is important for both toxins to depurinate the 
ribosome in vivo. Cytoplasmic stalk proteins were critical for Stx1A and Stx2A to access the SRL  
in vivo (Figure 1A). However, Stx1A and Stx2A differed in depurination activity towards ribosomes 
when P1/P2 binding sites on P0 were deleted. P1/P2 proteins facilitated depurination by Stx1A only 
if their binding sites on P0 were intact (Figure 1B). In contrast, Stx2A was less dependent on the 
stalk proteins for activity than Stx1A and could depurinate the ribosomes with a defective stalk better 
than Stx1A [75]. These results demonstrated that although ribosomal stalk is important for Stx1 and 
Stx2 to depurinate the ribosome, Stx2 is less dependent on the stalk proteins for depurination activity 
and suggested that cytosolic P1/P2 proteins deliver the toxins to the ribosome to create a toxin pool 
near the SRL [75]. 
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Figure 1. Model illustrating the interaction of Stx1A1 and Stx2A1 with the wild type and 
mutant stalk [75]. (A). Both Stx1A1 and Stx2A1 are able to interact with free P1 /P2  as 
well as ribosome bound P1 /P2  to depurinate the ribosome; (B). In the P0 AB mutant 
because the binding sites for P1/P2 dimers are deleted, free P1 /P2  proteins are not able 
to bind to the ribosomal stalk. Stx1A1 shows almost no depurination activity indicating 
its dependence on the ribosomal stalk. Stx2A1 has very little effect on depurination 
suggesting that it is less dependent on P1/P2 than Stx1A1. 

The A1 chain of Stx1 was shown to interact with the ribosomal stalk proteins P0, P1, and P2 via 
the conserved CTD of P2 through hydrophobic and cationic surfaces on the toxin. Point mutations at 
arginines (Arg172, Arg176, Arg179, and Arg188) on Stx1A1 perturbed the interaction between the 
toxin and the P2 peptide [73]. Using a combination of SPR and yeast-two hybrid analysis, these 
arginines were shown to be critical for the interaction of Stx1A1 with the P2 peptide. The interactions 
with the P2 peptide were electrostatic and hydrophobic and took place at a site that was distinct from 
the active site. Since these residues are conserved between Stx1A1 and Stx2A1, it was proposed that 
Stx2 interacts with the ribosome in a similar manner [73]. 

The arginine residues, which were critical for binding to the stalk proteins in Stx1A1 [73] and  
RTA [79] were on the opposite face of the active site, suggesting that both toxins interact with the 
ribosome in a similar manner. Analysis of the interaction of RTA with wild type and mutant yeast 
ribosomes deleted in stalk proteins by SPR showed that this interaction did not fit the 1:1 interaction 
model [81]. RTA interacted with wild type ribosomes by electrostatic interactions, which followed a 
two-step binding model. The two-step model is characterized by two different types of interactions 
with the ribosome, a saturable stalk dependent interaction with rapid association and dissociation rates 
and a much slower non-saturable stalk independent interaction with slower association and dissociation 
rates. The faster stalk dependent interaction was stronger than the slower stalk independent 
interaction. Further, the yeast mutant ribosomes lacking an intact stalk interacted with RTA by a 1:1 
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interaction model, which mirrored the slower interaction with wild type ribosomes [81]. According 
to the two-step interaction model shown schematically in Figure 2, in the first step RTA/Stx1A1 
molecules are first concentrated on the surface of the ribosome via slow non-specific electrostatic 
interactions and are guided to the stalk. In the second step, rapid, more specific electrostatic 
interactions occur between the stalk binding surface of RTA/Stx1A1 and the CTD of the stalk 
proteins. In the third step, the P-protein stalk delivers RTA/Stx1A1 to the SRL by a conformational 
change of the flexible hinge region and allows RTA/Stx1A1 to depurinate the SRL at a very high 
rate. Consistent with this model, the interaction between RTA and the isolated native pentameric 
stalk complex from yeast fit well with a single step interaction model [89]. 

 

Figure 2. Model of how RTA and Stx1A1 may access the -sarcin/ricin loop (SRL) of 
the large rRNA [79]. Eukaryotic large ribosomal subunit was created using Protein Data 
Bank (PDB) ID: 3U5I and Protein Data Bank ID: 3U5H (blue) using the PyMOL software 
(The PyMOL Molecular Graphics System, Version 1.3 Schrödinger, LLC) with the SRL 
(green). The fitted cartoon structure of P0 fragment complexed with the N-terminal 
domain of P-proteins (Protein Data Bank ID: 3A1Y) from archaea is depicted as yellow 
and green, respectively as described [79]. The flexible CTD domain of a P-protein is 
represented as a gray line. Ricin toxin A chain (RTA) (Protein Data Bank ID: 1RTC) is 
colored in cyan, its active site is shown in orange, RNA binding site in blue and the stalk 
binding site is shown in magenta. In Step 1 RTA/Stx1A1 are concentrated on the ribosome 
surface by nonspecific electrostatic interactions. In Step 2 RTA/Stx1A1 interact with the 
C-terminal domain (CTD) of P-proteins with their ribosome binding surface, which is on 
the opposite side of the surface that contains the active site. The flexible hinge of P-proteins 
orients the active site of RTA/Stx1A1 towards the SRL and in Step3 RTA/ Stx1A1 establish 
the specific contacts necessary to hydrolyze a single N-glycosidic bond in the SRL. 

The enzyme coupled luminescence assay showed that the Km values and catalytic rates (kcat) of 
the ribosome binding mutants of RTA for an SRL mimic RNA were similar to wild type RTA, 
indicating that their catalytic activity was not altered [79]. However, their Km was higher and their 
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kcat was lower towards ribosomes, indicating that the mutations affected ribosome binding and 
catalytic activity of RTA towards ribosomes without affecting RNA binding or catalytic activity of 
RTA towards naked RNA [79]. Based on this data, we proposed that arginines located on the opposite 
face of the active site of RTA bind to the flexible P-proteins of the ribosomal stalk. Stalk binding 
stimulates the catalysis of depurination by orienting the active site of RTA towards the SRL and 
thereby allows docking of the target adenine into the active site [79]. This model provided an 
explanation for why RTA depurinates intact ribosomes much better than free rRNA and how RTA 
hydrolyzes a single N-glycosidic bond on intact ribosomes from among the 4000 stem-loops in the 
large rRNA [79]. 

Subsequent studies showed that the ability to interact with the stalk was conserved in some RIPs,  
but not all RIPs [102]. PAP, which is a type-1 RIP active against ribosomes from all five kingdoms, 
interacts with ribosomal protein L3 to depurinate the SRL [103]. Since RTA, TCS and Stx1 were 
able to interact with the ribosomal stalk, was this ability to interact with the stalk a feature of an 
ancestral RIP, which has been conserved in some RIPs like ricin, Shiga toxins and TCS and lost in 
other RIPs like PAP? Phylogenetic analysis suggested that the ability to interact with the CTD of the 
ribosomal stalk arose independently in different RIPs by convergent evolution [104]. Further, the 
ability to interact with stalk was considered an adaptive advantage and did not have strong sequence 
constraints, which made it easy for different proteins to acquire this feature [104]. Based on the wide 
distribution of RIPs in plants and their presence in some bacteria, it has been postulated that an 
ancestral RIP domain present in plants was acquired by bacteria by horizontal gene transfer. 
However, a recent study presented evidence for the presence of RIP genes in Fungi and Metazoa and 
proposed that the differential loss of paralogous genes accounted for the complex pattern of RIP 
genes in extant species, rather than horizontal gene transfer [105]. 

Structural differences were shown between the structures of the CTD of bacterial and eukaryotic 
stalk proteins. The CTD of bacterial L12 is globular [106]. In contrast, NMR spectroscopy showed 
that while the N-terminal domain of eukaryotic P1/P2 dimer is structured, the CTD is flexible and 
can extend away from the dimerization region [107]. It has been suggested that these structural 
differences in the CTD may facilitate the domain specific recognition of elongation factors [20]. RTA 
is unable to depurinate intact E. coli ribosomes [82]. Similarly, TCS can only depurinate eukaryotic 
ribosomes, but not bacterial ribosomes. However, TCS was able to depurinate hybrid ribosomes 
when the bacterial stalk proteins were replaced with the eukaryotic stalk proteins [107]. These results 
suggested that the CTD and the flexible linker of stalk proteins are responsible for recruiting RIPs to 
the ribosome [107]. Therefore, RIPs like ricin and TCS that can only depurinate eukaryotic ribosomes 
may have evolved to bind to the CTD of eukaryotic stalk proteins, thereby hijacking the eukaryotic 
stalk proteins by binding to their C-terminal consensus sequences [20]. 

However, some critical questions remain. Stx1 can depurinate E. coli ribosomes, even though the 
stalk proteins differ in primary sequence and structure between the prokaryotes and the eukaryotes. 
Moreover, the conserved CTD of P proteins that can interact with Stx1 in vitro, is missing in the  
E. coli stalk proteins. Therefore, it is not clear how Stx1 accesses the SRL on E. coli ribosomes. 
Moreover, although the ribosome binding residues identified in Stx1A1 are conserved in Stx2A1, it 
is not known if they interact similarly with the ribosome. We have shown that there is a difference 
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in the surface exposure of residues between Stx1A and Stx2A [70]. Arg176 is more exposed in Stx1A 
and is more critical for the depurination activity of Stx1A than Stx2A [70]. Arg176 has been shown 
to be important for binding of Stx1A1 to the ribosome [73]. It is not known if Arg176 has a similar 
role in binding of Stx2A1 to the ribosome. Although both Stx1A and Stx2A bind to the stalk, Stx2A 
is less dependent on the stalk proteins than Stx1A for its depurination activity [75]. These results 
indicate that there are differences in the ribosome interactions of Stx1 and Stx2, which may lead to 
differences in their depurination activity. 

Evidence for structural differences between Stx1 and Stx2 and their importance in inactivation of 
the ribosome was obtained when Smith et al., demonstrated that monoclonal antibody (MAb) 11E10, 
which neutralized both the cytotoxicity and lethality of Stx2, but not Stx1, bound to three specific 
regions around the active site of Stx2A, but failed to bind to Stx1A [108]. The sequence of the three 
regions was the most divergent between Stx2 and Stx1, which explained why the antibody 
specifically recognized Stx2 [108]. MAb 11E10 blocked the enzymatic activity of Stx2 in vitro and 
altered its intracellular trafficking pattern, providing evidence that structural differences lead to 
differential effects on the catalytic activity and trafficking of Stx1 and Stx2. Another MAb, S2C4, 
which was able to neutralize Stx2, but not Stx1 [109], was predicted to bind to another region that 
differed in sequence between Stx2 and Stx1 [82]. This region (residues 176–188) was shown to be 
important for binding of Stx1A1 to the ribosomal stalk [73], suggesting that structural differences 
between Stx1 and Stx2 may affect ribosome binding differentially. These results highlight the 
importance of identifying Stx2 residues, which are important in binding to the ribosome and the role 
of these residues on ribosome binding and depurination activity of each toxin. 

Finally, in order for the toxin to depurinate the SRL specifically, it has to interact with the residues 
surrounding the SRL. Modeling analysis of the crystal structure of RTA and a 29-mer oligonucleotide 
hairpin containing the conserved GAGA loop of the SRL identified residues, which may be involved  
in binding to the 29-mer [110]. The amino acids at the active site are conserved between Stx1 and  
Stx2 [67–72]. However, there are conformational differences between the active sites of Stx1 and 
Stx2 [34,35] and the active site residues are more exposed in Stx2 than in Stx1 [70]. Currently it is not 
known if residues around the active site contribute to the catalytic activity of each toxin similarly. 
Analysis of depurination kinetics will shed more light on the relative role of these residues in binding 
to the SRL and in catalytic activity. 

5. Conclusions 

STEC are a serious cause of morbidity and mortality and a better understanding of their 
mechanism of virulence is of high significance. In vivo data indicate that the B subunits are involved 
in differential toxicity of Stx1 and Stx2, but do not rule out a potential role for the A subunits, 
suggesting that steps in addition to receptor binding and trafficking likely contribute to the 
differential toxicity of Stx1 and Stx2. The role of the A subunits in differential toxicity has not been 
fully examined. New discoveries indicate that the A subunits of Stx1 and Stx2 differ in their 
dependence on the ribosomal stalk proteins, suggesting that the role of the A subunits in ribosome 
binding, depurination activity and cytotoxicity may differ. Structural studies identified 
conformational differences in the active sites of the A subunits of Stx1 and Stx2. Monoclonal 
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antibodies that selectively bind and neutralize Stx2 indicated important differences in enzymatic 
action and intracellular trafficking. A better understanding of the interaction of the A1 subunits of 
Stx1 and Stx2 with the ribosome and with the SRL, and comparative analyses of the catalysis of 
ribosome depurination are necessary to fully understand the factors that may contribute to the more 
pathogenic effects of Stx2 in vivo. These studies are relevant because they will have implications for 
the pathogenesis of HUS and may lead to the identification of novel therapeutic targets for  
Stx-associated HUS, for which there are no current therapies available. 
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