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Abstract: Multiphase machines allow enhancing the performance of wind energy conversion systems
from the point of view of reliability and efficiency. The enhanced robustness has been traditionally
achieved with a mandatory post-fault control reconfiguration. Nevertheless, when the regulation of
x-y currents in multiphase drives is done in open-loop mode, the reconfiguration can be avoided.
As a consequence, the reliability of the system increases because fault detection errors or delays have
no impact on the post-fault performance. This capability has been recently defined as natural fault
tolerance. From the point of view of the efficiency, multiphase machines present a better power density
than three-phase machines and lower per-phase currents for the same voltage rating. Moreover, the
implementation of control strategies based on a variable flux level can further reduce the system
losses. Targeting higher reliability and efficiency for multiphase wind energy conversion systems,
this work proposes the implementation of an efficient model predictive control using virtual voltage
vectors for six-phase induction machines. The use of virtual voltage vectors allows regulation of the
x-y currents in open-loop mode and achieving the desired natural fault tolerance. Then, a higher
efficiency can be achieved with a simple and universal cost function, which is valid both in pre- and
post-fault situations. Experimental results confirm the viability and goodness of the proposal.

Keywords: model predictive control; multiphase induction machines; natural fault tolerance

1. Introduction

Promoted by new energy policies in different countries, renewable energies currently play an
important role in the electricity market [1]. There is a wide variety of clean energies aiming to replace
fossil fuels, but wind energy is the most installed one in the world. In fact, a high percentage of
the demanded electric energy is obtained nowadays from wind energy conversion systems (WECS).
This high penetration of wind energy has, in turn, increased the requirements from transmission
system operators to WECS.

In this context, the efficiency and reliability are two desirable features for the newly developed
WECSs. Since multiphase machines present enhanced fault-tolerant (FT) capabilities and better power
densities than conventional three-phase systems [2–4], multiphase generators appear as promising
candidates in full-power WECS. The improved post-fault operation capability of multiphase machines
can provide economic benefits when the corrective maintenance tasks are complex, as it is the case in
offshore locations [5]. Furthermore, the better power density of multiphase machines allows lower
copper losses, increasing the wind resource exploitation. Hence, multiphase machines have become an
interesting alternative in modern wind farms [6].
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In terms of reliability, the FT capability, and particularly the open-phase fault (OPF) operation, can
be considered the most appreciated advantage of multiphase machines, but this higher reliability has
been traditionally achieved with a mandatory OPF localization/isolation [7] and a post-fault control
reconfiguration [8]. Nevertheless, the natural FT recently suggested in [9] circumvents this standard
trend of post-fault control strategies and provides simpler means to obtain an improved reliability.
The model predictive control (MPC) based on virtual voltage vectors (VV) from [9] provides an enhanced
post-fault capability without fault localization and control reconfiguration. The implementation of VVs
in MPC allows regulating the x-y currents in open-loop mode. This fact avoids the conflict of the α-β
and x-y controllers when a new restriction appears in the system due to the OPF. As a consequence,
the VV-MPC becomes a universal control strategy for pre- and post-fault situations, this being a highly
attractive feature for the wind energy industry. However, regardless of the selected post-fault strategy,
the integrity of the system in post-fault situation can only be preserved by decreasing the torque/power
production (derating) [8,10].

Efficiency is also a highly appreciated characteristic of WECS because lower losses imply a better
exploitation of the wind energy resources and greater torque/power production in post-fault situations.
The concept of efficient control is based on the reduction of the magnetic flux in the machine at light
loads to minimize the copper losses. Efficient control has been traditionally implemented using two
different strategies: search control (SC) [11–13] and loss model control (LMC) [14–16] methods. SC
algorithms produce an online perturbation in the magnetic flux when looking for the optimal balance
between torque and magnetization. Then, the convergence provided by SC methods is slow, although
it is insensitive to machine parameters [13]. On the other hand, LMC techniques are based on the
theoretical estimation of the magnetic flux using a model of the system [14], arising higher speed
convergences and sensitivity to variations in the machine parameters. In order to develop more
competitive WECSs, an efficient LMC strategy was successfully implemented in [16] for a six-phase
IM in post-fault situation using field-oriented control (FOC). Nevertheless, the developed efficient
model was based on a selected topology (with parallel converters) and specific post-fault situations,
i.e., this efficient model is only valid for these particular conditions. If the machine is driven with a
single VSC supply and the system is healthy, the efficient control must be revisited to achieve a more
general strategy that ensures its validity both before and after the OPF occurrence.

With the aim of providing natural fault tolerance capability and lower losses, an efficient MPC
technique based on virtual voltage vectors (EVV-MPC) was suggested in [17]. This work confirmed
for the first time the interest of EVV-MPC, improving the efficiency and reliability of six-phase IM
drives in pre- and post-fault situations while maintaining the same control scheme. However, the
analysis presented in [17] was only supported by simulations. This work goes beyond, providing a
detailed analysis and experimental results that confirm the EVV-MPC features in steady or transient
states and healthy or post-fault situations and avoiding any sensitivity to parameter detuning when
evaluating the optimal magnetic flux level. The paper has been structured as follows: A description of
the analyzed multiphase induction machine is included in the next section, and the model predictive
control using virtual voltage vectors and the concept of natural fault tolerance are detailed in Section 3.
Next, the efficient control scheme presented in this work is detailed in Section 4 and validated through
experimentation in Section 5. The obtained conclusions are finally summarized in the last section.

2. Asymmetrical Six-Phase Induction Drives

The studied multiphase drive is formed by an asymmetrical six-phase induction machine with
distributed windings where two independent and isolated neutral points are created, supplied by two
three-phase and two-level voltage source converters (VSCs) connected to a single DC link (Figure 1).
The switching state of every VSC leg can be defined using a binary variable Sij, being Sij = 0 if the
lower switch is ON and the upper switch is OFF, and Sij = 1 if the opposite situation occurs. According
to the number of phases of the proposed IM drive, 26 = 64 switching states exist. It is common to

2
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group theses switching states in a vector [S] = {Sa1, Sb1, Sc1, Sa2, Sb2, Sc2} that determines the obtained
stator phase voltage from the DC-link voltage (Vdc) as follows:

[M] =
VDC

3
·

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

2 −1 −1 0 0 0
−1 2 −1 0 0 0
−1 −1 2 0 0 0
0 0 0 2 −1 −1
0 0 0 −1 2 −1
0 0 0 −1 −1 2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
·[S]T, (1)

 

Figure 1. Asymmetrical six-phase IM (δ = 30
◦
) drive topology.

The current invariant Clarke transformation is usually applied to simplify the mathematical
description of the system from phase-variables into two orthogonal stationary subspaces, α-β and x-y
(see Figure 2):

[T] = 1
3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 −1/2 −1/2
√

3/2 −√3/2 0
0

√
3/2 −√3/2 1/2 1/2 −1

1 −1/2 −1/2 −√3/2
√

3/2 0
0 −√3/2

√
3/2 1/2 1/2 −1

1 1 1 0 0 0
0 0 0 1 1 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

[
vαsvβsvxsvysv0+v0−

]T
= [T]·[va1vb1vc1va2vb2vc2]

T,

c (2)

where α-β components are related with the flux/torque generation, x-y components produce copper
losses, and the isolated neutral points simplify the analysis and avoid triples stator current harmonics.
Based on this fact, the vector space decomposition (VSD) approach is usually applied to define the
six-phase IM as follows [18]:

vαs =
(
Rs+Ls· d

dt

)
iαs+M·diαr

dt ,

vβs =
(
Rs+Ls· d

dt

)
·iβs+M·diβr

dt ,
vxs =

(
Rs+Lls· d

dt

)
·ixs,

vys =
(
Rs+Lls· d

dt

)
·iys,

0 =
(
Rr+Lr· d

dt

)
iαr+M·diαs

dt +ωr·Lr·iβr+ωr·M·iβs,

0 =
(
Rr+Lr· d

dt

)
·iβr+M·diβs

dt −ωr·Lr·iαr−ωr·M·iαs,
Te= p·M·(iβr·iαs−iαs·iβs),

(3)
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where Ls = Lls + 3·Lm, Lr = Llr + 3·Lm, M = 3·Lm, ωr = p·ωm, with p and ωm being the mechanical
speed. In addition, indices s and r denote stator and rotor variables and subscripts l and m denote
leakage and magnetizing inductance, respectively.

Figure 2. Voltage vectors in α-β (left plot) and x-y (right plot) subspaces for an asymmetrical six-phase
IM drive.

To simplify the control a synchronous reference frame (d-q) can be employed where the
d-component is related with flux production and the q- component with the torque production.
This transformation of the reference frame is obtained applying the Park transformation in Equation (4)
to the α-β components as follows:

[D] =

[
cos(θs) sin(θs)

− sin(θs) cos(θs)

]
,[

idsiqs
]T

= [D]·
[
iαsiβs

]T
,

[
ix1siy1s

]T
= [D]·

[
ixsiys

]T
,

(4)

with θs being the angle of the reference frame, obtained from the measured speed (ωm) and the
estimated slip [19].

3. VV-MPC with Natural Fault Tolerance

Standard MPC (see Figure 3) uses an outer speed control loop with a PI controller to obtain the
reference value of the q-current, whereas the d-current is usually set to a fixed value that is proportional
to the rated flux in the base-speed region. In addition, an inner predictive current controller regulates
the power converter that feeds the machine and commands the electromechanical system. This current
controller is based on a discretized machine model that is used to predict currents in future operation
points [9]. The predicted currents are then included in a predefined cost function (Equation (5)) where
different error terms are included and whose final value is minimized to find an optimal switching state:

J1= K1·e2
qs+K2·e2

ds+K3·e2
xs+K4·e2

ys, (5)

where Ki coefficients, also called weighting factors and defined to achieve regulation goals and drive
features, multiply i-error components that are defined in this case as follows:

eqs= (i∗qs|k+2 −l̂qs|k+2), exs = (i∗xs|k+2 − l̂xs|k+2),
eds= (i∗ds|k+2 − l̂ds|k+2), eys= (i∗ys|k+2 − l̂ys|k+2),

(6)

being the predicted currents in k + 2 (“l̂qs|k+2”) compared with the reference currents (“i∗qs|k+2”) in
k + 2 to apply the optimal switching state to the power converter.

4
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Figure 3. Standard MPC scheme for six-phase induction motor drives.

Note that the reference values of the x-y currents are usually set to a null value in order to
reduce stator copper losses in distributed-winding machines. However, it was recently stated that its
performance can be highly degraded if the stator leakage inductance of the machine presents a low
value [19]. The standard MPC technique applies a single switching state during the whole sampling
time, generating simultaneously voltage vectors in α-β and x-y planes when active voltage vectors
are applied. Consequently, x-y currents flow through the machine, spoiling the current quality and
increasing the stator copper losses.

To solve the aforementioned disadvantage, [20,21] proposed the implementation of virtual voltage
vectors for MPC strategies. The VVs are created taking advantage of the special localization of
the available six-phase IM voltage vectors. As shown in Figure 2, voltage vectors can be classified
depending on their magnitude in small, medium, medium-large and large voltage vectors where
medium-large and large vectors that share their direction in the α-β plane have opposite directions in
the x-y plane. Hence, it is possible to obtain a virtual voltage vector as a combination of medium-large
and large vectors, providing a null average x-y voltage production. For this purpose, it is necessary to
apply different times for medium-large and large voltage vectors. In a six-phase VSC, the application
time of each vector must be t1 = 0.73·Tm (for large voltage vectors) and t2 = 0.27·Tm (for medium-large
voltage vectors), being Tm the sampling period. Following this approach, 12 active virtual voltage
vectors can be defined as:

VVi= t1·Vlarge+t2·Vmedium−large (7)

With the application of these VV, the control of x-y currents is performed in open-loop mode, with
no inclusion of these components into the control strategy. This simplification results in a reduced
predictive model that skip the x-y equations [20,21]. Consequently, the number of weighting factors
can be reduced compared to standard MPC and the x-y term can be eliminated from the cost function
as follows:

J2= K1·
(
i∗qs|k+2 − l̂qs|k+2

)2
+K2·

(
i∗ds|k+2−l̂|k+2

)2
, (8)

Figure 4 shows the VV-MPC scheme where the main differences with the standard MPC
(Figure 3) have been colored in magenta. Additionally, VVs provide MPC with a natural fault-tolerant
characteristic because the regulation of the x-y currents is performed in open-loop mode and the
controllers’ conflicts after the fault occurrence are eliminated [9]. Based on this, the post-fault
reconfiguration can be suppressed, and the reliability of the entire system is improved thanks to a
reduced impact of the fault detection errors or delays on the post-fault operation and performance.

Figure 4. VV-MPC scheme for six-phase induction motor drives.

5
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This natural fault tolerance concept has introduced a new paradigm in the field of fault-tolerant
multiphase drives, where a mandatory post-fault reconfiguration of the healthy control scheme has
been historically used in the event of an OPF [22–25]. Conventional post-fault strategies reconfigure the
control scheme according to the fault localization in order to avoid the controllers’ conflicts. Since the
fault situation is missed and the control action is not modified, the drive performance can be distorted
because α-β and x-y subspaces are no longer independent and the controllers usually have conflicting
objectives. If a single OPF in phase a1 occurs in the analyzed system, the new restriction is [8]:

ixs = −iαs (9)

This restriction does not allow the independent regulation of stator currents in the primary and
secondary planes, forcing a conflict if healthy controllers are applied in post-fault operation. In order
to avoid any conflict and preserve the controllability of the system in post-fault operation, x-y reference
currents have been traditionally modified in order to drive α-β and x-y controllers into a single direction
(with i∗xs = −i∗αs [8]). However, if the x-y currents are regulated in the open-loop mode, the conflict is
automatically avoided because the x-y terms are not included in the cost function [9]. Nevertheless,
and regardless of the selected post-fault strategy, the machine must be derated in order to safeguard the
integrity of the system. This fact could promote the selection of efficient strategies where the magnetic
flux level is variated at light loads to reduce the stator copper losses.

4. Efficient Model Predictive Control Based on Virtual Voltage Vectors

From the efficiency point of view, the most widely selected approach is to adapt the flux to reduce
the stator copper losses. Focusing on these losses, they can be expressed as the product of stator
resistance and the squared RMS (Root Mean Square) value of phase currents:

Pcu= 6·Rs·i2s , . (10)

On the other hand, according to the VSD approach and considering the Park transformation, the
RMS value of the phase currents can be calculated as:

is =
√

i2ds+i2qs+i2xs+i2ys, (11)

Trefore, to obtain the minimum stator copper losses, Equation (11) must be minimized. Efficient
strategies are based on the magnetic flux variation according to the operating point with the aim of
minimizing stator copper losses. The operation point of an induction machine can be usually defined
by the magnetic flux level and the required electromagnetic torque, being expressed the electromagnetic
torque in IMs with distributed windings using d-q currents as follows:

Te =
P·L2

m

Lr
·ids·iqs, (12)

Based on Equations (10)–(12), a constrained minimization problem can be formulated in order to
obtain the minimum RMS value of the phase currents for each operation point as:

Minimize : i2ds+i2qs+i2xs+i2ys,

subject to : Te =
P·L2

m
Lr
·ids·iqs,

(13)

Although there are different solvers, the Lagrange function solves this constrained minimization
problem in a straightforward manner as follows:

L
(
ids, iqs, ixs, iys, λ

)
= i2ds+i2qs+i2xs+i2ys+λ·Te − λ·P·L2

m

Lr
·ids·iqs, (14)

6
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where λ is the Lagrange multiplier.
Implementing each minimization condition:

∂L
∂ids

= 2·ids−λ·P·L
2
m

Lr
·iqs= 0,

∂L
∂iqs

= 2·iqs−λ·P·L
2
m

Lr
·ids= 0,

∂L
∂ixs

= 2·ixs= 0,
∂L
∂iys

= 2·iys= 0,

∂L
∂λ= Te − P·L2

m
Lr
·ids·iqs

(15)

The reference value of the d-current that provides minimum stator current RMS value for a given
load torque can be obtained from Equation (15) as:

ids =

√
Te·Lr

P·L2
m

, (16)

Note that Equation (15) also provides the value of q and x-y currents that achieve the minimum
RMS value of phase currents for the corresponding electromagnetic torque. Even though x-y currents
appear as a component in the calculation of stator phase current RMS values, they are not included in
torque restriction equation, and do not affect the optimization problem, presenting a zero value as a
solution. This fact has special relevance in faulty operation, where the x-y components have a non-null
value due to the OPF constraint: since the maximum efficiency does not depend on the x-y currents, it
is not necessary to modify the control scheme after the OPF occurrence and the control algorithm can
maintain the efficiency in pre- and post-fault scenarios. On the other hand, iqs can be obtained from the
constrained minimization problem as:

iqs =

√
Te·Lr

P·L2
m

, (17)

From a mathematical point of view, Equations (16) and (17) are identical, which means that it is
possible to implement an efficient control scheme replacing the d-current rated value with the actual
reference value of the q-current:

ids
∗= iqs

∗, (18)

However, this approach is not achievable if the electromagnetic torque imposed by the operating
point is higher than a critical value (Equation (19)), since an overrated d-current leads to magnetic
saturation and distorts the control performance.

Tcritical
e = P·L

2
m

Lr
·idrated

s ·idrated
s (19)

The efficient strategy is implemented in VV-MPC with a new cost function (Equation (20)) that
allows the electromagnetic torque production control (first term) and the magnetic flux adaptation to
the corresponding operation point (second term). The method can be used when the system is operated
with light load torques, which matches the specific derated condition in the post-fault situation to
safeguard the integrity of the system.

J3= K1·
(
i∗qs|k+2 − l̂qs|k+2

)2
+K2·

(
i∗qs|k+2 − l̂ds|k+2

)2
, (20)

In summary, this new cost function does not only improve the efficiency of the system, but also
maintains its natural fault-tolerant capability due to the open-loop regulation of x-y currents. Moreover,
the introduced efficient cost function is also universal, being valid in pre- and post- fault situations and

7
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avoiding any control reconfiguration. Figure 5 shows the proposed EVV-MPC, where the introduced
cost function is highlighted in yellow.

Figure 5. EVV-MPC scheme for six-phase induction motor drives.

5. Viability of the Proposal

The viability and goodness of the proposal is analyzed using the test bench shown in Figure 6,
where the asymmetrical six-phase IM is fed by conventional two-level three-phase VSC (Semikron
SKS22F modules (Semikron, Nuremberg, Germany)). The parameters of the custom-built six-phase IM
have been obtained using ac-time domain and stand-still with inverter supply tests [26,27]. Table 1
shows the main parameters of the electric driver where the value of the stator resistance and leakage
inductance of the α-β and x-y planes are the same.

 

Figure 6. Experimental test bench.

Table 1. Electric drive parameters.

Power (kW) 0.8
Dc-link voltage(V) 300

Dead time (μs) 4
Ipeak(A) 4.06

nm(r/min) 1000
Rs(Ω) 4.2
Rr(Ω) 2

Lm(mH) 420
Lls(mH) 1.5
Llr(mH) 55

A single DC power supplies the VSC and the control actions are performed by a digital signal
processor (TMS320F28335 from Texas Instruments, TI (Texas Instruments, Dallas, TX, USA)). The
current and speed measurements are obtained using four hall-effect sensors (LEM LAH 25-NP (LEM,
Bourg-la-Reine, France)) and a digital encoder (GHM510296R/2500 (Sensata, Attleboro, MA, USA)),
respectively, while the six-phase IM is loaded by a coupled DC machine. Note that the armature of the
DC machine is connected to a variable passive R load that dissipates the power and the load torque is

8



Energies 2019, 12, 3989

consequently speed-dependent. Note also that the open-phase fault is forced from the TMS320F28335
using a controllable relay board between the inverter and the machine. Then, the performance of the
proposed EVV-MPC can be assessed in pre- and post-fault situations, where four different tests have
been designed.

A speed ramp test is firstly realized in pre-fault situation (see Figure 7) to evaluate the performance
of the proposed controller (right column). The reference speed is changed from 200 to 400 rpm, and a
VV-MPC strategy is also tested for comparison purposes using the same operation conditions (left
column). The tracking of the reference speed is satisfactory regardless of the selected control strategy
(see left and right columns, Figure 7a). However, the d-current in VV-MPC is constant all throughout
the test (left column, Figure 7b), whereas in the case of EVV-MPC it follows the q-current reference
according to the cost function detailed in Equation (20) (right column, Figure 7b). The difference
between the reference of the q-current and the measured d-current is depicted in Figure 7c for both
control strategies. As previously expressed in Section 4, a null difference reduces the RMS value of the
phase currents, as it is shown in Figure 7e,f. Focusing on this issue, EVV-MPC presents an RMS phase
current value of 0.57 A compared to 0.92 A in VV-MPC when the speed is low. This difference implies
a reduction of 61.61% in the stator copper losses. When high-speed operation is reached, the RMS
phase current value is 1.00 A using VV-MPC, whereas 0.60 A is obtained using EVV-MPC. A reduction
of copper losses is clearly achieved using variable magnetic flux levels according to the operating
point (see Figure 7g), since x-y currents have the same behavior using both control strategies in healthy
situation (see Figure 7d). Based on these results in healthy operation, it can be confirmed the capability
of the proposed EVV-MPC technique to reduce the copper losses for a similar switching frequency
than VV-MPC as shown in Table 2.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 7. Cont.
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(e) 

 
(f) 

 

(g) 

Figure 7. Pre-fault evaluation of the proposed VV-MPC technique (left column) versus EVV-MPC
method (right column). From top to bottom: (a) Motor speed; (b) d-q currents; (c) the difference between
q- and d-current; (d) x-y currents; (e) zoom 1 of set 1 of phase currents; (f) zoom 1 of set 2 of phase
currents; and (g) stator magnetic flux.

Table 2. Switching frequency in pre-fault situation.

Speed EVV-MPC VV-MPC

200 rpm 4281 Hz 4296 Hz
400 rpm 4190 Hz 3925 Hz

A second test is conducted (see Figure 8) to justify the utilization of the proposed EVV-MPC
technique (right column) in the post-fault situation. In this case, the performance in the transition from
the pre- to post-fault situation is studied, and the VV-MPC technique is also evaluated (see left column)
for the sake of comparison. The system is in healthy operation, but an open-phase fault in phase a1 is
forced at t =12.5 s (Figure 8d). The current cannot flow through the open phase and a new restriction
appears in the system (ix = −iα) as it can be appreciated in Figure 8d,e. Note that the reference speed is
satisfactorily tracked using the proposal without any control reconfiguration (see Figure 8a), since x-y
currents are regulated in open-loop mode and any controller’ conflict exists in post-fault situation.
These results validate in fact the natural fault tolerance of MPC strategies when the regulation of x-y
currents is realized in open-loop mode. On the other hand, the implemented cost function allows
adapting the magnetic flux level in pre- and post-fault scenarios without any control reconfiguration,
as expected. In this case, d-q currents maintain their reference values constant during the whole test
(Figure 8b), since the operation point is constant. While the magnetic flux tracks the reference value in
VV-MPC, a reduced magnetic level is applied in the case of EVV-MPC (Figure 8f) in order to lessen the
stator copper losses. Focusing on the obtained phase currents, EVV-MPC strategy needs a lower value
of the phase currents in pre- and post-fault situations to reach the same operation point than using
VV-MPC. However, in the post-fault situation the reduction of the α-current also provokes a reduction
of the x-current component since the α-β and x-y planes are no longer independent in faulty operation.
Therefore, the implementation of the EVV-MPC strategy provides in the post-fault situation a reduction
in the obtained copper losses due to the adaptation of the magnetic flux level. In order to quantify this
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efficiency improvement, Table 3 shows the relative reduction of RMS phase current values and the
square of RMS phase current. This second term is related to the stator copper losses associated to theses
currents in this test according to Equation (20), where the stator copper losses (SCL) can be obtained
independently from the value of the stator resistance Rs as long as the stator resistances are equal in
both tests. The obtained results confirm the goodness of the proposed controller in post-fault situation
and validate the universality of the implemented cost-function in the pre- and post-fault situations.

SCL (%) =
Ps_VV − Ps_EVV

Ps_VV
·100 =

6·Rs·i2phase_VV − 6·Rs·i2phase_EVV

6·Rs·i2phase_VV

·100 =
i2phase_VV − i2phase_EVV

i2phase_VV

·100 (21)

Table 3. Relative reduction of the RMS phase current value and stator copper losses (SCL) of the healthy
phase currents for VV-MPC and EVV-MPC in test 2.

Phase %RMSpre-fault %RMSpost-fault %SCLpre-fault %SCLpost-fault

b1 41.23% 38.99% 65.44% 62.78%
c1 40.93% 39.02% 65.10% 62.81%
a2 40.40% 42.53% 64.48% 66.97%
b2 40.93% 42.96% 65.10% 67.46%
c2 39.40% 37.21% 63.28% 60.57%

The response of the proposed control scheme is finally evaluated in dynamic post-fault situations
(see Figure 9). In this case, the VV-MPC method (left column) is again compared with the proposed
EVV-MPC technique (right column), and an open-phase fault is forced in phase a1 at the beginning of
the test, appearing a new restriction in the system (Figure 9e,g). The speed is varied in a ramp-wise
manner from 200 rpm to 400 rpm (see Figure 9a), being satisfactory the speed regulation in VV-MPC
(left column) and EVV-MPC (right column). However, d-current changes to adapt its value to each
operation point using the proposed EVV-MPC technique, adjusting also the magnetic flux level in
dynamic post-fault situations. Meanwhile, the d-current value remains constant using VV-MPC during
the whole test (Figure 9b), which only adjusts the q-current according to the operating point. Flux
adaptation provides a reduction of α-β current amplitudes that are directly related, through inverse
Clark transformation, with phase current amplitudes (Figure 9c,d). At low speed operating points,
an RMS phase current value of 0.63 A is obtained using EVV-MPC versus 1.10 A with the VV-MPC
technique, which implies a reduction of 67.20% of the stator copper losses. When high speed operating
points are considered, an RMS phase value of 0.69 A is reached with EVV-MPC against 1.12 A using
VV-MPC, which again implies an important reduction of stator copper losses (62.05% in the latter case).
This test certifies the interest of the proposed control method that assures speed tracking and improves
the efficiency in healthy and faulty operations, and in steady-state and transient conditions without
introducing modifications in the control scheme.

A speed reversal test has been realized in pre-fault (left plots in Figure 10) and post-fault (right
plots in Figure 10) situations when an open-phase fault occurs in phase a1 at t =0 s. It is shown in both
cases that the speed and current tracking is satisfactory (Figure 10a,b), maintaining the efficient control
both in healthy mode and in post-fault condition (Figure 10c). The x-y currents are regulated around
zero in the pre-fault situation (Figure 10d, left column) and show the value ixs = −iαs that corresponds
to the post-fault situation (Figure 10d, right column). As expected, phase currents change the sequence
after the zero crossing (Figure 10e,f).
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 8. Trasition from pre to post-fault situations using VV-MPC (left column) and the proposed
EVV-MPC (right column) control methods. From top to bottom: (a) Motor speed; (b) d-q currents;
(c) x-α currents; (d) set 1 of phase currents (e) set 2 of phase currents; and (f) stator magnetic flux.
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(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

 

(f) 

Figure 9. Post-fault dynamic response using VV-MPC technique (left column) and the proposed
EVV-MPC method (right column). From top to bottom: (a) Motor speed; (b) d-q currents; (c) zoom 1 of
α-β currents; (d) zoom 2 of α-β currents; (e) zoom 1 of set 1 of phase currents; and (f) zoom 2 of set 1 of
phase currents.
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(a) 

 
(b) 

 

(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 10. Reversal speed test in pre (left column) and post-fault situation (rigth column). From top
to bottom: (a) Motor speed; (b) d-q currents; (c) difference between q- and d-currents; (d) zoom x-y
currents; (e) zoom of set 1 of phase currents; and (f) zoom of set 2 of phase currents.
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6. Conclusions

Efficiency and robustness are a must in industrial electric drives. Even though multiphase machines
offer these two features, they are typically achieved at the expense of a high complexity. While the
efficiency can be improved using either search control or loss model control, the fault-tolerant operation
has been traditionally accomplished with a post-fault control reconfiguration. This work presents a
simpler approach that reduces the system losses and increases the drive reliability. The approach is
based on the MPC technique, the virtual voltage vector concept and a modified cost function that
provides the capability to automatically operate in pre- and post-fault scenarios with excellent speed
tracking and reduced copper losses. Key features of the proposal are the simplicity and universality.
After a fault occurrence, the proposed strategy keeps on regulating the speed at optimum efficiency
even when the fault has not even been detected, making the controller immune to fault detection
delays and errors. Although the proposal has been experimentally tested in six-phase IM motor
drives, it can be extended to multiphase drives with a higher number of phases if distributed windings
are considered.
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Abstract: An important drawback in the application of model-based predictive controllers
for multiphase systems is the relatively high harmonic content. Harmonics arise due to the
fixed sampling-time nature and the absence of modulation methods in the control technique.
Recent research works have proposed different procedures to overcome this disadvantage at
the expense of increasing the complexity of the controller and, in most cases, the computational
requirements. There are, however, natural ways to face this harmonic generation that have been barely
explored in the scientific literature. These alternatives include the use of variable sampling times or
the application of the observer theory, whose utility has been stated without excessively increasing
the computational cost of the controller. This paper presents the basis of both methodologies,
analyzing their interest as natural alternatives to mitigate the generation of harmonic components in
modern electrical drives when using predictive controllers. A five-phase induction machine is used
as a case example to experimentally validate the study and draw conclusions.

Keywords: predictive current control; harmonic distortion; multiphase drives; observer;
variable sampling

1. Introduction

The increasing interest for multiphase drives in real applications [1,2], added to the complexity of
designing appropriate controllers for these multivariable systems, have put the emphasis on model
predictive control methods (MPC) and particularly on the finite control set MPC (FCS-MPC) [3].
The FCS-MPC is a kind of fast direct control method that commands the power converter without
using pulse width modulation (PWM) blocks, providing excellent transient performance and lower
switching frequency than PWM blocks with conventional proportional-integral controllers (PI-PWM),
under comparable conditions [4,5]. This issue has been extensively investigated in [6], where FCS-MPC
and PI-PWM current controllers are compared, concluding that the FCS-MPC provides a faster transient
evolution at the expense of a lower steady-state performance, something that is, in general, inevitable in
multiphase drives due to the existence of nonflux/torque producing current components. Additionally,
the simple and multi-objective formulation of the FCS-MPC algorithm makes it an excellent option
in multiphase drives, being that five-phase induction machine (IM) is one of the most investigated
configurations [7].

However, an important drawback appears in the FCS-MPC implementation, which is the high
current/voltage harmonic content. This problem has been recently examined in [8], concluding that
the fixed-time discretization nature of the control method, along with the fact that only one of the
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possible power converter states is applied during each sampling interval, favour the appearance of not
only high magnitude harmonics but also inter-harmonics and electrical noise. Some recent solutions
based on the selective harmonic elimination concept can reduce harmonics of the integer multiples of
the fundamental frequency [9,10], but they do not cancel inter-harmonics and electrical noise.

A careful design of the cost function, which represents the control objectives of the FCS-MPC,
can also help in the reduction of the harmonic content [11]. For example, a precise tuning of the
weighting factors that weight each control objective can be decisive [4,6,12], as well as the limitation of
the commutation frequency in the converter by the restriction of the available changes in the switches
of the converter’s legs [13]. However, these techniques generally increase the controller complexity
and the computational requirements, another important handicap in the application of FCS-MPC
methods to multiphase drives. Furthermore, they can lead to suboptimal solutions when not all the
possible control actions are taken into account. In addition, there exists an interdependence between
the harmonic content and other control aspects, such as the switching frequency or the operating
point, which can be seen as fundamental trade-offs that the cost function design cannot completely
bypass [14].

A quite different alternative for the harmonic mitigation consists in adding a modulation stage in
the FCS-MPC algorithm [15] or applying more than one switching state of the power converter during
the same sampling time [16], which is in essence a kind of modulation. However, these techniques
produce higher switching frequencies than conventional FCS-MPC methods when identical sampling
time is imposed, and could increase the high computational cost of the predictive controller.

The use of simpler natural solutions can alleviate the harmonic problem that the previously
cited techniques suffer. One of them is the newly proposed variable sampling time lead pursuit
controller (VSTLPC) [17], which introduces the concept of non-uniform sampling time as a new degree
of freedom in the model-based predictive technique. In this way, both the switching state of the
power converter and its time of application are optimally selected between all the possibilities without
the necessity of a cost function and with an affordable computational cost. A different alternative
consists of the improvement of the predictive model, since the selected control action depends on it.
In this context, the observer theory has been recently incorporated in the FCS-MPC for the estimation
of non-measurable parts of the system model, leading to significant improvement of the system
performance. Rotor current observers based on the Luenberger theory and Kalman filters are usually
applied in the FCS-MPC current control of multiphase IM replacing the traditional backtracking
procedures [18,19]. This work focuses on the study of VSTLPC and rotor-current observers as natural
ways to reduce the harmonic distortion and electrical noise in predictive controllers. The basis of
compared techniques will be reviewed in Sections 2 and 3, where a five-phase IM drive is used as
a well-known case example of multiphase drives. Experimental results to corroborate the utility of
these techniques are presented in Section 4, while the obtained conclusions are summarized in the
last section.

2. Rotor Estimation in FCS-MPC Techniques: The Observer Approach

Considering a five-phase IM drive supplied by a two-level five-phase voltage source inverter
(VSI) as the controlled system under study, the general scheme of the applied FCS-MPC current control
is illustrated in Figure 1a. The main goal is to find the switching state (Sopt) that forces the stator
currents (is) to follow the references (i∗s ). To this end, a prediction of the future stator currents (ip

s ) is
computed using an electrical model of the IM drive (predictive model) and the measured is and rotor
speed (ωr). The prediction and references are then compared inside a predefined cost function (J) to
find the switching state that minimizes their difference. The algorithm is iterated and repeated using a
constant sampling period.

In this process, the predictive model plays an important role and the best agreement with the
real system will improve the predictions and, consequently, the performance of the regulated system.
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The five-phase IM can be represented, using the well-known vector space decomposition approach,
by a set of equations expressed in the two orthogonal α–β and x–y subspaces as follows:

ẋ(t) = f (x(t), S(t))

xs(t) = C x(t), (1)

where the state variables are the stator and rotor currents x = (isα, isβ, isx, isy, irα, irβ), the control
signal is the switching state of the VSI that is arranged in vector S = (SA, SB, SC, SD, SE) ∈ B5 with
B = {0, 1}, the output signals are the stator currents xs = (isα, isβ, isx, isy), and function f depends on
the IM parameters, the spatial distribution of the windings, the VSI connections and the instant value
of the rotor speed. Further details of the multiphase IM drive modeling can be encountered in [20],
and in [18] for the particular five-phase case. The discretization of these non-linear equations provides
the predictive model (2), normally using the forward Euler method or a more complicated technique
based on the Cayley–Hamilton theorem, which improves the tracking and prediction performance [21].

xp(k + 1) = x(k) + Ts f (x(k), S(k))

xp
s (k + 1) = C xp(k + 1), (2)

In any case, a second-step prediction xp(k + 2) is usually applied to compensate the delay that
introduces the computation of the control algorithm [4]. Then, the cost function, usually defined as
in (3) from the squared error between the predictions and reference currents ê = i∗s (k + 2)− ip

s (k + 2),
is computed for all the available switching vectors of the VSI to obtain the next control action to
be applied.

J = ‖êαβ‖2 + λxy‖êxy‖2. (3)

This cost function includes a weighting factor λxy to put more or less emphasis in the x–y control
plane, which is related to the copper losses in our case since sinusoidal winding distribution is assumed
in the IM. The tuning of this parameter is not a simple issue [11], but a value of 0.5 is usually accepted
because it provides a good trade-off between both planes [6]. Stator current references in the d–q
rotating reference frame are imposed and then rotated using the inverse of the Park transformation
D−1 and the rotational angle θ [6], obtaining α–β current references. Furthermore, x–y references are
set to zero to minimize the stator copper losses.

While stator currents are measured, rotor ones are commonly estimated using a simple
backtracking procedure that consists in lumping into term G all non-measurable quantities and
other uncertainties of the system. This term is recalculated every sampling period using the system
model and past values of the measured variables. Thus, the predictive model can be rewritten as:

xp
s (k + 1) = xs(k) + Ts fs(xs(k), S(k)) + Ge(k), (4)

being fs the part of the function f in (2) related only to the stator currents, and superscript e stands
for estimated values. Using this method, the rotor estimation error will be compensated at each
sampling period, being this effect accentuated by smaller sampling periods. However, even a small
amount of electrical noise has an important effect in the prediction error, which can even lead to a
wrong selection of the switching vector and produce a high disturbance in the tracking performance.
Another commonly used backtracking procedure is the one applied in [6], where an open-loop observer
based on the system model is used to obtain estimated values of the rotor variables as follows:

xe
r(k) = xe

r(k − 1) + Ts fr(x(k − 1), S(k − 1)). (5)

Rotor currents are updated every k instant using the previous values of the measured variables
and the applied switching state. Notice that function fr is the part of function f in (2) that provides
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the rotor current values. Although a more precise rotor current estimation can be obtained with this
approximation, the previous problems still remain and the noise can degrade the control performance.

An alternative to aforementioned techniques goes through the use of closed-loop observers,
where the rotor current estimation is done using Kalman filters or Luenberger-based observers.
Among them, the full-order version of the Luenberger observer has shown the best rotor estimation
result at the expense of a slight increment in the computational cost [18]. In this Luenberguer-based
approach, estimation of both stator and rotor currents xe is computed using the system model (1) plus
a correction term weighted by the Luenberger matrix L:

ẋe(t) = f (xe(t), S(t))− L(C xe(t)− xs(t)). (6)

The design of the observer consists in a pole placement problem in which matrix L is obtained as
a result. A good practice consists of placing the observer’s eigenvalues in the position defined by the
roots of a Butterworth filter polynomial, permitting a fast convergence towards zero of the estimation
error, as well as a well-dumped dynamic without compromising the stability. Although the design
of the observer requires the solution of this problem, it can be done off-line and simple expressions
of L can be obtained for all the operating speed range that, in turn, does not excessively increase the
computational cost of the controller. Also, the Luenberger observer has demonstrated to be more
robust under model uncertainties than previous backtracking procedures, showing better rotor current
estimations and, consequently, improving the performance of the controlled system.

3. Variable Sampling Time in Predictive Controllers

An alternative model-based predictive current controller named VSTLPC is detailed in [17],
where the sampling time is a new degree of freedom that is calculated by the control algorithm at
each iteration. The schematic representation of the VSTLPC current control applied to a five-phase
IM is detailed in Figure 1b. Similarly to FCS-MPC, the optimal switching state (Sopt) of the power
converter is selected in order to produce the desired stator current response defined by the reference
(i∗s ). However, the application time of the converter state is not fixed and equal to the sampling time,
but it is also decided by the controller.

Figure 1. Simplified scheme of the five-phase induction machine (IM) drive current controller using
(a) finite control set (FCS)-predictice control methods (MPC) and (b) variable sampling time lead
pursuit controller (VSTLPC) techniques.
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The control algorithm starts with the selection of Sopt based on the measurement of the stator
currents (is) and rotor speed (ωr) and using the lead-pursuit concept: hitting a moving target requires
some anticipation, since it takes some time for the control action to produce an effect on the system
and during such time the target changes its position. In this way, the controller points to an advanced
stator current reference i∗s (to + tL), where to is the present time instant and tL is the anticipation time
or lead time. Then, the switching vector that produces the closest trajectory of stator currents to the
reference is selected. The ideal trajectory would be the one formed by measured currents and advanced
references, which is defined by (x∗s (to + tL)− xs(to)) in our case. Following that fs(x, S) is a vector
that determines how stator currents evolve, the cosine of the angle between vectors fs(x(to), S) and
(x∗s (to + tL)− xs(to)) is the maximum for the switching state that minimizes the deviation from the
objective. Consequently, the optimal switching vector Sopt is selected through the definition of the
scalar product:

Sopt = argmax
Si

(x∗s (to + tL)− xs(to)) · fs(x(to), Si)

‖x∗s (to + tL)− xs(to)‖ ‖ fs(x(to), Si)‖ . (7)

The above expression is an optimization problem that takes into account all possible switching
states. It is necessary to remember that vector x(to) in function fs is formed by measured stator currents
and the estimated rotor ones. Note that rotor currents are obtained in [17] using the Luenberger
observer detailed in the previous section.

The application time Ta of the selected voltage vector is obtained minimizing the deviation
between the stator references and predicted currents:

Ta = argmin
T

∥∥∥x∗s (to + tL)− xp
s (to + T)

∥∥∥ , (8)

where xp
s (to + T) is obtained using the system Equation (2) for the selected Sopt. This minimization

problem is finally solved using:

Ta = (x∗s (to + tL)− xs(to))
� fs(x(to), Sopt)

‖ fs(x(to), Sopt)‖2 . (9)

After that, a receding horizon process is applied where the selected vector is released during the
obtained application time and the control algorithm is repeated. Comparing with FCS-MPC techniques,
the VSTLPC method permits a fine resolution of commuting times thanks to the non-uniform sampling,
which can mitigate the generated harmonic distortion. This hypothesis will be analyzed in the next
section, where a comparative analysis of the generated harmonic distortion using FCS-MPC and
VSTLPC techniques is done.

4. Harmonic Distortion Using FCS-MPC and VSTLPC Techniques: Comparative Analysis

A current control performance analysis of the revised controllers is done using the experimental
test bench shown in Figure 2. The main component is a 30-slot symmetrical five-phase IM with
distributed windings, whose electrical parameters are gathered in Table 1. These have been obtained
through the experimental tests described in [22,23]. Two three-phase two-level inverters from
Semikron (SKS22F modules) supply the IM, and an external DC-link voltage of 300 V is connected
to them. The multiphase system is controlled using a MSK28335 Technosoft board that includes
a TMS320F28335 digital signal processor (DSP). The rotor mechanical speed (ωm) is measured using
a GHM510296R/2500 digital encoder. Finally, an independently controlled DC machine is used to
impose an external variable load torque in the shaft of the IM.
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Figure 2. Experimental test rig.

Table 1. Estimated parameters of the IM.

Parameter Value

Stator resistance Rs (Ω) 19.45
Rotor resistance Rr (Ω) 6.77
Stator leakage inductance Lls (mH) 100.7
Rotor leakage inductance Llr (mH) 38.6
Mutual inductance Lm (mH) 656.5
Mechanical nominal speed ωn (rpm) 1000
Nominal torque Tn (N·m) 4.7
Nominal current In (A) 2.5
Pole pairs P 3

The controllers used in the comparison are the FCS-MPC technique with the conventional
backtracking procedure (MPC-C1) and the open-loop observer (MPC-C2), the FCS-MPC method
with a closed-loop rotor current observer (MPC-OB), and the VSTLPC. Equal cost functions are applied
in MPC-C1, MPC-C2 and MPC-OB with a weighting factor of 0.5, for the reasons presented in Section 2.
The Luenberger rotor current observer is designed using a fourth order Butterworth filter (10), since the
system presents two real poles that are maintained in the design of the observer:

B4(s) = T4
Bs4 + 2.61T3

Bs3 + 3.41T2
Bs2 + 2.61TBs + 1. (10)

A value of TB = 0.001 s has been optimally selected by simulations in order to produce the
lowest observation error in all speed range. Regarding the sampling time, it is imposed as Ts = 100 μs
for the three FCS-MPC techniques with fixed discretization. For the case of the VSTLPC method,
the sampling time is limited by a minimum value of Tmin = 100 μs to make a fair comparison with the
other controllers, and a maximum value of Tmax = 300 μs to avoid larger sampling periods that could
deteriorate the control performance [17]. The lead time is set to tL = 100 μs.

First, several steady-state tests have been carried out for each controller and the performance
analysis is done on the basis of the mean square tracking error of the phase currents (RMSep), the total
harmonic distortion in the phase currents (THDp), and the number of commutations per cycle (NCPC)
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in the VSI legs. In all tests, the d-current reference is fixed to 0.57 A to produce the rated flux and the
system is closed-loop speed controlled using an outer PI regulator that provides the q-current reference.
In this way, it is possible to drive the machine to a constant rotor speed in the range of 50 rpm to 700 rpm.
In addition, a variable load torque between the 40% to the 70% of the nominal torque is imposed.
The obtained results are plotted in Figure 3. In each column, the VSTLPC technique is compared with
one of the other controllers in terms of the three aforementioned figures of merits. In such a way,
the interest of including the non-fixed sampling against the FCS-MPC methods is revealed.

Regarding the current tracking performance and the harmonic content, lower values of RMSep

and THDp are observed in the VSTLPC technique in all considered operating conditions when it is
compared with the MPC-C1 and MPC-C2 methods, being the difference bigger in the first comparison.
However, the opposite occurs when the VSTLPC and MPC-OB techniques are compared. In this case,
the RMSep and the THDp values are lower for the MPC-OB, indicating that the inclusion of the rotor
current observer in the FCS-MPC is enough to produce a significant improvement in the current control
performance with respect to the conventional techniques. It must be noticed that the backtracking
procedure based on the open-loop rotor current observer (MPC-C2) provides better results than
the most conventional rotor estimation approach (MPC-C1), demonstrating a higher robustness to
external disturbances as it was stated in Section 2. In terms of the number of commutations per cycle,
the VSTLPC produces the highest values, being this effect accentuated by the decrease of the speed,
while the MPC-OB presents the lowest values in most cases.

(a) VSTLPC vs. MPC-C1 (b) VSTLPC vs. MPC-C2 (c) VSTLPC vs. MPC-OB

Figure 3. Experimental root mean square error of phase currents (RMSep), total harmonic distortion
(THD) and number of commutations per cycle (NCPC) values for each controller under different
operating conditions.

It is interesting to mention that, in general, the evolution with the speed and the torque of all
performance parameters is similar for all considered control techniques, regardless of the different
values between them.
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To complete the previous analysis, Figures 4 and 5 show the current control performance of all
considered controllers for two of the analyzed operating conditions: 100 rpm and 60% of the nominal
torque (Figure 4), and 600 rpm and 70% of the nominal torque (Figure 5). For the first experiment,
the circular α–β and x–y current trajectories and their references appear in the upper plots, while in the
second test the evolution with the time of the α and x currents are shown. In both tests, the spectrum of
the a−phase current is plotted and zoomed in the lower plots. These spectrums show harmonics and
inter-harmonics that have been measured following the guidelines of the ICE standard [24], but after
adapting the normative to the case under study. Thus, nine and 10 cycles of the current signal have
been used for the spectrum calculation in the 100 rpm and 600 rpm cases, respectively, in order to
guarantee a good resolution.
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(d) VSTLPC

Figure 4. Experimental steady-state test for 100 rpm and a load torque of 60% of the nominal
one. Upper plots present the α–β and x–y current trajectories, and the lower plots present the
a-current spectrum.
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Figure 5. Experimental steady-state test for 600 rpm and a load torque of 70% of the nominal one.
Upper plots present the α and x current trajectories, and the lower plots present the a-current spectrum.

It can be seen that the worst current tracking performance is obtained with the MPC-C1 technique,
which presents a small offset in the tracking of the α–β currents. This offset is a characteristic of
most predictive controllers [3] but it is significantly reduced by the application of the closed-loop
observer and the variable sampling. The harmonic and noise content is also reduced with the new
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controllers (MPC-OB and VSTLPC), as evidenced by the lower ripple in the α–β–x–y currents and the
reduced magnitude in the current spectrum in comparison with conventional FCS-MPC techniques
(MPC-C1 and MPC-C2). This, in turn, leads to a more efficient flux and torque production with lower
copper losses. Focusing on the current spectrum, it is interesting to see that the MPC-C1 technique
presents a more continuous spectrum with high magnitude of harmonics in a large frequency domain,
while the MPC-C2 method shows significant harmonic distortion principally at high frequencies
(this effect is more accentuated at lower speeds and loads). Conversely, the MPC-OB and VSTLPC
approaches effectively reduce the harmonic magnitude in all the frequency domain. Although the
VSTLPC presents some peaks of distortion at low frequencies for specific operating points, the total
harmonic distortion is still lower than in conventional FCS-MPC methods (Figure 3).

Three dynamic tests have also been done in order to validate the current control performance
during the transient. The first one consists in a speed reversal test from −500 rpm to 500 rpm imposing
a load torque equal to the 60% of the nominal one. The second test is a speed step from 0 rpm
to 500 rpm imposing a load torque of the 60% too. Finally, the third test is a torque step from 0%
to 60% of the nominal torque at 500 rpm. Since all controllers present similar speed response in
each test, only the speed evolution for the case of the VSTLPC method is presented in Figure 6 for
simplicity reasons. Diversely, the d–q currents evolution with time for each controller is presented
in Figures 7–9 for the speed reversal, the speed step and the torque step experiments, respectively.
Regarding the transient performance, it can be stated that it is quite similar for all controllers. This fact
demonstrates that the inclusion of the closed-loop rotor current observer and the variable sampling
time does not deteriorate the fast transient performance that characterizes the predictive controller.
Furthermore, superior current tracking and lower harmonic distortion are provided by the MPC-OB
and VSTLPC techniques, as it was expected by the previous steady-state results. This is evidenced by
the d − q currents performance in Figures 7–9, where the current ripple and the previously cited offset
are higher when using the conventional MPC-C1 and MPC-C2 methods even during the transient.
Consequently, the harmonic content is also higher in that cases comparing to the recently proposed
current control approaches.
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Figure 6. Rotor speed dynamic for the VSTLPC: (a) reversal test from −500 rpm to 500 rpm, (b) speed
step test from 0 rpm to 500 rpm, both tests with a load torque of 60%, and (c) torque step test from 0%
to 60% of the nominal torque at 500 rpm.
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Figure 7. Evolution of d–q currents and their references for each controller in a reversal test from
−500 rpm to 500 rpm with a load torque of the 60%.
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Figure 8. Evolution of d–q currents and their references for each controller in a speed step test from
0 rpm to 500 rpm with a load torque of the 60%.
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Figure 9. Evolution of d–q currents and their references for each controller in a torque step test from 0%
to 60% of the nominal torque at 500 rpm.

To conclude the comparative assessment, the computational cost of analyzed controllers was
studied. The conventional MPC-C1 and MPC-C2 approaches require, in the DSP-based experimental
system, a computational cost around 32 μs and 34 μs, respectively. On the other hand, the MPC-OB
and the VSTLPC techniques require 36 μs and 55 μs, respectively. This increment is completely
affordable taking into account that the minimum sampling time is 100 μs. It must be noticed that the
computational burden of the VSTLPC strongly depends on the operating point, as it was stated in [17],
being the previously indicated computational cost a mean value.

To summarize, the VSTLPC and MPC-OB techniques outperform the conventional FCS-MPC
methods in terms of harmonic content and tracking performance, but the closed-loop observer provides
the best results in all the operating range. Regarding the NCPC, the VSTLPC provides the highest
values while the lowest values are produced, in the most cases, by the MPC-OB. Note that the obtained
benefits do not excessively increase the computational cost of the controller and do not compromise
the fast transient response of the regulated system.

5. Conclusions

Model-based current predictive controllers applied to multiphase machines directly commands
the power converter providing faster transient performance and lower switching frequencies that
conventional PI-PWM methods. However, they suffer from high harmonic content in the electric
variables, principally due to the inaccuracy of the prediction model and the fixed time discretization.
In this work, a state of the art analysis of the situation has been done, where different predictive control
techniques are compared, natural ways to reduce the obtained harmonic distortion are presented,
and experiments are carried out using a five-phase IM drive as a case study is presented to conclude
the benefits and drawbacks of the analyzed control methods.
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Abstract: In applications such as multiphase motor drives, classical predictive control strategies are
characterized by a variable switching frequency which adds high harmonic content and ripple in
the stator currents. This paper proposes a model predictive current control adding a modulation
stage based on a switching pattern with the aim of generating a fixed switching frequency. Hence,
the proposed controller takes into account the prediction of the two adjacent active vectors and null
vector in the (α-β) frame defined by space vector modulation in order to reduce the (x-y) currents
according to a defined cost function at each sampling period. Both simulation and experimental tests
for a six-phase induction motor drive are provided and compared to the classical predictive control
to validate the feasibility of the proposed control strategy.

Keywords: multiphase induction machine; model predictive control; fixed switching frequency

1. Introduction

In recent years, multiphase induction machines (IMs) have been considered to be such a viable
alternative in comparison to three-phase machines due to their fault tolerance capabilities with no
extra hardware, lower torque ripple and better power splitter per phase which result very attractive
to the research community for various industrial applications where a high-performance control
strategy, as well as, reliability are required [1]. Presently, some applications of multiphase IMs that are
being investigated include wind energy generation system [2], hybrid electric vehicles (EV) [3] and
ship propulsion. In the applications mentioned above, multiphase IMs can be used under different
conditions, such as healthy and post-fault operations [4,5]. From the point of view of control, the most
common control strategy to regulate multiphase IMs is the field-oriented control (FOC), which is
constituted by an inner current control loop, to obtain the references voltages, and an outer speed
control loop for speed regulation [6]. However, several new control approaches have been carried
out for the inner current control loop in multiphase IMs, some of them are: sliding mode control [7],
resonant control [8] and model predictive control (MPC) [9]. Although there are other controllers such
as the well-known proportional-integral (PI) controllers [10], the preferred choice is the MPC due to the
fact that it shows a good transient behavior and facilitates the inclusion of nonlinearities in the system
as described in [11,12], and in [13] where a comparative study between MPC and PI-PWM control
has been addressed. In this context, the MPC strategy produces the reference voltage through the
instantaneous discrete states of the power converter according to the minimization of a predefined cost
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function. However, the classic MPC strategy presents some limitations regarding to the application of
only one vector in the whole sampling period. This results in current ripples as well as large voltages
at low sampling frequency. Besides, the variable switching frequency develops a spread spectrum,
decreasing the performance of the system in terms of useful power [14].

To overcome this subject, a predictive-fixed switching current control strategy, named (PFSCCS)
from now on, applied to a two-level six-phase voltage source inverter (VSI) is presented in this paper.
The strategy is based on a modulation concept employed with the MPC scheme, which has been
studied for different power converters such as the mentioned two-level six-phase VSI described
in [15,16] and also other topologies presented in [17,18]. In the proposed current strategy, three vectors
have been considered at every sampling period, composed by two active vectors (taking only into
account the largest vectors) and null vector, where their corresponding duty cycles are achieved
according to the switching states and a switching pattern has also been used before being applied
to VSI in order to generate a fixed switching frequency. Whereas, for the speed control loop, a PI
controller has been developed by a technique shown in [19].

The main focus of this work is the implementation of the PFSCCS so as to reduce the (x-y) currents
compared to the classic MPC strategy using a six-phase IM supplied through a two-level six-phase
VSI. In that context, both simulation and experimental validations have been included to demonstrate
the capability of the proposed technique. In addition, the effectiveness of the PFSCCS is tested under
steady-state and transient requirements, respectively, incorporating the mean square error (MSE) and
the total harmonic distortion (THD) analysis.

The paper is organized as follows: the model of the six-phase IM and VSI are presented in
Section 2. In Section 3 are described the speed controller, classic MPC and the proposed current
controller based on modulated model predictive control. Section 4 shows the performance of the
proposed control through simulation and experimental results in steady-state and transient conditions.
Finally, Section 5 summarizes the conclusion.

2. Six-Phase IM Drive Model

The six-phase IM, supplied by a two-level six-phase VSI with a DC-Link voltage source (Vdc), is
taken into account in this work. The simplified topology is presented in Figure 1. The six-phase IM is a
dependant of time system, for this reason it is possible to represent it through a group of equations in
order to define a model of the real system.

Figure 1. Six-phase IM topology supplied trough a two-level six-phase VSI.

In that sense, vector space decomposition (VSD) strategy [20] has been used to translate the actual
six dimensional plane, formed through the six phases of the six-phase IM, into three two dimensional
rectangular sub-spaces in the stationary reference frame, named as (α-β), (x-y) and (z1-z2) frame,
by applying the amplitude invariant decoupling Clarke conversion matrix T [21]. The (α-β) frame
contains the variables that provide the torque and flux regulation, unlike the (x-y) frame which is
linked with the energy losses. The zero elements mapped in the (z1-z2) frame are not examined due to
the adopted topology (isolated neutral points).
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T =
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Moreover, the model of the VSI must be included in the system. Thus, due to the discrete nature
of the VSI, it is necessary to define an amount of 26 different switching states which represent every
state of each VSI leg specified as Sm = (Sa, ..., S f ), where Sm is considered as binary number, i.e., Sm =0
or Sm =1. Therefore, the stator phase voltages can be projected into (α-β)-(x-y) frame by considering
the vector Sm and the Vdc voltage employing the VSD strategy. In Figure 2, the 64 control alternatives
(48 active and one null vectors) are depicted in the (α-β)-(x-y) frame.

By considering the mentioned analysis, the six-phase IM can be performed by employing the
state-space representation as follows:

x′(t) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

−Rsr2 r4Lmωr 0 0 r4Rr r4(Llr + Lm)ωr

r4Lmωr −Rsr2 0 0 r4(Llr + Lm)ωr r4 Rr

0 0 −Rsr3 0 0 0
0 0 0 −Rsr3 0 0

Rsr4 −r5Lmωr 0 0 −r5Rr −c5(Llr + Lm)

−r5Lmωr Rsr4 0 0 −r5(Llr + Lm) −r5 Rr

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

︸ ︷︷ ︸
M1(t)

x(t)+

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

r2 0 0 0
0 r2 0 0
0 0 r3 0
0 0 0 r3

−r4 0 0 0
0 −r4 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

︸ ︷︷ ︸
M2(t)

u(t) + Kn v(t) (2)

being x(t) = (x1, ..., x6)
T the state vector constituted by stator-rotor currents of the six-phase IM, shown

in Equation (3), u(t) = (u1, ..., u4)
T is the input vector constituted by the stator voltages, presented

in Equation (4). While M1(t) and M2(t) are matrices obtained by the electrical parameters of the
six-phase IM. The process noise is defined as v(t) and Kn represents the noise weight matrix.

x1 = iαs, x2 = iβs, x3 = ixs, x4 = iys, x5 = iαr, x6 = iβr. (3)

u1 = uαs, u2 = uβs, u3 = uxs, u4 = uys. (4)
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Figure 2. Mapping of the space vectors in the (α-β)-(x-y) frame for a two-level six-phase VSI.

Consequently, by taking into account the state-space representation in Equation (2) and the state
vectors, it is feasible to establish the following equations:

x′1 = −Rsr2x1 + r4 [Lmωrx2 + Rrx5 + (Llr + Lm)ωrx6] + r2u1

x′2 = −Rsr2x2 + r4 [−Lmωrx1 − (Llr + Lm)ωrx5 + Rrx6] + r2u2

x′3 = −Rsr3x3 + r3u3

x′4 = −Rsr3x4 + r3u4

x′5 = Rsr4x1 + r5 [−Lmωrx2 − Rrx5 − (Llr + Lm)ωrx6]− r4u1

x′6 = Rsr4x2 + r5 [Lmωrx1 + (Llr + Lm)ωrx5 − Rrx6)− r4u2

(5)

where the electrical variables of the six-phase IM are represented by Rs, Rr, Lm, Llr and Lls, ωr

represents the rotor electrical speed and the coefficients (r1, ..., r5) are defined as:

r1 = (Lls + Lm)(Llr + Lm)− L2
m, r2 = Llr+Lm

r1
, r3 = 1

Lls
, r4 = Lm

r1
, r5 = Lls+Lm

r1
. (6)

Besides, in order to produce the stator phase voltages, which are dependant of the Vdc voltage
and the vector Sm, an ideal six-phase VSI has been used [21] as it is defined in Equation (7).

MVSI =
1
3

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

2 0 −1 0 −1 0
0 2 0 −1 0 −1
−1 0 2 0 −1 0
0 −1 0 2 0 −1
−1 0 −1 0 2 0
0 −1 0 −1 0 2

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

Sa

Sb
Sc

Sd
Se

S f

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

. (7)

In turn, the stator phase voltages can be mapped into (α-β)-(x-y) frames defined as follows:⎛
⎜⎜⎜⎝

uαs

uβs
uxs

uys

⎞
⎟⎟⎟⎠ = Vdc T MVSI (8)

⎛
⎜⎜⎜⎝

iαs

iβs
ixs

iys

⎞
⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎝

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0

⎞
⎟⎟⎟⎠ x(t) + n(t) (9)
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where Equation (9) is considered the output vector, denoted by y(t), and n(t) is the measurement
noise. Finally, the mechanical equations of the six-phase IM are specified as:

Te = P
(
ψαsiβs − ψβsiαs

)
3 (10)

Jiω
′
m + Biωm = (Te − TL) (11)

where Ji defines the inertia coefficient, Bi is the friction coefficient, Te represents the generated torque,
TL is the load torque, ωm is the rotor mechanical speed, which is related to the rotor electrical speed as
ωr = Pωm, ψαs and ψβs are the stator fluxes, and P is the number of pole pairs.

3. Drive Control

A complete diagram of the PFSCCS for the six-phase IM drive is shown in Figure 3, where the
outer speed control and the proposed inner current control will be detailed in the following sections.

Figure 3. Complete diagram of the PFSCCS applied to six-phase IM.

3.1. Speed Control

For the external speed control loop a two degree PI controller has been incorporated, described
in [19], which is based on the FOC strategy due to its easiness. Into the FOC strategy, the reference
current is generated by the PI speed controller in the dynamic reference frame, known as d-q frame.
Then, the reference currents are achieved by the calculation of the electric angle employed to convert
the current reference, at the beginning in d-q frame, to the static reference frame (α-β), which are
needed for the MPC. This method estimates the slip frequency (ωsl) which is executed in the same
manner as the FOC strategies, by using the reference currents in the dynamic reference frame (i∗ds, i∗qs)
and the electrical parameters of the IM (Rr, Lr), while the rotor mechanical speed is acquired through
an encoder.

3.2. Classic MPC

The MPC is related to the mathematical model of a given system, the six-phase IM in this case,
commonly termed as predictive model, which consists of the prediction of the future action (at time k)
of the system through measured variables, such as the rotor mechanical speed and the stator currents.
Hence, for that purpose a forward Euler discretization strategy has been implemented.

xp[k + 1|k] = x[k] + Ts f (x[k], u[k], ωr[k]) (12)

being k the actual sample and Ts the sampling period. Superscript p represents the predicted variables
of the system.
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According to the state-space representation (12), the stator currents and the rotor mechanical
speed can be measured. Thus, the stator voltages are directly predicted through the switching states
of the six-phase VSI. Nevertheless, the rotor currents are not easily measured. This issue can be
faced through the estimation of the rotor currents by a reduced order estimator which determines
the unmeasured fraction of the state vector. Then, in this work, the rotor currents are estimated by
the proposed strategy in [22] which employs a reduced order estimator based on a Kalman Filter
(KF). In that sense, uncorrelated process noises and a zero-mean Gaussian measurement have been
considered. Finally, the the studied system equations are established as:

xp[k + 1|k] = M1[k]x[k] + M2[k]u[k] + Knv[k] (13)

y[k + 1|k] =

⎛
⎜⎜⎜⎝

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0

⎞
⎟⎟⎟⎠ x[k + 1] + n[k + 1] (14)

where M1[k] and M2[k] represent the discretized matrices since (5). M1[k] is related to the current
value of ωr[k] and must be included at every sampling period. A completed explanation of the
aforementioned reduced order KF is presented in [22,23].

Cost Function

The optimization action is carried out at every sampling period by the MPC strategy. The action
is based on the evaluation of a defined cost function, shown in (15), for every feasible stator voltages
in order to obtain the control purpose. Since the cost function can be expressed in various manners,
in this work, the minimization of the current tracking error has been taken into account specified by
the following equation:

CF[k + 2|k] =
√
(eαs)2 + (eβs)2 + λxy

√
(exs)2 + (eys)2 (15)

being the errors defined as follows:

eαs = i∗αs[k + 2]− ip
αs[k + 2|k],

eβs = i∗βs[k + 2]− ip
βs[k + 2|k],

exs = i∗xs[k + 2]− ip
xs[k + 2|k],

eys = i∗ys[k + 2]− ip
ys[k + 2|k].

(16)

considering i∗s [k + 2] as the reference vector for the stator currents and ip
s [k + 2] as the predicted values

based on the second-step forward state. At the same time, a tuning parameter is included in the cost
function, described as λxy, in order to provide an extra weight on (α-β) or (x-y) frames [22,23].

3.3. Proposed Current Controller (Pfsccs)

According to the space vector modulation (SVM) strategy, it is feasible to find the available
vectors for the six-phase VSI in the (α-β) frame, this produces 64 sectors (48 different ones), which are
conformed by two active vectors and a null vector as depicted in Figure 4. The proposed strategy
realizes the prediction of the vectors (null vector and two active vectors) that compose every sectors
and calculates the cost function independently (G0, G1 and G2) for each prediction at every sampling
period. However, the proposed strategy only select the twelve largest vectors including the null vector
in order to represent the optimal vector. This current control approach has been adopted in order to
reduce the (x-y) currents [24,25].
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Figure 4. Considered sectors for the six-phase VSI in the (α-β) frame: (a) Available vectors; (b) A
selected specific sector shown as zoom.

The prediction is obtained by Equation (13), but differs in the calculation of the input
vector (u[k]) [21]. The duty cycles (dc), considering the null vector and the two active vectors (dc−0,
dc−1 and dc−2), respectively, are achieved through the following equations:

dc−0 = μ
G0

, dc−1 = μ
G1

, dc−2 = μ
G2

, (17)

dc−0 + dc−1 + dc−2 = 1, (18)

Hence, it is possible to acquire the relation for μ and the duty cycles for the specified vectors as:

dc−0 =
G1G2

G0G1 + G1G2 + G0G2
, (19)

dc−1 =
G0G2

G0G1 + G1G2 + G0G2
, (20)

dc−2 =
G0G1

G0G1 + G1G2 + G0 J2
. (21)

Taking account these relations, the cost function is redefined, as shown in Equation (22),
and calculated at each Ts.

CFn[k + 2|k] = dc−1G1 + dc−2G2. (22)

In this way, the two vectors that reduce CFn[k + 2|k] are chosen and then applied to the VSI at the
following sampling period. Once the optimal vectors are obtained, the two active vectors (v1-v2) and
null vector (v0), their respective duty cycles to be applied and a switching pattern scheme, described
in [21], are taken with the aim of producing a fixed switching frequency.

4. Simulation and Experimental Results

First, simulations have been performed in a MATLAB/Simulink R2014a environment so as to
verify the feasibility of the PFSCCS using a six-phase IM shown in Figure 1. Numerical integration
using first order Euler’s algorithm has been applied to calculate the progress of the studied system.
The simulation parameters of the six-phase IM are listed in Table 1.

Table 1. Characteristics of the six-phase IM.

Rr 6.9 Ω Ls 654.4 mH
Llr 12.8 mH Lr 626.8 mH
Lls 5.3 mH Pw 2 kW
Rs 6.7 Ω Ji 0.07 kg.m2

Lm 614 mH Bi 0.0004 kg.m2/s
P 1 ωr−nom 3000 rpm
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The effectiveness of the presented control technique for the six-phase IM has been evaluated
under a load condition (TL = 2 Nm), the sampling frequency is 8 kHz, Vdc is 400 V and the d-axis
current reference (i∗ds) has been set in 1 A, while for the gains of the two degree PI controller with a
saturation, can be found in [19]. Moreover, for the proposed control, λxy = 0.1, defined in (15), has
been used in order to give more emphasis to the (α-β) stator current tracking.

The performance of the proposed technique is compared in transient and steady-state conditions.
Both proofs, simulation and experimental results, are analyzed in terms of mean squared error (MSE)
and total harmonic distortion (THD) obtained between the reference and the measured stator currents
in the (α-β) and (x-y) sub-spaces for MSE test and the THD is obtained in the (α-β) sub-space. The MSE
is computed as follows:

MSE(iσs) =

√√√√ 1
N

N

∑
j=1

(iσs − i∗σs)
2 (23)

where the stator current reference is represented through the superscript ∗, the measured stator current
is defined by iσs taking into account that σ includes the (α-β)-(x-y) frame and N is the number of
studied samples. While, the THD is obtained as follows:

THD(is) =

√√√√ 1
i2s1

N

∑
k=2

(isk)2 (24)

where is1 corresponds to the fundamental stator current whereas isk is the harmonic stator current
(multiple of the fundamental stator current).

In Figure 5 the performance of the stator currents in the (α-β)-(x-y) frame can be seen in
steady-state condition. According to the simulations results, shown in Table 2, the proposed technique
has a good behavior considering the MSE and THD analysis of the stator currents at different rotor
mechanical speeds. In addition, it can be noticed that at lower speeds, the stator currents ripple in the
(α-β) frame is slightly smaller than at higher mechanical rotor speeds, in the same way that occurs for
the (x-y) currents.

(a) (b) (c)

Figure 5. Simulation performance in steady-state condition of stator currents in (α-β) and (x-y)
sub-spaces for a sampling frequency of 8 kHz at different speeds (ωm): (a) 500 rpm; (b) 1000 rpm;
(c) 1500 rpm.
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Table 2. Simulation performance test of stator currents (α-β), (x-y), MSE (A), THD (%) at different rotor
speeds (rpm).

fs = 8 kHz

ω∗
m MSEα MSEβ MSEx MSEy THDα THDβ

500 0.065 0.064 0.174 0.172 5.73 5.46
1000 0.076 0.075 0.211 0.203 5.43 5.34
1500 0.110 0.110 0.219 0.216 6.46 6.38

For the experimental proofs the PFSCCS, previously described, is examined in the test rig shown in
Figure 6 in order to prove its effectiveness, employing a six-phase IM supplied through two tradictional
three-phase VSI, being analogous to a six-phase VSI and the Vdc voltage is obtained by means of a
DC power source. A dSPACE MABXII DS1401 real-time rapid prototyping bench including Simulink
version 8.2 has been used to manage the two-level six VSI. Once the results are acquired, these have
been analyzed through MATLAB/Simulink R2014a code. Employing stand-still with VSI proofs and
AC time domain strategies, the electrical parameters have been acquired [26,27]. Table 1 summarizes
these results. Current sensors LA 55-P s (frequency bandwidth since DC up to 200 kHz) have been used
for the experimental measurements. The current measurements have been then turned to digital format
by means of a 16-bit A/D converter. The six-phase IM angle has been measured with a 1024-pulses per
revolution (ppr) incremental encoder in order to estimate the rotor speed and also a 5 HP eddy current
brake has been used to insert a fixed mechanical load on the system.

Figure 6. Experimental test rig.

Taking this into account, the experimental results have been analyzed with the same tests that
simulations results as figures of merit. The stator currents reference in the (x-y) frame have been
established to zero, i.e., i∗xs = i∗ys = 0 A so as to decrease the losses in the copper. The amounts for
the process noise (Q̂w = 0.0022) and the measurement noise (R̂v = 0.0022) is estimated by means of
the strategy proposed in [23]. The dynamic behavior of the proposed technique has been evaluated
with two different values of λxy, defined in (15), giving more weight to (α-β) stator currents tracking.
In the developed tests, the sampling frequencies have been fixed in 8 kHz for PFSCCS and 8 kHz and
16 kHz for classic MPC, respectively, due to the fact that the PFSCCS uses two active vectors and null
vector twice in a sampling period and this procedure doubles the switching frequency compared to
the sampling frequency. In that sense, tests have been included in order to expose a fair comparison
between the classic MPC and PFSCCS at the mentioned sampling frequencies and also to show the
performance of both techniques. For the rotor mechanical speeds, two operation points have been
considered, 500 rpm and 1000 rpm, respectively, in steady-state condition. Furthermore, for a transient
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response, a reversal rotor mechanical speed test from 500 rpm to -500 rpm has been considered for
PFSCCS and from 1500 rpm to 200 rpm for classic MPC and PFSCCS. The obtained results between
classic MPC and PFSCCS are reported in Table 3, where the proposed current control technique
has demonstrated a good tracking of the current references considering the MSE and THD in the
(α-β)-(x-y) frame.

Table 3. Experimental performance test of stator currents (α-β), (x-y), MSE (A), THD (%) between
classic MPC and the PFSCCS at different rotor speeds (rpm).

fs = 8 kHz for Classic MPC

ω∗
m MSEα MSEβ MSEx MSEy THDα THDβ

500 0.140 0.130 0.821 0.822 8.30 8.40

1000 0.147 0.138 0.953 0.934 7.40 7.30

fs = 16 kHz for Classic MPC

ω∗
m MSEα MSEβ MSEx MSEy THDα THDβ

500 0.073 0.072 0.491 0.483 8.40 8.30

1000 0.084 0.082 0.538 0.534 7.50 7.40

fs = 8 kHz for PFSCCS

ω∗
m MSEα MSEβ MSEx MSEy THDα THDβ

500 0.042 0.045 0.135 0.130 4.89 5.08

1000 0.069 0.068 0.197 0.204 4.69 4.78

Figure 7 presents the trajectories of the stator currents in the (α-β)-(x-y) frame of the PFSCCS
applied to the six-phase IM. In this test two different values of the tuning parameter (λxy) have
been considered, in Figure 7a, λxy = 0.05 has been considered and λxy = 0.1 in Figure 7b. The rotor
mechanical speed has been set to 500 rpm at 8 kHz. The figure shows that (x-y) currents decrease when
λxy increases, which imply that the selection of this parameter has a strong influence on the behavior of
the system. Further, the (α-β) current tracking has a slightly better performance considering λxy = 0.1.

(a) (b)

Figure 7. Experimental results in the (α-β)-(x-y) frame for stator currents at 8 kHz of sampling frequency
and 500 rpm rotor speed considering: (a) λxy = 0.05; (b) λxy = 0.1.

In addition, Figure 8a shows the harmonic content of the measured stator current (iαs) through
THD analysis and also, in Figure 8b has been included the switching voltage in the six-phase VSI
showing the pattern of the proposed modulation strategy.
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(a) (b)

Figure 8. Experimental performance for PFSCCS at 8 kHz of sampling frequency and 500 rpm:
(a) Spectrum of the measured stator current; (b) Switching pattern in the VSI.

On the other hand, Figure 9 exposes the transient response of the proposed control for a step
response in q axis. The transient response has been included through a reversal test from rotor
mechanical speed (500 rpm to −500 rpm) at 8 kHz. Both cases report fast responses considering the
overshoot and settling time, which were of 6.14% and 6 ms, respectively, for Figure 9a and 4.85% and
6.12 ms, respectively for Figure 9b. The criterion of the 5% has been selected. Finally, a experimental
transient response from a step change of 1500 rpm to 200 rpm between classic MPC and PFSCCS has
been depicted in Figure 10 in order to show the performance of the proposed strategy, which it has
demonstrated that it can be used in industrial applications (e.g., regenerating braking).

(a) (b)

Figure 9. Experimental transient test in q-axis of stator currents from a speed change of 500 rpm to
−500 rpm at 8 kHz of sampling frequency considering: (a) λxy = 0.05; (b) λxy = 0.1.

(a) (b)

Figure 10. Experimental transient test in q-axis of stator currents from a speed change of 1500 rpm to
200 rpm at 16 kHz and 8 kHz of sampling frequency, respectively: (a) Classic MPC; (b) PFSCCS.
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5. Conclusions

In this paper, a predictive current control technique with a fixed switching frequency applied to
a six-phase IM has been proposed. This technique has been developed to reduce the stator currents
in the (x-y) frame using the largest vectors of the (α-β) frame with a stage of modulation based on a
determined switching pattern in order to produce a fixed switching frequency. The simulation and
experimental results have shown the performance of the proposed technique, where the system has been
tested under different conditions (steady and transient conditions) including different rotor mechanical
speeds, sampling frequency and tuning parameters for (x-y) stator currents, respectively. In terms of
(α-β) currents tracking, the presented technique has a better behavior at lower speed and a remarkable
reduction of (x-y) stator currents compared to classic MPC. The obtained results have also demonstrated
a good transient current behavior in terms of overshoot and settling time. In summary, the proposed
current control technique is a good alternative both in low and high speeds for industrial applications.
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Abbreviations

The following abbreviations have been employed in this work:

FOC Field Oriented Control
IM Induction Machine
MPC Model Predictive Control
PFSCCS Predictive-Fixed Switching Current Control Strategy
MSE Mean Squared Error
PI Proportional-Integral
PWM Pulse-Width Modulation
SVM Space Vector Modulation
THD Total Harmonic Distortion
VSI Voltage Source Inverter
VSD Vector Space Decomposition
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Abstract: The problem of control of stator currents in multi-phase induction machines has recently
been tackled by direct digital model predictive control. Although these predictive controllers can
directly incorporate constraints, most reported applications for stator current control of drives do no
use this possibility, being the usual practice tuning the controller to achieve the particular compromise
solution. The proposal of this paper is to change the form of the tuning problem of predictive
controllers so that constraints are explicitly taken into account. This is done by considering multiple
controllers that are locally optimal. To illustrate the method, a five-phase drive is considered and
the problem of minimizing x − y losses while simultaneously maintaining the switching frequency
and current tracking error below some limits is tackled. The experiments showed that the constraint
feasibility problem has, in general, no solution for standard predictive control, whereas the proposed
scheme provides good tracking performance without violating constraints in switching frequency
and at the same time reducing parasitic currents of x − y subspaces.

Keywords: constraints satisfaction; cost functions; local controllers; predictive current control;
multi-phase drives

1. Introduction

This papers deals with stator current control of Induction Machines (IM) with more than three
phases. It is well known that Model Based Predictive Control (MBPC) can be applied for this task in
a configuration where the controller directly commands the inverter without modulation techniques [1].
This control scheme is a particular case of the more general Finite State Model Predictive Control and
is often referred to as Predictive Current Control (PCC) [2–4]. Recently, PCC has received increasing
attention as an interesting choice for multi-phase and/or multi-level systems.

One of the key aspects of MBPC is the possibility of handling constraints directly [5] and, thus,
the PCC could benefit from the constraint-handling capability of MBPC, however in most reported
cases this possibility is not used. Instead, the usual practice is tuning the controller to achieve the
particular compromise solution [6]. Thus, the selection of the controller parameters is made based on
the expected behavior of the IM considering some operating regions. It must be recalled that in PCC
the instantaneous minimization of the cost function imprints in the IM certain current waveforms that
in turn produce a a certain global behavior. It is often found that such behavior contains conflicting
criteria, thus PCC design should meet the underlying trade-offs [7]. According to this, PCC tuning
should translate objectives such as commutations, tracking quality, etc. to control parameters, which is
not an easy task. Regarding this, several methods have been proposed to tune the MBPC for drives in
a more or less automatic fashion (see [8,9] for a review of methods), but the constraint satisfaction is
not considered.

Energies 2019, 12, 2715; doi:10.3390/en12142715 www.mdpi.com/journal/energies43
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The proposal of this paper is to change the form of the tuning problem of MBPC so that constraints
are explicitly taken into account. It is shown that this can be done by considering multiple controllers
that are locally optimal in a way similar to the proposal in [10], where, by solving the optimization
problem differently for each operating region, a better global behavior can be attained.

To illustrate the method, in this paper a five-phase drive is considered. The higher number
of phases (compared to the standard three-phase case) provides further room for optimization,
more tuning possibilities and complex trade-offs between the different figures of merit. For this
application, the problem of minimizing x − y losses while simultaneously maintaining the switching
frequency and current tracking error below some limits is considered. For other applications, other
figures of merit could be used, for instance harmonic distortion in Uninterrupted Power Systems [11],
current ripple in permanent magnet motors [12], speed in wind turbines [13] and others.

The chosen example problem is relevant as the five-phase machine is of interest [14] and the
proposed minimization would reduce losses without compromising dynamic performance and
ensuring a switching frequency adequate for the available hardware. Please notice that the strategy is
applicable to other types of systems, being the five-phase IM a particularly interesting and demanding
case study that requires dealing with the extra number of phases. Application to other multi-phase
systems such as the six-phase IM is straightforward thanks to the vector space decomposition
technique [15].

In the next section, the basic aspects of PCC are reviewed, introducing the figures of merit that are
considered in the proposal for MBPC tuning. The concept of constraint handling via local controllers
is presented in Section 3 including the partition of operating space and the local tuning method.
The resulting controller is assessed in Section 4, paying special attention to the constraint feasibility
problem for the whole operating space. From these results, some conclusions are derived in Section 5.

2. PCC for Five-Phase IM

A brief introduction to PCC is now given to ease the presentation of the proposed variation.
Although the description is given for the specific case of a five-phase IM, only minor adjustment are
needed for a different number of phases thanks to the state-space representation.

According to the block diagram of PCC shown in Figure 1, the IM is driven by a Voltage Source
Inverter (VSI) that provides a certain set of phase voltages v that are derived from the control signal u
and the VSI topology. This produces stator phase currents i that follow a vector of sinusoidal reference
trajectories i∗. The PCC uses a model of the IM and VSI to predict the evolution of the stator currents
associated to each possible VSI state. The controller optimizes, by exhaustive search, the control move
for discrete time k + 1, which is held for a sampling period. The procedure is then repeated according
to the receding horizon rule typical of predictive controllers.

Figure 1. Diagram of predictive stator current control of a five-phase IM fed by a VSI.

In the case of multi-phase IM with n phases, the vector space decomposition technique provides
the decomposition of the n-phase space into one α− β plane, which is responsible for energy conversion
and some other planes: (x − y)1 to (x − y)(n−4)/2 that are related to copper losses. The voltages
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produced by the VSI are mapped to these subspaces to form a row vector vαβxys = (vαs, vβs, vxs, vys) by
means of

vαβxys = VdcuTM (1)

where Vdc is the DC link voltage, T is a connectivity matrix that takes into account how the VSI
gating signals are distributed and M is a coordinate transformation matrix accounting for the spatial
distribution of machine windings. In the case of a three-phase IM, there is no x − y subspace. In the
case of the five-phase IM, only one auxiliary plane exists. For other multi-phase systems, the extra
number of subspaces are easily treated using the state-space representation. From this decomposition,
and using time-discretization, the following predictive model is obtained

î(k + 2|k) = Ai(k) + B1u(k) + B2u(k + 1) + G(k) (2)

where matrices A, B1 and B2 are related to the IM electrical parameters and to the VSI connections.
In addition, matrix A is not constant but dependent on the electrical frequency A(ωr) [16]. A state
space vector can be considered including stator currents in the principal and secondary planes such as
i =

(
iα, iβ, ix, iy

)�. This vector can be obtained from sensors transforming the phase stator currents is

into α − β and x − y subspaces by means of the inverse transformation to that given in Equation (1).
Vector G accounts for the dynamics due to rotor currents that are usually not measured. It constitutes
a term that must be estimated at each k [17,18].

In Equation (2), the control signal u is a vector of gating signals of the VSI u = (K1, K2, . . . , K5)
�,

where Ki ∈ {0, 1} for i = 1, . . . , 5. Each of the five phases can be connected through the VSI to the
positive (Ki = 1) or negative (Ki = 0) borne of the DC-link. In this way, the VSI can produce τ = 25

different phase voltages. Due to redundancy, only 31 different voltages are actually produced [19].
In most applications of PCC, for discrete time k, a value of the control signal is selected for the

next sampling period u(k + 1) by minimizing some objective function J. This objective function can be
the sum of a number of quadratic terms penalizing control error, control effort, etc. [5]. The simplest
objective function includes the square of the predicted control error ê = (i∗ − î). In the case of drives,
sometimes a penalization of VSI commutations is included. This is achieved by computing the number
of switch changes SC produced at the VSI when the previous state u(k) is changed to any other u(k+ 1)
as SC(k) = ∑5

i=1 |ui(k + 1)− ui(k)|, and the switching frequency fsw is fsw = ∑k2
k=k1

SC(k)/(Ts(k2 −
k1 + 1)), where Ts is the sampling time. Please notice that the switching frequency in PCC is not
constant. This drawback is a consequence of the direct digital control approach. Although this can be
alleviated by using some techniques, the benefits from the elimination of the modulation stage are
deemed more important in most cases. Nevertheless, the average switching frequency should not
exceed some limits imposed by the VSI hardware. In addition, to limit commutation losses high values
of fsw should be avoided. Finally, the x − y currents do not produce torque and are related to losses,
thus it is customary to set their reference to zero. Taking these considerations into account, the cost
function takes the form

J = ‖êαβ‖2 + λxy‖êxy‖2 + λscSC (3)

where ‖.‖ is the vector modulus operation. It can be seen that two parameters (λxy and λsc) are needed
to take into account the different scales of the variables included in the cost function. In addition,
these parameters are typically used to set the relative importance of the three objectives. In a traditional
PCC setup, these factors are computed off-line as a compromise between conflicting criteria and
considering (in the best of cases) the whole range of operation of the system, as in [6]. The computed
values are then used on-line. This way of proceeding seems subject to potential improvement as it is
realized that, for different regions of operation, the terms present in Equation (3) take different relative
values. For instance, for low speed and load, the IM shows larger harmonic distortion and lower
switching frequency, whereas, for medium speed and load, the situation is the opposite [7].
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3. Constraint Handling with Local Controllers

The problem associated with constraints in PCC is that the minimization of Equation (3) does not
guarantee a certain quality of tracking or a certain commutation rate. This is because the minimization
of Equation (3) takes place at each sampling time without regard the choices made in previous periods.
A possible path to overcome this would be determining a set of controller parameters (λxy and λsc) to
attain the desired behavior. The following optimization problem can then be used

min
θ

Exy

s.t. Eαβ < Uαβ

max fsw < Usw

(4)

where θ = (λxy, λSC) is the generic element of the search space, Eαβ is the root mean squared error
obtained for tracking of α− β stator currents, Exy is the root mean squared error obtained for regulation
of x − y stator currents, and max fsw is the highest recorded value for the switching frequency fsw.

With this design procedure a minimization of x − y related losses is sought ensuring at the same
time that the tracking error is below some limit Uαβ and that the VSI would not exceed a limit Usw set
on the switching frequency fsw. Unfortunately, this problem, in general, not solvable for all operating
regimes because no feasible solutions exist [7]. It is shown that using locally tuned controllers it is
possible to attain a solution for each operating regime.

3.1. Local Controllers

The concept of Local Controllers is similar to other well known methods such as the Self Tuning
Regulator [20] and Gain Scheduling [21]. The original ideas of dividing a non-linear design problem
into linear sub-problems have spurred many variations including the strategy known as Local
Controller Networks [22] where a set of controllers is considered instead of just a fixed one. At any
given moment, only one controller from the set is allowed to act. The decision of which controller
should be used is based on a handful of variables related to the current state of the system. This scheme
can work provided that for each state an adequate/optimal controller can be uniquely determined.
When the controllers in the set share the same structure and differ only in some parameters, the problem
of controller selection becomes one of parameter selection. These parameters can be computed to
be optimal in a, probably small, region of the system’s operating space. In this sense, the tuning
(parameter selection) takes place locally, giving rise to the denomination of Local Tuning Parameters.

3.2. Partition of Operating Space

The selection of regions where local controllers are defined is not a trivial task in a general case.
For the particular case of PCC of an IM drive, expert knowledge suggests using speed ω and load
T as scheduling variables. Considering the range of variation of these variables for a particular IM,
the operating space can be defined as Φ = [0, ω]× [0, T] where the over line indicates maximum value.

The partition of Φ can be done in different ways, being the simpler a set of rectangular cells
in the form [hΔω, (h + 1)Δω] × [jΔT, (j + 1)ΔT] obtained considering some increments Δω and
ΔT. For smaller increments, the obtained partition is finer enabling a higher possibility of obtaining
an adequate scheduling.

Once the partition has been made, the MBPC λ parameters can be found via simulation for each
region as will be shown next.

3.3. Local Tuning

For each cell φhj ∈ Φ defined as φhj = [hΔω, (h + 1)Δω] × [jΔT, (j + 1)ΔT] the controller
parameters are selected as the solutions of Equation (4). The limits can be the same for all operating
points or follow some other rule. This is important as the minimization problem of Equation (4) can
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have no solutions if the limits are too tight. To solve Equation (4), an optimization algorithm linked
to a simulation of the drive must be used. The five-phase IM, the VSI and the PCC are simulated
using a Runge–Kutta method including the controller as a discrete-time part considering its computing
times. The IM parameters are those of the real IM in the experimental setup that are used later for
confirmation. A sampling time of 80 · 10−6 s has been used for the controller. This sampling time is
enough for most modern digital signal processors to run the PCC code. Following the idea of locally
tuned controllers, the simulation considers operation around each of the considered center of the
partition of the operating space. The magnitude of changes must ensure that the operation remains
inside the considered cell. The order of events have been found not to alter the results provided that
the simulations contain enough data samples (i.e., they are not too short).

4. Results

The constraint satisfaction capability of the proposed controller is assessed using computer
simulations and laboratory tests in the experimental setup shown in Figure 2. The equipment
used includes a 30-slot symmetrical five-phase induction machine with distributed windings and
three pole pairs. The IM is electrically supplied by means of two three-phase two-level inverters
(Semikron SKS22F modules), one of which has an unused phase. A DC-link voltage of 300 (V) is
applied to both modules. The predictive controller runs on a TMS320F28335 digital signal processor
embedded in a MSK28335 Technosoft board with the appropriate digital and analog input/output
connections. The rotor mechanical speed is measured using a GHM510296R/2500 digital rotatory
encoder. The experimental setup also includes an independently controlled DC machine that is used
to produce load torque in the shaft of the IM machine. In this way, different loading conditions
can be tested. The electrical parameters (inductances and resistances) have been identified through
experimentation, as explained in [23], and are shown in Table 1.

Figure 2. Photographs of the various elements of the experimental setup.

Table 1. Estimated parameters of the IM.

Parameter Value Parameter Value

Stator resistance Rs (Ω) 19.45 Rotor resistance Rr (Ω) 6.77
Stator leakage inductance Lls (mH) 100.7 Rotor leakage inductance Llr (mH) 38.6
Mutual inductance Lm (mH) 656.5 Nominal current In (A) 2.5
Mechanical nominal speed ωn (rpm) 1000 Nominal torque Tn (N·m) 4.7

In Figure 3(left), the feasible region for Uαβ = 0.035 (A), Usw = 5500 Hz is shown for an operating
point with nominal speed and load. The solution of Equation (4) is indicated with a times mark (×)
corresponding to λxy = 1, λsw = 92 × 10−5. It can be seen that the optimal solution is close to the edge
of the feasible region as it usually happens in constrained optimization problems. Another example is
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presented in Figure 3(right) where the operating point is characterized by low speed and load (about
30% of nominal value). Please note that the low speed zone is challenging due to the apparition of large
x − y currents [24]. In this case, the solution of Equation (4) takes place for λxy = 1.64, λsw = 51× 10−5.
It can be seen that the optimal parameters are quite different for the two operating points considered,
even if the admissible limits U are not changed.

Figure 3. Examples of feasible regions for nominal speed and load (left) and for low speed and load
(right). The optimal solution is shown as a × mark on each region.

The same procedure is repeated for a partition of the operating space, producing an optimal value
for the λ parameters that characterizes the optimal controller for each cell. In Table 2, the results are
shown for a partition of moderate size (3 × 3). Please note that, for finer partitions, better results can
be expected at the cost of more experimentation needed to obtain the local parameters. The acceptable
limits are set as in the previous case as Uαβ = 0.035 (A), Usw = 5500 Hz. The rows and columns
in Table 2 are the indices (h, j) that define the cell as [hΔω, (h + 1)Δω] × [jΔT, (j + 1)ΔT] with
Δω = 330 (rmp) and ΔT = 1 (A). The values inside each cell are the pair θ = (λxy, λsw). It can be seen
that the optimal values of λxy lie in the interval [0.15, 1.64] meaning that the higher value is an order
of magnitude larger than the lower. Similarly, for λsw, the interval is [11, 120]× 10−5. In addition,
a nonlinear and not obvious relationship between both parameters is appreciable.

Table 2. Optimal θ parameters for Uαβ = 0.035 (A), Usw = 5500 (Hz).

1 2 3

1
(
1.64, 51 × 10−5) (

1.21, 56 × 10−5) (
1.31, 68 × 10−5)

2
(
1.44, 11 × 10−5) (

1.00, 92 × 10−5) (
0.68, 120 × 10−5)

3
(
1.19, 16 × 10−5) (

0.17, 86 × 10−5) (
0.15, 24 × 10−5)

Controller Assessment

To assess the proposed scheduled PCC, a comparison with the traditional PCC is made.
Several points covering the whole operating space have been considered. For each operating point,
the constraints satisfaction is tested by checking the inequalities Eαβ < Uαβ and max fsw < Usw.
The results are presented with the help of the graph in Figure 4, where red color is used to indicate
constraint violation and green for constraint satisfaction. The left graph (Case A) is for λxy = 0.5,
λsw = 0 which is used in a variety of publications [6,23]. The graph on the right (Case B) is obtained
for λxy = 0.14, λsw = 60 × 10−5. For the proposed strategy of scheduled local parameters, all points
satisfy the constraints and thus no graph is needed.
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Figure 4. Constraint satisfaction of two PCC with fixed parameters: Case A for λxy = 0.5, λsw = 0
(left) and Case B for λxy = 0.1, λsw = 60 × 10−5 (right).

The minimization of Exy is now checked. Figure 5 shows the histograms of Exy for the two fixed
controllers (Cases A and B above) and for the proposed scheduled PCC using for each operating point
the value of θ indicated in Table 2. Please note that in the histogram all points are considered and not
just on the green zone (where constraints are satisfied). It can be seen that the proposed controller
provides the most adequate distribution of Exy values, being placed at the lower end of the range.
This comes in addition to meeting the constraints for all operating points, as already discussed. It is
also interesting to note that Case A is better than Case B in terms of Exy but its region of constraint
satisfaction is more limited than that of Case B, as previously shown.

Figure 5. Histograms of Exy for two traditional PCC: Case A (red) and Case B (green) and for the
proposed scheduled PCC (blue).

An experimental comparison of the proposed locally tuned controller with a traditional PCC with
fixed weighting factors is now presented. Figure 6 shows the trajectories of stator currents in α and x
axes (similar results are logically obtained for β and y axes), along with the reference for α currents
(for x currents the reference is zero as x − y subspace generates only losses). Two operation points are
considered: top row is for nominal speed and low load (Case A) and bottom row for nominal speed
and 50% external torque (Case B). The tuning has been performed in this case to achieve tracking
error below Uαβ = 0.18 (A) and a low commutation rate below Usw = 4 kHz. The tuning for the fixed
weights PCC is found to be λxy = 0.5, λsw = 1200 × 10−5. The locally tuned controller uses λxy = 0.8,
λsw = 1000 × 10−5 for Operating Point A and λxy = 0.5, λsw = 800 × 10−5 for Operating Point B.
From the results shown in Figure 6, it is clear that the extra degrees of freedom offered by the local
tuning is exploited to obtain better tracking and less x − y content without violating the constraints.
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Figure 6. Experimental comparison of the proposed controller (right) against a traditional PCC using
fixed weighting factors (left) at two operating regimes (top and bottom rows).

5. Conclusions

It has been shown how a modified tuning procedure, mathematically represented by
an optimization problem, can solve the constraint handling problem of predictive stator current
control for IM thanks to the use of locally tuned controllers. From the experiments, it can be concluded
that the constraint feasibility problem has, in general, no solution for standard predictive control.
The proposed scheme provides a means of obtaining good tracking performance without violating
constraints in switching frequency and at the same time reducing parasitic currents of x − y subspaces.
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Abstract: In this paper, a fuzzy-logic based operator is used instead of a traditional cost function for
the predictive stator current control of a five-phase induction machine (IM). The min-max operator
is explored for the first time as an alternative to the traditional loss function. With this proposal,
the selection of voltage vectors does not need weighting factors that are normally used within
the loss function and require a cumbersome procedure to tune. In order to cope with conflicting
criteria, the proposal uses a decision function that compares predicted errors in the torque producing
subspace and in the x-y subspace. Simulations and experimental results are provided, showing how
the proposal compares with the traditional method of fixed tuning for predictive stator current control.

Keywords: cost functions; minmax; predictive current control; multi-phase drives

1. Introduction

Model Predictive Control (MPC) has been applied to many different types of energy systems [1,2].
In the case of electric machines, the predictive controller can directly command a power converter,
typically a Voltage Source Inverter (VSI) yielding a direct digital control scheme [3] that is often
referred to as FSMPC and FCSMPC. This scheme has been recently used in many applications,
including multi-phase IMs. A particular configuration for IM control is Predictive Stator Current
Control (PSCC), which allows us to deal separately with the electro-mechanical aspects of IM control [4].

Multi-phase IMs have lower torque variance, lower DC link current harmonics, and better
reliability and power distribution per phase compared with three-phase ones. The most frequent
control structure is composed by an inner loop for current control and an outer loop for flux and speed
control. Voltage modulation techniques (such as PWM and Space Vector) can be used for current
control [5], whereas direct torque control (DTC) uses a switching table to determine the VSI state [6].
In [7], a three-phase to five-phase matrix converter is used to feed a five-phase permanent magnet
motor using DTC to eliminate current harmonics. The sensor-less case is explored in [8] for a five-phase
interior permanent magnet motor.

The main advantage of predictive schemes is the flexibility to incorporate in the cost function
different criteria [6]. In this way different control objectives can be treated with ease. As in other forms
of MPC, the strategy in PSCC is to optimize a certain Loss Function (LF) with respect to the control
action at each discrete-time period. The LF of PSCC is primarily designed to penalize deviations of
stator currents from their references. It is however possible to include additional terms in the LF to
penalize (mostly) energy losses. As a result, the design of the LF dictates much of the closed-loop
performance of the system. It must be recalled that PSCC has not the ability to simultaneously minimize
all of the factors present in the loss function due to the finite number of control moves and the uniform
sampling time [9,10]. In fact, one of the reasons for the late popularity of PSCC is its ability to find a
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compromise solution for colliding objectives present in the LF [11], unlike previous schemes (PWM,
DTC) where such criteria are not explicitly considered.

Due to computation time constraints, most PSCC use a prediction horizon of 2 steps and a control
horizon of just 1 move. This means that the traditional Weighting Functions (WF) of MPC contain just
one value per LF term [12]. For this reason, in the IM control literature, instead of functions these values
are referred to as weighting factors. Moreover, in most papers these factors are selected off-line and are
kept fixed during operation of the IM. Elimination of the WF has been proposed elsewhere (see [13]
for a review) mainly for the Predictive Torque Control (PTC) of conventional (three-phase) IMs.

The proposal of this paper removes the weighting factors by using a min-max decision function
where the different sub-spaces, α − β and x − y, are given a relative importance based solely on their
relative values. With this proposal, the selection of voltage vectors do not need weighting factors that
require a cumbersome procedure to tune. In order to cope with conflicting criteria the proposal uses a
decision function that compares predicted errors in the torque producing subspace and in the x − y
subspace. The min-max is a special case of fuzzy logic based functions that have been proposed for use
with MPC, where the traditional loss functions are replaced by fuzzy decision functions [14]. To the
best of our knowledge the proposal is novel and similar (not exactly the same) schemes have just been
applied to torque control in three-phase systems [13]. Other related works do use fuzzy systems to
substitute the model or the controller [15–17].

To illustrate the method, in this paper a five-phase drive is considered. This particular system
is relevant as the five-phase machine is of interest [6] and the proposed method seeks a trade-off
between losses and dynamic performance. Please notice that the strategy is applicable to other types of
systems. In the next section, the basic aspects of PSCC are reviewed, introducing the material that will
be considered in the proposal for min-max control. Simulation and experimental results are provided
for a five-phase IM in Sections 4 and 5, respectively. From these results, some conclusions are derived
at the end of the paper.

2. PSCC for Five-Phase IM

The scheme for PSCC for a multi-phase IM contains a digital processor that decides the control
action u indicating the state of the VSI to be held for the whole sampling period Ts. Defining the
discrete time k such that t = kTs, the actuation signal is denoted as u(k). It is well known that a whole
sampling time delay is produced due to computations. To account for this, the controller must select
at time k the most appropriate value for u(k + 1). The selection is based on minimizing a certain
loss function.

Figure 1 shows a diagram where at each discrete-time k the controller computes u(k + 1) as

uo(k + 1) = argmin
u∈U

L(k, u), (1)

where, U is the set of all possible control actions (states of the VSI) and L is the loss function. The LF
must contain a term penalizing the deviation of predicted stator currents îs(k + 2|k) from desired
values r(k + 2), where predictions depend on past control action u(k) that has been previously set and
on the actual control action u(k + 1). Predictions are obtained from a model of the system as

ŷ(k + 1|k) = Ay(k) + Bu(k) + G (2)

ŷ(k + 2|k) = Aŷ(k + 1|k) + Bu(k + 1), (3)

where matrices A and B and vector G are obtained from time-discretization of the systems’ dynamic
equations (see [4] for details).

The necessary penalization of the deviation of îs(k + 2|k) from r(k + 2) is actually done in different
planes arising from Clarke’s transformation. By means of this, the stator currents are mapped into an
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α − β plane and several x − y and z planes. For the five-phase IM that will be used as a case study,
just α − β and x − y axes need to be used [18]. With these considerations, the LF can now be defined as

L(k, u) = ê2
αβ(k, u) + λ · ê2

xy(k, u), (4)

where the predicted errors are computed as êαβ(k, u) = ‖rα,β(k + 2)− îsα,β(k + 2|k, u)‖, êxy(k, u) =

‖îsx,y(k + 2|k, u)‖. The reference value for the x − y plane is zero, as it is the normal case. The α − β

reference is given by rα(k) = I sin 2π fekTs, rβ(k) = I cos 2π fekTs where fe is the electrical frequency
determined by the mechanical speed and I is the amplitude that depends on the mechanical load.
Both quantities are supplied to the PSCC by the higher level controller responsible for tracking
mechanical variables (speed, torque, position), depending on the application.

Figure 1. Block diagram of min-max Predictive Stator Current Control (PSCC) for a five-phase induction
machine (IM) driven by an Voltage Source Inverter (VSI).

The weighting factor λxy provides the relative importance of x − y plane regulation over α − β

tracking. The α− β plane is related to power conversion and the x − y to losses. In the traditional PSCC,
λxy is treated as a parameter of the controller, selected off-line and kept constant during operation
of the drive. The PSCC then uses (1) to produce u(k + 1), which is sent to the VSI and kept for the
whole sampling period. This is repeated a new the next sampling period, using the receding horizon
strategy [12]. Please note that, as an alternative, virtual voltage vectors have been proposed to produce
a sort of modulation producing an average value for x − y voltages of zero [19].

The performance of PSCC is in most cases presented using the tracking error as a figure
of merit. For a generic l − m plane, the tracking error is defined as el,m = ‖rl,m(k) − isl,m(k)‖,
where (in multi-phase IM), the pair (l, m) usually takes the values (α, β) and (x − y). With a
sufficiently accurate model ([20,21]), the control objectives (current tracking in α − β and x − y
planes) are achieved to some degree. Depending on the application some additional criteria are
also reported. Regarding controller tuning, the only parameters needed appear in the IM model (found
via identification [21]) and weighting factors, usually computed off-line [22]. The tuning procedure is
cumbersome since there is not a direct relationship between figures of merit and WF values; moreover,
the WF that yield a particular behavior might change with the operating point [23]. In the next section,
the LF is replaced by a fuzzy-logic-based function containing no weighting factors.

3. Min-Max Predictive Stator Current Control

The loss function with weighting factors presented above is not the only way to overcome the
problems associated with the multi-objective nature of the selection of the control action. The use
of a loss function derived from a fuzzy-logic approach is one possibility to avoid the need of
weighting factors tuning eliminating a cumbersome trial and error procedure [23]. In the present case,
such function should be chosen according to the criteria of balancing tracking in the α − β and x − y
sub-spaces to maintain performance with diminished losses.

54



Energies 2019, 12, 3713

Several types of fuzzy-logic operators can be use to aggregate the terms in (4). Control objectives
are considered as fuzzy goals each expressed as a membership function. The aggregation of
membership functions (as considered in the realm of fuzzy logic) allows for the simultaneous
consideration of more than one objective in control terms. The set of all used aggregation operators
and membership functions allows to treat a linguistic description of objectives in a mathematical
way [24]. The minimum operator has been proposed for different applications. However it does not
allow to balance different objectives to find a trade-off solution. The product t-norm [25] allows to
achieve a trade-off solution, however the importance of different criteria must be equal, otherwise a
method to attribute relative importance is needed. This leads to the use of weighting factors and/or
parametric t-norms [26]. An important aspect for PSCC is that the computation time is limited to a few
microseconds (typically between 40 and 100 μs). This limits the complexity of the loss function to be
used since it must be used repeatedly in the optimization phase.

In this paper, the min-max operator is proposed to be used as an alternative to the traditional
loss function. The min-max operator is derived from the Minimax decision rule of game theory [27].
It has been used for minimizing the expected loss for a worst case scenario. It can be used within fuzzy
logic decision-making schemes and has also been used in MPC [28]. One problem to be solved is the
computationally intensive nature of the Minimax rule for MPC [29]. In this particular case, the reduced
control horizon allows for a realization in real-time as the evaluation of the min-max loss function
is not more demanding than the traditional one. Incorporating the min-max idea, the resulting loss
function takes the form

L(k, u) = min
v

max{êαβ(k, uv), êxy(k, uv)}, (5)

where v is an index defining the VSI state (e.g., for a five-phase VSI v ∈ {1, 31}). The rationale for
this choice is as follows, at any given instant k, the different control actions that the multi-phase
VSI can produce uv are considered. For each one, the predicted errors in the α − β and x − y
planes are computed and the largest value is selected. The control action to be applied at k + 1
is selected as the one minimizing the selected maximal errors. In this way extreme values of errors
for either plane are avoided. It is important to remark that expression (5) contains no adjustable
parameters, yet the selection of the control action is driven by both terms α − β and x − y predicted
errors. However, the relative importance given to each sub-space is not fixed as the selection is made
based on the relative values of errors.

4. Simulations

The proposed controller is tested against a traditional FCSMPC with fixed weighting factors
in simulation. The IM has been simulated using the Runge-Kutta method. The controller is also
incorporated in the simulation as a discrete-time subsystem. To add more realism to the simulations
the effect of the one-sampling time delay is also simulated. A sampling time of 80 (μs) is used for
the discrete-time part. Please note that this value is within the range usually found for PSCC and
can be obtained by a variety of modern digital signal processors. The IM used in simulation has the
electrical parameters shown in Table 1 which corresponds to the laboratory setup that will be used
later in real experiments.

Table 1. Estimated parameters of the IM.

Parameter Value Parameter Value

Stator resistance Rs (Ω) 19.45 Rotor resistance Rr (Ω) 6.77
Stator leakage inductance Lls (mH) 100.7 Rotor leakage inductance Llr (mH) 38.6
Mutual inductance Lm (mH) 656.5 Nominal current In (A) 2.5
Mechanical nominal speed ωn (rpm) 1000 Nominal torque Tn (N·m) 4.7
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The simulations will compare the proposal against a traditional FCSMPC with two different
tunings. Two operating regimes are considered with nominal speed and 0 external load (labelled as
case S1); and nominal speed at 70% load torque (case S2). The tuning for the traditional controller are
λxy = 0.5 which is a common choice that appears in many papers and aims at a similar penalization
for α − β and x − y control errors and λxy = 0.1 which has also been proposed in some papers and
that seeks a better α − β tracking at the expense of some x − y content. Table 2 shows the RMS control
error for α − β and x − y subspaces for the considered controllers and operating regimes. In said Table
the entry PCλ05 corresponds to the traditional FCSMPC with λxy = 0.5, PCλ01 corresponds to the
traditional FCSMPC with λxy = 0.1, and PCminmax corresponds to the proposed controller using a
min-max loss function. It is interesting to see that the proposed controller provides low values for
the tracking errors in both sub-spaces despite the fact that no tuning has been used. The traditional
scheme however can be used to put more or less emphasis on α − β tracking versus x − y regulation.
This degree of freedom is somehow hindered by the fact that different operating regimes would need
a different tuning as exposed in previous works (see [11,23]). The trajectories shown in Figure 2 allow
for further comparison of the proposed controller against the traditional FCSMPC with λxy = 0.5 for
operating regimes S1 and S2 previously considered. The advantages of the proposal are apparent as a
more accurate tracking is achieved in both cases.

Table 2. Simulation results for the traditional and proposed predictive controllers in terms of
tracking errors.

Case PCλ05 PCλ01 PCmin-Max

S1 eα−β = 0.0542 (A) eα−β = 0.0530 (A) eα−β = 0.0531 (A)
ex−y = 0.1221 (A) ex−y = 0.1417 (A) ex−y = 0.1109 (A)

S2 eα−β = 0.1821 (A) eα−β = 0.1117 (A) eα−β = 0.1810 (A)
ex−y = 0.0984 (A) ex−y = 0.1098 (A) ex−y = 0.1001 (A)

PCλ05 PCmin-max

Figure 2. Simulation comparison of the proposed controller (right) against a traditional FCSMPC (left)
at operating regimes S1 and S2 (top and bottom rows).
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5. Experimental Results

The test rig for experimentation is schematically shown in Figure 3, it contains a 30-slot
symmetrical five-phase IM with three pole pairs made up by distributed windings. The five-phase
two-levels VSI is made of two three-phase Semikron SKS22F modules. The DC-link voltage used
is VDC = 300 (V). The controllers run on the TMS320F28335 DSP included in a board (MSK28335
Technosoft) which interfaces with the GHM510296R/2500 rotatory encoder. A DC machine is used to
emulate the desired load torque in the shaft for the experiments. The IM has the electrical parameters
already shown in Table 1.

As in the simulation section the proposed predictive controller with min-max loss function will
be compared against a traditional FCSMPC with two different tunings (λxy = 0.5 and λxy = 0.1).
The operating regimes are nominal speed with 4 % load (case E1) and nominal speed with 50 % load
torque (case E2). Table 3 shows the RMS control errors. Again, the proposed controller provides low
values for the tracking errors in both sub-spaces. The trajectories shown in Figure 4 allow for further
comparison of the proposed controller against the traditional FCSMPC with λxy = 0.5 for operating
points E1 and E2.

The results match very much those already seen in simulation. Please note that a reduction in
tracking errors is observed despite the fact that the tuning employed for the traditional FCSMPC is a
standard one, found after intensive experimentation (see [22]). In the case of the proposed min-max
loss function, the controller aims at minimizing the largest of errors in either sub-space. This results in
trajectories that are smoother as extreme deviations are avoided.

Figure 3. Photographs of the various elements of the experimental setup.

Table 3. Experimental results for the traditional and proposed predictive controllers in terms of
tracking errors.

Case PCλ05 PCλ01 PCmin-Max

E1 eα−β = 0.1416 (A) eα−β = 0.1043 (A) eα−β = 0.1291 (A)
ex−y = 0.1229 (A) ex−y = 0.1344 (A) ex−y = 0.0983 (A)

E2 eα−β = 0.1502 (A) eα−β = 0.1117 (A) eα−β = 0.1411 (A)
ex−y = 0.1185 (A) ex−y = 0.1273 (A) ex−y = 0.1002 (A)
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PCλ05 PCmin-max

Figure 4. Experimental comparison of the proposed controller (right) against a traditional FCSMPC
(left) at two operating regimes (top and bottom rows).

A final set of experiments is performed to show the performance for various speeds. Table 4 shows
the RMS control error for α − β and x − y sub-spaces for the proposed min-max PSCC for different
speeds and two loads (TL = 4 (%) and TL = 50 (%)). Again, it is worth remarking the balanced nature
of the results for different operating regimes.

Table 4. Experimental results for the proposed min-max PSCC for different speeds and loads.

ωm (rpm) TL = 4 (%) TL = 50 (%)

200 eα−β = 0.1017 (A) eα−β = 0.1172 (A)
ex−y = 0.0954 (A) ex−y = 0.1040 (A)

500 eα−β = 0.1291 (A) eα−β = 0.1411 (A)
ex−y = 0.0983 (A) ex−y = 0.1002 (A)

700 eα−β = 0.1558 (A) eα−β = 0.1757 (A)
ex−y = 0.1053 (A) ex−y = 0.1072 (A)

6. Conclusions

It has been shown that a fuzzy decision making scheme can be used for predictive stator
current control of multi-phase IM. Similar ideas have been proposed for predictive torque control of
conventional (three-phase) IM and PMSM; they have been refined here to provide a means to cope
with specific aspects of multi-phase IMs. The computational requirements are low, allowing for its use
in real time, as is demonstrated by the experiments using a standard value for the sampling time. It is
interesting to see that the proposed controller provides low values for the tracking errors in torque
producing (α − β) and loss producing (x − y) sub-spaces, despite the fact that no tuning is needed.

A good agreement between experimental and simulation results has been found. While watching
the results, one must bear in mind that the instantaneous (discrete-time wise) minimization of a loss
function does not guarantee a certain result in terms of the trajectories obtained due to the effect of the
receding horizon in predictive control. In the case of the proposed min-max loss function, the controller
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aims at minimizing the largest of errors in either sub-space. This results in trajectories that are observed
in the results to be smoother as extreme deviations (in either sub-space) are avoided.
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Abstract: Multiphase drives have been important in particular industry applications where reliability is
a desired goal. The main reason for this is their inherent fault tolerance. Different nonlinear controllers
that do not include modulation stages, like direct torque control (DTC) or model-based predictive
control (MPC), have been used in recent times to govern these complex systems, including mandatory
control reconfiguration to guarantee the fault tolerance characteristic. A new reconfiguration-less
approach based on virtual voltage vectors (VVs) was recently proposed for MPC, providing a natural
healthy and faulty closed-loop regulation of a particular asymmetrical six-phase drive. This work
validates the interest in the reconfiguration-less approach for direct controllers and multiphase drives.

Keywords: multiphase induction motor drives; natural fault tolerance; virtual voltage vectors

1. Introduction

The use of variable-speed drives has grown in the last few decades because of microprocessor and
power converter development, with an expectation that 80% of all the produced energy will be used in
locomotive traction, electric ship propulsion, more-electric aircraft and renewable energy applications.
Although three-phase machines are the common trend, the interest of the research community has
recently focused on machines with more than three phases, named multiphase machines, due to their
advantages in terms of reliability and postfault usage [1]. This is the case of safety applications, where
the fault-tolerant ability of multiphase drives has attracted the interest of the scientific community.
Having more than three phases allows the faulty operation of the drive under specific voltage, current
and/or power limits, which makes multiphase drives an interesting solution in critical industry
applications, i.e., offshore wind generators, more-electric aircraft and field or traction applications,
e.g., the Royal Navy Type-45 destroyer [2]. Thus, multiphase drives can still be operated without the
need for heavy topological changes in the power converter, even if a phase is missing, provided that
the number of remaining phases is equal to or greater than three [3–5].

Most of the recent multiphase drive research has been focused on the extension of the control
methods usually applied in conventional three-phase drives, along with their enhancement to provide
the best performance of the system [6,7]. Compared to classical three-phase drives, multiphase ones
reduce the electrical stress in drives and power electronic components, since they can manage more
power with lower torque pulsation and current harmonic contents [8]. In this context, the most
common control strategy is the field-oriented control (FOC) technique, based on linear cascaded control
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loops and assisted by coordinate transformations and modulation stages. The multiphase machine
is decomposed into multiple orthogonal d–q subspaces (fundamental and harmonics components),
with each set of d–q variables being independently controlled. The reference voltages are determined
by proportional–integral (PI) controllers, which are inputs for the modulation stage to generate
pulse-width-modulation (PWM) switching signals to a power converter, usually a voltage-source
converter (VSC). Alternatives to this technique are the ‘direct control’ methods, including direct torque
and model-based predictive controllers (DTC and MPC, respectively). They directly switch the VSC
state, avoiding the PWM stage and forcing the controlled variables to rapidly track the reference, while
achieving normal operation of the drive [1,2,5,8].

Since the healthy operation of the multiphase drive is a significant and complex issue, important
and recent research papers also analyze the implications of faulty operation from the control perspective,
where FOC, DTC and MPC methods have been studied. It is interesting to note that control techniques
based on ‘nonlinear’ controllers (DTC and MPC methods or ‘direct’ controllers) appear as promising
control alternatives due to their flexibility and simple formulation, competing with FOC techniques
for leading the control solution in the field of multiphase machines and drives [5,8]. The term ‘fault
tolerance’ has broad application since the fault can occur in many elements of the system, including
VSC and machine faults that lead to short-circuit (i.e., phase [9], VSC switch [10], interturn [11])
or open-circuit (i.e., phase [12], VSC switch [13], or line [14]) faults. This work analyzes the field
of multiphase drives and their use in open-phase fault operations, where the recent definition of a
reconfiguration-less MPC controller for asymmetrical six-phase drives, based on virtual voltage vectors
(VVs) and useful in healthy and faulty operation, seems to be an interesting advance for using direct
controllers [15,16]. This work goes beyond [15,16], extending and experimentally validating the idea
to different direct controllers and multiphase drives.

2. Basis of Natural Fault-Tolerant Controllers Using MPC

The research activity in the application of MPC techniques in the field of multiphase drives has
recently given rise to numerous control approaches, the most popular being the finite control set MPC
(FCS-MPC) method due to the limited number of possible switching states of the power converter.
The most common use is the result of its combination with FOC methods, with the outer speed control
loop being maintained while the inner current regulators are substituted by FCS-MPC controllers.
This control scheme is depicted in Figure 1, where a distributed-winding five-phase Induction Motor
(IM) drive is used as a case example.
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Figure 1. Finite control set model-based predictive control (FCS-MPC) control scheme for a five-phase
IM drive fed using a voltage-source inverter (VSI).

The fault-tolerant capability of multiphase drives was first studied in [17], where it was shown
that n-phase machines can operate after one or several fault occurrences, as long as the number of
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healthy phases remains greater than or equal to three and at the expense of a reduction in the torque
production. The FCS-MPC control system technology finds itself currently at a paradigm-changing
tipping point, where emerging applications are under development. In this context, FCS-MPC has
proven to be a promising alternative in the fault-tolerance control of the drive, where it was recently
shown [16] that it is possible to skip any control reconfiguration if virtual voltage vectors (VVs) are
used. The main idea, shown in Figure 2 for our case example, is to substitute the available voltage
vectors with new virtual voltage vectors. Large and medium voltage vectors, which are aligned in the
α–β plane with opposite directions in the x–y plane, are combined to provide zero average voltage in
the x–y subspace, so harmonic currents in the x–y subspace are reduced. This has been termed natural
fault-tolerance capability, and it has been verified so far by using FCS-MPC strategies and six-phase
drives [16], where the use of VVs introduces an open-loop control of the stator current in the x–y plane,
avoiding the main problems of full-order closed-loop controllers when the open-phase fault occurs
and the current cannot flow through a damaged phase, e.g., searching for incompatible control goals
and voltage vectors that are no longer available.
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Figure 2. Voltage vectors (VVs) in a five-phase IM drive: (upper plots) α–β and x–y subspaces;
(lower plot) defined VVs.

3. Extension of the Reconfiguration-less Approach to the DTC Case

DTC-based controllers have been also recently proposed and studied in the multiphase drive field
for healthy and faulty modes of operation (Figure 3) [18–21]. The basis is to select a stator voltage
vector, according to Table 1 and the VV concept, using hysteresis-based controllers for every control
period, to obtain reference torque and stator flux tracking. For such purpose, the model of the machine
is used to estimate the stator flux and the electromagnetic torque for the DTC controller [22]. In fact,
the VVs concept was originally introduced as a way to extend DTC to the multiphase field, maximizing
the torque production while minimizing harmonic components in the x–y plane. Hence, the use of VVs
in DTC also avoids the problems with full-order closed-loop controllers when open-phase faults occur.
This work demonstrates that DTC strategies using VVs can also provide the natural fault-tolerant
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capability, allowing a ripple-free postfault operation with no reconfiguration of the control strategy.
Then, opposite to [21], lookup tables (see Table 1) are not reconstructed after a fault occurrence, and
the same control scheme and VVs are used in the pre- and postfault situations.
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Figure 3. Control scheme of a five-phase IM drive using the direct torque controller (DTC) technique.

Table 1. Lookup table for the DTC controller in healthy operation.

dλs dTe dωm
Position of Stator Flux (Sector)

1 2 3 4 5 6 7 8 9 10

+1

+1
+1 VV3 VV4 VV5 VV6 VV7 VV8 VV9 VV10 VV1 VV2

−1 VV2 VV3 VV4 VV5 VV6 VV7 VV8 VV9 VV10 VV1

−1
+1 VV9 VV10 VV1 VV2 VV3 VV4 VV5 VV6 VV7 VV8

−1 VV10 VV1 VV2 VV3 VV4 VV5 VV6 VV7 VV8 VV9

0
+1 V0 V31 V0 V31 V0 V31 V0 V31 V0 V31

−1 V0 V31 V0 V31 V0 V31 V0 V31 V0 V31

−1

+1
+1 VV4 VV5 VV6 VV7 VV8 VV9 VV10 VV1 VV2 VV3

−1 VV5 VV6 VV7 VV8 VV9 VV10 VV1 VV2 VV3 VV4

−1
+1 VV8 VV9 VV10 VV1 VV2 VV3 VV4 VV5 VV6 VV7

−1 VV7 VV8 VV9 VV10 VV1 VV2 VV3 VV4 VV5 VV6

0
+1 V31 V0 V31 V0 V31 V0 V31 V0 V31 V0

−1 V31 V0 V31 V0 V31 V0 V31 V0 V31 V0

4. Experimental Work

The performance of the DTC controller using VVs was experimentally tested in healthy and
open-phase operation, with no reconfiguration of the controller. The experimental test bench is
shown in Figure 4. It was composed of a five-phase IM fed by two conventional three-phase VSCs
from Semikron. The DC-link was set to 300 V by an external DC power supply. The controller was
programmed on a MSK28335 board and a TMS320F28335 microcontroller. The mechanical speed was
measured by a digital encoder and the microcontroller’s peripherals. Additionally, a variable load
torque was applied by a mechanically coupled DC machine. An open-phase fault condition in phase
‘a’ was emulated in the provided tests by opening a power relay connected in series with the phase.
The IM characteristics are listed in Table 2; the reference stator flux was set to 0.389 Wb, the sampling
time used was 100 μs and the hysteresis bands of the torque and flux regulators were fixed at 1.06% and
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1.29% of the rated values, respectively. Note that a limitation in the integral part of the controller and
an anti-windup scheme were included in the implemented control algorithm to prevent integration
windup in the PI-based speed controller when the actuator is saturated.

a b d ec

a
b

Vdc

m

Figure 4. Experimental system.

Table 2. Electrical and mechanical parameters of the five-phase IM.

Parameter Value Unit

Stator resistance, Rs 12.85 Ω

Rotor resistance, Rr 4.80 Ω

Stator leakage inductance, Lls 79.93 mH

Rotor leakage inductance, Llr 79.93 mH

Mutual inductance, Lm 681.7 mH

Moment of inertia, J 0.02 kg·m2

Number of pole pairs, p 3 -

Rated torque, Tn 4.70 N·m
Rated stator flux, λs* 0.389 Wb

The transition from prefault to postfault operation was first analyzed when the speed was
maintained at 500 rpm and a load torque around 60% of the nominal one was imposed. The results
obtained are shown in Figures 5 and 6. Although the speed decreases a little when the fault occurs,
it can be observed that the DTC controller is capable of controlling the speed and the torque of the
system even using the prefault voltage vectors and system model (see Figure 5a,b). Since the MMF
remains the same in both healthy and faulty operation, a circular trajectory is obtained in the α–β
currents, as can be seen in Figure 5c. However, a horizontal line appears in the x–y plane because
ixs = −iαs and iys = 0. In accordance with the well-known minimum copper loss criterion [23], stator
phase currents ‘b’ and ‘e’ are equal in magnitude but present unequal peak values compared to ‘c’ and
‘d’ phase currents, as shown in Figure 6.
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Figure 5. Transition from prefault to postfault operation using a DTC controller with VVs. The fault
occurs at t = 0.2 s; the speed is set to 500 rpm and a load torque around 60% of the nominal one is
applied. (a) Measured speed (ωm) and its reference (ω∗m); (b) estimated torque (T̂e) and its reference
(T∗e); and (c) stator currents in the α–β and x–y planes (iαβs, ixys).
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ibsies
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Fault instant
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Figure 6. Phase currents ibs, ics, ids and ies in the transition from prefault to postfault operation using
DTC with VVs (the faulty phase, ias, has similar behavior before the fault appears, being null after the
fault). The fault occurs at t = 0.2 s, the speed is set to 500 rpm and a load torque around 60% of the
nominal one is applied.

Next, the dynamic performance of the DTC controller in faulty operation was analyzed. A speed
step from 0 to 500 rpm was forced with a null-load torque condition. Figure 7 shows the speed, torque
and flux performance (Figure 7a–c), and it can be seen that the DTC scheme provides an accurate
tracking performance of all variables. It is necessary to highlight that the electrical torque is limited to
3 N·m, since nominal torque is not reachable in a postfault situation. The phase current evolution is
also depicted in Figure 7d.
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Figure 7. Speed step response in open-phase fault operation of the proposed DTC controller.
The reference speed is changed from 0 to 500 rpm at t = 0.2 s and no load torque is imposed.
(a) Measured speed (ωm) and its reference (ω∗m); (b) estimated torque (T̂e) and its reference (T∗e); (c) stator
flux in the α–β plane; (d) phase currents.
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The rejection properties of the system are also studied and the results presented in Figure 8.
A change in the load torque is applied at t = 0.8 s while the speed reference is fixed to 500 rpm.
The tracking performance of the electrical torque is quite accurate, even in the transitory. On the other
hand, a decrease in the rotor speed is observed when the fault occurs, but the controller successfully
manages the disturbance in a short period of time.

ωm ω*
mm

* m 

T
e

T
e
*Te

*Te
^

 

Figure 8. Load-torque rejection response in open-phase fault operation of the DTC controller with VVs.
A change from 0 N·m to around 60% of the nominal torque is applied at t = 0.8 s. (a) The measured
speed (ωm) and its reference (ω∗m). (b) The estimated torque (T̂e) and its reference (T∗e).

Finally, a reversal test is reproduced and shown in Figure 9. In this experiment, the reference
speed is first settled in at 500 rpm and then changed to −500 rpm at t = 0.2 s. The system is again
operated in open-phase fault condition, with a null load torque applied to the system. An appropriate
tracking of the speed, the estimated torque and the stator flux is obtained, with a good crossing by zero
performance. The evolution of phase currents during this test is depicted in Figure 9d.
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Figure 9. Speed reversal test in open-phase fault operation of the proposed DTC controller. The reference
speed is changed from 500 to −500 rpm at t = 0.2 s and no load torque is imposed. (a) Measured
and reference speed; (b) estimated torque (T̂e) and its reference (T∗e); (c) stator flux in the α–β plane;
(d) phase currents.

5. Conclusions

The recent interest in multiphase drives for particular industry applications is mainly based
on their inherent fault-tolerant characteristics. However, the complexity of the applied controllers,
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which usually require extensive reconfiguration to manage the faulty operation, hinders this interest.
This work shows that VVs combined with direct controllers can overcome this difficulty and provide a
natural fault-tolerant capability for multiphase drives. Indeed, the idea, previously introduced for
FCS-MPC controllers, is here experimentally validated when DTC is applied, where VVs allow the use
of the same voltage vectors, lookup tables and control scheme in pre- and postfault situations.
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Abstract: Subdividing stator winding is a way to lower the DC link voltage value in electric drives and
reduce the stress on motor insulation. Coupled windings sharing the same stator teeth are modelled
in order to evaluate the link between voltages disparities and current ripple. This paper provides an
assessment of current ripple rise in the subdivided windings compared to ordinary topologies through
the use of a basic inductive model. A method for PWM-Induced current ripple and high-frequency
loss estimation based on admittance measurements is developed and experimentally validated.
The use of this subdivided structure does not induce more than a 10% rise of the PWM-induced
current ripple compared to a standard winding structure.

Keywords: electric drives; winding configuration; modelling; pulse width modulation; current ripple;
high-frequency losses

1. Introduction

Sizing of electrical powertrains in transportation applications must deal with severe size and
mass constraints [1]. Increasing the switching frequency appears to be a solution to improve power
integration as it permits smaller passive components [2]. The high slew rate of GaN or SiC-based
switches enables the high switching frequencies required although a trade-off between low switching
losses and high electromagnetic interferences must be considered [3,4]. In electric drive applications,
high dv/dt rates may cause insulation degradation [5,6] and bearing wear [7] leading to a shorter
lifetime. Traction chains in electric vehicles (EV) are supplied by a DC bus usually operating in a
voltage range of between 300 V and 600 V [1]. DC-link voltage reduction can be investigated to
reduce insulation stress and the cost of DC-bus capacitors [8]. Reconfiguration of windings can
extend the rated power or the speed range for a given DC-link voltage value [9,10]. Such a change in
motor windings may also improve fault tolerance [11,12].Using a drive DC voltage of under 60 V is
recognised by international safety certifications (such as CE mark) as reducing the potential danger
to the equipment user. It also allows the use of topologies as proposed by [13], to take advantage of
highly parallel configurations of battery cells. The approach of this paper is to explore a new winding
configuration that allows electric drive motors to operate at low DC voltage without impacting their
electromagnetic design. This concept is related to a recent patent [14]. Based on this, the powertrain
supply subdivision enables use of a low DC bus voltage and improve the resiliency of the system as a
whole. Multiphase drives are also a way to improve the rated power or the torque quality [15,16] for
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given conductors and phase voltage. Fault tolerance is also an advantage of multiphasing [17]. Several
multiphase topologies are detailed in [18]. The proposed topology extends multiphasing concepts
beyond classical winding reconfiguration and draws on fractionation granularity at turn level. To start
with, this paper examines electrical consequences of a stator coil subdivision by two and proposes a
method to estimate current ripple and power losses in such highly coupled systems.

The proposed topology is based on stator windings subdivision. The basic principle is to
deconstruct the initial motor windings in n subdivided windings supplied by n individual and
independent inverters instead of one; hence, the machine coil as well as the copper design remains
unchanged. However the global electric drive is highly modified, leading to low voltage supply and
a high degree of freedom. A high voltage designed machine is taken as an example. Each machine
armature winding is divided by n and all subdivided windings are independently controlled so that
one phase is broken down in n modules. As an example, one phase of a three-phase machine is
subdivided by three as presented in Figure 1. Winding A1 visible in Figure 1a is divided as shown
in Figure 1b. The resulting windings A11, A12 and A13 are wound around the same stator tooth
symbolised by dotted lines in Figure 2. Only the supply of the subdivided windings is modified
compared to the standard machine. The motor magnetic core remains unchanged from its initial
design. The power supplies of the subdivided windings are parallelized and fed by the same DC bus.
The DC-link voltage is hence divided by three compared to the ordinary case (Figure 2a). Thus, a high
voltage designed machine normally fed by a high voltage inverter is turned into a low voltage drive
combining a low voltage highly subdivided machine and a fractioned inverter. The motor insulation
stress is therefore reduced by n and also the dv/dt switching slew rate is much even distributed along
the subdivided core avoiding a classic voltage over stress at the coil end turns [19]. The benefit is
obviously a significant increase in lifetime since insulating ageing is a key factor in motor failures [20].
In addition, the derived drive has new degrees of freedom. Nevertheless, many of them have to
be strictly managed in order to precisely control the various currents in the sub-coils located in the
same armature slot. These currents are closely linked by a strong magnetic coupling. To avoid any
significant current ripple, it is mandatory to ascertain to what extent the sub-coils applied voltages may
differ. Taking into account the fact that the self-inductance of each subdivided winding is reduced, the
present work carefully assesses the current ripple rise induced by the inevitable voltages discrepancies.
The aim of this paper is to investigate the range value of the new architecture degrees of freedom in
order to determine whether this range is relevant to the actual technological capability. This addresses
the key feasibility issue of implementing this concept.

(a) (b)

Figure 1. 3-phase, 4 teeth per phase machine fractionation by n = 3: (a) Ordinary case,
(b) Subdivided case.
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(a) (b)

Figure 2. Phase A supply system subdivision by n = 3. (a) Ordinary case, (b) Subdivided case.

This paper focuses on a single tooth of the first phase. The initial coil wound around this tooth
is divided into two individual sub-coils (Figure 3). Each subdivided coil obtained is supplied by its
own inverter (Figure 2b). The study focuses on one switching period, which is the relevant temporal
scale for this highly magnetically coupled coils. As winding subdivision is not common, models
have to be built in order to evaluate the current ripple. Finding analytical solutions in study of Pulse
Width Modulation (PWM) effects on current ripple is interesting as a finite elements analysis model
would require large computing time [21]. Conversely, designing an analytical formulation requires
low computing effort and permits rapid calculation and the ability to derive the main whys and
wherefores. This latter approach is therefore used in this study. However, laminated steel behaviour at
high switching frequencies is not completely understood, particularly in this context where the various
coils voltages stimulate the leakage inductance of sub-windings at frequencies where magnetic field
is no longer penetrating materials. A new method is therefore proposed in order to estimate current
ripples in windings under PWM voltage stimuli.

Ns

(a)

Ns/2

Ns/2

(b)

Figure 3. Subdivision by n = 2 of a winding with Ns number of turns around a stator tooth (a) Ordinary
case, (b) Subdivided case.

This work aims to provide a consistent model in terms of current ripple evaluation and
high-frequency additional power loss assessment in the specific context of interactions between
sub-windings operating in the new fractionated motor drive. The paper structure is as follows: Section 1
introduces the scientific and technological contexts leading to winding subdivision and considers
them in a wider approach of multiphase drive and winding reconfiguration. This introductory section
highlights the critical importance of addressing current ripple estimation and power losses assessment
of the original structure under study. Section 2 uses a first basic inductive model to investigate the
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effect of the differential mode between voltage applied to the sub-windings. To enhance the first model,
Section 3 takes a frequency approach based on a wide band admittance measurement. It enables
to get a more specific analysis of current ripples and high-frequency power losses under real PWM
voltages. In Section 4, these theoretical developments are tested using an experimental setup made of
two independent inverters supplying two subdivided windings located in the same magnetic core.
The experimental protocol is fully described and the related results are commented; they validate
the trends identified by the analytical study. In section 5 the findings of this comprehensive study
are placed in the proper perspective of the studied motor drive architecture. It highlights the scope
of the present findings and shows all the important parameters required to evolve from a proof of
concept to a first prototype. Finally, conclusions summarising key points are presented in Section 6
and complemented by perspectives on future work.

2. Current Ripple Assessment

2.1. Defaults in Winding Subdivision Use

Two windings from the same phase located in one common stator tooth are considered. They result
in subdividing a winding of an ordinary electrical machine in two windings with the same number of
turns (Figure 3). The airgap influence on electrical disparities between both windings is not considered
in this initial study. The aim of this section is to assess the impact of the winding subdivision concept
on the winding current ripple using standard PWM voltages. As the studied innovative concept
consists in splitting a standard winding into several sub-windings, the adopted performance criterion
is named the Current Ripple Ratio CRR, and defined as:

CRR =
Δi
Δi0

(1)

where Δi is the current ripple in the subdivided case (Figure 4b) and Δi0 is the current ripple in a
classical architecture (Figure 4a). In order to compare ordinary and subdivided topologies, the magnetic
core and the fundamental PWM frequency Fs = 1/Ts are fixed. The comparison is made during a
single switching period. The winding are supposed to be in a no-load motor configuration as this
is the worst case in terms of current ripple, as the magnitude of voltages applied to windings are
not decreased by the electromotive force. The magnetic circuit polarisation due to the low-frequency
current component is not taken into account because its impact on current ripple is similar in both
topologies. The purpose of the study is precisely to understand how the new windings supply impacts
the current waveforms and to assess the relative shapes.

i0

L0u0

(a)

i2

L

i1

L

M = kL

u2

u1

(b)

Figure 4. Link between two inductive models (a) Ordinary case, (b) Subdivided case.
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To compute an analytical expression of the Current Ripple Ratio CRR, this section considers a
basic purely inductive model of the subdivided windings. This kind of inductive model is widely used
in the study of interleaved converters [22]. In the present case, the mutual parameter is positive unlike
in the multicell converter one. In order to separate the effects related to disparities between the two
sub-coils voltages from those related to electrical discrepancies between both subdivided windings,
a symmetrical model is considered (L ≈ L1 ≈ L2). Coupled circuit described in Figure 4b leads to :⎛

⎜⎝u1

u2

⎞
⎟⎠ =

⎛
⎜⎝ L kL

kL L

⎞
⎟⎠ · d

dt

⎛
⎜⎝i1

i2

⎞
⎟⎠ (2)

where k is the coupling factor between two windings. This system relates voltages to current slope as:

d
dt

⎛
⎜⎝i1

i2

⎞
⎟⎠ =

1
(1 − k2)L

·

⎛
⎜⎝ 1 −k

−k 1

⎞
⎟⎠ ·

⎛
⎜⎝u1

u2

⎞
⎟⎠ (3)

This model suggests the relationship between a classical winding configuration (Figure 4a) and a
fractioned combination (Figure 4b) excited by two identical voltages (u1 = u2):

u0 = L0 · di0
dt

and (u1 + u2) = L(1 + k) · d(i1 + i2)
dt

(4)

From power electronics point of view, u0 = (u1 + u2) because a subdivided winding requires
half initial voltage (Figure 2) and from machiner point of view, Ampere-turns are kept constant using
i1 = i2 = i0 as total number of coil turns remains constant (Figure 3). Applied to (4), this leads to

L0 = 2 · L · (1 + k) (5)

This relation is used to evaluate CRR due to differences between the sub-windings voltages
compared to ordinary winding case. Models are equivalent when |u1| = |u2| = VDC and |u0| = 2 ·VDC.
Resulting current shapes are shown in Figure 5a. VDC is the DC-link voltage associated to inverters
supplying sub-windings. DC-link voltage associated to an ordinary winding is twice this value as
shown in Figure 2. In identical voltage case, (Figure 5a), Δi current ripple in each subdivided winding
is equal to Δi0, which is:

Δi0 =
2VDC

L0
· Ts

2
=

VDCTs

2 · L(1 + k)
(6)

Considering that both sub-windings are supplied by their own independent inverters as shown
in Figure 2b, u1 and u2 may present a time delay or a duty-cycle difference in normal operation mode.
Indeed, the propagation time in the switch drivers may slightly differ and similarly the sub-windings
discrepancies may induce a little duty-cycle difference to substantially equalise both average currents.
These two different aspects are investigated through a basic inductive model represented in Figure 4b.
In both cases, namely time delay and duty-cycle difference, the current ripple is computed in order to
evaluate CRR induced by the independent control of the sub-windings.

2.2. Delay

This part details the CRR expression while the single voltages face a relative delay which, by
definition, does not occur in the standard case (Figure 4a). Two centred PWM characterised by a
similar duty cycle are considered: the study is limited to the worst case consisting in α1 = α2 = 0.5.
Considering the fact that the propagation time in each driver may present disparities, a time delay τ

between the sub-windings voltages may appear as depicted in Figure 5b. When such a delay occurs,
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four time domains {D1, D2, D3, D4} may be distinguished during one switching period. For each
domain, the related current slope is computed with (3) and their values are summarised in Table 1.

Table 1. Voltage and current slope under a delay.

D1 D2 D3 D4

u1 +VDC +VDC −VDC −VDC
u2 −VDC +VDC +VDC −VDC

di1
dt

VDC
L(1 − k)

VDC
L(1 + k)

−VDC
L(1 − k)

−VDC
L(1 + k)

di2
dt

−VDC
L(1 − k)

VDC
L(1 + k)

VDC
L(1 − k)

−VDC
L(1 + k)

Following these current evolutions, i1 and i2 shapes are shown in Figure 5b. Obvisouly both
windings face an additional current ripple when a time delay occurs. Differential mode u1 = −u2

induced during D1 and D3 leads to a high current slope in both windings. Consequently, current
shapes are modified compared to the standard synchronised case (Figure 5a); i2 is in phase opposition
with u2 while i1 and u1 are in phase accordance. It demonstrates a new and adverse power flow from
the first to the second winding. This power flow between sub-windings is an unwanted side effect in
a motor context as it only causes additional losses in the conductors. In this way, this suggests that
the control system has to synchronise the sub-windings voltages in order to avoid any differential
mode induced by a time delay. Nevertheless, a residual slight delay may appear which clearly relies
on technological aspects. To assess the minimum–maximum acceptable delay range, CRR is computed

regarding
( |τ|

Ts

)
dimensionless ratio. Deriving from Figure 5b and Table 1, the current ripple due to a

voltage delay is:

Δi =
VDC · ((1 − k)Ts + 4k |τ|)

2L(1 − k2)
(7)

Δi = VDC ·
[

Ts

2L(1 + k)
+

4k |τ|
2L(1 − k2)

]
(8)

Obviously, the minimum value of Δi corresponds to the standard case Δi0 (6). Therefore, it derives:

Δi = Δi0 +
VDC

2L(1 + k)
· 4k |τ|
(1 − k)

(9)

Finally, CRR due to the time delay between subdivided voltages is expressed as:

CRR =

(
Δi
Δi0

)
= 1 +

4k
(1 − k)

·
( |τ|

Ts

)
(10)

Equation (10) establishes a mathematical relationship between relative delay and current ripple
rise based on a single parameter, namely k the coupling factor between both sub-coils. Equation (10)
shows that, in switching frequency range, having a low coupling factor lowers current ripple rise.
This limits the impact of the voltages delay on CRR. Conversely, at low range frequencies the sub-coils
leakage inductances are expected to be small in order to produce a large magnetic field in the air-gap
leading to a coupling factor close to 1 (at this frequency range, i.e., from 0 Hz to hundreds of Hz).
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Figure 5. Voltage and Current Evolution under (a) synchronised control signals, (b) a delay between
control signals.

Section 4 shows that the coupling factor of two adjacent sub-coils is roughly 0.9 at frequencies
around 25 kHz in the studied proof of concept instance. Supposing winding subdivision concept is
regarded as acceptable for a current ripple rise lower than 10% (i.e., CRR = 1.1), sub-coils voltages
should not present a delay higher than τ = 110 ns. It is highly reasonable to consider that power
switches drivers propagation time discrepancies are lower than 50 ns. Hence, present technology
clearly guarantees a time delay of less than 110 ns. Therefore, residual technological delay appearing
between voltages is not a problem in the validation of winding subdivision concept.

2.3. Duty-Cycle Difference

As current slaving in both coils may be different because of their electrical parameters disparities,
it is now assumed that the duty-cycles applied to each converter may differ. Similarly to delay
study, duty-cycles difference doesn’t occur in the standard case (Figure 4a). Purely inductive model
also enables to investigate the impacts of duty-cycles difference on CRR (1) while supposing τ = 0.
Sub-coils voltages are depicted in Figure 6. In this case, four time domains {D1, D2, D3, D4} appear
during one switching period. For each domain, the related current slope is computed using (3) and
shown in Table 2.

Table 2. Voltage and current slope under a duty-cycle difference.

D1 D2 D3 D4

u1 −VDC −VDC +VDC −VDC
u2 −VDC +VDC +VDC +VDC

di1
dt

−VDC
L(1 + k)

−VDC
L(1 − k)

VDC
L(1 + k)

−VDC
L(1 − k)

di2
dt

−VDC
L(1 + k)

VDC
L(1 − k)

VDC
L(1 + k)

VDC
L(1 − k)

This leads to i1 and i2 waveforms represented in Figure 6. Based on the purely inductive model,
voltages may present non-zero average values causing sub-coils currents to diverge. As this section
focuses on current ripple, low frequency current evolutions (11) are suppressed to exclusively capture
high-frequency current component ĩ1 and ĩ2. Technically, low frequency current component converges
to a permanent value of current related to windings resistance and high-frequency component
corresponds to steady state behaviour. This is experimentally verified in Section 2.3.
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Figure 6. Voltage and Current evolution under a duty-cycle difference α1 < α2.

Using (3) and knowing that average voltages are u1BF = VDC · (2α1 − 1) and u2BF = VDC · (2α2 − 1),
low frequency currents waveforms can be derived as:⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

di1BF
dt

=
VDC

(1 − k2)L
· [2(α1 − kα2)− (1 − k)]

di2BF
dt

=
VDC

(1 − k2)L
· [2(α2 − kα1)− (1 − k)]

(11)

Subtracting the low frequency component (11) to the global current estimated from inductive model
(Table 2) leads to extract high-frequency current ripple during each time domain {D1, D2, D3, D4}
(12). As both windings are considered symmetrical, the current ripple is simply computed in the first
winding. In α1 < α2 case specific phases D1 and D3 last (1 − α2)Ts and α1Ts, respectively. The related
current ripple can be written as:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

(Δi1)D1
=

∣∣∣∣∣
(

di1
dt

− di1BF
dt

)
D1

∣∣∣∣∣ · (1 − α2)Ts =
2VDC

L(1 + k)
·

∣∣∣∣α1 − kα2

1 − k

∣∣∣∣ · (1 − α2)Ts

(Δi1)D3
=

∣∣∣∣∣
(

di1
dt

− di1BF
dt

)
D3

∣∣∣∣∣ · α1Ts =
2VDC

L(1 + k)
·

∣∣∣∣1 − α1 − kα2

1 − k

∣∣∣∣ · α1Ts

(12)

with fk(α1, α2) =
α1 − kα2

1 − k
et Δi0 =

VDCTs

2 · L(1 + k)⎧⎪⎨
⎪⎩

(Δi1)D1
= Δi0 · | fk(α1, α2)| · 4(1 − α2)

(Δi1)D3
= Δi0 · |1 − fk(α1, α2)| · 4α1

(13)
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Δi1 = max
(
Δi1|D1 , Δi1|D3

)
(14)

Finally, in the α1 < α2 case, CRR in first winding is computed as

CRR =
Δi1
Δi0

= max

⎛
⎜⎝ | fk(α1, α2)| · 4(1 − α2)

|1 − fk(α1, α2)| · 4α1

⎞
⎟⎠ (15)

and when α1 > α2, with

CRR =
Δi1
Δi0

= max

⎛
⎜⎝ | fk(α1, α2)| · 4(1 − α1)

|1 − fk(α1, α2)| · 4α2

⎞
⎟⎠ (16)

CRR in the first winding is easily calculated for any combination of duty-cycles and the results are
shown as a color map in Figure 7 for k = 0.9. Black dotted line shows a current ripple increase of +10%.
The closer this line is from diagonal α1 = α2 the more the structure is constrained in terms of duty-cycle
differences. Harsh constrains appear around α1 = 0.50 (Figure 7). Current ripple rise is higher than
10% if duty-cycle difference reaches 0.005. The current controls have to manage to limit the duty-cycles
difference between each inverter below this critical value. Ensuring that the duty-cycles difference
remains below 0.005 enables to safely exploit the studied architecture degrees of freedom and limit the
additional current ripple below the 10% chosen limit. This 0.005 value is consistent with an at least 8-bit
duty-cycle quantification. Indeed, duty-cycle differences can be used to equalise both low-frequency
currents components without inducing more than a 10% rise of high-frequency current ripple. Purely
inductive model gives a pertinent estimation of delay and duty-cycle consequences. It also provides an
analytical expression of the current ripple rise induced by winding subdivision concept. Technological
delay does not induce more than 10% rise of current ripple. Under the same limit, duty-cycle can
be used to balance average currents in subdivided windings as the duty-cycle quantum is under the
maximum duty-cycle difference. Nonetheless, this model omits several phenomena, such as parasitic
capacitance or losses in conductors and magnetic materials. In order to compute high-frequency
losses and improve current estimation, another model has to be considered. As explained in Section 1,
finite elements methods require high compute time consumption, therefore, frequency resolution is
considered.

Figure 7. Color map of current ripple ratio CRR for different duty-cycle values α1 and α2 under k = 0.9.
Black line shows 10% current ripple rise limit.
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3. Current Ripple Estimation from Admittance Measurements

3.1. Current Harmonics Computation

In previous section, the basic inductive model represented in Figure 4b is employed through (3)
in previous section but it can also be represented in a spectral way through its admittance matrix:

Y =

⎛
⎜⎜⎜⎜⎝

1
j(1 − k2)Lω

−k
j(1 − k2)Lω

−k
j(1 − k2)Lω

1
j(1 − k2)Lω

⎞
⎟⎟⎟⎟⎠ (17)

Technically, two autonomous inverters provide a PWM voltage to each subdivided windings.
The voltages u1 and u2 represented in Figure 5b or Figure 6 are periodic with a switching frequency
Fs = 25 kHz. Considering each n order harmonic of these voltages U1n and U2n enables to compute a
spectral estimation of each n order current harmonic Î1n and Î2n according to the admittance matrix (17).
Indeed, the admittance matrix of the n order pulsation ωn permits to link directly the n order voltage
harmonic to the n order current one:⎛

⎜⎝ Î1n

Î2n

⎞
⎟⎠ =

⎛
⎜⎝Y11(ωn) Y12(ωn)

Y21(ωn) Y22(ωn)

⎞
⎟⎠ ·

⎛
⎜⎝U1n

U2n

⎞
⎟⎠ (18)

Finally, the subdivided windings currents can be estimated by adding each harmonic contribution.
The admittance matrix in (17) corresponds to purely inductive model. This model neglects the resistive
behaviour of conductors at switching frequency range, among other things. Therefore, it has to be
supplemented by an electrical characterisation. The aim of the following subsection is to establish this
matrix on admittance measurements conducted on a practical device in order to refine knowledge
of actual windings electrical behaviour. The inductive model and the one based on the admittance
measurements are compared through the same method detailed in (18).

3.2. Admittance Matrix Measurements

In (18), two types of terms have to be detailed. The diagonal terms can be directly measured
with a 1-port Impedance Analyser as, for example Y11 = (I1/U1)U2=0 requires current and voltage on
the same winding. Nevertheless, trans-admittance terms like Y12 = (I1/U2)U1=0 cannot be provided
by this measuring instrument as current and voltage are not measured in the same winding. In this
part, possible measures are detailed and then, the derived computation of trans-admittance terms is
also explained.

A practical device is built in order to test a proof of concept and validate subdivided windings
modelling detailed in Section 2. This device is composed of two 20-turn windings wound around a
laminated steel magnetic circuit without airgap as shown in Figure 8a. Lack of airgap moves away
from the electric machine context but it provides two windings with similar electrical properties at
switching frequency range enabling to exclusively focus on how voltages time delays and duty-cycles
differences may impact sub-coils currents ripples. Once the practical device had been created, small
signals impedance measurements are carried out using a Keysight E4990A Impedance analyser. These
are convenient, harmless and provide information on the device electrical properties over a wide
frequency range. For each winding p, while other winding q is opened

(
Yp

)
iq=0

=
(

Ip/Up

)
Iq=0

(dotted lines in Figure 9a) or short-circuited Ypp =
(

Ip/Up

)
Uq=0

, 1600 admittance measures are

performed from the switching frequency Fs = 25 kHz up to 40 MHz corresponding to the one thousand
six hundredth harmonic.
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Figure 8. Symmetrical model with 20-turns windings around magnetic circuit without airgap.
(a) Theoretical model, (b) Practical device.

(a) (b)

Figure 9. (a) Admittance measurements leading to (b) the terms of admittance matrix for 20-turns
windings around magnetic circuit without airgap.

Figure 9a shows that both windings are nearly identical for frequency under 5 MHz. Thus, it
appears that the symmetry hypothesis is verified for this practical device. Nonetheless, cross-coupling
terms cannot be directly measured. Based on the real measurements (Figure 9a), only the product of
Y12 and Y21 can be estimated with any of the following equivalent relations:

(Y12 · Y21)1 =
[
Y11 − (Y1)i2=0

]
· Y22 or (Y12 · Y21)2 =

[
Y22 − (Y2)i1=0

]
· Y11 (19)

As admittance matrix is symmetrical, it derives

Y12 = Y21 = ±
√
〈Y12 · Y21〉1,2 (20)
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Sign of Y12 = Y21 is chosen with respect to coupling sign convention represented in Figure 4b.
Note that direct trans-admittance measurements using Network Analyser and current probe can also
be considered as in [23] for non-symmetrical matrices.

Figure 9b shows the admittance matrix terms computated for coupled inductors sharing the
same laminated circuit without any airgap as described in Figure 8a. This term contains information
about inductance value dispersion on a wide frequency range. A resonance appears on both windings
around 10 MHz indicating a parasitic capacitance of sub-coils. As this measurements are used for
current ripple estimation and power loss computing, only values corresponding to harmonic of a
lower order than 200 (i.e., 5 MHz) are selected in order to guarantee symmetry hypothesis and to
simplify the computation. Indeed, main part of losses is due to current harmonic under 1 MHz with
an uncertainty of 0.1%.

3.3. Comparison of Estimated Current Shape

The measurements presented above are now used to estimate the current ripple during a switching
period. The related results are compared with the compared ones provided by the alternative basic
inductive model. Figure 10 shows in dashed lines the current shapes obtained with the inductive
model described in Figure 4b. The inductive model is based on inductance and coupling factor values
measured at switching frequency Fs = 25 kHz : L = 190 μH and k = 0.91. These current shapes are
compared to the estimated ones using all harmonics contribution between 50 kHz to 1 MHz according
to (18).

(a) (b)

Figure 10. Comparison between purely inductive and admittance (Y) based models, Fs = 25 kHz.
(a) Delay case, (b) Duty-cycle difference case.

In both current shapes presented in Figure 10a, the chosen delay is not realistic compared to the
practical desynchronisation that may occur using modern technologies (i.e., τ = 50 ns). Nevertheless,
this delay shows significant impacts on the current ripple and permits to easily compare both models.
Specifically, a power flow from the first to the second sub-windings illustrates useless high-frequency
additional losses that the proposed architecture must face. It appears through the fact that i2 is opposed
to u2 whereas u1 and i1 are in phase. This experimental result confirms the expected phenomenon
presented in Figure 5b using the theoretical inductive model (Section 2.2). Figure 10b validates also
currents waveforms predicted by inductive model in case of voltages duty-cycles differences among
applied voltages. In both configurations, namely time delay or duty-cycles differences, the estimated
current waveform based on admittance model is linear during differential mode, corresponding
to u1 = −u2, and follows exponential branches during common mode, corresponding to u1 = u2.
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Because of positive coupling between both sub-windings, the equivalent inductance is low during the
differential mode phase leading to fast linear current evolution. On the other hand, during common
mode phases, the current evolution is slower and follows exponential branches. In this common mode
phases, sub-windings present a higher inductance than differential mode whereas conductor resistance
is unchanged.

These comments support the findings described using the basic inductive model while
offering more precise information on the actual current waveform. This current ripple estimation
based on the admittance measurements also permits to compute extra-losses due to the voltages
differences. The estimated losses are then interpreted in the next section through a comparison with
measured losses.

4. PWM-Induced Current Ripple: Experimental Validation and Losses Estimation

4.1. Experimental Setup

In order to validate the proposed current estimation method, an experimental system is set up.
This experimental device (Figure 8b) consists in two four-quadrant fast switching IGBT inverters
which independently supply two-coils wound around the same magnetic core. Both inverters are
connected to the same DC low voltage bus (Figure 11). An Arduino card provides control signals
for both inverters in order to supply the two sub-windings with voltages similar to the theoretical
waveforms presented in Figure 5b or Figure 6. The switching frequency is set to 25 kHz and the
time resolution of the delay between both control signals is 0.1 μs. As far as voltages u1 and u2 are
concerned, the microcontroller enables to control their time delay and their duty-cycles difference. The
low DC-link voltage is provided by a stabilised power supply. Its value is chosen considering that, in
electric machine context, a 1T induction varying at 500 Hz in the chosen magnetic core would induce
a 20 V EMF in the 20-turn sub-windings. Therefore, the power supply regulates DC-link voltage to
a 20 V value. Two current sensors measure each sub-winding current. The voltage is also measured
at each winding terminal. The four resulting signals are sampled at 20 MHz by an oscilloscope and
processed using a Python routine.

Figure 11. Experimental Setup.
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First, the inverters feeding both windings are synchronised. Voltages and currents measured
on the device under test are shown in Figure 12. The harmonics of the measured voltages are used
in (18) to estimate the sub-windings currents which requires a precise knowledge of the admittance
matrix. This measured current waveforms have similar shapes than the ones predicted using the
frequency model (Section 2) but with lower magnitude. This can be explained by the fact that the
admittance measurements are carried out with a impedance meter and hence using low voltage
values, namely a voltage magnitude forty times lower than the one generated by the PWM inverters.
Non-linearity causes the admittance matrix to depend on the voltage magnitude and must explain
observed deviations.

Figure 12. Current and voltage measurements with synchronous control signals. The dotted line shows
the estimate current waveforms.

4.2. Delay Study

After having validated the contrast between estimated and measured currents in a synchronised
case, time delay effect is investigated. Section 2.2 has shown a transfer from the winding whose voltage
is in phase advance with respect to the other. This phenomenon is particularly noticeable in practical
experiment since time delays are deliberately set to a much higher than the expected ones (Section 2).
A symmetrical configuration represented by the practical device without airgap is tested. In case
where u2 presents a 2 μs delay with u1, has shown in Figure 13a, power flowing from winding 1 to
winding 2 is also visible on the magnitude of each voltage. Although, the DC-link voltage is regulated
to 20 V, u2 presents a higher continuous value (21–22 V) whereas u1 maximum continuous value is
slightly lower than 20 V. This imbalance in DC voltage inverters inputs values is a consequence of
the described adverse power flow; it is a consequence of the actual unavoidable resistive connections
of the DC-bus. The use of a symmetrical model proves that this imbalance is only due to the delay
between voltages.

Figure 13a,b show that during the phase where u1 = −u2, voltages measured at the winding
terminals drops by 5 V compared to the DC-bus voltage because connections impedances are no longer
negligible compared to the device impedance. This is so because the coupled inductors have low
inductance in differential mode as shown in Table 1. At 25 kHz, the device under test presents a
20 μH inductance which is almost in same order of magnitude than connections parasitic inductance.
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This effect tends to minimise the impact of the delay on the current ripple rise compared to the
theoretical predictions (1) but it is taken into account in the above estimation.

(a) (b)

Figure 13. Current and voltage measurements with (a) 2 μs delayed control signals, (b) α1 = 0.50 and
α2 = 0.60.

4.3. Duty-Cycle Discrepancies

Admitting that the control signals are now synchronised, the duty-cycles difference is henceforth
investigated. The configuration for which α2 is higher than α1 is presented in Figure 13b. The average
value of u2 is positive, so i2 evolves around a continuous average value of 3 A whereas i1 is centred
around 0 A. The average value of i2 is suppressed in order to only visualise its current ripple.
The estimated and measured currents are depicted in Figure 13b; they show some disparities but
current shapes are similar in both differential and common modes. The windings currents average
values induce a magnetic circuit polarisation that must change admittance matrix terms. A thermal
drift also occurs when continuous average currents are maintained which subsequently also alter these
terms. These phenomena are not taken into account in the present study. These aspects introduce some
inconsistencies between estimations and measurements.

4.4. Losses Estimation

Based on the current and voltage measurements, losses Pmeasure occurring within experimental
device are calculated as showed in (21).

Pmeasure =
1
Ts

∫ Ts

0
(u1(t) · i1(t) + u2(t) · i2(t))dt (21)

It can be compared to Pestimation (22) resulting by adding up all the individual harmonic losses
estimated from the admittance measurements and the spectral decomposition of the measured voltages.

Pestimation = �
(

∞

∑
n=1

[
U1n · Î∗1n + U2n · Î∗2n

])
(22)

where Upn is the n-order complex voltage harmonic from up spectral decomposition measured at
winding p terminals and Î pn is the n-order complex current harmonic estimation in the sub-coil p.

The losses based on the measured electrical variables are compared with the estimated losses
computed by injecting the PWM voltage waveform in the frequency model. The comparative results
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are shown in Figure 14. In the same way as in Section 3.3, the chosen delay is not realistic compared to
the practical desynchronisation that may occur using modern technologies. The expected technological
delay is shown as a light grey area in Figure 14a, by using the value calculated in accordance with
the methodology lai down in Section 2.2. In the case of duty-cycle differences, the comparison is
made for duty-cycle differences values that are higher than the limit fixed in Section 2.3. This limit is
represented by a light grey area in Figure 14b and corresponds to the degrees of freedom range that
can be used to balance the low-frequency currents in each sub-windings. In any case, the estimated
losses are roughly 25% higher than the measured ones. As previously explained, these inconsistencies
must be related to non-inclusion of thermal aspect and magnetic circuit polarisation phenomenon in
the proposed estimation method. System non-linearity causes low voltage admittance measurements
to differ from its actual value. Finally, losses comparison shows that the estimation based on the
admittance measurements can be corrected by a proper normalisation. By multiplying admittance
magnitude by 0.7, the corrected estimation losses are close to measured losses. With this correction
factor, the model based on the admittance measures provides a reliable and effective tool for current
ripple estimation and high-frequency power losses assessment in the context of subdivided windings.

(a) (b)

Figure 14. Estimated, Estimated after correction and Measured Losses under (a) delay and (b)
duty-cycle difference.

5. Discussion

The concept of subdividing stator winding [14] is presented in Section 1. On the basis of this
innovative principle, the DC-link voltage can be significantly lowered and the combination of several
inverters with their relative sub-windings provides a more even PWM voltage distribution than in
the classic single-winding–single-inverter combination. Hence, the new configuration should largely
reduce the ageing of machine dielectric insulating materials which are extremely impacted at the coil
ends by even distribution of dv/dt in standard architectures. Moreover lower voltages throughout the
electric drive enables safer maintenance operations and reduces integration constraints.

In addition to these positive effects, the novel studied architecture offers new degrees of freedom
since each sub-winding can now be independently controlled. Considering two sub-coils located in the
same stator slot, this degree of freedom has to be carefully managed since, by design, the two adjacent
coils are highly magnetically coupled. The present study examines the new requirements for the
inverter and its associated control system to ensure that they respect these physical constraints. A high
degree of control precision is required, which is particularly difficult to achieve considering a single
switching period. All other things being equal, the current study demonstrates that actual technological
devices permit to follow the essential requirements and allow to operate the new architecture safely.

Obviously, the studied architecture distributes the global power to several small inverter-sub-coil
combinations and consequently leads to consider wide-bandgap techology switches such as GaN
transistors. They allow to use higher switching frequencies and generate higher dv/dt. Consequently,
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regarding these new parameters, the problem should be reconsidered on the basis of the present
methodology. Addressing this more general issue will enable to tackle the global optimisation of
the studied architecture, that is to determine the three optimal parameters, namely the number of
fractionation n, the PWM frequency Fs and the power switch technology.

This perspective clearly shows that the reported work is a necessary step to ensure the
technological feasibility of this subdivided structure. It provides a good insight into the key parameters
driving the magnetic interactions in the subdivided windings at the critical switching frequency range.
To support the findings, a proof of concept is designed, implemented and extensively detailed. Some
of the system parameters are deliberately fixed. To scale up to a prototype level and address the entire
machine drive context, it is necessary to consider all possible parameters, which is the next step.

6. Conclusions

In the case of two subdivided windings, the sub-coil voltage constraints are studied using an
inductive model. With respect to this specific sub-coil and sub-inverter combination, the main issue is
related to any voltage disparities over a PWM switching period. In this case, the two key parameters
are the time offset and the duty-cycle difference between the two sub-coil voltages. Both parameters
greatly impact the currents in the sub-windings. Subsequently, the model is used to assess the
currents waveforms and to evaluate the related current ripple which is compared to that of a standard
winding-inverter topology. A theoretical approach enables to compute the maximum operating range
of both parameters in order to analyse the technical viability of the studied structure compared to the
classical one. The admissible range of the time delay between both sub-coils voltages is consistent with
current technologies used to drive power switches. The permissible duty-cycles difference range is
also compatible with the range of variation for balancing the low-frequency currents in the subdivided
windings. To further reinforce these theoretical results, the understanding of electrical phenomena in
sub-windings is improved through admittance measures providing information on its actual electrical
behaviour. The resulting method provides an accurate estimate of the current ripple and also the related
power losses. This estimation tool is validated by testing a proof of concept system combining two
subdivided coils wound around the same magnetic core and supplied by two independent inverters
with a common DC bus. The series of various voltage tests confirms the theoretical findings. In most
cases, the proposed method of the current waveform estimation provides a reliable model to represent
interaction between sub-windings and will help to give a good insight of the winding subdivision
concept. However the symmetrical modelling of subdivided windings does not represent properly the
effect of the air-gap in the context of an electrical machine. To take the analysis one step further, the
ongoing work is to extend the present study to the case of asymmetrical windings.

7. Patents

Patent WO2018149996 (https://patentscope.wipo.int/search/fr/detail.jsf?docId=WO2018149996).
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Abstract: Pulse width modulation (PWM) strategies for the control of asymmetrical six-phase drives
have been widely studied since the beginning of this century. Nevertheless, space vector modulation
(SVM) techniques with multifrequency voltage injection for the control of all the degrees of freedom
of the multiphase model is still a subject under research. This paper deals with this topic and
introduces a generalised PWM method for a two-level voltage source converters. The architecture
was derived by extending a three-phase modulator proposed as an alternative to the widely studied
SVM. The proposal computes the duty times straightforwardly with a fast algorithm based on
an analytical solution of the voltage-time modulation law. Theoretical derivations supported by
experimental results demonstrate the proper synthesis of the multifrequency target voltage in the
linear modulation region as well as good frequency behaviour of the presented modulation strategy.

Keywords: multiphase drives; pulse width modulation; dc-ac power converters

1. Introduction

Multiphase technology has become one of the most attractive subjects within the electric drives
research area [1]. Since the beginning of this century, numerous publications in journals and dedicated
sessions of conferences have reported innovative exploiting of their additional number of degrees
of freedom respect to the conventional topology [2]. Thus, high-performance control strategies have
been developed to take advantage of the most promoted features such as fault-tolerant, efficient
electromechanical energy conversion and distribution of the current stress into more than three
phases [3–5]. These are commonly designed to be used in applications such as electric vehicles,
ship propulsion, renewable energy generation and high-power industry [6]. The development of
modulation and control schemes capable of regulating the entire multiphase modelling, compounded
by multiple two-dimensional subspaces [7], is still one of the main topics [3,4]. Implementations with
low computational cost are the desired and most impacting result in this task, considering that the
hardware barriers (digital controllers, topologies and power switches) have been overcome with the
last advancements and maturity achieved in other involved fields [2–4].

The asymmetrical dual three-phase machines are one of the most considered designs within
multiphase systems [1]. This proposal is compounded by two sets of three-phase windings electrically
shifted by 30 degrees in order to attain the best torque ripple behaviour. This topology presents
compatibility with the three-phase power converters available in the market, which can be associated
to become a six-phase voltage source converter (VSC) and supply the described multiphase machine.
Moreover, the sets of windings can be connected with single or double neutral-point formats. The first
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configuration provides enhancements in the electromagnetic torque generation [8] and better post-fault
characteristics [9]. On the other hand, the isolated neutrals arrangement enables the best dc-bus
utilisation [10] and less susceptibility to the low-order stator current harmonics (the triplen components
are annulled) [11]. This proposal currently meets the requirements to replace the three-phase drives in
high-power applications. Nevertheless, new advancements in the control and modulation strategies
will contribute to the gradual adoption of the multiphase technology in non-conventional uses.

The pulse width modulation (PWM) methods for the asymmetrical dual three-phase drives
have been widely covered in different researches [12–16]. These techniques are developed by using
the vector space decomposition (VSD) approach [12]. Thus, the multiphase inverter modelling
is represented in multiple complex planes. The main subspace held the fundamental frequency
component, whereas the harmonics and zero-sequence variables are located in the complementary
planes. The resulting space can be organised in twelve [13] or twenty-four [14] sectors to develop the
voltage space vector modulation (SVM) strategy. A higher number of sectors enhances the performance
in terms of flux harmonic distortion factor at the expense of a higher computational burden [17].
For the overmodulation region, the implementation of [15] employs two three-phase SVM with a
competitive classification algorithm, and a minimum harmonic distortion modulator was presented in
[16]. All the reviewed proposals had been developed considering a single frequency reference voltage
(zero command voltage in the harmonics’ subspace).

The surveyed schemes do not provide the highest performance in real multiphase drives, because
they lead unwanted low-order stator current harmonics [18]. These are caused by the small constructive
asymmetries of the electric machine and, in higher proportion, by the non-linear effects of the switching
dead-time. Injection of current in the complementary subspaces (possible with references harmonics
voltage different than zero) of the multiphase modelling is required to overcome this drawback.
For this reason, multifrequency modulation schemes are an interesting research topic in this field.
However, this subject has been barely covered in the literature considering the six-phase VSCs and
implementations report the use of double zero-sequence injection with the carrier-based approach to
accomplish with this goal [2]. Recently, two proposals were assessed in [19,20] as an extension of the
five-phase modulator presented in [21]. Two voltage-time equation systems (one for the fundamental
frequency and another for the harmonics’ plane) are solved, and a time-multiplexing has been used
for the application of these solutions within a sampling period. The technique could employ up to
eight active voltage space vectors (twice the necessary number to control both planes of the model)
to synthesise independent voltage outputs at two different frequencies. Additionally, an asymmetric
switching pattern (characterised by higher current ripples and more complex implementation) was
reported in the validations of this modulation architectures with simulation results.

A new PWM method is introduced in this work. The strategy controls all the degrees of freedom of
the six-phase VSC by employing a generalised analytical solution of the modulation law. The technique
is an extension of the three-phase modulator recently developed in [22]. This approach has been
extrapolated by adding the harmonics’ subspace with the VSD theory and arranging the model to
attain two decoupled three-phase modulators. These last are commanded by two auxiliary voltages
defined straightforwardly from the original reference voltage vectors. The configuration allows the
operation in the multifrequency mode with a low computational cost algorithm. The inputs of the
architecture are the reference components in the stationary reference frame and the zero-sequence
control signal to compute the duty cycles of the inverter’s legs. Consequently, the magnitude and
position (sector) are not necessary, avoiding the high computational effort required for operators such
as squared root or trigonometric functions. Continuous switching and healthy operation of the inverter
within the linear modulation interval is the scope for the introduction of the proposal.

This paper is organised as follows. The next section reviews the modelling of the system with
emphasis in the output voltages. Then, the developed modulation strategy is detailed in Section 3.
Next, Section 4 discusses the experimental validation for the time- and frequency-domain. The last
part presents the conclusions obtained after the evaluation process.
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2. Modelling of the Dual Three-Phase Voltage Source Converter

The two-level six-phase VSC is a popular topology within the research area because of their
promising features [4]. An electrical diagram of this design is shown in Figure 1. The inverter is
power-supplied through the dc-bus with a Vdc input voltage. This is processed by means of an
arrangement of six legs, which in turns are composed by two power semiconductors in series. These last
must operate in the complementary conduction mode to avoid damaging currents. Thus, the switching
state Sj (j = {a, b, . . . , f }) can be modelled with a bit signal, where Sj = 1(0) indicates that the top(bottom)
power switch of the leg j is activated. The variables of the three-phase sets are designated with the
subscripts a-b-c and d-e- f , respectively. The switching functions provide different phase voltages Vj,
and a total of 64 combinations can be generated and calculated as follows [11]:

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Va

Vd
Vb
Ve

Vc

Vf

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
=

Vdc
3

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

2 0 −1 0 −1 0
0 2 0 −1 0 −1

−1 0 2 0 −1 0
0 −1 0 2 0 −1

−1 0 −1 0 2 0
0 −1 0 −1 0 2

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Sa

Sd
Sb
Se

Sc

S f

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(1)

The scalar model of the VSC derived in (1) can be simplified to facilitate the development of the
modulation strategy by applying the VSD approach [12]. The linear transformation with invariant
magnitude format is detailed below:

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Vα

Vβ

Vx

Vy

V0+

V0−

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
=

1
3

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

1 Cδ −Sδ −Cδ −Sδ 0
0 Sδ Cδ Sδ −Cδ −1
1 −Cδ −Sδ Cδ −Sδ 0
0 Sδ −Cδ Sδ Cδ −1
1 0 1 0 1 0
0 1 0 1 0 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Va

Vd
Vb
Ve

Vc

Vf

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(2)

with Cδ and Sδ being the cosine and sine operators of δ = π/6, respectively. These are the components
in an orthogonal and stationary reference frame. Furthermore, the fundamental frequency along with
the 12k ± 1 (k = 1, 2, . . . ) order harmonics are held in the α-β plane, the 6k ± 1 order harmonics are
mapped into the x-y subspace and the zero-sequence components are projected in the remaining space.
The decoupled components can be also calculated with the switching functions by combining (1)–(2).
The result with the normalised voltages respect to Vb = Vdc/2 is the following:

Figure 1. Six-phase voltage source converter (VSC) power-supplying a dual three-phase load with
isolated neutrals.
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⎡
⎢⎢⎢⎢⎢⎢⎢⎣
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v0−

⎤
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⎤
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⎡
⎢⎢⎢⎢⎢⎢⎢⎣
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Sd
Sb
Se
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S f

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(3)

where vm = Vm/Vb are the normalised voltage components of the m-axis (m = {α, β, x, y, 0+, 0−}).
This approach cannot be used to study the zero-sequence components, but these are a degree of
freedom of the system that could be added later to improve some performance characteristic [22].
For this reason, the 0+ and 0− component are omitted from the derivation of the modulation scheme
henceforth. The modelling of the VSC is also described by current equations and the common-mode
voltage. These are not included for the sake of simplicity in the introduction of the proposed technique.

3. Multifrequency Pulse Width Modulation Algorithm

A modulation space for the dual three-phase VSC described by the switching signals can be
derived as an extension of the approach introduced in [22]. Hence, expanding the matrix operators of
the modelling (3) derived with the VSD theory, the following result is achieved:

vα = (2/3)(Sa + CδSd − SδSb − CδSe − SδSc)

vβ = (2/3)(SδSd + CδSb + SδSe − CδSc − S f )

vx = (2/3)(Sa − CδSd − SδSb + CδSe − SδSc)

vy = (2/3)(SδSd − CδSb + SδSe + CδSc − S f )

(4)

Then, by following the procedure of [22], the modulation law is achieved by integrating (4) over
time within a sampling period Ts. The resulting voltage-time system with the normalised duty cycles tj
(period of time in which Sj is set to 1 within a sampling period) respect to Ts and the reference voltages
v∗m is the following:

v∗α = (2/3)(ta + Cδtd − Sδtb − Cδte − Sδtc)

v∗β = (2/3)(Sδtd + Cδtb + Sδte − Cδtc − t f )

v∗x = (2/3)(ta − Cδtd − Sδtb + Cδte − Sδtc)

v∗y = (2/3)(Sδtd − Cδtb + Sδte + Cδtc − t f )

(5)

The modulation law can be arranged by means of elemental operations in order to achieve an
equivalent linear equation system (the solution is not affected). Two decoupled and simpler modulation
laws are obtained by combining appropriately the equations of (5). The simplified result is summarised
as follows:

(v∗α + v∗x) = (4/3)(ta − Sδtb − Sδtc)

(v∗β − v∗y) = (4/3)(Cδtb − Cδtc)
(6)

−(v∗β + v∗y) = (4/3)(t f − Sδtd − Sδte)

(v∗α − v∗x) = (4/3)(Cδtd − Cδte)
(7)

The systems of (6) and (7) are two independent three-phase modulation spaces according to the
approach of [22]. Consequently, they can be implemented with the fast algorithm developed in the
cited work. A description of the method is included in Appendix A. In this scheme, the left-side of the
identities are the stationary reference voltages. Then, the modulators should be commanded with the
following auxiliary target signals:
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v∗d1 = v∗α + v∗x
v∗q1 = v∗β − v∗y
v∗d2 = −(v∗β + v∗y)

v∗q2 = v∗α − v∗x

(8)

Additionally, notice that the model of the second modulator, see the first equation of (7), indicates that
the first output of this block controls the S f switching signal, whereas the remaining ought to be linked
to Sd and Se, respectively.

The block diagram of the proposed strategy is depicted in Figure 2. The two three-phase
modulators are commanded by the references voltages defined in (8) along with the zero-sequence
control signals λ1 and λ2. These last are set to 0.50 to provide the SVM operation, see Table A1, as an
introduction of the method. Thus, the first modulator, MOD1, is configured with the references v∗d1
and v∗q1 to compute the duty cycles of the legs controlled by the Sa, Sb and Sc switching signals of the
six-phase VSC. The MOD2 is commanded with v∗d2 and v∗q2, while the transposition of the switching
signal previously described is implemented. The three-phase techniques attain the duty times with
Algorithm A1, detailed in the appendix. This information is employed by a six-channel digital PWM
peripheral, which works with up/down counters and comparators to generate the gating signals.
Theses activate/deactivate the power switches to synthesise the multifrequency output voltage.

Let us consider the following example to illustrate the operation of the proposed technique.
The references voltages are v∗α = 0.3653, v∗β = 0.9309, v∗x = 0.0956, and v∗y = −0.0295. Hence, the auxiliary
references voltages defined by (8) are:

v∗d1 = v∗α + v∗x = 0.3653 + 0.0956 = 0.4609

v∗q1 = v∗β − v∗y = 0.9309 + 0.0295 = 0.9604

v∗d2 = −(v∗β + v∗y) = −(0.9309 − 0.0295) = −0.9014

v∗q2 = v∗α − v∗x = 0.3653 − 0.0956 = 0.2697

(9)

Then, the operation of the three-phase modulators with λ1 = λ2 = 0.50 is summarised as follows:

Figure 2. Generalised pulse width modulation (PWM) for asymmetrical six-phase VSCs.
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MOD1: MOD2:
τd = Cδ · |vq1| = 0.8317 τd = Cδ · |vq2| = 0.2336
u∗ = C2

δ · vd1 + Sδ · τd= 0.7615 u∗ = C2
δ · vd2 + Sδ · τd = −0.5593

0 < u∗ ≤ τd, then: −Cδ ≤ u∗ ≤ 0, then:
τ11 = u∗ = 0.7615 τ11 = 0
a = 1 − τd = 0.1683 a = 1 + u∗ − τd = 0.2072
ta = τ11 + a · λ1 = 0.8457 t f = τ11 + a · λ2 = 0.1036
tb = ta − Cδ · (Cδ · v∗d1 − Sδ · v∗q1)= 0.9159 td = t f − Cδ · (Cδ · v∗d2 − Sδ · v∗q2) = 0.8964
tc = tb − Cδ · v∗q1 = 0.0841 te = td − Cδ · v∗q2 = 0.6628

Notice that the operation of the proposal is simple and controls all the degree of freedom of the
multiphase VSC. The output (duty cycles) is suitable for the implementation of the algorithm with
PWM peripheral of the digital controllers. All these features are promising for the promotion of the
multiphase technology in the industrial sector.

4. Experimental Validation and Discussions

The objective of this section is to provide the experimental proofs of the proper operation of the
developed method. The architecture is composed by two three-phase generalised PWM blocks, whose
performance was assessed only with single frequency tests. In this work, this scheme is commanded
by reference voltages composed of a mix between two independent magnitudes and frequencies. Then,
the proper generation of the output voltage in the time and frequency domains ought to be verified to
demonstrated its viability for multiphase applications.

The developed modulator is assessed in the experimental test rig indicated in Figure 3. This
is a six-phase VSC built with the FGH80N60FDTU IGBT. The load employed for the tests is a
resistor-inductor, which is the most common behaviour in multiphase applications. The parameters
of the experimental setup are detailed in Table 1. The dc-bus voltage is attained with a three-phase
diode bridge rectifier power-supplied by a variac to control the output voltage, which is filtered
by two capacitor in series located in the dc-side. The voltage Vdc is regulated to 100 (V) in order
to avoid overcurrents during the tests with the maximum dc-bus utilisation. The frequency index
(m f = fs/ f1) defines the sampling frequency fs = 1.5 (kHz) and period Ts = 1/ fs, while the fundamental
frequency is 50 (Hz). The controller is the experimenter kit of Texas Instruments based on the digital
signal processor (DSP) TMS320F28335, while the commutations and protections are in charge of the
Nexys 3 Spartan-6 FPGA Trainer Board. The algorithm is programmed in the DSP that send the six
PWM signals to the FPGA. This last generates the twelve switching states with a dead-time of 2
(μs) and stops the operation under the presence of a trip-zone alarm. An optical link between the
digital and power stages is implemented to reduce the electromagnetic interference impact. Two
three-phase VSCs interconnected by the dc-bus in a modular design supply the load. The architecture
of the prototype is flexible for future expansion to study drives with a higher number of phases or
implement modulation techniques with unconventional switching strategies. The Keysight DSOX3024T
oscilloscope is employed to acquire the measurements along with the Fluke i3000s Flex-24 ac current
clamp and the Elditest differential voltage probe GE 8100.

Table 1. Parameters for the experimental tests.

Parameter Unit Value

Resistance, R (Ω) 10
Inductance, L (H) 10 m
Dc-bus Voltage, Vdc (V) 100
Fundamental frequency, f1 (Hz) 50
Frequency index, m f 30

97



Energies 2019, 12, 1398

Figure 3. Experimental setup for the validation process.

The magnitude of the reference voltages are controlled with the fundamental and harmonic
modulation indexes; m1 and m2, respectively. The second voltage is set with the fifth-order harmonic
frequency (250 Hz) in order to inject this component in the x-y subspace. Diverse combinations
are considered to provide an assessment in a wide operation range. The experimental tests for the
evaluation of the time and frequency response of the scheme are described as follows.

First, the single frequency test with the maximum modulation index [10], m1 = 1.1547 and m2 = 0,
is depicted in Figure 4. The traditional switching pattern and sinusoidal current can be appreciated in
the time response. The voltage spectrum attained with the discrete Fourier transform from 0 to 5 (kHz)
and 500 (Hz) per division is also included in capture of the oscilloscope. This shows a clean spectrum
in the low-order frequencies interval. The harmonics components are only the effect of the modulation
process in the sidebands around the carrier frequency (m f -order harmonic component).

Figure 4. Voltage (top) and current (middle) waveforms of the phase a along with the Va spectrum
(bottom) for the reference voltage m1 = 1.15 and m2 = 0.

The proposed algorithm is capable of operating in the multifrequency mode. Then, the reference
voltage of the modulator is set with a fundamental frequency of m1= 0.92 and a fifth-order harmonic of
m2 = 0.23. This combination provides the maximum dc-bus utilisation in the linear modulation region
since m1 + m2 = 1.1547 [23]. The behaviour achieved is presented in Figure 5. The phase voltage has a
slightly different switching pattern with respect to the previous case to synthesise the target voltage of
the x-y plane. The current waveform denotes the frequency mixing with non sinusoidal behaviour.
On the other hand, the fast Fourier transform (FFT) proofs the low harmonic energy retained in the
synthesised voltage. Furthermore, the sidebands around 2 fs are the more notable components, whereas
for the single frequency this happens in the neighbourhood of the carrier frequency.
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Figure 5. Voltage (top) and current (middle) waveforms of the phase a along with the voltage spectrum
(bottom) for the reference voltage m1 = 0.92 and m2 = 0.23.

The most extreme combination for multiphase applications is m1 = m2. The response achieved
for this case when both magnitudes are 0.57 to reach the maximum dc-bus utilisation is indicated
in Figure 6. The voltage switching pattern is completely different respect to the conventional case,
attaining a more dynamic waveform. The current behaviour in the time-domain also evidences the
multifrequency operation. The frequency response again reproduces the previous features, generating
undesired harmonics components only in the sidebands. The harmonic energy is practically distributed
in equal proportions between fs and 2 fs in comparison with the last spectrum.

Figure 6. Time response of the voltage (upper graph) and current (middle waveform) of the phase a
along with the voltage spectrum (bottom) for the reference voltage m1= m2= 0.57.

The control strategy in the synchronous frame to mitigate the dead-time effects of the real
multiphase drive regulates the current of the x-y plane [18]. Therefore, the voltage that should be
synthesised by the modulator in this use might be composed of a combination of the harmonic
components that engage this subspace. An experimental test with simultaneous injection of the
5th- and 7th-order harmonics is carried out as a proof of concept of the proposal for the considered
application, see Figure 7. Thus, the fundamental frequency is regulated with m1 = 0.90 and the reference
voltage in the x-y plane is the result of the mix between the two harmonics configured with magnitudes
of 0.15 and 0.10, respectively. The response of the developed algorithm is appropriate for this case
showing the expected waveforms, while the generation of fundamental and the two target harmonics
components in agreement with their respective set-points are confirmed in the spectrum. Notice that
the impact of the modulation process is low, and only the amplitude of the sidebands locate around 3
(kHz), 2 fs, are perceptible.
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Figure 7. Voltage (upper graph) and current (middle waveform) of phase a along with the synthesised
voltage spectrum (bottom) with a fundamental frequency magnitude of 0.90, while the 5th- and
7th-order harmonics are set to 0.15 and 0.10, respectively.

The magnitudes of the synthesised voltages in the previous tests are in agreement with the
command values according to the obtained spectrum. Moreover, the time-domain response has the
expected behaviour. Then, an analysis of the voltage and current distortion is the next step in this
evaluation process. As two frequency components are injected, a compound total harmonic distortion
(CTHD) is proposed to assess the method. This performance parameter is calculated as follows:

CTHD f =

√
∑

h =1,5
f 2
h√

f 2
1 + f 2

5

(10)

where f can be either the current or the voltage and the subscript h designates the h-order harmonic
component. Then, this metric provides the proportion of the total amount of undesired harmonics
achieved with respect to the injected magnitudes.

The ratio r = m2/m1 is defined to conduct the experimental results in this part. Then, r is adjusted
with the following values 0.00, 0.10, 0.20, 0.40 and 1.00 to assess a wide range of operation points with
the developed method. For each of these ratios, the exploration is performed by fixing r and varying
the magnitude of m1 from 0.30 up to the limit of the dc-bus utilisation, including also this last. The test
rig is configured with these combinations of modulation indexes and the data waveform attained with
the oscilloscope is stored to be processed. In this manner, the CTHDv and CTHDi are computed by
applying (10) with the measurements.

The behaviour of the CTHDv achieved with the technique is illustrated in Figure 8. The single
frequency tests provide the conventional total harmonic distortion [24], with decreasing values in all
the intervals. The response of the scheme with ratios higher than zero shows similar characteristics.
For r < 0.50 the CTHDv is practically identical to the first case, whereas for higher ratios the result is
noticeably lower, see r = 1.00. The reason is the resulted sidebands of the spectrum. Notice that in the
previous results of Figure 6, m1 = m2 and r = 1, the harmonic’s energy is distributed around fs and 2 fs,
while for the other combinations, Figures 4 and 5, this is concentrated only in one of these frequencies.
This effect generates a larger voltage harmonics that produce higher CTHDv.

The measured currents are processed with (10) and the results are summarised in Figure 9. In all
the cases, CTHDi decreases with respect to m1. The notorious characteristic is the higher current
distortion achieved for r = 1.00 in spite of reporting the lower CTHDv values in the previous test.
Again, the frequency response of the voltage ought to be analysed to find the reasons. The voltage
spectrum generated with m1 = m2 has smaller harmonic components, but they are distributed around
fs and 2 fs. In the other cases (r < 0.50) the concentration is in the neighbourhood of 2 fs. Since the
impedance is proportional to the frequency, the sidebands of r = 1.00 present lower opposition and
generate higher harmonic currents, which impact the reckoning of CTHDi.
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Figure 8. compound total harmonic distortion (CTHDv) for different operation points within the linear
modulation region.

Figure 9. CTHDi for different operation points within the linear modulation region.

The time and spectrum behaviour of the multifrequency modulation strategy with continuous
switching mode (two commutations per sampling period) was evaluated with more than 40
experimental tests. The degrees of freedom were configured to operate as the SVM for the sake of
simplicity in the introduction of the technique. The undesired frequencies are present in the sidebands,
caused by the mix between the carrier frequency, the fundamental and the harmonics injected in the
x-y plane (modulation process). In this manner, the behaviour of the spectrum is available to design
power filters or to mitigate possible sources of resonance, achieving robust electric drives. This section
demonstrates the viability and great potential of the algorithm by following a rigorous procedure.

5. Conclusions

A multifrequency modulation technique for dual three-phase voltage source converters has been
developed in this paper. The scheme is based on a generalised solution of the voltage-time law and
implemented with a simple algorithm that computes the duty cycles of the power switches immediately.
This output can be integrated straightforwardly with the pulse width modulation peripherals of
the digital controllers. Validation tests to analyse the time and frequency response were conducted
by injecting fundamental and fifth-order frequency components. The proposal demonstrates good
magnitude tracking with a small number of undesired harmonic components, which are generated
due to the modulation process. The current distortion attained (associated with the current ripple) is
also low and was measured with a proposed figure of merit. The promising features of the method for
multiphase power electronics applications can be proved in this manner.
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Appendix A. Generalised Modulation Scheme for Three-Phase VSC

A three-phase modulation space described by the switching signals, and represented by using the
constants previously defined in this paper, is given by [22]:

vd = (4/3)(Sa − SδSb − SδSc)

vq = (4/3)(CδSb − CδSc)
(A1)

where vd and vq are the normalised voltages space vector components in the stationary reference frame
generated by the switching vector [Sa Sb Sc]. Then, the modulation law of this system described with
the normalised duty cycles tj = Tj/Ts of the switching signals along with the reference voltages v∗d and
v∗q is presented as follows:

v∗d = (4/3)(ta − Sδtb − Sδtc)

v∗q = (4/3)(Cδtb − Cδtc)
(A2)

The system of linear equation attained in (A2) could have an infinite number of solutions
within the domain of tj ∈ [0, 1] and the linear modulation region. The geometric interpretation is
the intersection line of two three-dimensional planes, which can be determined by an appropriate
transformation in a two-dimensional auxiliary space. A generalised analytical solution was proposed
in [22] by adding the λ ∈ [0, 1] degree of freedom, that is the zero-sequence voltage of the electric
modelling. Thus, the duty times can be computed by applying Algorithm A1.

Algorithm A1: Generalised PWM for three-phase inverters
Inputs: v∗d , v∗q , λ

Constants and variables: Cδ, Sδ, τd, u∗, τ11, a
Outputs: ta, tb, tc

// Calculate the algorithm constants
τd = Cδ · |v∗q |
u∗ = C2

δ · v∗d + Sδ · τd

// Calculate the values of τ11 and a
if (−Cδ ≤ u∗ ≤ 0) then

τ11 = 0
a = u∗ + 1 − τd

else if (0 < u∗ ≤ τd) then

τ11 = u∗

a = 1 − τd
else if (τd < u∗ ≤ 1) then

τ11 = u∗

a = 1 − u∗
end if

//Calculate the duty cycles
ta = τ11 + a · λ

tb = ta − Cδ · (Cδ · v∗d − Sδ · v∗q)
tc = tb − Cδ · v∗q

102



Energies 2019, 12, 1398

Table A1. Operation modes of the generalised pulse width modulation (PWM)

λ PWM Technique

0 PWM-Min
1/2 SVM

1 PWM-Max

The inputs of the presented algorithm are the normalised reference voltages and the zero-sequence
control variable. Then, the auxiliary constants τd and u∗ are calculated with simple operators. These
are processed by a conditional routine with three possible cases to attain the auxiliary values of τ11

and a, respectively. These are used to compute ta, whereas this value is applied into (A2) to solve the
linear equation system and obtain the remaining duty cycles. Notice that the architecture is simple and
only employs low computational cost operations.

The degree of freedom λ has been identified as the proportion between the dwell time of the
vector [1 1 1] and the total application time of the zero voltage vector, which is also distributed with
the vector [0 0 0]. Hence, the generalised modulator can be configured to operate like the well-known
techniques [25] by selecting the values of λ presented in Table A1.
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Abstract: This paper proposes a robust nonlinear current controller that deals with the problem of
the stator current control of a six-phase induction motor drive. The current control is performed
by using a state-space representation of the system, explicitly considering the unmeasurable states,
uncertainties and external disturbances. To estimate these latter effectively, a time delay estimation
technique is used. The proposed control architecture consists of inner and outer loops. The inner
current control loop is based on a robust discrete-time sliding mode controller combined with a time
delay estimation method. As said before, the objective of the time delay estimation is to reconstruct the
unmeasurable states and uncertainties, while the sliding mode aims is to suppress the estimation error,
to ensure robustness and finite-time convergence of the stator currents to their desired references.
The outer loop is based on a proportional-integral controller to control the speed. The stability
of the current closed-loop system is proven by establishing sufficient conditions on the switching
gains. Experimental work has been conducted to verify the performance and the effectiveness of the
proposed robust control scheme for a six-phase induction motor drive. The results obtained have
shown that the proposed method allows good performances in terms of current tracking, in their
corresponding planes.

Keywords: multiphase induction machine; time delay estimation; sliding mode control; field-oriented
control; current control

1. Introduction

Multiphase drives have received significant interest from the power electronics, control, machines
and drives communities due to their good features in comparison with traditional three-phase drives.
The features include lower torque ripple, lower current/power per phase and fault-tolerant capabilities
without adding extra hardware [1–3]. Currently, multiphase drives are extensively used in several
applications where high power is required such as ships, wind energy generation systems and electric
vehicles [3,4]. In the literature, most of the developed and published control techniques for multiphase
Induction Machine (IM) drives are an extension of the ones designed for the three-phase machines
such as Proportional-Resonant (PR) [5], Proportional-Integral (PI) Pulse-Width Modulation (PWM) [6],

Energies 2019, 12, 170; doi:10.3390/en12010170 www.mdpi.com/journal/energies105
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Direct Torque Control (DTC) [7], Predictive Torque Control (PTC) [8], sensorless [9,10] and Model
Predictive Control (MPC) [11,12], among others. Recently, the above-mentioned controllers have been
extended for multiphase machines under fault situations [13–16]. However, few published papers
have considered robust nonlinear controllers and intelligent techniques such as backstepping [17,18],
Sliding Mode Control (SMC) [19–21], fuzzy logic [22] and others.

Among the above-mentioned nonlinear controllers, SMC is one of the most widely used and
has received particular attention from the automation community due to its three highly-valued
properties, namely robustness against matched uncertainties, simplicity of design and finite-time
convergence [23,24]. This method forces the system states to reach in finite time the user-selected sliding
surface (switching surface) even in the presence of the matched uncertainties using discontinuous
inputs [24]. To ensure high performances, the switching gains should be chosen as large as possible
to reject the effect of the bounded uncertainties. However, this choice causes the major drawback of
SMC, well-known under the name of the chattering phenomenon [25,26]. The latter has an unpleasant
impact on system actuators. It can lead to deterioration of the controlled system and/or instability.
Once this problem has been identified, many works that tried to solve it were published, and among
them, we cite the following:

• The substitution of the discontinuous signum function by linear ones [27]. This method is the
well-known SMC based on a boundary layer. This proposition allows the reduction of the
chattering phenomenon. However, the finite-time convergence feature is no longer guaranteed.
The latter is very desirable when critical convergence time is required.

• Observer-based SMC [28,29]. The issue of designing a robust nonlinear controller in this technique
is reduced to the issue of designing a robust nonlinear observer. In other words, if the matched
uncertainties are not accurately estimated, the performances obtained will not be satisfactory.

• Higher Order Sliding Mode (HOSM) [30–32]. The idea consists of making the switching control
term act on the control input derivative, which makes the control input fed into the system
continuous. This method gives better performances since it allows higher precision and reduces
the chattering phenomenon. However, this approach requires some information, as the first time
derivative of the selected sliding surface is not always available for measurements, making the
implementation difficult.

Recently, an interesting method that consists of combining SMC with the Time Delay Estimation
(TDE) method for uncertain nonlinear systems [33,34] has been developed. The proposed method has
been successfully tested on a redundant robot manipulator. The basic idea is to estimate the matched
uncertainties that are assumed to be Lipschitz using delayed states and input information. Then,
the estimated terms are added to the equivalent controller in order to allow a small choice of the
switching gains of the discontinuous controller.

Nevertheless, real-time implementation is generally performed through discrete systems [35].
For this reason, the development of the controller should be done in discrete-time. Consequently, it is
suitable for use with a discrete-time model of the six-phase IM during the design procedure since after
discretization, the inherent properties of the sliding mode approach can no longer be maintained.

In summary, the aim of this paper is to develop a robust Discrete-time SMC (DSMC) combined
with the TDE method for the inner current control loop of an Indirect Rotor Field-Oriented Control
(IRFOC) of a six-phase IM drive. The developed controller works for all multiphase machines in several
applications as more electric aircraft, ship propulsion, battery-powered electric vehicles, electric traction
and hybrid electric vehicles. Experimental validation is presented to show the effectiveness of the
current controller in transient and steady-state conditions. The rest of the paper is organized as follows.
The mathematical discrete-time model of the considered system is presented in Section 2, while the
proposed controller design and detailed stability analysis are explained in Section 3. Experimental
results are presented in Section 4. Finally, Section 5 draws some conclusions.
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2. Six-Phase IM and VSI Model

The considered system shown in Figure 1 consists of the asymmetrical six-phase IM fed by
two two-Level (2L) Voltage Source Inverter (VSI). After using the Vector Space Decomposition (VSD)
approach, the decoupling transformation T gives the α− β subspace, which is related to the flux/torque
producing components and the loss-producing x − y subspace and a zero-sequence subspace. Then,
by using an amplitude-invariant transformation matrix, T is defined as follows:

T =
1
3

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
√

3
2 − 1

2 −
√

3
2 − 1

2 0

0 1
2

√
3

2
1
2 −

√
3

2 −1

1 −
√

3
2 − 1

2

√
3

2 − 1
2 0

0 1
2 −

√
3

2
1
2

√
3

2 −1
1 0 1 0 1 0
0 1 0 1 0 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (1)

Figure 1. Scheme of the six-phase induction machine drive.

The discrete-time model of the system in state-space representation is represented by the following
equations [36]:

X(k + 1) = A X(k) + B u(k) + n(k) (2)

Y(k) = C X(k) (3)

In the equations above, the stator and rotor currents are the state vector:

X(k) =
[
isα(k), isβ(k), isx(k), isy(k), irα(k), irβ(k)

]T (4)

while the stator voltages represent the input vector:

u(k) =
[
usα(k), usβ(k), usx(k), usy(k)

]T (5)

and the stator currents the output vector:

Y(k) =
[
isα(k), isβ(k), isx(k), isy(k)

]T (6)

and n(k) is the (6 × 1) uncertain vector. The stator voltages have a discrete nature due to the VSI
model, and the relationship between them is represented as:

Vdc T M =
[
usα(k), usβ(k), usx(k), usy(k)

]T (7)
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where Vdc is the DC-bus voltage, and the VSI model is:

M =
1
3

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

2 0 −1 0 −1 0
0 2 0 −1 0 −1
−1 0 2 0 −1 0
0 −1 0 2 0 −1
−1 0 −1 0 2 0
0 −1 0 −1 0 2

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

ST (8)

where S =
[
Sa, Sb, Sc, Sd, Se, S f

]
is the vector of the gating signals with Si ∈ {0, 1}. Moreover, the

matrices A ∈ R6×6, B ∈ R6×4 and C ∈ R4×6 are defined by:

A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

a11 a12 0 0 a15 a16

a21 a22 0 0 a25 a26

0 0 a33 0 0 0
0 0 0 a44 0 0

a51 a52 0 0 a55 a56

a61 a62 0 0 a65 a66

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(9)

B =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

b1 0 0 0
0 b1 0 0
0 0 b2 0
0 0 0 b2

b3 0 0 0
0 b3 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(10)

C =

⎡
⎢⎢⎢⎣

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0

⎤
⎥⎥⎥⎦ (11)

where:

a11 = a22 = 1 − Ts c2 Rs a12 = −a21 = Ts c4Lm ωr(k) a15 = a26 = Ts c4 Rr

a16 = −a25 = Ts c4Lr ωr(k) a33 = a44 = 1 − Ts c3 Rs a51 = a62 = Ts c4 Rs

a52 = −a61 = −Ts c5 Lm ωr(k) a55 = a66 = 1 − Ts c5 Rr a56 = −a65 = −c5 ωr(k) Ts Lr

b1 = Ts c2 b2 = Ts c3 b3 = −Ts c4

with Ts the sampling time and c1 to c5 are defined as: c1 = LsLr − L2
m, c2 = Lr

c1
, c3 = 1

Lls
, c4 = Lm

c1
,

c5 = Ls
c1

. The electrical parameters of the systems are Rs, Rr, Lr = Llr + Lm, Ls = Lls + Lm, Lr and Lm.
The rotor electrical speed ωr is related to the load torque Tl and the generated torque Te as follows:

Jm ω̇r + Bm ωr = P (Te − Tl) (12)

ωr = Pωm (13)

where Jm denotes the inertia coefficient, Bm denotes the friction coefficient, P denotes the number of
pole pairs and the generated torque Te is defined by:

Te = 3 P
(
ψsα isβ − ψsβ isα

)
(14)

where ψsα and ψsβ are the stator fluxes.
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3. Controller Design and Stability Analysis

3.1. Outer Speed Control Loop

A two-degree PI controller with a saturation stage, introduced in [37], is used as the outer speed
control loop, based on the IRFOC method. In this loop, the output of the PI regulator is used to get the
dynamic current reference i∗sq(k). In addition, the slip frequency ωsl(k) calculation is obtained from
the current references i∗sd(k), i∗sq(k) in the dynamic reference frame and the electrical parameters of the
six-phase IM, as shown in Figure 2.

Figure 2. Block diagram of the closed-loop system based on IRFOC and the DSMC with TDE method.

3.2. Inner Current Control Loop

The inner loop aims to control the stator currents. For this purpose, the DSMC with TDE method
will be derived to ensure the finite-time convergence of the stator currents in the α − β and the x − y
planes to their desired references with high accuracy even if some states are not measurable (i.e., rotor
currents) and in the presence of uncertainties. First of all, let us decompose the discrete system
described in (2) into three sub-systems as follows:

x1(k + 1) = A1 x1(k) + A1 x3(k) + B1 u1(k) + η1(k) (15)

x2(k + 1) = A2 x2(k) + B2 u2(k) + η2(k) (16)

x3(k + 1) = A3 x1(k) + A3 x3(k) + B3 u1(k) + η3(k) (17)

where the stator and rotor current state vectors:

x1(k) =
[
isα(k), isβ(k)

]T (18)

x2(k) =
[
isx(k), isy(k)

]T (19)

x3(k) =
[
irα(k), irβ(k)

]T (20)

while the stator voltages represent the input vectors:

u1(k) =
[
usα(k), usβ(k)

]T (21)

u2(k) =
[
usx(k), usy(k)

]T (22)

and η1(k) = [n1(k), n2(k)]
T , η2(k) = [n3(k), n4(k)]

T and η3(k) = [n5(k), n6(k)]
T denote the uncertain

vectors. The matrices A1, A1, A2, A3, A3, B1, B2 and B3 are defined as follows:

A1 =

[
a11 a12
a21 a22

]
, A2 =

[
a33 0
0 a44

]
, A3 =

[
a51 a52

a61 a62

]
, A1 =

[
a15 a16
a25 a26

]
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A3 =

[
a55 a56

a65 a66

]
, B1 =

[
b1 0
0 b1

]
, B2 =

[
b2 0
0 b2

]
, B3 =

[
b3 0
0 b3

]

3.2.1. Control of Stator Current in the α − β Sub-Space

To achieve our control objective, let x∗1(k) = i∗sφ(k) =
[
i∗sα(k), i∗sβ(k)

]T
be the vector of desired

references with φ ∈ {α, β} and eφ(k) = x1(k) − x∗1(k) = isφ(k) − i∗sφ(k) be the vector of tracking
error. As the relative degree of the stator current in α − β sub-space is equal to one, then, the sliding
surface [24] is selected to be the error variable as follows:

σ(k) = eφ(k) (23)

In the DSMC design, the following conditions must be satisfied to achieve an ideal sliding motion:

σ(k) = 0, σ(k + 1) = 0 (24)

where σ(k + 1) is computed as:

σ(k + 1) = eφ(k + 1) = x1(k + 1)− x∗1(k + 1)

= A1 x1(k) + A1 x3(k) + B1 u1(k) + η1(k)− x∗1(k + 1)
(25)

The control obtained by setting σ(k + 1) = 0 does not ensure robustness and finite-time
convergence. For these reasons, the following reaching law is selected:

σ(k + 1) = Λ σ(k)− Ts ρ sign(σ(k)) (26)

where Λ = diag(λ1, λ2) with 0 < λi < 1 for i = 1, 2, ρ ∈ R2×2 is a diagonal positive matrix and
sign(σ(k)) = [sign(σ1(k)), sign(σ2(k))]

T with:

sign(σi(k)) =

⎧⎪⎨
⎪⎩

1, if σi(k) > 0
0, if σi(k) = 0
−1, if σi(k) < 0

(27)

Then, using (25) and (26), the DSMC law for the stator current in the α− β sub-space is obtained as:

u1(k) = −B−1
1

[
A1 x1(k) + A1 x3(k) + η1(k)− x∗1(k + 1)− Λ σ(k) + Ts ρ sign(σ(k))

]
(28)

The control performance might not be satisfactory since the above equation is in terms of the rotor
currents x3(k) that are not measurable and the uncertain vector η1(k). Assuming that x3(k) and η1(k)
do not fluctuate widely between two consecutive sampling times, the TDE method [31,38] can be used
to obtain an approximation as:

A1 x̂3(k) + η̂1(k) ∼= A1 x3(k − 1) + η1(k − 1)

= x1(k)− A1 x1(k − 1)− B1 u1(k − 1)
(29)

Definition 1. For a discrete-time system, a quasi-sliding mode is said to be a trajectory in the vicinity of the
sliding surface, such that |σ(k)| < ε and where ε > 0 is the quasi-sliding mode bandwidth. In order to ensure a
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convergent quasi-sliding mode, the conditions given in [31,39] that are necessary and sufficient must be verified
for each sliding surface, i.e.: ⎧⎪⎨

⎪⎩
σi(k) > ε ⇒ −ε ≤ σi(k + 1) < σi(k)
σi(k) < −ε ⇒ σi(k) < σi(k + 1) ≤ ε

|σi(k)| ≤ ε ⇒ |σi(k + 1)| ≤ ε

(30)

Theorem 1. If the following condition is satisfied for i= 1, 2:

ρi >
1
Ts

δi, (31)

then, the DSMC with TDE method for the stator currents in the α − β sub-space (15) given by:

u1(k) = −B−1
1

[
A1 x1(k) + A1 x̂3(k) + η̂1(k)− x∗1(k + 1)− Λ σ(k)− Ts ρ sign(σ(k))

]
(32)

ensures a quasi sliding mode. Moreover, each system trajectory will reach its corresponding sliding surface (23)
within at most k

′
i + 1 steps, where for i= 1, 2:

k
′
i =

|σi(0)|
Ts ρi − δi

(33)

Proof of Theorem 1. Substituting the obtained discrete time controller (32) into Equation (25) leads to:

σ(k + 1) = Λ σ(k) + E(k)− Ts ρ sign(σ(k)) (34)

where E(k) = A1 (x3(k)− x̂3(k)) + (η1(k)− η̂1(k)) is the bounded TDE error such as for i = 1, 2:

|Ei(k)| < δi (35)

Now, choose ε = Ts ρi + δi. Hence, Equation (30) can be rewritten as:

σi(k) > Ts ρi + δi ⇒ −Ts ρi − δi ≤ σi(k + 1) < σi(k)

σi(k) < −Ts ρi − δi ⇒ σi(k) < σi(k + 1) ≤ Ts ρi + δi

|σi(k)| ≤ Ts ρi + δi ⇒ |σi(k + 1)| ≤ Ts ρi + δi.

(36)

1. Consider the first case where σi(k) > Ts ρi + δi, then σi(k) > 0, sign(σi(k)) = 1 and:

σi(k + 1) = λi σi(k) + Ei(k)− Ts ρi

σi(k + 1)− σi(k) = Ei(k) + (λi − 1) σi(k)− Ts ρi.
(37)

If the condition in (31) is satisfied, then σi(k + 1)− σi(k) < 0 ⇒ σi(k + 1) < σi(k).

Moreover, −Ts ρi − δi ≤ σi(k + 1) can be written as:

λi σi(k) + Ei(k)− Ts ρi ≥ −Ts ρi − δi. (38)

Hence:
σi(k) ≥ 1

λi
(Ei(k)− δi) , (39)

since σi(k) > 0 and (Ei(k)− δi) < 0, then the above inequality is always true.
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2. Consider the second case where σi(k) < −Ts ρi − δi. This implies σi(k) < 0 and sign(σi(k)) = −1.
Then, let us rewrite σi(k) < σi(k + 1) as follows:

σi(k) < λi σi(k) + Ei(k) + Ts ρi

(1 − λi) σi(k) < Ei(k) + Ts ρi
(40)

which is always true since ρi >
1
Ts

δi.

Moreover, σi(k + 1) < Ts ρi + δi can be rewritten as:

λi σi(k) + Ei(k) + Ts ρi < Ts ρi + δi. (41)

Since σi(k) < 0 and δi > Ei(k), then, it is obvious that the inequality in (15) is always true.

3. Consider the third case where |σi(k)| ≤ ε, then:

a. if σi(k) > 0, then |σi(k)| ≤ ε becomes:

0 < σi(k) < ε. (42)

Multiplying (42) by λi and adding Ei(k)− Ts ρi to all the part leads to:

Ei(k)− Ts ρi < σi(k + 1) < Ei(k)− Ts ρi + λi ε

−ε < σi(k + 1) < ε

|σi(k + 1)| ≤ ε

(43)

b. if σi(k) < 0, then |σi(k)| ≤ ε becomes:

− ε < σi(k) < 0. (44)

Once again, multiplying (44) by λi and adding Ei(k) + Ts ρi to all the parts gives:

Ei(k) + Ts ρi − λi ε < σi(k + 1) < Ei(k) + Ts ρi

−ε < σi(k + 1) < ε

|σi(k + 1)| ≤ ε

(45)

Hence:
|σi(k + 1)| < ε = Ts ρi + δi. (46)

Since the conditions in (36) are met, the existence of a convergent quasi sliding mode has been
established. Consequently, the proposed DSMC with TDE method in (32) is stable.

Now, let us demonstrate by contradiction according to (34) that Equation (33) is true. For this
part, let us assume that σi(0) = 0 and sign(σi(0)) = sign(σi(1)) = · · · = sign(σi(k

′
+ 1)).
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1. Consider the first case where σi(0) > 0 and σi(m) > 0 for all m ≤ (k
′
i + 1). Then:

σi(1) = λi σi(0) + Ei(0)− Ts ρi

≤ σi(0) + Ei(0)− Ts ρi

σi(2) ≤ σi(1) + Ei(1)− Ts ρi

≤ σi(0) + Ei(0) + Ei(1)− 2 Ts ρi

...

σi(m) ≤ σi(m − 1) + Ei(m − 1)− Tsρi

≤ σi(0) +
m−1

∑
j=0

Ei(j)− m Ts ρi

≤ |σi(0)|+ m [δi − Ts ρi] .

(47)

Hence, it is obvious that k
′
i ensures that:

|σi(0)|+ k
′
i [δi − Ts ρi] = 0. (48)

It follows that:
σi(k

′
i + 1) ≤ |σi(0)|+ (k

′
i + 1) [δi − Ts ρi]

< |σi(0)|+ k
′
i [δi − Ts ρi] = 0

(49)

which is contradictory to the fact that σi(m) > 0, ∀ m ≤ (k
′
i + 1).

2. Consider the second case where σi(0) < 0 and σi(m) < 0 for all m ≤ (k
′
i + 1). Then:

σi(1) = λi σi(0) + Ei(0) + Ts ρi

≥ σi(0) + Ei(0) + Ts ρi

σi(2) ≥ σi(1) + Ei(1) + Ts ρi

≥ σi(0) + Ei(0) + Ei(1) + 2 Ts ρi

...

σi(m) ≥ σi(m − 1) + Ei(m − 1) + Ts ρi

≥ σi(0) +
m−1

∑
j=0

Ei(j) + m Ts ρi

≥ −|σi(0)|+ m [Ts ρi − δi]

(50)

Once again, it is obvious that k
′
i verifies:

− |σi(0)|+ k
′
i [Ts ρi − δi] = 0. (51)

It follows that:
σi(k

′
i + 1) ≥ −|σi(0)|+ (k

′
i + 1) [Ts ρi − δi]

> −|σi(0)|+ k
′
i [Ts ρi − δi] = 0

(52)

which is contradictory to the fact that σi(m) < 0, ∀ m ≤ (k
′
i + 1).

This concludes the proof of Theorem 1.
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3.2.2. Control of Stator Current in the x − y Sub-Space

In this section, the same methodology used previously for the stator current x1(k) will be adopted
to control the stator current in the x − y sub-space. In this case, the sliding surface is selected as follows:

σ”(k) = esxy(k) = x2(k)− x∗2(k) (53)

where x∗2(k) = [i∗sx(k), i∗sy(k)]T is the desired x − y current and esxy(k) denotes the tracking error
variable. Hence, σ”(k + 1) is computed as follows:

σ”(k + 1) = esxy(k + 1) = x2(k + 1)− x∗2(k + 1)

= A2 x2(k) + B2 u2(k) + η2(k)− x∗2(k + 1).
(54)

The discrete-time controller is obtained by solving:

σ”(k + 1) = Γ σ”(k)− Ts � sign(σ”(k)) (55)

where Γ = diag(Γ1, Γ2) with 0 < Γi < 1 for i = 1, 2, � ∈ R2×2 is a diagonal positive matrix
and sign(σ”(k)) =

[
sign(σ”

1 (k)), sign(σ”
2 (k))

]T , and by substituting the uncertain vector η2(k) by
its estimate using TDE method:

η̂2(k) ∼= η2(k − 1)

= x2(k)− A2 x2(k − 1)− B2 u2(k − 1).
(56)

Theorem 2. If the controller gains are chosen for i = 1, 2 as follows:

�i >
1
Ts

δ”
i (57)

with δ”
i > 0 the upper-bound of the TDE error E”(k) = η2(k)− η̂2(k), then, the following DSMC with TDE

method for the stator current in the x − y sub-space (16) ensures a quasi sliding motion:

u2(k) = −B−1
2

[
A2 x2(k) + η̂2(k)− x∗2(k + 1)− Γ σ”(k) + Ts � sign(σ”(k))

]
. (58)

Proof of Theorem 2. The stability analysis is similar to the one described for the stator currents in the
α − β sub-space.

4. Experimental Results

The proposed DSMC technique was tested in order to validate its performance with experimental
results obtained in the test bench, and this consisted of a six-phase IM powered by two conventional
three-phase VSI, being equivalent to a six-leg VSI, using a constant DC-bus voltage from a DC
power supply system. The six-leg VSI was controlled by a dSPACE MABXII DS1401 real-time rapid
prototyping platform, with Simulink version 8.2. The results obtained were captured and processed
using MATLAB R2013b script. The parameters of the asymmetrical six-phase IM were obtained using
conventional methods of the AC time domain and stand-still with VSI supply tests [40,41]. The results
are listed in Table 1. The experimental tests were performed with current sensors LA 55-P s, which had
a frequency bandwidth from DC up to 200 kHz. The current measurements were then converted to
digital form using a 16-bit A/D converter. The six-phase IM position was obtained with a 1024-ppr
incremental encoder, and the rotor speed was estimated from it. Finally, a 5 HP eddy current brake
was used to introduce a variable mechanical load on the IM. A block diagram of the experimental
bench is shown in Figure 3, including some photos of the equipment.
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Table 1. Parameters of the six-phase IM.

Parameter Value Parameter Value Parameter Value

Rr (Ω) 6.9 Lr (mH) 626.8 Pw (kW) 2
Rs (Ω) 6.7 ωm−nom (rpm) 3000 Ji (kg·m2) 0.07

Lls (mH) 5.3 Ls (mH) 654.4 Bi (kg·m2/s) 0.0004
Lm (mH) 614 P 1 Vdc (V) 400

Figure 3. Block diagram of the test bench including the six-phase IM, the six-leg VSI, the dSPACE and
the mechanical load.

The performance of the proposed DSMC was analysed in transient and steady-state conditions.
The experimental results analysed the controller performance in terms of Mean Squared Error (MSE)
between the reference and measured stator currents in the α − β, x − y and d − q planes. The Root
Mean Square (RMS) of the currents in the d − q plane was used to calculate their corresponding Form
Factor (FF) and Total Harmonic Distortion (THD) obtained in the α − β plane, as well as MSE for rotor
speed. The MSE is defined as:

MSE(isΦ) =

√√√√ 1
N

N

∑
k=1

(isΦ(k)− i∗sΦ(k))
2 (59)

where N is the number of analysed samples, i∗sΦ the stator current reference, isΦ the measured stator
currents and Φ ∈ {α, β, x, y, d, q}. On the other hand, the THD is calculated as:

THD(is) =

√√√√ 1
i2s1

N

∑
j=2

(isj)2 (60)

where is1 is the fundamental stator currents and isj is the harmonic stator currents. At last, the FF is
computed as:

FF(idqs) =
idqs−RMS

idqs−mean
. (61)
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A fixed d current (i∗ds = 1 A) was used. To perform a mechanical load for the six-phase IM,
the eddy current brake was fixed at 1.65 A. Moreover, the chosen gains of the DSMC with TDE for
stator current tracking are:

λ = diag(0.5, 0.5), ρ1 = ρ2 = 100,

Γ = diag(0.9, 0.9), �1 = �2 = 100.

The stator current reference in the x − y sub-space was set to zero (i∗xs = i∗ys = 0 A) in order
to reduce the copper losses. The sampling frequencies used in the tests were 8 kHz and 16 kHz.
Three operation points were set for the rotor speed: 500 rpm, 1000 rpm and 1500 rpm for steady-state
analysis. For a transient response, a step change in rotor speed was considered from 500 to −500 rpm
(i.e., a reversal condition).

The proposed technique DSMC was tested under different operating points in steady state
and under transient conditions. Table 2 shows the experimental results obtained for different rotor
mechanical speeds and sampling frequencies, regarding the MSE of stator currents in the α − β, x − y
and d − q planes. The results showed good performance of DSMC applied to the six-phase IM in terms
of current tracking, in their corresponding planes, especially in α − β current tracking. Table 3 shows
the results of THD in α − β stator currents, RMS ripple and FF in d − q currents and the MSE of the
measured and referenced rotor speed. The results presented a reduction on the THD stator currents
with the higher sampling frequency and higher rotor speed. In terms of RMS ripple and FF, there was
a significant reduction with higher sampling frequency in all the rotor speed tests. However, for rotor
speed MSE, better performance was obtained at lower rotor speed and sampling frequency, but this
was not significant.

Figure 4 presents the polar trajectories of stator currents in the x − y and α − β sub-spaces at
different rotor speeds. The tests were developed with the same mechanical load; thus, the amplitude
of α − β currents was proportional to the rotor speed. The figures show that x − y currents were
reduced to almost the same ratio in every case and α − β current tracking was good. On the other
hand, Figures 5 and 6 report a dynamic test, which consisted of the transient performance of DSMC
for a step response in the q axis current reference (i∗qs). The dynamic response was generated through a
reversal condition of the rotor mechanical speed (ωm) from 500 to −500 rpm. Figures 5a and 6a show
an overshoot of 42% and 70%, respectively, and a settling time of 1.3 ms and 1.4 ms. respectively,
presenting in both cases very fast responses.

Table 2. Performance analysis of stator currents α − β, x − y, d − q and MSE (A) for three different
rotor speeds (rpm).

Sampling Frequency 8 kHz

ω∗
m MSEα MSEβ MSEx MSEy MSEd MSEq

500 0.2502 0.2602 0.1875 0.1729 0.2494 0.2609
1000 0.2937 0.3021 0.2326 0.2280 0.3039 0.2919
1500 0.3000 0.3050 0.2491 0.2456 0.3327 0.2689

Sampling Frequency 16 kHz

ω∗
m MSEα MSEβ MSEx MSEy MSEd MSEq

500 0.1867 0.1883 0.1931 0.1851 0.1830 0.1919
1000 0.1797 0.1779 0.2078 0.1975 0.1795 0.1780
1500 0.1731 0.1786 0.2342 0.2291 0.1767 0.1750
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Table 3. Performance analysis of stator current α − β, THD (%), d − q, RMS ripple (A), FF, rotor speed
(ωm) and MSE (rpm) at different rotor speeds (rpm).

Sampling Frequency 8 kHz

ω∗
m THDα THDβ RMS rippleq RMS rippled FFq FFd MSEωm

500 29.6198 30.7074 0.2598 0.2492 1.0811 1.0300 1.3432
1000 17.8543 18.0026 0.2890 0.3005 1.0203 1.0405 2.2250
1500 17.8761 18.0059 0.2593 0.3194 1.0084 1.1389 2.4146

Sampling Frequency 16 kHz

ω∗
m THDα THDβ RMS rippleq RMS rippled FFq FFd MSEωm

500 21.6914 22.6592 0.1895 0.1829 1.0466 1.0164 1.6508
1000 15.3291 14.8507 0.1751 0.1783 1.0087 1.0151 2.8814
1500 11.1020 11.2140 0.1707 0.1712 1.0040 1.0134 3.1855

(a) (b) (c)

Figure 4. Stator currents in the α− β and x− y planes for a rotor speed ωm of: (a) 500 rpm; (b) 1 000 rpm;
(c) 1 500 rpm.

(a) (b) (c)

Figure 5. Transient response of stator currents from a step response of 500 rpm to −500 rpm from ωm

at a frequency sample of 8 kHz: (a) iqs; (b) iαs; (c) iβs.
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(a) (b) (c)

Figure 6. Transient response of stator currents from a step response of 500 rpm to −500 rpm from ωm

at a frequency sample of 16 kHz: (a) iqs; (b) iαs; (c) iβs.

5. Conclusions

In this work, a speed control based on the IRFOC strategy with an inner robust DSMC with
the TDE method for stator currents in the α − β and x − y sub-spaces has been proposed. On the
one hand, the TDE method allows in a simple way highly accurate estimation of the uncertainties,
perturbations and unmeasurable rotor current. On the other hand, discrete-time sliding mode cancels
the effect of the TDE error, ensures robustness and delivers high precision and fast convergence. The
efficiency of the proposed discrete control scheme has been confirmed by a real-time implementation
on a six-phase induction motor drive. The proposed approach provides very good performances
in dynamic processes, as well as in steady state. Moreover, the average switching frequency of the
designed DSMC is low. Further research will be initiated to benefit from the advantages offered by
multiphase machines. To that end, an extension of the proposed controller will be developed in the
case of an open circuit fault in one or more phases occurring, since this fault is common for induction
machines. The work will focus on the ability of ensuring good performances without good knowledge
of the new mathematical model of the machine under fault condition.
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Abbreviations

The following abbreviations are used in this manuscript:

DSMC Discrete-Time Siding Mode Control
FF Form Factor
IM Induction Machine
IRFOC Indirect Rotor Field-Oriented Control
MSE Mean Squared Error
RMS Root Mean Square
PI Proportional-Integral
SMC Sliding Mode Control
TDE Time Delay Estimation
THD Total Harmonic Distortion
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VSD Vector Space Decomposition
VSI Voltage Source Inverter
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Abstract: Multiphase machines are complex multi-variable electro-mechanical systems that are
receiving special attention from industry due to their better fault tolerance and power-per-phase
splitting characteristics compared with conventional three-phase machines. Their utility and
interest are restricted to the definition of high-performance controllers, which strongly depends
on the knowledge of the electrical parameters used in the multiphase machine model. This work
presents the proof-of-concept of a new method based on particle swarm optimization and standstill
time-domain tests. This proposed method is tested to estimate the electrical parameters of a five-phase
induction machine. A reduction of the estimation error higher than 2.5% is obtained compared with
gradient-based approaches.

Keywords: multiphase drives; off-line identification methods; meta-heuristic algorithms

1. Introduction

Electromechanical systems such as multiphase variable speed drives have attracted the interest
of the scientific community in recent times. They have been found as an attractive alternative to
three-phase drives in particular industrial applications [1], where the electrical stresses on the machine
and power electronic components as well as the harmonic content must be reduced and/or an inherent
fault-tolerant capability is required. The interest in recent research works aims to exploit the inherent
characteristics of multiphase drives, improving the overall reliability and performance of the system in
order to favor their industrial applicability. However, their higher number of phases, in comparison
with three-phase drives, results in more complex controllers due to higher number of freedom degrees.
Most of the control techniques that have been proposed for multiphase drives are an extension of
conventional three-phase control structures, aiming for a high speed/torque performance of the drive
in healthy and faulty situations, and giving particular attention to multiphase machines of five and
six phases [1,2]. Then, field oriented control (FOC) techniques, direct torque controllers (DTCs) or
model-based predictive control (MPC) methods have been successfully used in multiphase drives,
where an accurate knowledge of the electrical parameters of the machine is required to yield the highest
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performance behavior of a system [1,2]. Note however that multiphase drives can be considered like an
emerging technology, where most existing units have been built by rewinding conventional three-phase
machines and reshaping the distribution of the stator slots [3,4]. The resulting machine is neither the
most optimal nor its parameters correspond with those of the original three-phase drive. Therefore,
methods and algorithms for the estimation of the rewound machine’s parameters are required to get
adjustable speed multiphase drives with appropriate control performances.

While the research on the identification of the electrical parameters of conventional three-phase
drives is a mature field, this is not the case in the multiphase drives’ area [1]. Many off-line and
on-line methods have been proposed to obtain the electrical parameters of three-phase machines,
where standstill identification techniques can be highlighted for being accurate and easy to apply in
commercial variable frequency drives [5,6]. Standstill methods are off-line identification tools based
on injecting dc or ac electrical signals using the power converter of the drive, normally a Voltage
Source Inverter (VSI), which does not produce a rotating field and keeps the electrical machine stopped.
Then, the identification procedure is applied to fit the real response with the simplified machine
model, where adaptive filters, recursive least-squares (RLS)-based algorithms, or maximum likelihood
methods have been used for this purpose [7]. The extension of these methods for the multiphase
case is barely found in the scientific literature. The standstill methods have been successfully applied
for the identification of the electrical parameters of a symmetrical 5-phase induction machine with
distributed windings in [8,9]. In [8,9], the stator and rotor resistors, the mutual inductance and the
stator and rotor leakage inductances of the machine modelling are estimated using the non-torque
capability of particular harmonic components that are injected in the estimation process. A RLS
procedure was applied to fit the real response with the machine model, also complemented with
sinusoidal excitation methods to tune and adjust the estimated parameters. The obtained results offer
however bad accuracy and high deviation in some trials (up to 50% for certain cases in the estimation
of the magnetizing inductance) because it is based on gradient-following-based algorithms that cannot
properly fit the non-linear performance of a real machine. The algorithm proposed in [8,9] shows also
a high dependency on the established forgetting factors, requiring an initial value for the estimated
parameters close to the optimum result to find the global minimum solution. In this work, the method
in [8,9] is extended to find an identification scheme that avoids the aforementioned drawbacks and
propagation errors, adding the ability of detecting constructive asymmetries in the machine if desired.

Meta-heuristic algorithms may represent an interesting alternative in this field [10]. These methods
can offer a suitable guided search even in non-differentiable or nonlinear spaces, where conventional
gradient-based methods are usually unsuccessful [11] because they get stuck in local minima.
Among the available meta-heuristic optimization techniques, the particle swarm optimization (PSO)
algorithm [12,13] is an interesting tool for solving optimization complex engineering problems [14,15].
It is based on the metaphor of social interaction during the movement into a multidimensional space
and it has been widely applied for solving power systems optimization problems [14]. In this paper,
the PSO optimization technique is proposed to minimize the mean square error (MSE) in two operation
subspaces, namely α–β and x–y, between the responses of the simulated and real systems in standstill
configuration for a multi-variable electro-mechanical system like a five-phase induction machine.
To the authors’ knowledge, this is the first study that applies a bio-inspired algorithm like the PSO
for the estimation of electrical parameters in electro-mechanical systems. The main idea is that the
simulated model reaches the same responses of the real system, as the estimated parameters get closer
to the real ones guided by the PSO algorithm.

Therefore, the main contributions of this paper are:

• The analysis of the utility of PSO algorithms in an application-oriented case like the estimation of
the electrical parameters of a five-phase induction machine.

• The comparison of the proposed PSO estimation technique with gradient-following-based
algorithms [16]. The proposed technique clearly outperforms the gradient-based technique.
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This paper continues as follows: Section 2 overviews the five-phase induction drives, which is
the multi-variable electro-mechanical system used as case example and the PSO algorithm. Section 3
analyses the proposed estimation procedure that combines standstill tests and the PSO algorithm.
Section 4 provides the estimated electrical parameters achieved by the proposed method and the
validation of the obtained parameters in a real test. Finally, conclusions are given in Section 5.

2. Background: Five-Phase Induction Machines and PSO Algorithm

This section is divided into two parts. First, an introduction of the five-phase induction machine
used in the paper is presented. Second, the PSO algorithm used and its configuration parameters are
described in details.

2.1. Five-Phase Induction Machines

The case under study is a symmetrical five-phase induction machine, where the stator windings
are equally displaced (ϑ = 2π/5) and sinusoidally distributed along the stator. The multiphase drive is
power-supplied using a two-level VSI, as can be observed in Figure 1.

a b c d e

-a -b -c -d -e

+a +b +c +d +e

Vdc isa isb isc isd ise

vsa vsevsdvscvsb

r

Figure 1. General scheme of the system under study.

The model of the system is more complex than the one obtained for a three-phase case due to
the higher number of phases. However, the general theory of electrical machines is also applied to
obtain the model of the system and the following assumptions are taken into account to obtain a
set of continuous-time phase voltage equilibrium equations: machine windings are identical and
equally distributed around the stator, magnetic field saturation and eddy currents are not considered,
non-linearity in relation with temperature or frequency changes are not considered, and the machine air
gap is assumed to be uniform and of constant density without any variation due to rotor eccentricities
or machine slots. These equations can be simplified to avoid the dependence of the rotor position
of certain parameter matrices using the Clarke transformation, which is used by the vector space
decomposition theory to determine two orthogonal planes completely decoupled from each other
(called α-β and x-y), plus an axis that contains the homopolar component (z-component). The obtained
equations are detailed in (1)–(7), where the electrical parameters to be estimated are shown (the stator
and rotor resistances, Rs and Rr, respectively, the mutual inductance represented by Lm, and the
stator and rotor leakage inductances, Lls and Llr, respectively). It is interesting to mention that the
fundamental supply component plus harmonics of the order 10n ± 1 (n = 0,1,2,3,...) are within the
α–β subspace, which is the torque-producing plane. The rest of harmonic components are into the
non-torque producing planes, including the x–y subspace, where supply harmonics of the order
10n ± 3 (n = 0,1,2,3,...) are considered, and the z-axis that contains harmonic components of the
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order 5n, with n = 1,2,3,... and only exists if the neutral point is not isolated. This is not our case
because isolated neutral point is assumed and (7) is no longer required because isz = 0. Therefore,
32 (25) switching states and 30 active, and 2 zero voltage vectors can be generated in the α-β and
x-y subspaces. Figure 2 identifies all available voltage vectors that can be applied to the multiphase
machine, identified by using the decimal number corresponding to the binary code of the switching
state Sa, Sb, Sc, Sd, Se, being Sa and Se the most and least significant bits, respectively. The modelling of
the machine is finally complemented with a differential equation that describes the rotor movement
depending on the electrical and load torques. Since this study focuses on the estimation of the electrical
parameters of the machine, the movement equation is omitted here for simplicity (more details on the
modelling of system can be found in [1–4]):

vsα =

(
Rs + Ls

d
dt

)
isα + Lm

dirα

dt
(1)

vsβ =

(
Rs + Ls

d
dt

)
isβ + Lm

dirβ

dt
(2)

0 =

(
Rr + Lr

d
dt

)
irα + Lm

disα

dt
+ ωrLrirβ + ωrLmisβ (3)

0 =

(
Rr + Lr

d
dt

)
irβ + Lm

disβ

dt
− ωrLrirα − ωrLmisα (4)

vsx =

(
Rs + Lls

d
dt

)
isx (5)

vsy =

(
Rs + Lls

d
dt

)
isy (6)

vsz =

(
Rs + Lls

d
dt

)
isz (7)

y

x

Figure 2. Generated voltage vectors in the α-β and x-y planes. Note that the same switching state
produces two different vectors in every plane.

2.2. PSO Algorithm

PSO is a meta-heuristic population-based technique. It is inspired by the social behavior of
bird flocking and fish schooling; therefore, it is based on the swarm intelligence concept [17].
PSO refers to artificial intelligence systems where the collective behavior of unsophisticated agents that
interact locally with their environment creates coherent global functional patterns [12,15]. In general,
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PSO algorithm uses a population of particles that fly throughout the problem hyperspace [18]. All the
particles have fitness values that are evaluated by the fitness function to be optimized and have
velocities vectors, which determine the movement of the particles in the search space. These velocities
are stochastically adjusted throughout the execution of the algorithm according to the historical best
position for the particle itself and the neighborhood (other neighbor particles) [12,15]. Therefore,
the particles or candidate solutions fly throughout the problem search space attracted by the positions
of the best particles found during the execution of the algorithm. PSO-based methods have been used
in a wide range of engineering areas to solve complex continuous optimization problems, such as
product design and manufacturing [19], automotive industry [20], structural design [21], and computer
networks [22], among others [23,24].

Mathematically, the PSO algorithm is formulated as follows. First, a set of P particles (population)
is randomly initialized. Note that the position of each particle is a possible solution for the estimation
algorithm and it is represented by a d-dimensional vector in the problem space xi = (xi1, xi2, . . . , x),
being i = 1, 2, . . . , P and s ∈ R. Thus, each particle is randomly placed in the d-dimensional space as
a candidate solution and its performance is evaluated using a predefined fitness function. The velocity
of the ith particle vi = vi1, vi2, . . . , vid, vεR, is defined as the change of its position. Depending on the
number of objectives considered by the fitness function, the PSO algorithms can be classified as single
and multi-objective algorithms [25].

The information available for each particle is based on its own experience and the knowledge of
the performance of other particles in its neighborhood. Therefore, each particle adjusts its trajectory
based on its own previous best local position and the previous best global position attained by any
particle of the swarm, namely pid and pgd. The velocities and positions of particles are updated using
Equations (8) and (9), respectively:

vid(t + 1) = wvid(t) + c1rand1(pid − xid(t)) + c2rand2

(
pgd − xid(t)

)
(8)

xid(t + 1) = xid(t) + vid(t) (9)

where t is the iteration counter, w is the inertia weigh, c1 and c2 are the acceleration coefficients,
and rand1 and rand2 are two random numbers uniformly distributed in the interval [0, 1]. The inertia
weight controls the impact of previous velocities on the current velocity and it is used to control the
convergence of the PSO [12]. To reduce this weight over the iterations allowing the algorithm to exploit
some specific areas, w is updated according to the following equation:

w = wmax − wmax − wmin
itermax

iter (10)

where wmax and wmin are the maximum and minimum values that the inertia weight can take, iter the
current iteration of the algorithm and itermax the maximum number of iterations. The acceleration
coefficients c1 and c2 control how far a particle moves in a single iteration. The velocity update in
Equation (8) has three major components. The first one is the inertia, which models the tendency of the
particle to continue in the same direction that it has been travelling. The second component is usually
referred as memory and it is the linear attraction towards the best position ever found by the given
particle pid scaled by a random weight c1rand1. The last component, usually referred as cooperation or
social knowledge, is the linear attraction towards the best position found by any particle pgd, scaled by
another random weight c2rand2.
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Algorithm 1

Objective function f (x), xi = (xi1, xi2, . . . , x)
Initialize locations xi and velocity vi, i = 1, 2, . . . , P
Find pgd from min{ f (x1), . . . , f (xP)} at (t = 0)
While (criterion)

For loop over all P particles and all d dimensions
Generate new velocity vid(t + 1) using (8)
Calculate new locations xid(t + 1) using (9)
Evaluate objective function at new locations xid(t + 1)
Find pid for each particle xid
End for

Find the current pgd
Update t = t + 1

End while
Output the final results xid and pgd

with pid the PSO algorithm tries to force exploitation around local optimums, while with pgd the
algorithm explores new areas of the search space. Both features are the main tools for the PSO
algorithm to achieve satisfactory results in complex optimization problems like the one presented
in this work. Algorithm 1 represents the original implementation of the PSO algorithm used in this
work. Furthermore, in this work, each individual will represent the set of electrical parameters to be
estimated using the PSO algorithm, whose result will be proven to converge to an optimal solution.

3. Suggested Estimation Procedure

The proposal presented in this work utilizes both the standstill technique and the PSO procedure
that have been particularized to the system under study, which is a symmetrical five-phase induction
machine with distributed windings fed by a two-level VSI. In order to have a better understanding of
the estimation procedure, this section will detail the standstill scheme, where an insight into how the
electrical parameters are estimated is provided. Then, the application of the search engine based on
the PSO method to obtain the final estimation is described.

3.1. Standstill Procedure in Five-Phase Induction Drives

The basis of standstill identification schemes is that the machine model can be simplified when
the rotor speed is zero (ωr = 0). This can be obtained with an appropriate stator winding arrangement
that avoids the generation of electrical torque. Several stator winding arrangements can be chosen,
generating different stator current components. Table 1 summarizes two winding arrangements
proposed in [9] for the identification of the electrical parameters in the α-β (first row) and x-y (second
row) subspaces. The first one maximizes the α–axis component with respect to the x-axis component
(winding connection 1), while the remaining components are zero. This arrangement allows two
identification processes in the α-β subspace for the estimation of the rotor parameters (Rr, Llr) and the
magnetizing inductance (Lm). The second one maximizes the x-axis component with respect to the
α-axis component (winding connection 2), generating null components in the rest. Then, this second
arrangement allows one identification process in the x-y subspace to estimate the stator resistance (Rs)
and stator leakage inductance (Lls) parameters. The resulting discrete dynamics models, which will be
used in the identification process, are obtained as follows.
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Table 1. Two available windings’ arrangements in a five-phase induction machine for the single-phase
standstill estimation procedure.

Winding Connections Voltage Vectors Decoupled Voltage Components

 

vsα = 1.1708 · Vdc
vsx = −0.1708 · Vdc
vsz = 0
vsβ = vsy = 0

 

vsα = −0.1708 · Vdc
vsx = 1.1708 · Vdc
vsz = 0
vsβ = vsy = 0

The first identification model focuses on the α-β plane and it is shown in the upper row of Table 1.
Then, a winding arrangement is chosen to minimize stator voltage in the x-y subspace and reduce any
interference between orthogonal frames. However, notice that the obtained stator voltage is not null in
the x-y plane, so certain disturbance in the identification process is generated. The stator and rotor
current responses in the α–axis can be described by the following equations:

Vsα(s) = (Rs + sLs)Isα(s) + sLm Irα(s)0 = (Rr + sLr)Irα(s) + sLm Isα(s) (11)

The transfer function that models the current response in the α–β subspace is as follows:

Vsα(s) = (Rs + sσLs)Isα(s) +
sKT

1 + sτr
Isα(s) (12)

where KT = Lm
2/Lr, τr = Lr/Rr and σLs = Ls–KT.

The continuous-time transfer function that describes the α–axis stator current response can be
simplified using the term Vsr(s) detailed in (13), as it is shown in (14), and discretized using a zero-order
holder as it is stated in (15):

Vsr(s) = Vsα(s)− (Rs + sσLs)Isα(s) (13)

Isα(s)
Vsr(s)

=
(1 + sτr)

KTs
(14)

Isα(z)
Vsr(z)

= Z
{

1 − e−sTs

s
·1 + sτr

KTs

}
=

τr + (Ts + τr)z−1

KT(1 − z−1)
(15)

where Ts is the sampling period.
This model, also called “full-order transfer function model in the α-β subspace”, provides

information of current response in the α-β plane. In essence, the same model has been so far used in
the identification process of three-phase machines using standstill techniques whose parameters are
identified using this transfer function.

The model in the x-y subspace is now studied. The continuous-time transfer function that
describes the x-axis current response is obtained after creating a stator voltage using the winding
arrangement shown in the second row in Table 1:

Isx(s)
Vsx(s)

=
1

(Rs + sLls)
=

1
Rs(1 + sτls)

(16)

where τls = Lls/Rs.
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This model in the x-y subspace can be referred as the “stator leakage inductance model” because
it contributes to the estimation allowing the identification of the Lls parameter. The input voltage in
the x–axis depends on Vdc, as it is detailed in Table 1 (fourth column). Notice that the obtained stator
voltage is not null in α-β plane. Therefore, certain disturbance to the identification process is generated
as in the previous case. The model of the current response is then discretized using a zero-order hold
as follows:

Isx(z)
Vsx(z)

= Z
{

1 − e−sTs

s
· 1
Rs(1 + sτls)

}
=

(
1 − e−Ts/τls

)
z−1

Rs
(
1 − e−Ts/τls z−1

) (17)

The stator leakage inductance model provides additional information, compared with the
three-phase case, about the identification of Rs and Lls parameters, and will be used for this purpose.

3.2. Search Engine for the Estimation Process Using PSO

The main idea of using the PSO algorithm in this complex application is to converge towards a
good solution of the estimated electrical parameters of a five-phase induction machine. Each particle is
composed of a set of electrical parameters like an unknown vector x = [Rs Rr Lm Lls Llr] to be accurately
estimated. The fitness function used to evaluate the quality of every particle in the population is the
mean squared error (MSE) between the outputs given by the real system (the multiphase induction
machine, yα and yx in Equation (18) and the outputs given by a modelled system (using Matlab and
named ŷα and ŷx). Both systems (the real machine and the Matlab-based model) are governed using
stator voltages in the standstill configuration to generate first a response in the α-β subspace and then
in the x-y plane. The full-order model is avoided to guarantee that the estimation of the α-β parameters
(involved in the main control magnitudes of the electrical drive such as the electrical torque and the
stator flux production) is made without having any interference of the x-y plane, which is related to
the electrical losses in a machine with distributed winding. For this reason, the same weights have
been considered for both subspaces α-β and x-y. Consequently, the proposed fitness function g for this
study is defined as follows:

g =
√

MSEx2 + MSEα
2

MSEα
2 =

1
Nα

Nα

∑
k=1

‖yα(k)− ŷα(k)‖2 (18)

MSEx
2 =

1
Nx

Nx

∑
k=1

‖yx(k)− ŷx(k)‖2

where the MSEα and MSEx values are the mean squared errors computed for the response in the α-
and x-axis, respectively, and Nα and Nx regulate the desired accuracy in the estimation of the α-β and
x-y parameters (in this case, the same accuracy has been selected).

The complexity of the estimation procedure comes from adjusting simultaneously the two
regression models of α-β and x-y planes based on the response of the multiphase machine in standstill
arrangements to known input signals. On the one hand, the regression model of α-β plane that
allows the estimation of Rr, Llr and Lm parameters. On the other hand, the x-y plane that enables the
estimation of Rs and Lls. Notice that the five electrical parameters have continuous values ranging
from the intervals included in Table 3 (see Section 4.1 for more details). Therefore, the complexity of
the optimization problem consists in finding the most optimal values that reduce the error among the
simulated response of electrical machine model with the electrical parameters as inputs and the real
response obtained from experiments.

4. Experimental Assessment

The performance of the proposal is analyzed using an experimental test bench based on a
symmetrical five-phase induction machine with distributed windings. The multiphase machine was
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built from a commercial three-phase induction machine that has been rewound and reassembled.
Then, the proposed estimation technique is applied to obtain the unidentified vector x = [Rs Rr

Lm Lls Llr] that represents the electrical parameters of the multi-phase machine. Figure 3 shows
an scheme of the experimental test bench, where pictures of electronic equipment are included.
The VSI-based multiphase power converter is built from two commercial three-phase modules from
Semikron (SKS21F) that are linked to a unique DC of up to 300 V. The controller is based on a
well-known digital signal processor from Texas Instruments (12500 TI Boulevard, Dallas, TX, USA)
and Technosoft (Avenue des Alpes 20, 2000 Neuchâtel, Switzerland), the TMS320LF28335 and the
MSK28335 board, respectively. Sensing some electrical variables (stator currents and voltages) is a
major requirement in the estimation strategy, which it is done using two different sensors from LEM
(Chemin des Aulx 8, P.O. Box 35, 1228 Plan-les-Ouates, Switzerland), the LA-55P and LV-25P devices.
It is important to highlight that the voltage electrical signals obtained from the sensors are filtered
using analog low-pass filters with a cut-off frequency of 1.5 kHz. It is also interesting to remark that
the windings of the multiphase machine must be rearranged to avoid torque generation and to assure
the standstill behavior. This is done following the connection scheme shown in the first row of Table 1.

Figure 3. Scheme of the experimental test bench.

4.1. Identification of the Electrical Parameters of the System

Two different stator voltages are applied using the proposed standstill tests in α-β and x-y
subspaces and the current responses of the system are recorded. The winding connection shown
in the first row of Table 1 is initially used and a step voltage from –20 to 20 V is applied to the
machine, Figure 4a, to obtain the current response in the α–axis shown in Figure 4b. This voltage
excites the electromagnetic circuit and rotor time constants at standstill in the α-axis, as it is detailed
in Equation (15). The winding connection shown in the second row of Table 1 is then used and a
three-level signal (–60, 0 and 60 V) with a fundamental frequency of 25 Hz is applied to the stator,
see Figure 4c. This stator voltage excites the stator electromagnetic circuit detailed in Equation (17),
producing the stator current in the x–axis shown in Figure 4d. The obtained stator current responses y
are then compared with the modelled responses ŷ, evaluated with Equations (15) and (17) in order to
compute the fitness function g (18) of each individual in the PSO algorithm.
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Figure 4. Applied stator voltage in the winding connection 1 (a) and the measured isα (b). Applied
stator voltage in the winding connection 2 (c) and the measured isx (d).

Table 2 contains the configuration parameters used in the PSO algorithm, which is designed to
stop under two circumstances. The PSO algorithm has been run for 30 independent trials. Each trial
is stopped under the following events: first, if 400 iterations are reached, or second, if the best
global position does not change during 40 iterations or the change is lower than the lowest error
gradient tolerance (errgrad). Notice that realistic variation intervals for the electrical parameters of
the machine (summarized in Table 3) must be supplied to the PSO algorithm to ensure a proper
solution. Consequently, previous knowledge of the real system is required to apply the proposed
estimation algorithm.

Table 2. Configuration parameters of the PSO algorithm.

PSO Parameter Value

Number of trials 30
Number of particles (ps) [25, 125]

Acceleration coefficients (c1 and c2) c1= c2 = [0.1, 2]
Inertia weights (wmax and wmin) wmax = [0.5, 1.4] and wmin = 0.3

Maximum particle velocity (vmax) vmax = [1, 3]
Lowest error gradient tolerance (errgrad) errgrad = 1·× 10-6

Maximum number of generation without error change (errgraditer) errgraditer = 40
Maximum number of iterations (itermax) itermax = 400
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Table 3. Parameter ranges for the PSO variables.

Machine Parameter Interval

Rs (Ω) [10, 25]
Rr (Ω) [1, 10]
Lm (H) [0.5, 0.7]
Lls (H) [0.010, 0.160]
Llr (H) [0.010, 0.060]

To select the suitable values of the adjusting parameters of the PSO algorithm, massive simulations
have been conducted varying the parameters, such as ps, c1, c2, Vmax, and Wmax, according to the
intervals included in Table 2. A grid search has been conducted by dividing each interval of each
configuration parameter into four. Each point of the grid has been evaluated for 30 independent trials.
Therefore, about 8000 simulations have been conducted. In general, the results are satisfactory for all
the cases considered since important differences in the obtained results are not observed. According to
the results in Table 4, the most suitable adjusting parameters for the PSO implementation are: ps = 75,
c1 = c2 = 1, Vmax = 1, and Wmax = 0.9. Table 4 details the estimated parameters for the best run, obtained
with a computed error of 0.1701. The identification method based on gradient-based optimization
algorithms and proposed in [9] was also applied to compare with these results, giving an estimated
error about 2.58% higher than the obtained using the PSO technique. Then, an improvement in the
estimation procedure is obtained, which proves the interest and applicability of the proposal. Notice
that the accuracy of the electrical parameters has strong impact on the closed-loop performance of the
system, being an important trend in control theory for electrical drives.

Table 4. Obtained parameters using the PSO algorithm.

Machine Parameter Value

Rs (Ω) 19.4462
Rr (Ω) 6.7659
Lm (H) 0.6565
Lls (H) 0.1007
Llr (H) 0.0386

Moreover, Table 5 includes statistical results with respect to the number of particles used in the
PSO algorithm. Notice that important differences are not noticeable when the number of particles is
higher than 75. Therefore, it has been chosen 75 as appropriated number of particles for the target
optimization problem.

Table 5. Estimation error versus number of particles ps.

Ps Max. Mean Std.

25 0.3340 0.3450 8.4569 × 10−6

50 0.1879 0.1928 3.4569 × 10−6

75 0.1701 0.1745 2.4569 × 10−6

100 0.1722 0.2038 2.2269 × 10−6

125 0.1725 0.1755 2.1100 × 10−6

4.2. Stadistical Analysis and Comparison with a Grandient-Based Approach

Figure 5 depicts several performance metrics of the proposed approach. Figure 5a shows the
boxplot for the error distribution obtained in the conducted trials, where the obtained distribution
data results are shown in a standardized way. Boxplots are normally used to show the dispersion
of the simulation results. They represent the median and the 25% and 75% of the simulation results.
Therefore, boxplots are ideal tool for statistical analysis. It may be observed that the deviation in the
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distribution of the results is very low (2.4569 × 10−6) in comparison with the evaluated mean. Figure 5b
compares the obtained average results using the proposed PSO-based technique and the gradient-based
approach presented in [8,9]. It may be concluded that the proposed estimation technique reduces
the error value considerably. Another important issue to highlight is that the 95% confident interval
for the obtained results using the PSO-based approach is 8.1786 × 10−6. Therefore, the proposed
PSO-based approach clearly outperforms the gradient-based technique for all the conducted trials.
Finally, Figure 5c,d depict the performance of the proposed estimation technique in terms of execution
time and number of generations required for convergence. Notice that the execution time is not critical
in this optimization problem since it is obviously and offline procedure. Nevertheless, the proposed
approach provides results in 4000 s (approximately 1 h) on average. These results were obtained using
a Toshiba Satellite L755 Intel®Core™ i7 2670QM, 4 G RAM. Consequently, the execution time can be
considerably reduced using a modern workstation. Regarding the number of generations required for
the convergence, it may be observed (see Figure 5d) that the convergence is usually reached in less than
100 generations. The considered stopping criterion in the PSO configuration (until 400 generations can
be run if necessary) is then a suitable configuration set.

Figure 5. Statistical analysis of the results showing (a) the obtained estimation error, (b) a performance
comparison between the PSO-based and gradient-based approaches, (c) the execution time of the
proposed estimation procedure, and (d) the number of generation required for the convergence of
the algorithm.

4.3. Experimental Validation of the Estimated Parameters

To analyze the validity of the results obtained, a graph of the estimated transfer functions is
plotted with a log-frequency axis in order to compare the theoretical and experimental frequency
responses of the system (Bode plot). The mathematical representation of the system shown in previous
equations is compared with the real behavior using the proposed winding arrangements and the
estimated parameters. Figures 6 and 7 show the obtained results. Figure 6 depicts theoretical and
experimental Bode plots in the α-β plane in blue and red ink, respectively. A good agreement is
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observed in Figure 6. Moreover, Figure 7 shows theoretical and experimental Bode plots in the x-y plane.
Again, theoretical and experimental behaviors are quite similar. Notice that some differences exist.
These differences can be justified due to the inaccuracy of the initial modelling assumptions, the error
in the measurement process and the relationship with the frequency of the electrical parameters of the
machine. Such differences produce that the experimental transfer function varies from the theoretical
one as the frequency increases.

Figure 6. Simulation (blue dashed plot) and experimental (red squares plot) Bode frequency responses
in the α-β subspace.

Figure 7. Simulation (blue dashed plot) and experimental (red squares plot) Bode frequency responses
in the x–y subspace.

5. Conclusions

This paper describes a novel off–line procedure for the estimation of the electrical parameters
of a multi-variable electro-mechanical system. Unlike recently proposed gradient-based methods,
this proposal utilizes the PSO technique as a proof-of-concept of the application of meta-heuristic
optimization algorithms in the estimation of electrical parameters based on standstill methods.
The method has been tested in a real system using a multiphase test rig with a five-phase induction
machine. In addition, it has been compared with sinusoidal and time domain gradient-based
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estimation techniques. A reduction higher than 2.58% is obtained in the best solution error. Notice
that this result is relevant for the development of high performance modern controllers where the
knowledge of the electrical parameters of the multiphase drive is crucial, such as in predictive
control algorithms. Furthermore, this work paves the way for future application of other variants of
population-based techniques, such as the genetic algorithm (GA) and firefly algorithm (FA), and other
recent trajectory-based algorithm, such as simulated annealing (SA), tabu search (TB) and harmony
search (HS), among others, for the optimization problem presented in the estimation of electrical
parameters of multiphase machines based on standstill tests. It is interesting to note that although the
proposal has been tested for a particular multiphase drive (five-phase machine), it can be extended for
identification purposes in different electrical drives. There are no restrictions in the application of our
proposal in different multiphase electrical machines, although the propose windings’ arrangement
(Table 1) is no longer valid and must be adapted to the standstill requirements of the new machine.
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